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ABSTRACTCrosslingual Information Retrieval (CLIR) usually requires query slation and,
due to named entities in the case of IR, query translation requires a gooslitexation system
when writing systems differ. Transliteration can be seen as a problermefajgon or align-
ment. For IR, since we can extract a word list from the corpus beinghkedr it should be seen
as an alignment problem. The shift from generation to alignment can leagjb@htranslit-
eration accuracies and significant improvements in the CLIR results. &k able to achieve
an increase (over generation) in the CLIR Mean Average Precisior2t§62 and 29.08% for
English to Hindi and English to Marathi, respectively.

RESUME La recherche d’'information interlingue implique la traduction des requéesiaison
du grand nombre d’entités nommées dans les requétes, des syseamaesiittération efficaces
doivent étre mis en ceuvre quand les systémes d’écriture different. €bexiraction de liste
de mots cibles a partir des corpus interrogés est possible, nous pnéféassimiler la translit-
tération a un probléme d’alignement plutdt qu’a un probleme de généra@ie choix conduit
a de meilleures translittérations et & des améliorations importantes dessép@ux requétes.
Nous avons ainsi amélioré la précision moyenne de notre systemeG#e?22ie I'anglais vers
I’hindi et de 29,08 % de I'anglais vers le marathi.

KeyworDsMultilingual, Transliteration, Crosslingual Information Retrieval, Surface i&im
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1. Introduction

With the coming together of all kinds of data in different darmges on the Web
and elsewhere, the search for better methods for multiéihgid crosslingual text pro-
cessing for applications like Information Retrieval (IRjshgained a lot of attention.
However, for some languages which do not even have the tmsjuage resources
such as dictionaries (monolingual or multilingual) that glood enough to be used
for practical applications, we need to explore methods whan perform reasonably
well even in the absence of such resources.

The above is true for most of the major Indian languages, silalbof them spoken
by more than a hundred million people. Efforts to developustlmethods specifically
for these languages have only recently gained momentum.oOthe important ap-
plications on which work is going on is Crosslingual Infoioa Retrieval (CLIR),
and one of the major problems for this application is queaydtation since CLIR
systems are usually based on query translation. Sinceeguaré usually not gram-
matical sentences, we cannot effectively use Machine Taaos (MT) systems for
this purpose. In any case, good MT systems for these languagenot available. In
this situation, good transliteration is essential for ioyding query translation. It has
special relevance for the present case (English to Indisguiages) where the translit-
eration module can be as important or perhaps even more fampdhan the rest of
the query translation system. It has been shown that just reasliteration can help
in getting tolerable performance for CLIR systems. We c&nparse, use many other
techniques and heuristics to add to transliteration, kghliziaccurate transliteration
methods are still a key to good CLIR for Indian languages tajpam being very
useful for other Natural Language Processing (NLP) aptitina such as Machine
Translation (MT).

As Surana and Singh (2008) (among others) have pointed natpbthe main
reasons for the importance of transliteration from the Nlothpof view is that the
Out Of Vocabulary (OOV) words are quite common since alldekiresources are
very limited in practical terms. These OOV “words” includemed entities, technical
terms, rarely used or “difficult” words and words borrowednir other languages.
From the IR perspective, transliteration becomes crueehbse, as pointed by Cheng
et al. (2004), the OOV words seem to constitute 83% of the highggdient query
terms. Analysis conducted by Davis and Ogden (1997) retsi¢hket around 50% of
the OOV words in the queries were named entities. Moreovédras been proved
that CLIR performance (in terms of Mean Average Precisioa¥ weduced by more
than 50% when named entities in the queries were not traretkid (Abdul Jaleel and
Larkey, 2003). Intuitively also it seems logical that hayeven just one named entity
in the query can make retrieval more easy and more accuréteeasices the search
space drastically and is one of the most reliable bases fionating the relevance of
the document. Named entities have to be transliteratedafuyuage pairs that use
different writing systems.
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In a multilingual scenario, the role of transliteration i'ee more important for
the same reason and due to the fact that OOV words cannot isatied using a
multilingual dictionary. Transliteration becomes vitaltranslating the OOV words
across languages.

We propose that transliteration should be seen as two delatedifferent prob-
lems: trandliteration as generation andtrandliteration as alignment. The latter
would usually include the former. Alignment assumes tharget list is available.
This may sound like an unreasonable assumption, espefdallgsource-scarce lan-
guages, but it is just a statement of fact in the case of IRyreviae really do have
the corpus in which we are searching something and from trisus we can easily
extract the target list. Thus, for CLIR, transliteratioroald be seen as a problem of
trandliteration as alignment. As we show later in the article, it is possible to get
much higher accuracies for alignment than for only genenatiWe present the re-
sults of transliteration experiments with one method basedeneration alone, two
variants of a method based on alignment that uses simpleitpas for generation,
another method based on alignment that also uses simpleideels for generation
and two variants of a method based on alignment that useshéstiopted method for
generation. For the two variants of the last method, we wieleta achieve an accu-
racy of 80% and 84% on the ACL NEWS Shared Task data for transtion®, which
is quite high for the case of English to Hindi. Although thixaracy is achieved by
mixing up the training, development and test data to getafget list (not for training
the generation system), it is a valid way to evaluate for theecof alignment since
here we are interested more in CLIR and less, say, in MachiamesTation. Also, we
focus mainly on transliteration as used for CLIR, rathentba improving the overall
performance of the CLIR system. For CLIR, we were able togase the Mean Av-
erage Precision for alignment (over generation) by 22.666629.08% for English to
Hindi and English to Marathi, respectively.

The article is organized as follows. In the next section wieflyr mention the
related work on transliteration. In Section 3, we discugsddse of English to Indian
language transliteration and its special problems. Seetidescribes the methods of
transliteration we use for our experiments. In Section S5present the results of the
experiments on transliteration alone. In Section 6, we nové CLIR and describe
the CLIR system used. Section 7 briefly describes the CLIRex®ntal setup and
Section 8 presents the results of these experiments. inadlconclude in Section 9.

2. Related Work on Trandliteration

Transliteration of words from a source language to a tageguage is mostly
considered to be a problem of generation of target languggeaents. Most of the
methods used for this purpose are based on statistical agps. As transliteration
is not a new problem, even though for Indian languages thesgsstill lag behind,

1.http://ww. acl -ijcnl p- 2009. or g/ wor kshops/ NEW52009
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there has been a lot of work on this problem. The major teclasdor transliteration
can be broadly classified into two categories, viz graphbasad and phoneme-based
approaches. Knigtdt al. (1997) developed a phoneme-based, statistical moded usin
finite state transducer that performed back-translitenatising transformation rules.
Paola and Khudanpur (2003) used another phoneme-baseshapprsing transfor-
mation based learning algorithm. Yaser and Knight (2002dws grapheme-based
approach that maps English letter sequences to Arabiadett@bdul Jaleel and
Larkey (2003) demonstrated a simple, statistical techaifgu building an English-
Arabic transliteration model using Hidden Markov Model (lNY1and alignments
obtained from GIZA++ (Och and Ney, 2003) Gotoet al. (2003) used a maximum
entropy based model for English-Japanese transliteratioch predicts the Japanese
equivalents for English chunks using their contextualrimfation probabilities. Let

al. (2004) presented a joint source-channgiram model for English-Chinese transilit-
eration using orthographic alignments obtained from anliEmgChinese bilingual
dictionary.

In the context of Indian languages, Aswani and Gaizauskd852have used a
transliteration similarity based technique to align EsigiHindi parallel texts. They
used character based direct correspondences betweendiithdinglish to produce
possible transliterations. Then they apply edit distarased similarity to select the
most probable transliteration in the English text. Howesach methods can only be
appropriate for aligning parallel texts as the number ofsfids candidates is quite
small. This work is implicitly based on transliteration dgyament, but it is dif-
ferent from the alignment-based approach that we presehisrarticle and it does
not explore the idea beyond alignment of parallel corpuslidM@006) proposed a
rule-based method of transliterating Punjabi languagels/fsom Shahmukhi (Arabic
script) to Gurumukhi script (derivation of Landa, Shardhd &akri, some old scripts
of the Indian subcontinent). Ekbel al. (2006) used a modified source-channel model
for Bengali-English machine transliteration. Their woskain extension of the earlier
works (Gotoet al, 2003; Liet al, 2004). They also used language specific heuris-
tics for identifying transliteration units in Bengali. $aret al. (2008) presented a
discriminative model using Conditional Random Fields (FBRfd HMM-alignments
for Hindi-English transliteration. This work can be comgatto the earlier work by
Abdul Jaleel and Larkey (2003) where they used a generatadeim(HMM). Srini
et al. (2008) proposed a mapping-based Compressed Word Formég)@lgorithm
for English-Tamil transliteration. They compared theist&yn performance with the
discriminative model proposed by Surggal. (2008).

One of the methods presented in the current work is an extens$ithe translitera-
tion system proposed by Surana and Singh (2008) for Englistirtdi transliteration.
They proposed a word origin based method of transliterationhich possible tar-
get equivalents are generated based on whether the givehisvorf Indian origin
or foreign origin. Fuzzy string matching (Singi al., 2007) to estimate the surface

2. http://ww.fjoch. com G ZA++. ht
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similarity® is used for aligning the generated equivalents and arrigirtipe correct
target equivalent. This approach does not require a “predirpus” for generating
and ranking the candidates, but it does need the target sid# list for fuzzy string

matching. From the IR perspective, our work is an extensfah®work by Subra-
maniamet al. (2009). They also used transliteration based on estimaticurface

similarity for CLIR and were able to achieve reasonably gpedormance. How-
ever, their experiments were on the relatively easier taskdian language to Indian
language CLIR.

Coming to the current work, we consider the much harder tagkglish to Indian
language transliteration and its application to CLIR. Afso our final experiment, we
combine a state-of-the-art generation method (Statldlezhine Translation) with a
state-of-the-art alignment technique (fuzzy string miaigvased on a Computational
Phonetic Model of Scripts). In the next section we will dissthe special problems
one has to face in this case.

3. The Case of English to Indian Language Trandliteration

Transliteration from English to Indian languages is bdbicgimilar to the prob-
lem of phonetic transcription because the scripts usedfiiah languages are highly
phonetic in nature and there is a close correspondence éetetters and phonemes.

There are several reasons why the problem of English toriridieguage transliter-
ation has been given more urgency than Indian language tiisBrog Indian language
to Indian language. One reason is that most Indians usingutars also know En-
glish to some degree. Another reason is that, till recentiypputers had hardly any
support for Indian languages and most of the Indians usimgpcoers were not (in
fact, still are not) able to type text directly in Indian larages. Therefore, if they
want to search for some text in Indian languages, they wdilldisd it easier to type
their queries in the Latin script, rather than some Indiaipsceven if input for that
script is enabled on their computer. The reason more relévene is that we need
a good transliteration system for searching text in a laggudifferent from that in
which the query is entered, the usual CLIR scenario. Evereifjuery is in an Indian
language, the Indian users are more likely to type the qusiyguthe Latin alpha-
bet, but they might want to search for documents in Indiaguages, thus effectively
turning (in such a case) the problem of IR into CLIR.

Given this background, the two major problems for Englishnmian language
transliteration are:

1) Source side ambiguitythe relatively irregular spelling of English (in phonetic
terms) and the lack of a commonly accepted Roman notatiotyfidng Indian lan-
guage text;

3. Roughly speaking, orthographic and phonetic similarity, but it could dfygied to other
linguistic modalities, such as sign language.
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2) Target side ambiguitya high degree of variation and non-standardization of
spellings in Indian languages (in their respective scyipts

These two problems make the task much harder at both theesesrwell as at
the target side. The relative irregularity of spellings fe source side means that
the number of possible transliteration candidates thatbeagenerated is very large
for even a medium-sized word. The high variation at the tasgle means that it is
very difficult to decide (often for even humans) whether aggated candidate is an
acceptable word (or name), even if we ignore the role of thnteod.

It needs to be emphasized that the two problems will effeltigtill be present
when we try to transliterate “romanized” Indian languaged {say, IR queries) to
Indian language scripts. This is because there is no popatamonly accepted no-
tation (although there are innumerable ones for acadenmmogas) for typing Indian
language text in the Latin script. Since the mappings frotmlUatters to Indian script
letters are not only many to many but highly ambiguous, tregirlar spelling aspect
of the problem actually becomes more important in this case.

To illustrate ambiguity on the source side, as Surana angh§2008) mentioned,
a word like “nOkarl” (job) can be written in Roman at leastrasikri, nokri, naukari
naukary nokari, naukarii and naukaree with all of them getting a large number of
hits on Google (Table 1). For the target side, we give an ela(fjigure 1) consisting
of words (or, more accurately, tokens) of four kinds to shbe fevel of ambiguity
that an English to Indian language transliteration systasith deal with. Note that
these examples (on the source as well as the target sidedtaeraeptionally difficult
ones. ltis true that there are simpler cases, but such diftiases are very common.
Also, names are usually harder to transliterate than words.

naukri (a popular domain name)722,000
nokri (domain name) 19,800
naukari 10,500
naukary (domain name) 5,490
nokari 665
naukarii 133
naukaree 102

Table 1. Source side ambiguity for English to Indian languages tlitggrstion. Vari-
ations of a Hindi word nOkarl (job). The numbers are pageaneed when searching
on Google.

On the positive side, there are a lot of similarities amoregwhiting systems used
for Indian languages (Singh, 2006) and this fact make it maagier to build systems
which can transliterate from English to many Indian langesagsing the same method
and the same basic setup. However, to achieve this, one flgsign the system in
such a way that it benefits from all the similarities amonggbepts. The methods
that we consider in this article are scalable and robustignsiénse.
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Type Word Acceptable transliterations

English word | Azure IR, YR, ISYIR, 3SR, TR, TR,
TR, (ORI, 4R, 4R, TR, TR
Foreign name Norfolk ARBIeh, ANWIeh, ARWbleh, ANWbIeD,

ARGIeR, ARWMIE, ARGIE, ARBIP, AIRPIE,
Indian language |Raja XTSI, RS, ]S, 971, }MST, 971, 9T
word

Indian name Madhulika |A1gjferes, Aggfeles, AEferanl, AigjforenT, Aeeliap,
HIEgeAp, ...

Figure 1. Target side ambiguity for English to Indian languages tigagation for
four different types of words. The third columns shows sdntieeopossible translit-
erations, all of which could be acceptable. For English womhd foreign names
(rows 1 and 2), all the variants given are acceptable pharadlf, partly due to lack
of standard conventions about transliterating English dgand foreign names and
partly because the names are supposed to be transliterdtedqtically and the pro-
nunciation might vary with, say, the accent with which Eslgis spoken by the writer.
For Indian language words (row 3), there is ambiguity beaaab the transliterations
given are valid words. For Indian names (row 4), the ambigistdue both to the huge
variety in possible names and to the fact that people speit trames differently.

In the light of the above, there are some difficult questidrad & researcher or a
developer working on transliteration for English to Indlanguages has to ask. Some
of them are:

— How to take care of the source side ambiguity?

— How to resolve the target side ambiguity?

— What kind of method is better for generating candidates?

— On what basis should the candidates be pruned?

— How to rank and select the candidates?

— How to evaluate the system?

While discussing these questions, we will assume that aiklitaration methods
work according to the following general conceptual scenaven if they do not fol-
low each step explicitly:

1) generate segmentations of the source word (or token);

2) prune segmentations;

3) generate transliteration candidates;

4) prune transliteration candidates;
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O @ @  ®I®I®I@ | couns
kandar ey FHeRY i [F =
kandar P kandarp L e T Z‘Eiq E”aqr 1. Input English word
pikandarp ?nq_aq et | ded 5 s ot
kandarp kandar Hey « . 5_3 < . Segmentations
Pyt PR | Py | Pexy
e &Y e 3. Pruned segmentations
kandarp :kandarp i ey e 4. Generated Hindi candidates
ey Sy 5. Pruned Hindi candidates
kan dar v L <
P PHIERY Sl 6. Output of transliteration
kan darp as&;eneration after scoring
kandarp T and ranking
Eﬁeﬂa 7. Output of transliteration
as alignment (assuming
that the word @<U is in the

target word list)

Figure 2. An example showing the usual steps in transliteration. &ketivo columns
show the returned candidates for transliteration as getieraand transliteration as
alignment, respectively.

5) assign scores to transliteration candidates;
6) rank and prune the remaining transliteration candiglates
7) return one or more transliterations.

Figure 2 shows an example of the above steps (except thabohgahe candi-
dates). The last two columns in the figure show the returnadidates for transliter-
ation as generation and transliteration as alignmentectsely.

Pruning segmentations as well as candidates is requirealbedor certain lan-
guage pairs (such as English to Indian languages), the nuohib&nsliteration can-
didates can otherwise become so large that it is not conipuoédlty feasible to use
them all, even if the CLIR system is going to ignore most ofitivalid ones. But the
bigger problem is that the more candidates there are, tla¢egréhe chances that some
of them will (wrongly) get aligned to some word in the targetra/list.

An example of works where the transliteration method eipficncludes almost
all of the above steps is by Qet al. (2003) and it was also used for CLIR. This
work (on English to Japanese transliteration) is also ameka of using translitera-
tion as alignment, rather than transliteration as germratiThe alignment (or “val-
idation”) was performed in their case against a word list dmtionary) extracted
from a monolingual Japanese corpus. In a related work onatree problem, Qu
and Grefenstette (2004) also took the origin of the nameantmunt (using language
identification techniques) and they tried to use the Webasdhpus for alignment or
validation. The Web (and specially Wikipedia) is, in faatjig increasingly used for
overcoming the lack of resources, including transliteratiictionaries (Sato, 2009).
For Indian languages, the problem is that Wikipedia, and WWejeneral, does not yet
have as much content to mine named entities and other OOVsvesrtor languages
like English.
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Going back to the points mentioned above, to take care ofguitiion the source
side, (ideally) we have to make sure that all the valid caaigisl are generated. This
can perhaps best be done by a statistical technique, butsiecihnique requires par-
allel data (list of source words and their correct transditiens). Some pruning of
segmentations and candidates is possible by simple hieari$hese heuristics, in the
case of Indian languages, can be based on the fact that fpesdoilow some rules
about which kinds of characters can follow which kinds ofestbharacters. For ex-
ample, a vowel cannot be followed by a vowel sigma@trag and a vowel modifier
or a consonant modifier cannot follow another or each otherugé a simple gram-
mar (Singhet al, 2007) to prune candidates containing such impossibleesexgs.
Another heuristic is to specify a maximum length for segrmgatg. for English to
Indian languages, one can set a maximum segment length oft 3bmcause longer
sequences cannot represent a single letter in the Indiguage script. However,
for more sophisticated pruning, we again need parallel @iaassome techniques like
the ones used for Statistical Machine Translation (SMT}.iBwe use a method like
the one used by Surana and Singh (2008), then a simple teghbmsed on rough
mappings may be good enough for the source side ambiguityusecfuzzy string
matching (estimation of surface similarity) or “validatioat the target side could en-
sure that the right candidate is selected. But if we do nairassthat a list of all the
target side words is available, then pruning and rankinghertarget side does need
statistical techniques.

It can be mentioned here that the statistical techniquesnaiely of two kinds.
The first are the easy to implement ones but less effectivethiéncategory come
letter basech-gram language models. These models can be used both fongram
well as for ranking, but when used alone they are hardly seffic Still, they can be
used intelligently both on the source as well as the targl. sThe second kind of
techniques are those which use parallel data. They can peffective, but they need
hard-to-prepare resources and are only as effective ags$oences they use. One of
the interesting areas of research is how the statisticahtques can be combined with
other techniques to ensure that the system can work with leadity and small size
resources or even without them to some extent. The methatsthexperimented on
are an exploration in this direction.

One important but less addressed issue is that of evalu#tihe examples given
earlier show, the high level of variation at the target sidekes it difficult to properly
evaluate a technique. For example, the reference datadgeh¥or the ACL Named
Entities Workshog for the transliteration task (English to Hindi) has only aoerect
transliteration in most cases, whereas the correct (orpéaioke) transliterations are
almost always more than one. For the words given in the teatfdathis shared task,
it would be very common to have four or more acceptable ti@nations. This means
that the evaluation using this data is going to be too sthitiwever, it is very hard
to prepare data that lists all possible transliterationser& might even be argument

4. http://ww. acl -ijcnl p- 2009. or g/ wor kshops/ NEW52009
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about whether something is acceptable or not. As Figure wshbmay not even be
practical to list all the acceptable transliterations.

The solution that we suggest is that evaluation for EnglisHindi transliteration
should be based on fuzzy string matching, instead of exatthimg. The rank along
with the fuzzy string matching score can be used to desigrttarbmetric for this
task. However, not just any approximate string matchingld/eerve the purpose.
The technique selected for fuzzy string matching shouldlde @ estimate surface
similarity (i.e., phonetic and orthographic similaritytime present case) because, for
examplep andf are less distant thgnandr. The usual edit distance methods are not
able to account for this. Something like the Computatiornadrietic Model of Scripts
or CPMS (Singh, 2006) can be used for this purgosBut we leave the design of a
better metric as work for the future.

The above discussion is about transliteration in generalveyer, if we assume
that a target list of all correct transliterations can belafste, many of the problems
mentioned above do not apply. CLIR is a problem where thisrapsion is valid.
Therefore, there is no need to rely only on generation to tfieecorrect translitera-
tion. Instead, we should make the best possible use of agghmAlignment based
on CPMS-based fuzzy string matching can also account fotattget side spelling
variation.

4. Experimentsin Trangliteration

We tried six methods for our experiments. The first methods w@ple map-
pings for generation, but uses two variants of the CPMS+¢batignment or Fuzzy
String Matching (FSM) technique (Singh, 2006; Singhal, 2007). The first
variant (DATM) usesakshars(roughly syllables) as the smallest units (Surana and
Singh, 2008), while the second (LDATM) uses letters as thallest units. The sec-
ond method is a modified version of the DATM method (Naive SM$M) that uses
simple mappings for generation, a simpiegram based method for initial ranking
of the candidates and FSM for alignement. It can be seen amhigation of naive
SMT and FSM. The third method (SMT) is based on the standamndrgéve Statis-
tical Machine Translation. This method is based on germrailone as there is no
alignment against the target list. Finally we use a methddi8-SM) that uses SMT
for generation and initial ranking of candidates. The renmg candidates are then
aligned using the two variants of the CPMS-based technig&&M and LFSM). We
first present a summary of the FSM alignment technique in éxésub-section. Then
we explain all the methods in the following sub-sections.

5. The CPMS-based estimation of surface similarity can be seen at ohasevgeneralization
of edit distance based methods. However, it is different from other generalizations in the
way it is modeled and implemented and the purposes for which it can be use
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4.1. Fuzzy String Matching (FSM)

Fuzzy String Matching as used by Singhal. (2007) is based on the idea that
written text contains not just orthographic but phonetfoimation too. We can use
all this orthographic and phonetic information to estimtiie surface similarityof
two strings or words. This method is a natural extension efddit distance based
methods except that the cost of substitution is directlatesl to orthographic and
(more importantly) phonetic similarity. Such a method calketinto account the fact
that /b/ and /p/ are more similar than /p/ and /t/.

The CPMS is used to estimate surface similarity. This is aehofiscripts® that
uses the characteristics of scripts such that the phométiomation available in writ-
ten text is effectively utilized to estimate similarity. &maletter is represented as a
vector of features. The model also consists of an importantponent called the
Stepped Distance Function (SDF) that gives the orthogcaghdl phonetic similar-
ity of two letters (Figure 3). A dynamic programming alignmelgorithm such as
Dynamic Time Warping (DTW) can then be used to align two sgiagd get their
similarity. DTW is used just as a way to calculate the editatise, using the phonetic
features of letters. It could be replaced by some other ml@n method, without
affecting the core CPMS.

Fuzzy string matching can be expressed as estimation anidhizaiion of surface
similarity (Singhet al,, 2007):

Ss = f(w1,w2,A,WWn,P,Pn,D) [1]

where f is a function representing an alignment algorithm (such dgreamic pro-
gramming algorithm)w; andw- are the words or strings being comparedis the
alphabetJV is the set of orthographic features,is the set of phonetic featured;,
andP, are the sets of numerical values assigned to the orthograptiphonetic fea-
tures, andD is a distance function for calculating the similarity beemgwo letters.

D can itself be defined as:

D = f(llal27A7VV7Wn7P7Pn) [2]

wherel;, andl, are the two letters being compared as part of the alignmgotigim.
The distance function is a stepped distance function (Eiguthat gives the scores for
phonetic similarity of two letters based on a hierarchy ofipdtic features. Features
at different levels in the hierarchy have different weights

In the case ofiksharbased FSM (AFSM), a list of all possibékshars(less than
2000 in all or most languages) is created first. Then the aiitylof every pair ofak-

6. Implemented so far for Brahmi origin scripts, which are used by rabgtte major Indian
languages.
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Decision Tree Like SDF

Vowel Type Numbers/punctuations etc.
T, & Height Consonangc_‘t aan d,¢ Others
T, o Maatraa PraTatna a,
3,3 Svarl & Svar2 Voiced @3
s, 31 Length Aspirated @, =
s, st Diphthong Hard & %

Devanagari/Dravidian/Bangla =, =

Figure 3. Stepped distance function: various steps differentiatevéen different
kinds of letters. At the end, a quantitative estimate of tileographic and phonetic
distance is obtained.

sharsis calculated using the SDF and DTW. Thessharpair similarities are stored.
To get the similarity of strings now, we just need to run theViD&lignment over
aksharssuch that the cost of substitution is obtained from the staksharpair sim-
ilarity table.

4.2. Discerning and Adaptable Trandliteration Mechanism (DATM)

This was the method used by Surana and Singh (2008). We useiteaof the
baselines, the other being the generation-alone standlifchthod. The basic logic
on which this system is based is shown in Figure 4. The first ideghat the way a
word can be transliterated depends on the origin of the wolhdand Choi, 2002; May
et al, 2004), i.e., the method of transliteration may need to Hereint for words of
different origin. Llitjos and Black (2001) had shown tha¢ tkhnowledge of language
origin can substantially improve pronunciation generatiocuracy. They used proba-
bilities of all trigrams to belong to a particular languagesameasure to disambiguate
word origin. We, like Surana and Singh, used a more accurataad that has been
successfully used for language and encoding identificgBamgh, 2006a).

The second idea is that if we have the list of target words, aveuse fuzzy string
matching to select the right candidate(s), even if the figteamerated candidates does
not include the right candidate(s). The method for fuzzingtmatching is AFSM as
explained above.
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‘Word Class Identifier

Foreign Words Indian Words

| l

Pronunciation Word
Guessor Segmentation
Possible Possible
Pronunciations Segmentations
A4
English Phonemes to Latin Segments to
IL Segments Map IL Segments Map

Transliteration Candidates '

‘ Fuzzy String Matching

l

Reranked Transliteration

Figure 4. Block diagram of the Discerning Adaptive Transliteratioetkod (DATM)

Depending on the word origin, candidates are generatedreliffly. Two main
classes of words are assumed: Indian and Foreign (not tckbe titerally). For the
“Foreign” words, the CMU speech dictionary is used as a lopland if a word is
not present in this dictionary, some simple mappings ard tsssegment and generate
candidates. For “Indian” words, different but equally slenmappings are used. Some
simple heuristics are also applied. For example, the carganodifiemukta(a kind
of diacritic that converts one consonant symbol to anothengtically close conso-
nant, usually one that come into the language due to loarsAfooch English, Persian
etc) is ignored for alignment purposes because for almbgtalvords involving the
nukta the spelling variant without it is also considered accelgta The important
thing is that no expert linguistic knowledge is used eitlwrgreparing mappings or
for applying heuristics and no costly resource is used. Ththad can work even
without the speech dictionary. However, the main drawbddkis method is that it
assumes that a target list of all words is available. Thisresg&ictive assumption, but
it can be used for CLIR.

We also use a variant (LDATM) of this method that uses LFSMal@nment.

4.3. Naive SMT with Fuzzy String Matching (FSM)

This method uses a simple approach for generation, whidh jnciple, similar
to SMT but uses naive techniques. To implement it, we used difi@d version of
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the DATM implementation. The major modifications are asdek. We don't use
the word origin guessing component because word origingjugsauses errors in
many cases. When it works, it can be very effective, but wheyoés wrong, it is
very difficult to recover from the error. Instead, we genereandidates assuming
both classes, i.e., using both (“Indian” and “Foreign”) hwats. We first merge these
candidates together. Then we use a letter basgchm model to get the sequence
probabilities of candidates (normalized for the lengthhefsequence). The candidates
are ranked based on these probabilities as the scoreslyFoplV of these are given
to the fuzzy string matching component to return the rigintdidate. In cases where
no (or not enough) candidates are returned, the best cdegidased on sequence
probabilities are included in the output. This allows us iieegn output even if the
word is not present in the target word list or could not be imadcdue to the settings
of the fuzzy string matching component. This is a major athga over the DATM
method.

4.4. Trandliteration as Statistical Machine Tranglation (SMT)

The next method for which we present the results is simplpgugiie available
tools for SMT. GIZA++' is used for generating letter alignments from the paratéhd
provided for the ACL 2009 NEWS shared task. Then Mdsesused for generating
phrase transliteration tables and also for decoding. Theubwf the decoder is the
output of the transliteration system.

4.5. SMT with Fuzzy String Matching (FSM)

In this method, we took the output of the SMT-based systemagplied fuzzy
string matching with the target word list. Like in the Naiv1$+FSM method, if
nothing is returned from the fuzzy string matching (FSM) mileg we include the
best candidates from the SMT output. And like in the case ofl@Awe tried both
AFSM and LSFM for alignment, giving two variants of the medho

5. Evaluation and Resultsfor Trandliteration

For evaluation of the transliteration system alone (i.efote using it for CLIR),
we used the data provided for the ACL NEWS shared task. Thei@iah metric
used are also the same as those used for the shared tasky mac@lacy (top 1),
Mean Reciprocal Rank (MRR) and Mean F-score. Since we agedistied in translit-
eration as alignment for the purpose of CLIR, we need a tdigjefor the methods
based on alignment (i.e., all except SMT). We created thidii merging the training,

7.http://ww. fjoch. coml G ZA++. ht m
8. http://ww. statnt.org/ noses
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Language— English-Hindi

Method | Accuracy | MRR Mean F-score
DATMA 50.10% | 51.32% 60.77%
LDATM 4 68.30% | 73.34% 83.55%
Naive SMT+AFSM' | 56.60% | 58.32% 82.53%
SMTY 46.30% | 57.33% 86.60%
SMT+AFSM* 80.70% | 81.34% 92.82%
SMT+LFSM* 84.50% | 88.94% 93.96%

Superscript GGeneration
Superscript AAlignment
AFSM Akshar-Based Fuzzy String Matching
LFSM Letter-Based Fuzzy String Matching
DATM: Discerning Adaptive Transliteration Mechanism
LDATM: DATM with LFSM for alignement, instead of AFSM
Naive SMT Candidates generated from mappings, ranked using larguadel
SMT: Transliteration as Statistical Machine Translation

Table 2. Evaluation of English to Hindi transliteration as geneif” and as
alignment!

development and test data provided for the ACL shared taakurhllly, the results in
this case do not apply for the transliteration as generaizse.

The following observations can be made from Table 2. Both BAAnd Naive
SMT+FSM perform better than SMT if the correct translitemas are in the target
word list. It is not a trivial task even if the correct transhiations are present in the
target word list because the source and the target side aitibgyare still there.

The kinds of errors encountered are different for diffenmethods. For DATM,
the largest number of errors seem to be due to wrong idetitficaf the word origin.
This happens most frequently with words of smaller lengtass(than seven char-
acters). Short words also sometimes tend to get wronglyhmadtduring alignment.
There is another category of errors for DATM that seems touselp due to the way
AFSM is implemented, i.e., using the SDF-based similartgm indirect way. Such
errors do not occur with LDATM or SMT+LSFM.

The errors for SMT are mainly due to two reasons. The firstaslithitation of
the parallel corpus from which the system is trained. Theséds the fact that SMT
is just not enough to produce exactly the right candidate ealies heavily on the
language model, which has no way to account for the target ambiguity. This
is a general problem for all methods based on generatiore aloriless word-context
information is also used.

Theoretically, it might appear at first sight that if all thesgible candidates are
generated, then a good alignment-based method should édcatdach accuracies
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very near to 100% since all the correct transliterationspaesent in the target list.
However, apart from the source and target side ambiguitiese are other practical
limitations to this. One is, as noted above, the limitatidrihe parallel corpus for

generation (if SMT is used for generation) or the limitat@imMmappings (if mappings

are used). Another is the fact that for aligning against s lzgge list (several hundred
thousand entries) we have to use an optimized method, whitk@metimes miss the
correct entry.

To summarize, if a good target list is available, SMT+FSivhis best option, but
Naive SMT+FSM (like DATM) has the advantage that it does rexdhany parallel
data to learn from. If a good target list is not available nti®MT is a good option,
though it might be interesting to explore how much Naive S$M can be improved
and whether it can be made to give results comparable to SMAQut using a target
list. The obvious limitation with fuzzy string matching ikat it can only improve
SMT if a good target list is available. But this is not a probla the CLIR case.

It may be pointed out that all the results are very much ondhet side (as com-
pared to those reported by Surana and Singh) because of thiea waich evaluation
is performed. In most cases, only one transliteration isicaned to be the correct
one, though others could have been acceptable.

For CLIR, we used the above methods of transliteraton to ltemslate” the
queries. In the following sections we will describe the Cldigstem used and its
evaluation.

6. CLIR System Architecture

Our CLIR system is based on a “dictionary-based” method @frgjtranslation.
Dictionaries gathered from different sources were alsal fisethis purpose, though
as indicated in the beginning, they are very inadequate. edagntities found in the
queries are identified and transliterated using the tri@nation methods described
earlier. Documents are indexed using the Luceframework and a vector-based
model is used for ranking the documents. Lucene’s OKAPI BN&®&sed as the
similarity metric for scoring the documents.

6.1. Query Processing

The query processing module consists ofragram based translation of query
words using bilingual lexicons, identification of namedites using named entity
recognizers, transliteration of the identified named stiand a boolean query scor-
ing sub-module. A weighted Boolean query is generated asutput from the query
processing module.

9. http://1lucene. apache. org/
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6.1.1. Query Translation

Query translation primarily involves translation of quewprds using bilingual
lexicons. Ann-gram based approach was used to match the entries thatviaee t
more words in the lexicon, thereby increasing the probigtofitranslating multi-word
entries present in the query. The details of the dictiosarged in our experiments are
given in Table 3.

Language Pair | Dictionary Size (Number of Entries)
English-Hindi 22059
English-Marathi 7802

Table 3. Dictionary statistics

6.1.2. Named Entities Identification

Identification of hamed entities or the Out Of Vocabulary d®fOO0VSs) in the
given query is very critical in deciding upon which are therédgto be transliterated
and which are not. Such a binary classification is more relefea this purpose than
recognizing the class of the named entities. For Englishigsieve used the Named
Entity Recognizer (NER) from the Stanford NLP Grddyo identify the named en-
tities present in the queries. The identified named enfitiéise queries are passed to
the transliteration module for transliteration.

6.1.3. Query Scoring

Once the source language queries are translated and teeatsld, the resultant
target language keywords are used to construct Booleareguesing the OR operator.
We use different scores for the words originated from thiediht parts of the source
topic. LetW; be the weight assigned to target language words origin&tomg the
title section of the source topic. L&V, be the weight assigned to target language
words originating from the description section of the seuapic. And letiV,, be the
weight assigned to target language words originating flioemiarrative section of the
source topic. Then the ordering of weights can be given as:

Wy > Wy >W,

If a particular keyword occurs in multiple sections of theegu it has to be given a
greater score compared to the other keywords. Hence, thelative weight for each
word is calculated based on the number of occurrences. @tipartant keywords
like years, numbers, etc are also given higher weight facttirt; be the translated
query word in the Boolean query ang be the scoring weight associated to it, then
the final query outpuf” for a given source language query from the system would be
of the form:

10. htt p: // nl p. stanf ord. edu/ ner/i ndex. sht m
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<top lang="en">

<nun»27</ nune

<title>Rel ati on between India and China</title>

<desc>India and China's bi-lateral relation in terns of econony,
di pl omacy, science, technology and civil-aviation. </ desc>
<narr>Information about the relationship between India and China
with regard to econony, diplomacy, science, technology and trade
is relevant.</narr>

</top>

Figure5. A sample test topic in English

. 3

In the next section we briefly describe the dataset used &CtHR experiments
and the experimental setup.

Language | No. of Documents | No. of Unique Words | Text Size (gzip M B)
English 125516 299689 122
Hindi 95215 208969 110
Marathi 97770 856430 104

Table 4. Corpora statistics

7. CLIR Experimental Setup

We conducted CLIR experiments using the corpora releast &lRE work-
shop, 2008. The corpora consisted of comparable newsesfitlEnglish, Hindi and
Marathi collected during a span of four years from 2004 to72200 sample test topic
in English is shown in Figure 5 and the details of the corpamduare mentioned in
Table 4.

Each document in the FIRE corpora consists of a unique ID ioeed within
the <DOCNO></DOCNO> tags, and the document contents enclosed within the
<TEXT></TEXT> tags. The filename of the document is used as the unique ID.
This document format is found to be maintained across afjuage corpora.

Since it was not practically feasible to use all the traasdition systems at runtime
or (i.e., online), we prepared a list of extracted namedtiestfrom the queries and
transliterated them offline. While running the IR experinsente first checked if a

11. Forum for Information Retrieval Evaluation. http://www.isical.a&lia/
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transliteration was available from the intended systemth&gjueries also had words
other than these named entities and also other than the wdnds were found in
the small bilingual dictionaries, we used DATM as the fatlbaystem for all the four
methods for such left out words. We chose DATM because we itasthe baseline
system and the other three systems were expected to peréten than this.

For the other language pair that we tested on, i.e., Endfiarathi, we used exactly
the same setup. It may be noted that both Hindi and Marathiheseame script, viz
Devanagari.

Next section presents the results of the experiments.

Method | MAP | R-prec P5 P10 P15 P20 P30

E-H SMT 0.1523| 0.1727 | 0.2308 | 0.2214 | 0.2190| 0.2095 | 0.2080
SLFSM | 0.1868| 0.2108 | 0.3280| 0.2940| 0.2707 | 0.2677 | 0.2532
E-M SMT 0.1286 | 0.1345| 0.1777| 0.1568 | 0.1498 | 0.1345| 0.1290
SLFSM | 0.1660| 0.1825 | 0.2706 | 0.2678 | 0.2508 | 0.2355| 0.2199

MAP: Mean Average Precision
RP: R-prec (Precision over all the retrieved documents)
SLFSM SMT + LFSM
E: English, H: Hindi, M: Marathi
P1, P5, P10, P15, P20, P3@recision over the top 1, 5, 10, 15, 20 and 30
documents that are retrieved, respectively

Table5. CLIR evaluation using different transliteration systertie results are signif-
icantly better when transliteration as alignment is useddoery translation, instead
of transliteration as generation, both in terms of the MABrecand R-precision and
for both the language pairs.

8. Evaluation for the CLIR System

The set of 50 test topics in English provided for the FIRErstdask is used for
evaluation. A sample test topic in English is shown in Fighr&ince our main moti-
vation in this CLIR evaluation is to test the performancenef different transliteration
methods, we did not focus on improving the IR results as sWehexperimented with
two different transliteration methods in the CLIR scenalibe query translation used
by us relies mainly on the transliteration module.

In Table 5, we present the CLIR results for one generatioedasethod (SMT)
and one alignment based method (SMT+LFSM). As the resuti/,shdding align-
ment to generation for transliteration can increase thiopaance of a CLIR system
by as much as 22.66% for English-Hindi and by 29.08% for EhgMarathi. The
increase is significantly more for English-Marathi. Thisdse explained by the fact
that Marathi is morphologically richer than Hindi, whiclalis to fewer correct trans-
lations from the bilingual dictionary and hence the lowesules for CLIR. However,
when we use alignment rather than generation, the traoslatistill at the same level,
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but the names and foreign words get transliterated betthis 8xplanation is vali-
dated by the observation that the absolute results (for thetimethods) are lower for
English-Marathi, but the increase in performance in the cdslignment is higher.

Best Performing Queries |

English: Jessica Lall Murder
Hindi Transliteration: SiR¥er et FeX

English: Uneasy truce between Greg Chappell and Sourav Ganguly

Hindi Transliteration: 2T ox1 91 AT diurer vog GRa Teft

English: Stamp paper scam
Hindi Transliteration: ¥/ TR ¥4

Worst Performing Queries ]

English: "Prince" rescued after 50 hours in block hole
Hindi Transliteration: "BRr" RATE 3ifFer 50 BRC & &ich Blell

English: Global warming
Hindi Transliteration: %figer aHf

English: Corruption in the educational system

Hindi Transliteration: Bt 37 € Teheal RivcH

Figure 6. The best and the worst performing queries and their tramslied versions
(prior to being fed to the query translation module). Theethmajor differences
among these two kinds of queries are the number of namedesntit loanwords,

availability of translations in the dictionary and the qitgl of transliteration. The

last one, in the case of alignment, only matters when a qeeny is not present in the
transliterated form in the relevant document.

As an upper baseline, we used monolingual IR. The MAP scbasite obtained
for Hindi-Hindi and Marathi-Marathi were 0.2922 and 0.30&&spectively. The best
results for our crosslingual experiments touch 57% of theeufpaseline, which is a
reasonably good performance.

Figure 4 shows the best and worst performing queries (theiek)drom the test
data for the alignment case. There are three major ways iohathie best perform-
ing queries differ from the worst ones. The first is that therfer contain at least
two named entity words (Jessica, Lall, Greg, Chappell, 8qguBanguly) or words
used, in the given context, as loanwords (stamp, paper,)selaioh only need to be
transliterated, whereas the latter do not have any suchswdrge second is that one
or more words were found in dictionary in case of the formet,rione were found
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for the latter. The third is the quality of transliteratidBince a fuzzy string matching
based alignment ensures that, if a transliteration is ptesethe document, it will

almost always be matched, the only case in which trandliberés bad enough to af-
fect retrieval is when the word in the query is not presenhim transliterated form
in the document (and is also not available in the dictionany) its transliteration
aligns with some wrong word, e.g. “warming” aligning to (Wlwan be transliterated
in the Latin script as) “verma” (see the second worst perfognquery in Figure 4).

This demonstrates what we discussed earlier, i.e., thegadransliteration of query
terms is crucial for CLIR, especially when the resources tlie bilingual dictionary

are highly inadequate. It also indicates that the need torerthat wrong alignments
have to be minimized. This can partly be achieved by bett@nguof the alignment

technique.

9. Conclusion

We discussed the importance of transliteration for textessing in general and
CLIR in particular, with special focus on the case of Engtishndian languages. We
argued that the high level of ambiguity (on the source as aglthe target side) in
this case makes the task of transliteration (and hence CyliR¢ a hard one. We
considered six different methods for transliteration anchpared the results obtained
for ACL NEWS shared task data and presented some observaitimng combining
statistical methods with other kind of methods. Some of thedliteration results are
better than (or at least comparable to) the state-of-theWde also presented some
suggestions, one of them being that we need a better way loa¢edransliteration
systems for cases like ours. We then used the output of twslit@ration systems
(one based on generation and one on generation plus alighfoeinglish to Indian
language CLIR on the FIRE-shared task data and presentedghks. Addition of
the alignment step in the transliteration system led to aifsoggint increase in the
performance of the CLIR system. The increase (over geoeratone) was 22.66%
for English to Hindi and 29.08% for English to Marathi, altigh absolute results
were lower for English to Marathi as Marathi is a morpholadficricher language.
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