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Abstract

We present an exploratory study to assess machine transla-
tion output for application in a dialogue system using an in-
trinsic and an extrinsic evaluation method. For the intrinsic
evaluation we developed an annotation scheme to determine
the quality of the translated utterances in isolation. For the
extrinsic evaluation we employed the Wizard of Oz technique
to assess the quality of the translations in the context of a dia-
logue application. Results differ and we discuss the possible
reasons for this outcome.

1. Introduction

In the last two decades machine translation (MT) technology
has reached a level of quality, which warrants its increasing
use in real-world applications. A significant trend in this di-
rection has been the use of MT in combination with speech
technologies. GOOGLE, for instance, has recently announced
that it is working on speech to speech translation software for
mobile phones. However, machine translated content is still
far from perfect. For MT components to be effectively de-
ployed, it is important for developers to be able to reliably
assess the quality of the translation output. This task is diffi-
cult for a number of reasons [1]. MT has traditionally been
evaluated intrinsically, that is, independently of the system
in which it will be used, or the task to which the system will
be put. This is done through comparable evaluation metrics,
which aim to correlate as closely as possible to human judge-
ment performed on a task independent (and often sentence-
by-sentence) basis. Leaving aside the question of whether
a combination of such idealised judgements truly represents
the perceived quality of a translation, finding an objective
metric poses considerable challenges. The naive approach of
simply counting mistranslated words rarely produces mean-
ingful results. Often there is no single “correct” translation.
A text can have several acceptable translations, and a qual-
ity rating in this case is more a matter of taste than of what
is right or wrong. Furthermore, the boundaries of errors are
hard to determine. Errors frequently involve whole phrases
and even discontinuous expressions. As one error can lead to
another, the cause of an error is not always apparent, which
hinders the discovery of what went wrong in the translation.

Although most MT evaluation is still intrinsic, there have
been renewed calls for more attention to be paid to extrinsic
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evaluation in MT and NLP in general [2, 3]. Extrinsic eval-
uation aims to assess the (often indirect) effect of a module,
such as an MT component, on task- and context-dependent
variables such as user performance, through its performance
as part of a functioning system. The main difficulty with this
kind of evaluation is the effort usually required to build a
system to be tested by users. In addition, the issue of how
to combine these different types of evaluation needs to be
investigated.

This paper reports on an exploratory study that employs
two types of evaluation, an intrinsic and an extrinsic method
to examine MT output for use in a dialogue system, to aid
applications using MT combined with speech technologies.
Text used in a dialogue differs considerably from written [4].
Dialogues are for example more interactive and contain di-
rect references (i.e. to the addressee). Language production
in dialogue is prompt whereas in written text typically more
consideration is put into the formulation. We chose a dia-
logue setting for the experiment because in human computer
interaction spoken dialogue offers an immediate and human-
like means of communication that suits many applications in
for instance hands-busy, eyes-busy situations. In addition,
the state of the art in spoken dialogue systems has grown to
a point where such applications are feasible. A simple pro-
totyping method was used to collect the set of English out-
put utterances for our system. Subsequently, two web-based,
state-of-the-art MT systems were employed to obtain Ger-
man translations. For the intrinsic evaluation, in which we
assessed the quality of the translated sentences in isolation,
three human judges were asked to indicate which translation
they preferred. An annotation scheme was developed to in-
vestigate the reasons behind the preferences expressed by the
judges. For the extrinsic evaluation the translations were in-
corporated into a Wizard of Oz (WOZ) system, and an ex-
periment was run with eight German subjects who interacted
with the system. Results of these interactions were gathered
using questionnaires, interviews and system logs, as well as
through an analysis of the small corpus of dialogues collected
with the experiment.
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2. Related work
2.1. MT Evaluation

Currently, MT evaluation mostly employs automatic met-
rics such as BLEU [5], NIST [6], and METEOR [7] to en-
able researchers to validate and optimise translation meth-
ods quickly [8]. To assess the translation quality BLEU, and
its variant NIST, count the number of n-grams, of varying
length, of the system output that can also be found in a set of
references. METEOR, on the other hand, measures the num-
ber of word matches between the output of the system and the
reference. In a second step all unmatched words get stemmed
and matched with the reference again. Reordering of words
is penalised. Another automatic evaluation method is TER
which has been introduced by the Global Autonomous Lan-
guage Exploitation (GALE) research program. TER calcu-
lates the minimum number of edits that are needed to change
a hypothesis so that it exactly matches the closest reference,
from a set of references. This number is normalised by the
average length of the references. Edits can be insertions,
deletions, substitutions and shifts. For the human-in-the-loop
alternative HTER [9] human annotators produce the closest
reference. The TER score is then automatically computed on
basis of this human corrected reference. These quality scores
either assume large corpora of text or rely on a large number
of references in order to correlate with human judgements.
Therefore it is not meaningful to calculate one of these scores
for the small set of dialogue utterances that were used in our
study.

Some intrinsic evaluations related to the work presented
in this paper have been reported by Turian et al. [10] who
asked human judges for ratings of MT output before the de-
velopment of automatic evaluation methods. Also, Kit et al.
[11] report on a comparative evaluation of the BLEU and
NIST scores of six representative online MT systems includ-
ing SYSTRAN and GOOGLE for translating legal texts from
various languages into English. These intrinsic methods are
‘decontextualized’ in that they do not take into account the
task being supported by MT, and therefore might not produce
meaningful results in real-life situations [12]. In such ap-
plications time constraints, distractions, accommodation to
certain types of mistakes by the user, awareness of transla-
tion errors in spoken language as opposed to text, and other
issues that arise in interactive situations might influence the
perception of MT output.

Only a few, isolated extrinsic evaluation efforts, which
assess the effect of task- and context-dependent variables on
the user performance of MT systems can be found in the lit-
erature. Most of these efforts date back to the late 90s, when
two new MT research trends emerged [13]. One was task-
based experiments conducted by developers of MT systems.
Levin et al. [14], for example designed a task based evalua-
tion method for the JANUS speech-to-speech MT system and
compared the results of this evaluation with their accuracy
based evaluations and Phillip Resnik [15] proposed a method

to evaluate multilingual gisting based on its role of decision
support. The second evaluation stream was task-based ex-
periments assuming an ordering of task difficulty for text-
handling tasks such as proposed by Taylor and White [16]
and White et al. [17]. In 2006 the idea of task based evalua-
tion was picked up again by a research group around Laoudi
and Voss who conducted experiments on the text-handling
task of extracting information from MT output [13, 18].

2.2. Wizard of Oz studies

The Wizard of Oz technique is an early stage prototyping
method by which a system can be tested without first having
to build it [19]. As in the novel The wonderful wizard of Oz,
from which the technique got its name, a user is presented
with what appears to be a working system, while a human op-
erator (the “wizard”), who is not visible to the user, takes the
role of the system. The method is a powerful technique when
the input modality has a high computation/cognition ratio in
the sense that it can be only partially decoded by comput-
ers but is easily understood by humans [20]. Therefore, the
WOZ technique has a long tradition in the design of speech
systems [21]. Studies where the WOZ technique was used in
the context of speech applications include: the collection of
corpora to tune speech recognizers [22], the evaluation of the
perception of different input modalities [23], and the analy-
sis of speech based design ideas, such as the smart home [24]
and VICO, the driving assistant [25]. Whittaker et al. [26]
present a study where a wizard is used to discover dialogue
strategies in the restaurant domain. In the context of machine
translation, studies that use WOZ are rare. In the Verbmobil
project, which aimed at developing a system capable of in-
terpreting dialogues, the method was employed to explore
strategies and phenomena in interpretation [27]. Apart from
that we are not aware of any other studies where the WOZ
technique is used to evaluate or discover machine translation
output.

3. Study
3.1. Material

Our system means to facilitate a scenario in which German
speakers have to find a good offer on Internet connections
in Ireland. The knowledge acquisition for this system was
done through inspection of the web sites of Irish Internet
providers. To collect the necessary system utterances we
simulated human-computer dialogues using a regular chat
tool, which proved to be a simple yet adequate prototyping
approach to test the set of system utterances for complete-
ness. Five participants were asked to use the chat tool to find
out about good offers on Internet connections in Ireland. Our
experimenter ‘helped’ them using a fixed set of predefined
system utterances. After each dialogue the set of utterances
was adjusted depending on what appeared to be missing. The
dialogue length was usually around 20 turns, but the number
of words within the conversations ranged from less than 200
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to more than 500. One of these more complex dialogues was
caused by a person ‘playing around with the system’ to figure
out its limitations. Another dialogue ended in a breakdown-
like situation in which the set of utterances was not sufficient
and the experimenter had to create new utterances. Our final
set of system outputs consisted of 32 utterances (10 of which
had open slots) and a list of slot fillers. The 32 English utter-
ances consisted of 1 welcome message, 3 utterances that sig-
nal a problem in the interaction and suggest how to proceed,
6 explicit feedbacks to user input, 4 information requests, 15
utterances that provide information on a particular option, 1
stalling, 1 break off, and 1 goodbye message.

This set of utterances was, firstly, translated to German
by a native German speaker. We call this human translation
our reference translation. Secondly, the English source ut-
terances were translated using the online machine translation
service of SYSTRAN (http://www.systranet.com/)
and GOOGLE (http://translate.google.com/).!
In this paper we are interested in the quality of the two ma-
chine translations.

3.2. Method

Inspired by the paper by Belz [3], who addresses the issue
that off-line, intrinsic evaluations do not necessarily result in
useful applications, we performed a two-fold evaluation of
the quality of the machine translations of the system utter-
ances: (1) an intrinsic evaluation in which the quality of the
utterances was assessed in isolation and (2) an extrinsic eval-
uation in which the quality of the utterances was assessed in
their context of use (ie. our dialogue application). Our hy-
pothesis was that the translation with the best ratings in the
intrinsic evaluation would produce the smoothest interaction
in the extrinsic evaluation.

4. Intrinsic evaluation

Materials: Four sets of 28 system utterances, namely, the
English original, the German reference translation, the Sys-
TRAN translation and the GOOGLE translation. Note that we
excluded the list of slot fillers and the utterances that ren-
dered identical translations by GOOGLE and SYSTRAN.

Subjects: Three human judges, native German speak-
ers with language experience in English speaking countries.
None of the judges was involved in the collection of the ut-
terances or saw them before the evaluation.

Procedure: As discussed in section 2, existing MT eval-
uation methods are not meant for small sets of dialogue utter-
ances that considerably vary in their syntax and pragmatics
and that are meant to be used in a particular context. In-
stead, we decided to do the intrinsic evaluation in a way that
preserves some of the characteristics of the in section 2 de-
scribed automatic metrics but relies on human judges. For

L All automatic translations have been produced on November 7/* 2009.
GOOGLE’S translation service is subject to constant change, therefore it is
possible that reported translation errors do not appear at a later point in time.
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each of the 28 system utterances our judges were shown the
English original and the two machine translations. They were
asked to identify which of the two translations they preferred
and to point out the mistakes in the less preferred translation,
which induced their judgment.

Results: An overview of the preference rating (in num-
bers) and the agreement (Kappa scores) is presented in Table
1 and shows a high agreement between our judges. In al-
most two thirds of the cases, the GOOGLE translation was
preferred over the SYSTRAN translation.

GOOGLE  SYSTRAN Kappa
il 20 8 iT+)2 06725
i2 18 10 i1+j3 08444
i3 18 10 2+j3 08363

Table 1: GOOGLE and SYSTRAN preferences of judge jl1, j2 and
j3. Cohen’s Kappa Score for three pairs of judges.

Further Analysis: To understand the reasons for the
preferences of our judges and to gain a better insight in the
translation errors we performed a further analysis of the au-
tomatic translations against the human reference translation
similar to TER. First, we calculated the edit distances be-
tween each of the two automatic translations and the human
reference translation by summing the number of added words
(ie. words that do not appear in the reference translation) and
the number of deleted words (i.e. words that do not appear in
the machine translations but that do appear in the reference
translation). However, results of this exercise presented at the
top of Table 2 show no difference between the two machine
translations.

We proceeded by developing an annotation scheme that
covers translation errors like:

e wrong word order: the order of words in the translated utter-
ance does not correspond to the order of words in the utter-
ance in the reference;

e wrong word: word which does not appear in the reference
and which is not a synonym;

e synonym: noun or verb which is not the same as the word in
the reference but which has a similar meaning;

e untranslated word: word from the source utterance, which
has not been translated.

The same three judges that we asked before were now asked
to compare both the SYSTRAN and GOOGLE translations
with our reference using our annotation scheme.

4.1. Results

To find out why our judges preferred the GOOGLE translation
over the SYSTRAN translation, we started with making a sim-
ple correction of the edit distance. In calculating the edit dis-
tance, each synonym causes a deletion and an addition while
the meaning of the utterance stays the same. Hence, we ad-
justed the edit distance calculations by taking into account
the number of synonyms (ie. edit distance minus 2 times
the number of synonyms). Table 2 shows that GOOGLE and
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SYSTRAN perform similarly when taking into account the
number of synonyms.

GOOGLE SYSTRAN
add 110 111
del 116 115
edit 226 226

Al A2 A3 | A1l A2 A3
syn 25 23 23 27 20 27
adedit | 176 180 180 | 172 186 172
WWO 3 3 3 4 4 4
WW 31 49 21 64 80 21
untr 10 11 11 0 0 0

Table 2: GOOGLE and SYSTRAN comparison including edit dis-
tance, added words, deleted words, adjusted edit distance (adedit),
synonyms, the number of wrong word orders (wwo), wrong words
(ww) and untranslated words (untr) identified by annotators A1, A2
and A3.

We proceeded with a further examination of the annota-
tions. Results in Table 2 indicate that (1) the use of wrong
word orders was similarly distributed in the output of the
two translation systems; (2) GOOGLE leaves some words un-
translated, while SYSTRAN appears to translate everything;
and (3) compared to the GOOGLE translation, annotators Al
and A2 found almost double the amount of wrong words in
the SYSTRAN translation.

When looking more closely at the untranslated words in
the GOOGLE output, we notice that the complete goodbye
phrase ‘Have a good day.’ stayed untranslated. Another ex-
ample is the word ‘sorry’ at the beginning of an phrase that
signals a problem in the interaction. The use of the word
‘sorry’ has become very common in the German language,
so it is unclear if the word is really untranslated or if the ac-
tual translation is the word ‘sorry’. But the key to the judges’
preference for the GOOGLE translation must be in the num-
ber of wrong words that appeared in the translations. Our
data shows that in this category GOOGLE performs much
better than SYSTRAN. Note, however, that in this category
annotators do not agree very well, although they had clear
instructions of what determines a wrong word.

We concluded that we would need a more detailed clas-
sification of wrong words and identified three further sub-
groups. Wrong words can be the result of the fact that
the translators choose the wrong meaning for an ambigu-
ous word in the source. The SYSTRAN system for exam-
ple used the German word for unhappy (‘traurig’) to trans-
late ‘sorry’, which was intended as an excuse and therefore
should rather be translated as ‘Entschuldigung’. Spelling
mistakes can also cause wrong words. We found an example
of this in the SYSTRAN translation. The translation for ‘inter-
net connection’ ended up as ‘Internetanschlusse’ rather than
‘Internetanschlus’. The third group of wrong words com-
prises compounds that the translation system builds up from
translations of two or more source words but that can not
actually be found in the German language. This last error

type was unique to the SYSTRAN system. An impressive
example for the creative ability of SYSTRAN is the com-
pound of ‘Uberlandleitung’ for landline and ‘Verbindung’
for connection into the word ‘ Uberlandleitungverbindung’ as
a translation for ‘landline connection’ (‘Festnetzanschluss’).
Another example is the compound ‘Kilobyteantriebskraft-
geschwindigkeit’ for ‘kilobyte upload speed’. We would like
to conclude at this point that, although our intrinsic evalua-
tion already goes beyond simple calculations of edit distance
and word error rate, a further analysis of different types of
erroneous words promises to be informative in determining
MT quality.

5. Extrinsic evaluation

Materials: We conducted a Wizard of Oz experiment with
a prototyping tool [28], which allows for speech input and
text output and produces time stamped logs for every system
utterance. Text output was chosen to make sure that our sub-
jects were not influenced by the particular voice of the system
(either synthetic or human recordings). Speech input allowed
us to measure physiological changes in for instance galvanic
skin responses (in this paper physiological results are how-
ever not reported). The user interface includes a ‘source but-
ton’, which, when clicked, leads to the English source of the
current system utterance.

Two systems, one with the SYSTRAN and one with the
GOOGLE translation were implemented. We used question-
naires to capture demographic data of the participants and
to assess the quality of the translations. In the latter ques-
tionnaires a 5-point Likert scale was used, ranging from 1
(strongly agree) to 5 (strongly disagree). Questionnaires, in-
structions etc. were presented to participants on paper. Inter-
actions with the system and interviews with the participants
were audio recorded.

Two scenarios were used in the study:

e Imagine you stay in Dublin for the period of 6 months. You
are looking for an Internet connection, which you can use
at home as well as on campus of your University. The offer
should be as cheap as possible.

e Imagine you are looking for an Internet connection at your
home, which is as fast as possible. You are also looking for
the highest possible download allowance. The price of the
connection therefore does not matter to you.

Subjects: Eight German ERASMUS students partici-
pated in our study. They were reasonably fluent in English,
had moderate to low computer skills and only little experi-
ence with dialogue systems. Their average age was 22, rang-
ing from 20 to 24.

Procedure: After filling out a questionnaire to obtain de-
mographic data, participants were asked to read the introduc-
tion to the study, which explained that the study was meant
to try out two versions of a dialogue system that provides
information on Internet offers. Subjects were also told that
the dialogue systems had recently been automatically trans-
lated from English to German, such that they accept German
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speech as input and produce German text as output, the latter
due to problems with the synthesizer. In addition, the ‘source
button’ was introduced as a means to trace the source of the
translation in the case of problems with the system output.
Next, participants were asked to read one of the two scenar-
ios, to find a solution with one of the two systems and to
fill out a questionnaire about the interaction. This sequence
was repeated for the remaining scenario and system. Scenar-
ios and systems were equally shuffled between participants.
After finishing these tasks, the experimenter explained that
the participants had been interacting with a human wizard
instead of a system and interviewed them about the system
outputs they had received using the system logs.

5.1. Results

We analysed the performance of the two dialogue systems in
terms of efficiency, quality and task success [29].

Efficiency: Efficiency results, are presented in Table 3.
The elapsed time, the time between the first and the last sys-
tem utterances in the dialogue, favours the GOOGLE over
the SYSTRAN system, not only when summed over the par-
ticipants (GOOGLE 250 seconds per interaction on average
(stdev 42.42), SYSTRAN 285 seconds per interaction on av-
erage (stdev 77.72)), but also dependent on whether the sys-
tem was used before or after participants interacted with the
SYSTRAN system. The total number of system and user turns
is higher in interactions with the GOOGLE system. With re-
spect to the user turns, this results from the fact that in the
cases were the participant started with the GOOGLE system,
the number of user turns is almost doubled.

GOOGLE
user  system elapsed
turns turns time
Ist 75 79 17:28
2nd 38 65 15:45
sum 113 144 33:23
SYSTRAN
user  system elapsed
turns turns time
Ist 42 69 20:05
2nd 43 65 17:32

sum 85 134 37:37

Table 3: Number of user turns, system turns and elapsed time in
minutes.

Quality: Dialogue quality was measured with the use of
the source button, which was clicked 25 times in all interac-
tions. In the interviews we discovered that in five of these
cases participants did not understand the system’s output
(two times GOOGLE; three times SYSTRAN). Especially, the
SYSTRAN compound ‘Uberlandleitungverbindung’ caused
confusion. In seven cases participants did not trust the trans-
lation (three times GOOGLE; four times SYSTRAN). Partici-
pants stated that they used the button because they hoped for
more information in the English source text and they believed
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that sometimes information had gone missing in the transla-
tion. In the other 13 cases the button was used out of curiosity
because the participant wanted to see what happens, or to un-
derstand where an awkward translation originated from (five
times for GOOGLE and eight times for SYSTRAN).

To assess the dialogue quality, we also examined how
often the break off utterance and the three utterances that
signal an interaction problem were used in the dialogues.
The break off utterance ‘Sorry, but I have no information on
that topic. was used twice (1 time GOOGLE; 1 time SYS-
TRAN). The negative feedback ‘Sorry, I did not understand
you. Could you say that again?’ was used in seven cases (5
times GOOGLE; 2 times SYSTRAN). The system could also
offer the participant to go back a step, which happened once
with the GOOGLE system. The system utterance ‘Do you
want to start over again?’ did not occur in the dialogues.

Task Success: Task success was measured through eight
statements in the questionnaire. Results presented in Table
4 show that participants observed differences between the
systems’ speech recognisers (Q8) and favoured the GOOGLE
over the SYSTRAN system. Note that we used the same wiz-
ard for all interactions. Closer inspection of the data sug-
gests that these differences have been influenced by the order
in which the systems were used, usually the second system
was judged better. System responses (Q9, Q10 and Q11)
were generally perceived as positive and did not differ much
between systems. The interaction pace (Q12) showed some
differences between subjects but not between systems. With
respect to the ease of the task, Q13 showed some differences
between subjects independent from the order in which the
systems were used. Q14 resulted in a clear, but possibly order
dependent preference for the SYSTRAN system. Expected
system behaviour (Q15), was judged positively and rendered
no differences between systems. Finally participants were
not too keen on using the systems in the future (Q16).

Perception of MT Output: In addition to the interac-
tion analysis we included seven statements into the question-
naire to obtain a more detailed insight in how participants
perceived the MT output. Notably, the statement ‘I had se-
rious problems understanding the German texts. was rated
negatively for both systems (GOOGLE 4.13(0.99) and SyS-
TRAN 4.13(.84)). Responses to 27 out of the 56 ratings (= 8
participants x 7 items) did not show any differences between
the two systems. Table 4 presents the results for these items
(Q1-Q7). GOOGLE performed better in the case of questions
Q1,Q3,Q4 and Q5, whereas SYSTRAN performed better for
Q6 and Q7.

Insights from Interviews: Interviews with participants
P1 to P8 that were carried out after they had worked through
the two scenarios, reveal some background on the partici-
pants’ judgments of the MT output. For instance, wrong
word orders were recognized by all participants during the
interactions, but were not perceived as big obstacles for com-
prehension, they only ‘spoil the overall impression’ (P3).
The word ‘sorry’ was not recognised as non-German by P1,
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Q GOOGLE SYSTRAN
1 I always knew what the system was asking me for. 2.38(.74) 2.75(1.04)
2 I had serious problems understanding the German texts. 4.13(0.99) 4.13(.84)
3 I would rate the German utterances as excellent. 3.75(1.17) 4.00(.93)
4 There were awkward words and phrases in the German dialogue.  2.63(1.06) 2.25(1.03)
5 The German utterances were fluent. 3.00(.76) 3.50(.93)
6 I would rather use the English original. 2.00(.76) 2.13(1.13)
7 I would rate the German utterances as incomprehensible. 4.00(.93) 4.13(1.13)
8 The system did always understand what I said. 3.00(1.51) 2.25(1.49)
9 The system did not give me enough information. 3.63(.74) 3.38(1.30)
10 The system gave me a lot of unnecessary information. 4.38(.74) 4.125(.84)
11 The system’s responses were appropriate. 2.13(.64) 2.38(.92)
12 The system gave me too much information in one go. 3.75(1.49) 3.63(141)
13 The system made it easy to find the offer that I was looking for. 2.38(.74) 2.38(.74)
14 Icould quickly find what I was looking for. 2.75(.71) 2.38(.52)
15  The system responses agreed with my expectation. 2.75(46) 2.50(.54)
16 I would consider using a similar system to find a good offer 3.75(.46) 3.75(.71)

on broadband Internet.

Table 4: Means and (standard deviations) for questionnaire items.

P5, P6, but P3, P4 and P7 said they perceived it as ‘impo-
lite in the context of an information system’. P4 and P6 only
noticed that the GOOGLE utterance (‘Have a good day’) was
not translated to German when they were asked about it in
the interview. A possible explanation for this lies in what P7
said: ‘as an ERASMUS student switching between the two
languages is in the daily routine’. P2 remarked that the trans-
lation of ‘options’ into ‘Wahlen’ by SYSTRAN did not really
influence the comprehensibility but ‘disturbs the fluency’. In
principle, ‘Wahl’ is an acceptable translation for ‘option’ in
the sense of ‘choice’. However, the plural (‘Wahlen’) can
only be used for the German word ‘Wahl’ in the sense of
‘election’. The spelling mistake in the translation for internet
connection by SYSTRAN was not recognized in the interac-
tion by any of the subjects. A considerable number of partic-
ipants also only realised the absurdity of the SYSTRAN com-
pound ‘Kilobyteantriebskraftgeschwindigkeit’ during the in-
terview. A possible reason for this may be that the word
appeared in a lengthy description, which was only scanned
by participants to find relevant values (P7). Another reason
could be the participants’ low computer literacy. For exam-
ple, P1 said ‘I read it and thought that this is just another
of these computer terms’ and P7 ‘saw Kilobyte and did not
really read the rest of the word’. Similar responses were ob-
served with the translations of ‘download allowance’. Both
systems failed with the translation (‘download Zertifikat’
(GOOGLE) and ‘Downloadzulagen’ (SYSTRAN)). P1 said he
thought that it was not ‘of much importance’ to understand
the word properly, because it was ‘not essential to carry on
with the conversation’.

6. Discussion and Conclusion

We have reported on an assessment of the quality of MT
output. We expected that the best translation would receive
the best ratings in the intrinsic evaluation, and results in

the smoothest interaction in the extrinsic evaluation. How-
ever, results present a different picture. Our intrinsic eval-
uation showed a clear preference for the GOOGLE transla-
tion. A similar result is reported in [11] where the BLEU
and NIST scores of GOOGLE are slightly better than those of
SYSTRAN for most language pairs.”> Annotation of the MT
output indicated that the preference of our judges was most
likely caused by the fact that SYSTRAN included more erro-
neous words in its output due to ambiguous source words,
spelling mistakes and the generation of non-existent com-
pounds. However, when the MT outputs were used in a dia-
logue setting, the better performance of the GOOGLE system
in terms of intrinsic evaluation was not reflected in the inter-
active context.

In terms of efficiency, it took participants slightly longer
to finish their tasks with the SYSTRAN system, but in car-
rying out their first task, participants needed more dialogue
turns when using the GOOGLE system. Our interaction qual-
ity analysis suggest that the GOOGLE system performed less
well than the SYSTRAN system, since the former resulted in
dialogues containing more utterances, which indicates inter-
action problems. From the use of the source button we could
not conclude a difference between the systems. Task suc-
cess, measured through participants’ ratings of a number of
questionnaire items, did not show huge differences between
the two systems. The assessment of the system utterances
indicated that participants had no difficulties in understand-
ing the system and only in a few cases preferred one system
to the other. In summary, our extrinsic evaluation did not
render a preference for the GOOGLE system as we expected
from the outcomes of the intrinsic evaluation. In the inter-
views we discovered that most translation errors, especially
those of the SYSTRAN system, were only recognized by a

2This study considered the domain of legal texts and compared transla-
tions from various languages into English.
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small number of participants during the interaction or not at
all. This may have resulted from the computer literacy of
our participants but the experiment task may also have had
an effect.

Despite the fact that the extrinsic evaluation is a small-
scale study in a limited domain involving a single language
pair, results show a difference to the evaluation of the MT
output in isolation. Depending on the context of use, the de-
contextualised intrinsic methods may not provide us with the
most accurate results. As future work we plan further WOZ
experiments in which extra errors will be added to the MT
output, in order to investigate the issue of user acceptance
versus error rate in greater depth.

In summary, this paper contributes to current frameworks
for performance analysis by showing that intrinsic evalua-
tions of system output may not be informative for the qual-
ity of a dialogue system. Evaluation efforts need to keep
the user and application context in mind if they aim to pro-
duce meaningful results for real-life situations. In setting up
the WOZ study we also discovered that existing standard-
ised questionnaires do not capture the system performance
in terms of the interaction factors necessary to determine the
quality of dialogue systems. Finally we found very valuable
information through subject interviews as an additional mea-
surement method.
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