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Abstract

In this paper, we describe AppTek’s new APT machine trans-
lation system that we employed in the IWSLT 2010 evalua-
tion campaign. This year, we participated in the Arabic-to-
English and Turkish-to-English BTEC tasks. We discuss the
architecture of the system, the preprocessing steps and the
experiments carried out during the campaign. We show that
competitive translation quality can be obtained with a sys-
tem that can be turned into a real-life product without much
effort.

1. Introduction

In the IWSLT 2010 evaluation campaign, AppTek partici-
pated in the Arabic-to-English and Turkish-to-English BTEC
tasks. This paper describes AppTek’s new APT machine
translation (MT) system that constitutes the core of AppTek’s
commercial MT products starting September 2010. We used
this high-quality and efficient state-of-the-art MT engine to
generate the submissions for the IWSLT evaluation this year.
Our experimental efforts focused mainly on using novel re-
ordering models, combining different alignment approaches
and on utilizing multiple morphological segmentations of
source words.

While aiming at the best possible translation quality, we
decided not to include any steps in the translation pipeline
which would make a real-time application of the translation
system impossible. We did not perform re-scoring of the N-
best lists nor system combination of different systems or sys-
tem variants. This allowed us to create a MT system that pro-
duced our primary submission (ranked 3rd and 4th in terms
of BLEU on the Arabic-to-English and Turkish-to-English
BTEC tasks, respectively) with the translation speed of 12
words per second1.

The rest of the paper is organized as follows. In the fol-
lowing section, details about the preprocessing steps for the
language pairs is given. Next, we describe the baseline sys-
tem that is trained for the BTEC evaluation tasks. In section
4, we discuss the experiments and their evaluations. Finally,
we conclude the paper in section 5.

1Using a single core of a 3.0 GHz CPU.

2. Preprocessing

In this section we briefly explain the preprocessing steps car-
ried out for Arabic-to-English and Turkish-to-English statis-
tical MT (SMT). The data preparation steps play an impor-
tant role in the success of the overall MT performance. This
role can be understood better if the inflectional structure of
Arabic morphology and the agglutinative structure of Turk-
ish morphology is taken into account. The word formation
in English is not as productive as in Arabic or as in Turkish.
This kind of morphological divergence obligates us to per-
form a reasonable amount of preprocessing for the success
of the MT system.

In the following, we describe our approach to the mor-
phological analysis of both languages. We use the same in-
house developed morphology analysis toolkit for this pur-
pose. Following the language-independent explanations, we
discuss the language-specific details in the preprocessing
steps for Arabic and Turkish.

2.1. Morphological analysis

Our approach to morphological analysis is explained in detail
in [1] with focus on Arabic. However, the same approach and
toolkit is used for all languages that we deal with. The ap-
proach employs finite-state transducers (FST) enriched with
unification of feature structures. The FST is not visible to
the grammar developer who writes the morphological analy-
sis rules in Lexical Functional Grammar (LFG) formalism.
Manually crafted rules similar to regular expression patterns
are compiled into FST.

The exploited LFG formalism allows the declaration and
formulation of linguistic knowledge in a concise manner.
The system also includes an expressive Boolean formalism,
used to represent functional equations to access, inspect or
modify features or feature sets attached to the morphemes.
Complex feature structures (e.g. lists, sets, strings, and con-
glomerate lists) can be associated with lexical entries and
grammatical categories using inheritance operations. Uni-
fication is used as the fundamental mechanism to integrate
information from lexical entries into larger grammatical con-
stituents. The same framework has been used successfully
for inflectional and agglutinative languages.
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2.2. Arabic preprocessing

In the preprocessing step of Arabic, a full-fledged morpho-
logical analyzer and a part-of-speech (POS) tagger were ex-
ploited.

2.2.1. Arabic morphological segmentation

The entire Arabic morphology is divided into two main cate-
gories in the implementation of the analysis rules: verbal cat-
egories and nominal categories. For the verbal categories, we
analyze the following grammatical features in Arabic: tense
(perfective, imperfective), number (singular, dual, plural),
person (1, 2, 3), gender (masculine, feminine), mood (indica-
tive, subjunctive, imperative, jussive), voice (active, passive)
and modality (future). Personal pronouns can be attached
to the end as suffixes. Additionally, there exist coordination
and subordination prefixes attached to verbs. Nouns in Ara-
bic inflect for number (singular, dual, plural), definiteness
(definite, indefinite), case (nominative, accusative, genitive),
person (1, 2, 3), gender (masculine, feminine). Similar to
verbs, personal pronouns can be attached to the end as suf-
fixes but with a different functional role this time.

The output of the morphological analyzer is processed
further to achieve better alignments with the English transla-
tions. The basic idea is to detach morphemes on the Arabic
side, assuming that they correspond to English words. The
morphologically segmented corpus is created by identifying
prefixes, suffixes, as well as the definite article, detaching
them from the rest of the word concerned, and marking them
with symbol “ ”.

2.2.2. Arabic POS tagging

An efficient Hidden Markov Model (HMM) based POS tag-
ger is utilized in the Arabic reordering model (see Sec-
tion 3.3). Despite the morphological complexity of Arabic,
our POS tagging approach is a data driven approach and does
not utilize any morphological analyzer or a lexicon as many
other Arabic POS taggers. This makes the tagger very ef-
ficient and valuable to be used in other applications. The
obtained accuracy results are still comparable to alternative
Arabic POS taggers. It achieves an accuracy of 95.6% using
a standard tag set of 17 tags on a test file sampled randomly
from the ATB corpus [2] containing 984 sentences and over
12 K tokens of which 5.6 K are unique. The tags predicted
by this tagger were used for the POS-based reordering model
described in Section 3.3.

2.3. Turkish preprocessing

The main focus in Turkish preprocessing is on morphological
analysis because of the agglutinative nature of the language.
In Turkish, the surface forms of the words are built by suffix-
ation of inflectional and derivational morphemes. FST-based
systems like the one explained in section 2.1 are successful
in modeling the morphotactics and morphophonemic rules

of Turkish. Turkish words have a clear but complex mor-
photactic structure. The complexity introduces a very pro-
ductive word formation scheme. For example, circular con-
structions can appear in a single word. Moreover, distinctive
morphophonemic rules, e.g. harmony, epenthesis, duplica-
tion, etc., contribute further to the complexity of word for-
mation. Inflectional and derivational productions introduce
a big growth in the number of possible word forms. Natu-
rally, only inflectional morphology is aimed to be analyzed.
The richness in morphology introduces many challenges to
the translation problem both to and from Turkish. The gram-
matical categories handled in the morphological analysis are
similar to the categories handled in our system of previous
year [3]. Morphological disambiguation is performed by
syntactic analysis of the sentence. At the end of the syntac-
tic analysis, the parser outputs the MA hypotheses that are
selected in the winning parse tree. The morpheme bound-
aries are marked in the parser output with symbol “ ”. The
morphemes are detached from each other to reduce the out-
of-vocabulary (OOV) rate and to achieve better alignments.
The detached suffixes are normalized in order to reduce the
number of different forms that result because of the morpho-
phonemic rules in Turkish.

3. Baseline MT system
3.1. Statistical phrase-based approach

AppTek’s baseline MT system is a state-of-the-art phrase-
based statistical translation system similar to [4] and [5]. In
this system, a target language translation eI1 = e1 . . . ei . . . eI
for the source language sentence fJ1 = f1 . . . fj . . . fJ is
found by maximizing the posterior probability Pr(eI1|fJ1 ).
This probability is modeled directly using a log-linear com-
bination of several models. The best translation is found with
the following decision rule:

êÎ1 = argmax
I,eI1

{
M∑

m=1

λmhm(eI1, f
J
1 )

}
(1)

The model scaling factors λm for the features hm are trained
with respect to the final translation quality measured by an
automatic error criterion [6]. The baseline system includes
an n-gram language model, a phrase translation model, and
a word-based lexicon model as the main features. The lat-
ter two models are used in both directions: p(f |e) and
p(e|f). The phrase-based and word-based models are esti-
mated from the training data using word alignments trained
with GIZA++ [7]. For phrase extraction, we use the imple-
mentation in the Moses statistical MT toolkit [4]. Further
log-linear model features include a word penalty and a phrase
penalty, as well as the target n-gram language model (LM).
Finally, reordering models are also used as features.

The phrase-based search consists of two parts. First,
those contiguous phrases in the source sentence are iden-
tified which have translation candidates in the phrase ta-
ble. This phrase matching is done efficiently using an al-
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gorithm based on the work of [5]. The second phase is the
source cardinality-synchronous search (SCSS) implemented
with dynamic programming. The goal of the search is to find
the most probable segmentation of the source sentence into
K non-empty non-overlapping contiguous blocks, select the
most probable permutation of those blocks, and choose the
best phrasal translations for each of the blocks at the same
time. The concatenation of the translations of the permuted
blocks yields a translation of the whole sentence.

3.2. Reordering penalty model

In a recent attempt to improve the word order of the gener-
ated translations, we introduced a run-based penalty model
for reordering [8]. In related work, the basic costs for re-
ordering a phrase in the SMT search are usually linear in the
distance [9]. More complex models have been introduced,
but in most cases they extend the simple distance-based dis-
tortion model.

In [8], we argue that the distance-based model is not the
best choice even for the basic reordering model in statistical
MT. The absolute distance is usually not a good indicator if a
reordering should take place or not. Also, the distance-based
model can penalize linguistically very improbable reorder-
ings less than the other, more reasonable reorderings. For in-
stance, the model penalizes “jumps” back to the monotonic
translation path, which is not reasonable in most situations.
We decided to abandon the distance-based model completely,
and replace it with a model that assigns a penalty for each
new deviation from the monotonic translation path. A run is
a contiguous sequence of covered source word positions in a
partial translation hypothesis. At any point in the search, we
allow at maximum m runs. If m is set to 1, the search be-
comes monotonic. A penalty λnr is added to the total transla-
tion costs only if the new hypothesis that extends a previous
one by translating a candidate phrase f̃ has a higher number
of runs than the previous hypothesis. We define this to be the
case when the left neighbor of the first word in f̃ has not yet
been covered. In such cases, a “new” non-monotonicity is in-
troduced. To further distinguish between the runs, in practice
we use three penalties: one for short-range reordering, when
the new run is started from a position that is no more than 3
positions away from the last covered position in the hypothe-
sis; one for medium-range reordering when the starting posi-
tion of the new run is between 4 and 7 positions from the last
covered position; and one for long-range reordering, used for
jumps of more than 7 positions which start a new run. An op-
timal set of values for the 3 penalties can favor or discourage
some of these reordering types. For example, short-range re-
orderings may be more likely for language pairs such as Ara-
bic and English, and they can get a lower penalty, whereas
long-range reorderings may be penalized more strongly.

In addition to the three run-based penalties, we introduce
a feature that measures the length of the sentence part that
has been translated non-monotonically in the current hypoth-
esis. The feature is used to penalize reorderings which in-

volve many words, as opposed to skipping e. g. 1-2 words
for later translation. Details are described in [8].

3.3. POS-based and lexicalized reordering models

The run-based penalties described in the previous section do
not depend on the actual words which start a new run. There-
fore, we decided to introduce another model to capture this
dependency. We make the event of opening a new run of a
certain type t (t ∈ {short, medium, long-range}) depend on
the word that actually starts the new run, and on the word
that was translated last in the current MT hypothesis. Alter-
natively, we use POS tags instead of the actual words.

The model is estimated on the word-aligned training data.
Given a word alignment that is a function of source word po-
sitions with all source words aligned, there is a unique way
of reordering the source words so that the alignment with
the target sentence becomes monotonic [10]. When compar-
ing the reordered source sentence with the original one, it is
straightforward to identify each word f that starts a new run
of type t, as well as the word f ′ before it in the reordered
sentence. From all training source sentences we extract tu-
ples (t, f, f ′) and estimate the probabilities p(t|f, f ′) which
we then use as an additional feature in the translation pro-
cess. The probabilities are estimated with proper smoothing
(backing-off) similar to the estimation of LM probabilities.
In the future, we plan to improve the estimation of this model
using maximum entropy techniques.

3.4. Multiple segmentation paths

In Section 2 it was described that Arabic suffixes and prefixes
(including articles) or Turkish suffixes can be detached from
the rest of the word in order to reduce the vocabulary size
and for better word alignment with the corresponding En-
glish sentence (morphological segmentation). It is not easy
to determine what type of segmentation, if any, is best for
machine translation quality. Therefore, we decided to con-
sider multiple segmentations in the MT search. AppTek’s
APT MT engine is capable of translating paraphrases of each
given token sequence. This functionality is achieved by al-
lowing the decoder to match extra phrases associated with
a particular sequence of source sentence positions. The al-
gorithm is very similar to word lattice translation algorithms
presented in [11] and [12]. To make use of this algorithm for
our task, we took the source sentence with the finest morpho-
logical segmentation (the one resulting in the largest number
of tokens). We then defined a paraphrase for each token se-
quence that started with a prefix (and thus could be joined
with the next token) or ended with a suffix (and thus could
be attached to the previous token). The case where there was
both prefix and suffix or multiple affixes was also consid-
ered. An example of the paraphrases that we defined is given
in Figure 1. Here, the token sequence that is replaced with
the concatenation of 2 (or more) tokens is defined using the
<span> tag. Multiple spans can be specified for the same
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<s>
şehir
merkez <span label="merkezi" len="2"/>

<span label="merkezine" len="3"/>
_i <span label="ine" len="2"/>
_ne
ne
kadar
?
</s>

Figure 1: Example of alternative segmentations encoded in
the APT input file.

token sequence.
In the search, all of the segmentations specified are

equally probable. In order for the MT system to actually
match the joined words, besides using the morphologically
segmented word-aligned training corpus for phrase extrac-
tion we also extracted phrases from the same training data
without any segmentation and from the same data with only
those words segmented which occur less than 100 times. The
latter approach is somewhat similar to the CoMMA method
tried in [13].

3.5. Language models

The IRSTLM Toolkit [14] was used for training the English
language models for both Arabic-to-English and Turkish-to-
English translation tasks. We applied improved Kneser-Ney
smoothing in the training process. Only the target side of
the provided bilingual training data was taken for the LM es-
timation, no external data was used. The English text was
preprocessed before training the LMs. The preprocessing in-
cludes tokenization and replacement of all numbers with a
special tag. In LM and translation model training, we true-
cased the English side of the bilingual corpus: all words
whose lowercase form was more frequent were converted to
lowercase, excluding a closed list of manually specified ex-
ceptions. Thus, no true-casing step was necessary in post-
processing of translation hypotheses, except for making each
letter that started a sentence an uppercase letter.

In Section 4.1 it will be described how the best n-gram
size for the LM was chosen experimentally.

3.6. Additional system features

Besides the models described above, we also experimented
with a number of other enhancements to our system. In order
to facilitate better word choice, we added the sentence-level
inverse IBM model 1 scores as additional feature. The model
is expressed with the following equation:

hinv-ibm1(f
J
1 , e

I
1) =

I∏

i=1


 1

J

J∑

j=1

p(ei|fj)


 (2)

This model has been used also by [15, 16]. The advantage of
the model as compared to the standard IBM model 1 is that it

Table 1: Examples of improved sentence structure when OOV
words are disambiguated with their POS tags.

Baseline May I have another UNK green?
+ OOV May I have another green UNK N?
handling
Reference May I have some more green beans?

Baseline UNK dangerous this project is quite as
the economy that depends quickly.

+ OOV This project is quite dangerous to
handling as that depends economy is UNK V

quickly.
Reference The project is quite risky as

economic circumstances change quickly.

can be used to score partial hypotheses directly in the search,
since there is no dependency on the full target sentence.

For each sentence in the test data which fully matched a
source sentence in the training data, we replaced the statis-
tical translation of the sentence with the “translation mem-
ory“, i. e. with the corresponding target language translation
from the training data. This was done to ensure that at least
the test sentences which have been observed in training will
get a translation that is 100% correct. However, experiments
showed that the automatic error measures degrade when we
use the translation memory (see Section 4.2).

Finally, we tried a number of things on the Arabic-
to-English task which try to tackle the problem of out-of-
vocabulary words. The quite large number of OOVs that we
observed when translating the development data can be ex-
plained by the small amount of parallel sentence-aligned data
that we were given for training. We tried the following to deal
with the OOVs:

• We replaced some OOVs with in-vocabulary words
whose edit distance in letters to the OOV word was
equal to 1. On devset7, out of 100 unknown types a re-
placement was found for 79. This has improved trans-
lations of a number of sentences, when the replace-
ment word was a different full form of the same base
form. In most cases, however, the replacement word
was completely semantically unrelated to the original
word. Overall, we observed no improvement in BLEU
and decided not to use this technique for our final sub-
mission.

• Observing that OOVs often break the sentence struc-
ture (e.,g., they are often translated in a wrong posi-
tion, and in their desired position a semantically incor-
rect phrase is formed), we decided to make use of POS
information when “translating” OOVs. Since we were
using a morphological analyzer with a larger vocabu-
lary, for 94% of the OOVs the POS tag had been pre-
dicted. We replaced the occurrences of these OOVs in
the development data with their POS tags. In training,
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when extracting phrase pairs from the word-aligned
parallel corpus, we extracted additional phrase pairs
by replacing all occurrences of a specific POS with its
tag both in the source and in the target phrase. We
first added phrase pairs by replacing all nouns, then by
replacing all verbs (keeping the surface forms of the
nouns), and finally, by replacing all adjectives. In the
search, these additional phrase pairs could be matched
only by those sentence parts which contained OOVs
with corresponding POS tags. Again, when translating
the development data with this extended phrase table,
we observed no improvement of automatic MT error
measures and decided against using this technique for
the final submission. However, subjectively the struc-
ture of some translated sentences with OOVs improved
(see examples in Table 1). We believe that this tech-
nique could be promising for real-life dialog applica-
tion, where the person speaking the target language
would see an unknown word, but may guess its mean-
ing from the correct context.

4. Experimental Results
AppTek participated in Arabic-to-English and Turkish-to-
English BTEC tasks, using the supplied training data of 20K
sentence pairs only. As the criterion for optimization we
used the the well-established automatic measure BLEU [17].
We computed BLEU without considering case, but consider-
ing punctuation. On the test data, we report results in terms
of case-sensitive BLEU and translation edit rate (TER,[18]),
and the punctuation marks are included in the evaluation.

In post-processing, we detokenized the MT output. We
also restored most of contractions (e. g. “do not”→ “don’t”).
It turned out that the restoration of contractions has a very
large influence on the automatic MT error measures, since
most of the reference translations use them very often.

4.1. Turkish-to-English BTEC task

For the Turkish-to-English task, we used devset2 (500
sentences) for the optimization of model scaling factors in
the experiments. The other development data devset1
(506 sentences) is used as the test set. Each development
set contains 16 references. For the primary submission, we
added both devset1 and devset2 to the training data.
Before adding the development data, the longest reference
translation is selected.

Turkish data is all lowercased in the final system trained
for the primary submission. However, each English word
is lowercased only if it appeared at least once in lowercase
except for a list of abbreviations.

4.1.1. Language Model Experiments

We first estimated different n-gram models to observe the ef-
fect of the n-gram level on the BLEU scores. The system
is optimized on devset2 and tested on devset1 as men-

tioned before. Table 2 shows the BLEU scores for the various
n-gram levels for the Turkish system. For the 16 devset1
references, the perplexity ranges between 310.53 and 720.94
and the OOV value lies in between 4.04% and 7.74%. For
devset2, the numbers range between 412.80 and 873.51
for perplexity and between 5.41% and 8.45% for OOV.

Table 2: Various n-gram levels and the corresponding OOV
and BLEU scores for the Turkish system.

n-gram Opt. BLEU Test BLEU
3 57.15 59.56
4 57.73 60.67
5 57.31 61.55
6 57.66 60.81
7 57.76 60.96
8 57.58 60.74
9 57.61 59.86

4.1.2. Word Alignment Experiments

In this part, we have explored the effect of different heuris-
tics on symmetrization of word alignments. Various sym-
metrization heuristics are applied to obtain different word
alignments. Systems based on those different alignments are
evaluated. We also merged multiple alignments into a sin-
gle system by extracting phrases from concatenation of the
same parallel corpus with different word alignments (this is
similar to the alignment combination in phrase table train-
ing as described in [13], but we combine different alignment
heuristics).

Table 3 lists the Tr-En BTEC task BLEU scores for dif-
ferent methods of word alignment symmetrization. As be-
fore, the system is optimized on devset2 and tested on
devset1. The best BLEU score is obtained by merging
all alignments produced by the different heuristics. The
’subset merged’ row in the table indicates the system
where only the best 5 alignments are merged into a single
system. This system achieved the best optimized BLEU
score, however, it is outperformed by the ’all merged’
system on the test data. The heuristic names in Table 3
indicate the combination of IBM model 4 alignments with
ACL [7], “grow-diag-final” [9], “intersection”, “intersection-
union” and “unify” heuristics, respectively. The “left” and
“right” heuristics indicate the standard and inverse direction
of the GIZA++ IBM model 4 alignment, respectively. The
“berkeley” alignment is obtained with Berkeley Aligner [19].
The best individual BLEU score is obtained with the “acl”
heuristic.

Finally, we tested the sentence-level inverse IBM model
1 on the development data. The optimization BLEU score
was 57.73 and test BLEU score was 60.59 which is almost
1 point below what we have obtained in the ’all merged’
system.
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Table 3: BLEU scores for different methods on symmetriza-
tion of word alignments in the Turkish to English BTEC task.

Method Optimized BLEU Test BLEU
acl 57.18 59.87
gdf 53.75 56.41
intersection 55.80 59.27
iu 57.30 59.68
unify 52.57 55.69
left 56.04 59.65
right 54.02 56.74
berkeley 55.12 57.81

subset merged 57.70 61.14
all merged 57.31 61.55

4.1.3. Other Experiments

In this part, we report various other experiments that were
carried out on the development data for the Turkish-to-
English task. Table 4 lists the optimization scores and the
test BLEU scores. The first experiment is about mapping
the contractions in the output as explained at the beginning
of this section. This increased the test BLEU score by 0.82
points from 61.55 to 62.37 as shown in the first row of Table
4.

Next, we have tested the multiple segmentation of the
Turkish words as explained in Section 3.4. For this purpose,
we have trained two different systems; one with splitting all
morphemes and the other with no morpheme splitting at all.
The phrase tables of the two systems are later merged into
one in order to be able to handle alternative segmentations
encoded in the APT input file. Unfortunately, this approach
resulted in a decrease of the BLEU score by 0.63 points from
61.55 to 60.92, as shown in Table 4. This is different from
the Arabic-to-English task, where a significant improvement
was observed when using multiple segmentations (see Sec-
tion 4.2).

The last three lines in Table 4 show the BLEU scores
when the English data is truecased before the training.
The primary submission is created with a system trained
with truecased data and optimized on both devset1 and
devset2. Using truecased English data resulted in a small
decrease of the BLEU score by 0.27 points from 62.37 to
62.10.

4.2. Arabic-to-English BTEC task

On the Arabic-to-English task, for most experiments we used
the concatenation of devset2 (500 sentences) and devset6
(489 sentences) for optimization of model scaling factors. To
track the progress of our MT system, we used devset7 (507
sentences) as a held-out test set. The rest of the available
development sets were added to the training data with the
longest reference translation per sentence each.

Table 4: BLEU scores for other experiments in the Turkish to
English BTEC task.

Optimized BLEU Test BLEU
mapping contractions 58.22 62.37
multiple segmentations 57.93 60.92
truecased opt devset1 63.26 59.46
truecased opt devset2 60.87 62.10
truecased opt devset1+2 61.84 N/A

In our preliminary experiments, the optimal LM n-gram
size in terms of BLEU turned out to be 4. We therefore used
a 4-gram LM in all of the experiments reported below.

Table 5 summarizes the most important translation ex-
periments on the Arabic-to-English task, evaluated with the
official evaluation server on the IWSLT09 and IWSLT10 test
sets. Lines 1-3 correspond to using a certain type of mor-
phological segmentation both in training and translation: no
segmentation, segmentation of words with frequency ≤ 100,
and full morphological segmentation of Arabic prefixes, suf-
fixes, and articles as described in Section 2. It is clear that
without morphological segmentation the BLEU score drops
by more than 2% absolute. Full morphological segmentation
is comparable to segmentation of only infrequent words in
terms of MT quality on both test sets.

For experiments in lines 1-3, we joined corpora with dif-
ferent word alignments prior to phrase extraction. Similarly
to the experiments on the Turkish-to-English task, we took
the 5 alignments which yielded the best results in terms of
BLEU when used individually. This was the standard direc-
tion of the GIZA++ IBM model 4 alignment, as well as the
combination of IBM model 4 alignments with the heuristics
“intersection-union”, “grow-diag-final”, and ACL [7]. We
also added the HMM model alignments combined with the
ACL heuristic. The MT system that used only the ACL
heuristic combining the IBM model 4 alignments was the
best individual system. The result for this system is given
in line 9 in Table 5. We see that using multiple alignments
for phrase extraction only improved BLEU and TER results
on the IWSLT10 set (e. g. TER from 33.6 to 32.3%). In con-
trast, we observed a non-significant degradation of the scores
on the IWSLT09 set. Thus, the alignment combination was
not as effective as on the Turkish-to-English task.

The differences in the performance of our MT system on
the two test tests were also clear in the next experiment. Us-
ing the ability of the APT MT engine to consider multiple
input paths (see Section 3.4), we marked the Arabic definite
article and the accusative marker as optional for translation.
Thus, the decoder could choose not to translate them at all.
This improved the automatic measures slightly, but only on
the IWSLT 2010 set (line 4 vs. line 3 in Table 5).

In the next step, we also allowed multiple morphological
segmentations in the input. For this experiment, we extracted
phrases from all the 5 alignments of all 3 morphological seg-
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Table 5: AppTek’s contrastive systems on the BTEC Arabic-to-English task.

IWSLT 09 IWSLT 10
BLEU [%] TER [%] BLEU [%] TER [%]

1 no morphological segmentation 49.2 30.9 41.0 35.8
2 morphological segmentation for words w with N(w) ≤ 100 52.0 29.2 45.3 32.5
3 full morphological segmentation 51.5 29.8 45.2 32.3
4 + optionally remove article/accusative marker 51.2 30.0 45.7 32.0
5 + multiple morphological segmentation paths 52.3 29.1 46.6 31.9
6 + POS-based reordering model 51.5 28.9 46.0 31.8
7 + sentence-level inverse IBM model 1 51.8 28.7 46.6 31.4
8 + lexicalized reordering model 51.7 28.7 46.8 31.4
9 like 3., but single alignment (IBM model 4, ACL heuristic) 51.6 29.7 44.7 33.6

10 like 5., but monotonic translation 51.1 30.0 43.7 33.7
11 like 8., but no translation memory 52.2 28.0 47.0 30.8
12 like 11., but no restoration of contractions 50.4 29.6 46.3 32.5

primary submission 52.6 29.3 45.7 32.9

mentation types (thus, our corpus for phrase extraction was
effectively 15 times larger than the original corpus with 20K
sentence pairs). Allowing the decoder to choose whether to
detach particular prefixes and suffixes or not improved the
BLEU scores significantly on both test sets (line 5 vs. line 4
in Table 5).

In all of the experiments described so far, we used the
4 run-based penalties described in Section 3.2 to select an
optimal word order in translation process. As a reorder-
ing constraint, we set the maximum number of runs in an
MT hypothesis to 3. To evaluate the power of our base-
line reordering model, we performed a comparative exper-
iment with monotonic translation (line 10 of Table 5). We
see that the translation with reordering and run-based penalty
features outperforms the monotonic baseline significantly on
both test sets, e. g. by 1.8% absolute in TER on the IWSLT10
test set.

Next, we added the more complex POS-based and lexi-
calized reordering models described in Section 3.3. We also
tested the sentence-level inverse IBM model 1. Again, the
trend is different on IWSLT09 and IWSLT10. Overall, the
combination of all three features yields the best results (line
8 vs. line 5 in Table 5). The measure that improves consis-
tently is TER (e. g. by 0.5% absolute on the IWSLT10 test
set). This measure is particularly sensitive to improvements
in word order.

In lines 1 through 10 of Table 5 we used the “translation
memory” as described in Section 3.6, replacing full sentence
matches with translations from the training data. In total, 9%
of the test sentences were replaced, mostly short ones like
“That’s right”. Interestingly, when we omit this step, the re-
sults improve even further (line 11 vs. line 8 of Table 5).
This indicates significant differences between the reference
English translation of the same sentence in the training and
in the test data. Another piece of evidence that automatic
evaluation is not very reliable even with multiple references

is the handling of contractions. When we fail to restore con-
tractions, we change neither the meaning nor the structure of
the sentence. Nevertheless, the MT measures degrade signif-
icantly (e. g., the BLEU score drops by 1.8% absolute on the
IWSLT09 set, see line 12 of Table 5).

The result of our primary submission is given in the last
line of Table 5. Unfortunately, it is worse than the best re-
sult we could achieve (lines 8/11). The reason for this is that
for the final submission we re-optimized the system on 3 de-
velopment sets: dev2, dev6, dev7. The idea of increasing
the size of the dev set was to avoid local minima in the opti-
mization process and improve the generalization capabilities
of the system. However, in practice this only improved the
BLEU score on the IWSLT09 test set, whereas both BLEU
and TER degraded on the IWSLT10 set. This again shows
that most of development and test sets for the IWSLT task are
not similar to each other. Unfortunately, no reliable estimate
of whether or not a certain new feature leads to translation
quality improvement can be made on any of them.

5. Conclusions

In this paper, we described AppTek’s new APT MT system.
The system follows a statistical phrase-based approach, but
utilizes comprehensive morphological analysis components
to deal with rich morphology of the source languages in-
volved – Arabic and Turkish. The biggest gains in trans-
lation quality as measured by automatic error measures are
achieved by considering morphological segmentation alter-
natives in the MT search, and by employing novel reordering
models.

The speech translation systems developed by AppTek
for this year’s IWSLT evaluation outperformed many of the
competitor systems and at the same time had been designed
to produce translations at a speed of 12 words per second or
more – faster than the real time. This means that AppTek’s
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IWSLT systems can be seamlessly turned into a useful real-
life product, such as speech translation in hand-held devices.
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