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To overcome problems of data sparseness, mo
dtatistical machine translation (SMT) methods”
tend to use the largest possible corpora to trai
the models. Following the word-based (Brown e
al., 1993) and phrase-based (Koehn et al., 2003
methods, incorporating as much parallel corporaa%

Abstract

Statistical machine translation relies heav-
ily on parallel corpora to train its mod-
els for translation tasks. While more and
more bilingual corpora are readily avail-
able, the quality of the sentence pairs
should be taken into consideration. This
paper presents a novel lattice score-based
data cleaning method to select proper sen-
tence pairs from the ones extracted from a
bilingual corpus by the sentence alignment
methods. The proposed method is carried
out as follows: firstly, an initial phrase-
based model is trained on the full sentence-
aligned corpus; then for each of the sen-
tence pairs in the corpus, word alignments
are used to create anchor pairs and source-
side lattices; thirdly, based on the trans-
lation model, target-side phrase networks
are expanded on the lattices and Viterbi
searching is used to find approximated de-
coding results; finally, BLEU score thresh-
olds are used to filter out the low-score
sentence pairs for the data cleaning pur-
pose. Our experiments on the FBIS cor-
pus showed improvements of BLEU score
from 23.78 to 24.02 in Chinese-English.
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possible normally obtains a better system perfor-
mance. Even in some SMT evaluation tasks (Zoll-
mann et al., 2008), a huge amount (nearly 10M) of
sentence pairs are provided to train the models.

However, as the size of the corpus increases
dramatically, sentence alignment can only be per-
formed automatically. Since it is inevitable that
(a possibly large number of) misaligned sentences
will be introduced during the automatic sentence
alignment phase, some part of the bilingual corpus
will not contribute at all to the SMT systems. An-
other drawback of this paradigm is that it takes a
long time to train models on the full corpus. Fur-
thermore, even if the models are ready for use,
sometimes they will become too big to fit into
memory, and in addition the decoding speed wiill
suffer.

To overcome these problems, two possible
methods may be useful for improving conven-
tional SMT methods: (i) phrase table pruning tech-
niques (Johnson et al., 2007; Yang et al., 2009),
which are carried out on the model side; and (ii)
data cleaning methods, which are carried alt
initio on the training data side.

Some work has been reported on data cleaning
of SMT. In (LU et al., 2007), information retrieval
methods are utilized to weight the training data
to obtain significant improvements over a base-
line SMT system. In (Okita, 2009), both word-
based and phrase-based models are trained to de-
de all the training data, and then the sentence
airs are filtered by various evaluation scores of the

ecoding results. On the other hand, a lot of work
ﬁas been done on the learning capabilities of SMT
stem: by examining system performance under
fferent conditions, (Turchi et al., 2008) argues
ﬁat SMT systems may not be improved by adding
more data in i.i.d ways. Active learning (Haffari et



al., 2009) are also introduced to obtain improved,., as the reference to evaluate translatirand
performance compared with a random sentence sgse the evaluation scores as the criterion for data
lection scheme. cleaning. After the removal of sentence pairs with

Another work related to this paper introducedow evaluation scores (or X-gram scores in (Okita,
a constraint satisfaction approach (Canisiu et al2009)), a new model is trained on the cleaned cor-
2009), which integrates many different solutiongus.
to aspects of the output space. It uses an optimizedThe decoding phase works as follows: denote
objective function during the decoding of a word- as the target sentence fer and leto, ; be the
based SMT system to obtain better translation resegmentation of and¢. Following the log-linear
sults. model (Och & Ney, 2002), the decoding restiit

The starting point of this paper is fairly close tofor s is represented as in (1):
that of (Okita, 2009). However, in there, the pure . N
decoding method suffers from the problem that the = arg max H Hy(s,t,0) (1)
decoding of the whole corpus takes a fairly long T JeR
time to accomplish, which probably makes it im-where the sef” is a finite set of features ank;
possible for large corpora. Note that in the speecire the weights of the feature functiof& of the
recognition realm, forced-alignment (Malfrere etaligned source and target sentence pairs. The set of
al., 2003) instead of decoding, can be used to afeaturesF' consists of a phrase translation model
sess goodness of utterances (Witt, 1999) by givgphrase translation probability, lexical weighting,
the trained acoustic model and transcriptions. Alphrase penalty), a language model, a distance-
though we cannot port forced-alignment directlypased reordering model, the word penalty and a
into SMT, the idea presented in this paper is to usexicalized reordering model (Koehn et al., 2005).
trained models to access the goodness of sentenceror the cleaning stage, various evaluation meth-
pairs and is motivated by the forced-alignment apods, such as BLEU (Papineni et al., 2002), ME-
proach. Instead of directly decoding, we are goingEQOR (Banerjee et al., 2005), NIST (Doddington,
to use the ready-for-use word alignments to reducgn02) are taken into account to score the decod-
the search space in the decoding phase, and thusrg resultt* and target-side correspondence in the
approximate the final decoding results, which argaining corpus,.; of the source sentence Fi-
used to obtain the evaluation scores for data cleanally, those sentence pairs with low scores are fil-
ing. tered out to obtain a cleaned corpus to train the

The rest of this paper is organized as follows: Ifinal SMT models.
section 2 we give a brief overview of the decoding- Since during the decoding process all the pos-
based data cleaning method. In section 3 we disible segmentation and alignments between the
cuss the use of word alignments to reduce thsource and target sentences are to be examined, it
search space in decoding. Section 4 describedll take quite a long time to perform this method,
our lattice score-based decoding for data cleaningspecially when the training corpus is large. This
Section 5 gives the details of lattice building, anthaper focuses on how to reduce the search space
section 6 presents Viterbi decoding on lattices. Exaf the decoding phase mentioned above, by taking
periments and results are carried out in section thto account the word alignment information that
The conclusion and future work are discussed ii% readily available after the training phase.
section 8.

3 Theuseof word alignments

2 Decoding-based data cleaning During the training phase, most phrase-based SMT

The decoding-based data cleaning method fGystems start with the word alignment information,

phrase-based SMT in (Okita, 2009) can be formaMOst often using G|ZA+_*1’ an implementation of
ized as follows: the IBM Models. Following the heuristic approach

First train a phrase-based SMT modl using proposed by (Och & Ney, 2003), the bidirectional

the training corpus. Then for each sentence pair ﬁlllgqmenr‘:s of the sentencfe ﬁa'rT_ are refined by e?-
the training corpus, whereand,.; are the source (eNding the intersection of the alignment points o

and target sentences respectively, decoty the the two word alignments by the union of the two
model M to derive its translatiort*. Then take *http:/fioch.com/GIZA++.html



word alignments. Finally, the refined word align-searching. The proposed method involves the fol-
ments are used to extract phrase pairs (Zens et ahwing steps:
2002). (1) Collect a set of anchor pairs(A) by look-

In this paper, the word alignments are not onlyng up the word alignment information for each
used for extracting phrase pairs, but also to redug&entence pairs andt,.y as in (3):
the search space in the decoding process for the . . 4
data cleaning phase. In formula (1), all possibleM(4) = {(f. &) = (f] ™", ;™) | V(i',j') € A:
target sentences and all segmentations of both the j<ji<j+m<i<i <i+n}
source and target sentences are considered during (3)

the decoding process. However, since word align-

ment information has already been extracted fof"is formula represents the same procedure with
each of the sentence pairs in the training corpuglrase pairs extraction in (Zens et al., 2002), but

the search space can be approximated by only dt€ Use the extracted phrase pair positigng; +
lowing the possible target sentences and segment#) — & (¢ + 1)) as anchor pairs. _

tions that can be inferred from the word alignment (2) Build a source-side lattice by looking up
information. Given the word alignmenit between the target sentence and the target-side positions
sentence pais andt,., and the translation model of the anchor pairs extracted. Nodes and implicit

M derived from the full corpus, formula (1) can petdges of the lattice are created from target words,
modified as in (2): and non-implicit edges are created from the source

words in the anchor pairs(A).
P arg max Hy(s,t, J)Af 2) _ (3) Expand the source-side Ia.ttice. i_nto target-
teT(M,A),0€8(A) je side phrase network. Nodes and implicit edges are
copied into the network, while non-implicit edges

where T(M A) is the set of all possible target are created from the entries of the source words in

sentences that can be inferred from the translatidh® ransiation table. ,
model M and the word alignment. and E(A) is (4) Search on the target-side phrase network to

the set of all possible segmentations that can HE'd @ best path with lowest cost of the log-linear
inferred from the word alignment. By using for- mode[ln formula (2). The approximated decoding
mula (2) to obtairf as an approximation of the de- resultt can be determined by backtracking the best
coding result, the data cleaning process can b@ath and joining the target phrases on the network.

accomplished by evaluatinigwith ¢, . Note that Actually, steps (3) and (4) are carried out to-
since the search space is dramatically reduced (&Ether by applying Viterbi algorithm (Young et al.,

ing formula (2), the whole data cleaning process i¢989) on the source-side lattice. The details of
faster to making it possible for use on large Cor1att|ce .bundlng ano_l Viterbi decpdlng will be illus-
pora. trated in the following two sections.

. 5 Lattice building
4 Lattice score procedure

_ _ _ Lattice building process in steps (1) and (2) in the
In the last section, by using the word alignmentast section is formalized in algorithm 1.
information extracted in the training phase, the

search space is reduced to speed up the decoding of Sevrce: 8B/R JUF 635, 1937 4 5 5 0 L& T 4829

data cleaning. However, it is not necessary to ac- Targst: powsll, 63 , was bom in new york on 5 april 1937

complish the decoding procedure in formula (2) to

obtain the approximated translatiofor the source Figure 1: Sample sentence pair
sentence. Instead of modifying the pruning strat-

egy in the decoding phase, the method proposed in Take the sentence pair in Figure 1 as an example.
this paper is to use the word alignments to buildhe beginning part of the generated lattice from al-
source-side lattices, and to search on the expandgdrithm 1 is depicted in Figure 2. Note that for il-
target phrase networks to extract the hypothésislustration purpose, non-implicit edges (with solid
for a source sentence By looking up the trans- lines) in the lattice are labeled by source words
lation model, all the features used in the decodfj*m, target word&ﬁ*” (just for illustration) and
ing process of formula (1) are utilized to guide theposition informationj, (j+m)—i, (i+n)), which
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Figure 2: Source-side lattice

Algorithm 1 LATTICE BUILDING nodes are already in topological order. We apply
Require: Sentence pair and the word alignmentsthe token passing implementation of Viterbi algo-
1: Create anchor paird according to formula rithm (Young et al., 1989) to carry out the target-

3). side phrase network expanding and the Viterbi
2: CreateN + 1 nodes according to target sen-searching on the network. Each node in the source-
tence lengthv. side lattice has a stack to hold tokens. Tokens hold
3: Connect nodes by implicit edges labeled by the cost of each partial path together with the back-
target words. A track information, and can move from one node to
4: for each anchor pa(rf]ﬁm, e§+”) in A do another. The searching process is formalized in al-
5: Create non-implicit edgé’ from nodei gorithm 2.
to nodei + n. ' By joining the hypothesis collected from the
6: Label E by the source wordg’j*m and best path (line 16 of algorithm 2), we can obtain
the source and target positioig (j + the approximated translation resdltin formula
m) — i, (i +n)) (2).
7. end for Note that some of the nodes do not have any out-

going non-implicit edges, (for example, nodes 3
_ _ _ , and 5 in Figure 3), during the searching phase, all
are displayed in separated lines besides the Nofyans on these nodes cannot be propagated any
|mpI|C|t_ edges. The Ia_ttlce is constructed as fOITurther because there is no non-implicit edge avail-
lows: firstly, anchor pairs are extracted from Wordable Depending on the lattice topology, some-
alignments in the training phase, as is described {f} o< there is no path consisting only é)f non-
line 1 of algorithm 1. Then Nodes ar(_e Cre"?‘ted_a‘_ci'mplicit edges. In this case there will be no Viterbi
cording tq target sentence _Ien_gth. Thirdly, ImIOI'C'tsearch result, and no target translation. To over-
edges (with dotted lines) in figure 2 are (;reategome this, implicit edges are utilized to accom-
from target words. For example, the implicit eolgeplish the searching. Token generation and costs

from node0 to 1 denote the first worgowell in ;5 jmjicit edges are discussed in section 6.1.
the target sentence. After that, non-implicit edges

are created from anchor pairs and sentence paigl Token costs
For example, for anchor pair positigf, 4 — 0, 3),
an non-implicit edge is created from no@éeo 3,
labeled with source words from positiérno 4 (in
Figure 2).

There are two kinds of token costs in algorithm 2:
(1) Normal cost (line 8 in algorithm 2): It is sim-
ilar to the log-linear model in formula (2), includ-
ing scores from the phrase translation models, the
language model, word penalties, distance-based
and lexical reordering models. Note that since
The source-side lattices built in the last section areource positions is preserved from the source-side
guaranteed to be directed acyclic graphs and thdattice (for example, in Figure 2, first two num-

6 Viterbi algorithm



Algorithm 2 TOKEN PASSING DECODING because they have to go through more nodes than
Require: Source-side lattice, trained phrasetokens via the non-implicit edge from nodeo 8.

based models. Note that cost estimation is biased at the beginning
1: Add a initial token with zero cost to the startof lattices, because history of the path is too short.
node. However, this problem is not obvious since most

2. for each noded in the source-side lattiogo of the nodes have outgoing non-implicit edges.

3. for each token in the stack of do

4 if A has outgoing non-implicit edgesen 62 Merging and Pruning

5 for each outgoing non-implicit edg#& Keeping all the tokens generated in the searching

(with source wordg) of A do process wastes a significant amount of computing
6: Collect set of phrase pai3 = {(f’,¢’)} resources. To overcome this, path merging and
from translation table, wherg = f’. pruning are adopted to reduce the whole search
7 for each phrase paliif,e) € P do space. Risk-free merging operation is carried out
8: Pass a new token to the end nalleof  for tokens on the same node. Only those tokens
E, with accumulated cost and hypothe-with same partial translation, same source phrase
sise. and same source position are merged to keep the
9 end for one with lowest cost. Beam pruning is also car-
10: end for ried out for all tokens on the same node. While
11: dse each node in the network has a stack to hold to-

12: Pass a new token to the next nodeof kens passed from previous nodes, all tokens are
A, with accumulated cost and hypothesis sorted in order of path cost. Only a portion of the
(the target word on the implicit edge fromlower cost tokens are kept using either a probabil-

Ato0). ity threshold of the best token or fixed admissible
13:  endif token numbers.
14: end for
15: end for 7 Experiments and evaluation
16: Traceback from the lowest cost token of th

last node. &1 Experimental settings

The experiments are conducted on Chinese-to-
_ ~ English. Our experimental data come from FBIS
bers of the parenthesized labels of non-mphm&omus, which is a multilingual paragraph aligned
edges), reordering scores are calculated by 100kqrpys with LDC resource number LDC2003E14.
ing up source positions of two consecutive tokensgentence alignment is carried out by Champollion

(2) Implicit-edge cost (line 12 in algorithm 2): aligner (Ma, 2006), which is designed for noisy
Suppos-e_tokenr”“ is passed from token™ via  gata I this case, our training data are consid-
an implicit edge. The new cost is estimated fromyreq a5 a semi-cleaned corpus, which is a hard task
the history ofr" as in formula (4): for data cleaning. After the sentence alignment,
we have 256,911 sentence pairs as the whole data
set. Then 2,000 pairs of development set and 2,000
"+ word lat pairs of test set are selected randomly from the

-penlaty D
@) whole data set. Aft(_er sentence Iength _flltermg, the
rest of the data set is used as the training set.

wherelmcost indicates the target language model We use Moses (Koehn et al., 2007) as the base-
cost of the hypothesis corresponding with the toline system. The GIZA++ toolkit is used to per-
ken, andword_penalty is the same with that in form word alignment and “grow-diag-final” re-
normal cost. The basic assumption held in formuléinement method is adopted (Koehn et al., 2003).
(4) is that tokens with better history will generatePhrase extraction is carried out by the method
better tokens. of (Zens et al.,, 2002), which is also used for

Formula (4) penalizes tokens via implicit edgeslattice generation in this paper. Minimum error
For example, in Figure 3, from nodeto 8, it is rate training (Och, 2003) is performed for tun-
obvious that tokens via implicit edges (hode® ing. The language model in all experiments is a
4,51t06, 6 to 7 and7 to 8) will generate more costs 5-gram language model trained on the training set

t(t™) =1 t(r"
cost(T”Jrl) = cost(t") + cost(r") — Imcost(r")

n

+Imcost(t" 1)
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Figure 3: Tokens via implicit edges

using SRILM? toolkit with modified Kneser-Ney
smoothing (Kneser & Ney, 1995).

Our proposed data cleaning method is carrie
out using algorithm 3:

Algorithm 3 DATA CLEANING
1: Train and tune the baseline Moses modé)
and obtain the refined word alignmentsof
the training set.
2: for each sentence pd(s, t,.) in the training

setdo Figure 4: BLEU distribution of lattice score results
3 Use our proposed method in Section 4 to
calculate the approximated decoding re- o _
sult?. By adjusting Figure 4, we adopted four thresh-
4 Calculate sentence BLEU scorefofak- ©!ds of BLEU scores for the data cleaning experi-
ing ¢,/ as the reference. ments: 10.00, 15.00, 20.00 and 25.00, which re-
5 endfor moved 2.6%, 4.8%, 7.5% and 11.3% sentences

6: Filter out all sentence pairs with BLEU scoresT™0M the original training corpus respectively.
lower than our predefined threshold from the TN baseline system and data cleaning systems
training. with four thresholds are illustrated in Tables 1 and

7. Use filtered training set to re-train and re-tune? for dev setand test set respectively. The phrase

the Moses model for evaluation.

table limit is set to 20 and histogram beam is set to
50 in our Viterbi searching on lattices.

It is worth noting that the baseline translation Methods 1 BLEU | NIST | METEOR
mo_d(al, reo(rjdering rFodeI, language n;qdel, tuned baselne | 2173 | 6.33 516
weights and word alignments are used in our pro- —
posed data cleaning method. No extra training or :Egiggg ;igi 233’2 2122
tuning is needed. In this paper, the filtering thresh- : - - :
olds are selected from the distribution of BLEU thd=20.00| 21.82 | 6.35 5147
scores calculated by our lattice score method. thd=25.00] 21.70 | 6.25 20.9

7.2 Results
On the training set, the BLEU scores calculated

Table 1: Results on dev set

from the approximated decoding results and the | Methods | BLEU | NIST | METEOR
target sentences are depicted in Figure 4. The x-| baseline | 23.78 | 6.58 54.07
axis indicates the BLEU score and y-axis indicates | thd=10.00| 24.02 | 6.60 54.31
number of sentences. The mean BLEU score of | thd=15.00| 23.77 | 6.56 54.14
all lattice score results on the training set is 48.49. | thd=20.00| 23.95 | 6.60 54.11
From the figure, we note that only a small amount | thd=25.00| 23.86 | 6.52 53.66

of sentence pairs have a lower BLEU score. Then
we take gradually changed BLEU thresholds to fil-
ter out sentence pairs with lower scores to check

the effectiveness of our lattice score based datc?a

cleaning method.

2http:/iwww.speech.sri.com/projects/srilm/

Table 2: Results on test set

As we can see from Tables 1 and 2, our proposed
ta cleaning method gives positive results over
the baseline system with various thresholds. The
maximum improvement on test set is 0.24 BLEU




score (1% relative improvement), and it is obtainedentences generate incorrect word alignments and

by setting the threshold at 10.00.

M AR R T AT .

master professional knowledge and the
knowledge of science and technology

tis beyond any doubt that we need to study and

Ea #ix TE W0 BE i RS A 4

the state land use rights may be inhented and are
ransferable . when the government must take
the land back for development purposes |, it must

phrase extractions, and SMT system would not
benefit from them.

8 Conclusion and futurework

In this paper, we introduced a novel lattice score-
based data cleaning method to select proper sen-
tence pairs from the sentence-aligned corpus. The
procedure is based on conventional phrase-based
SMT training and tuning, but the word alignment

Fompensate the economic organization or
ndividual affected in accordance with the law

R AE MR AT T A R

everything must have both strong points and

information is utilized to reduce the search space
during the decoding of the training set for data
cleaning. Source-side lattice is created accord-
ing to the anchor pairs extracted from word align-
ments. Target-side phrase network is expanded

lweak points .

Figure 5: Sample sentence pairs

from source-side lattice by looking up the phrase
table. Token passing is used to search for the best

By manually analyze part of the sentence pairgath in the target-side phrase network to obtain the
filtered out in the line 6 of algorithm 3, we find approximated decoding results. Experiments on
that they can be categorized into four kinds of serFBIS data showed the benefits of our data cleaning

tences:

e Misaligned pairs: sentence pairs with com-

methods with various BLEU score-based thresh-
olds against baseline Moses system.
In the future, firstly we plan to apply our algo-

pletely difference meanings. For example, theiim on large-scale noisy data and other language
sentence pair in the first row of Figure 5. 45 And we will find a better way to adjust the

Partially aligned pairs: one sentence shoulgiased cost estimation for tokens via implicit edges

be aligned to one part of another sentenc&® the beginning of lattices.
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