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Abstract

Lexical-Functional ~Grammar (LFG) f-
structures (Kaplan and Bresnan, 1982) have
attracted some attention in recent years as an
intermediate data representation for statistical
machine translation. So far, however, there
are no alignment tools capable of aligning
f-structures directly, and plain word align-
ment is used for this purpose. In this way
no use is made of the structural information
contained in f-structures. We present the first
version of a specialized f-structure alignment
open-source software.

1 Introduction

The use of LFG f-structures in transfer-based sta-
tistical machine translation naturally requires align-
ment techniques as a prerequisite for transfer rule
induction.  The existing research (Riezler and
Maxwell, 2006; Avramidis and Kuhn, 2009; Gra-
ham and van Genabith, 2009) uses general-purpose
word-alignment tools such as GIZA++ (Och et al.,
1999) for aligning the f-structures. Such tools, how-
ever, take no advantage of the dependencies, which
are made explicit in the f-structures, thus actually ig-
noring a lot of useful information readily available in
the f-structure annotated data. This paper focuses on
a way of making use of precisely this information.
A relevant algorithm was proposed by Meyers et
al. (1998), who represent sentences with trees sim-
ilar to f-structures. Their algorithm aligns a pair
of trees in a single recursive bottom-up procedure,
ensuring that, somewhat simplifying, if a node A
is aligned to a node B, the descendant nodes of A
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are aligned to the descendant nodes of B. The main
reason we did not adapt this algorithm for our task
are the problems with generalization. In the general
case an f-structure is not a tree, but a directed acyclic
graph (DAG). While the algorithm of Meyers et al.
aligns two trees with n nodes and maximum degree
din O(n%d?) time, we see no straightforward way of
adapting it to DAGs without increasing complexity
substantially. Another issue not to be ignored is that
the output of f-structure parsers(Kaplan et al., 2002;
Cahill et al., 2004) is often fragmented. Unlike in-
correct parses, fragmented parses do carry useful in-
formation and their exclusion is undesirable.

The extensive existing work on phrase-structure
tree alignment, starting with the work by Kaji et
al. (1992) and proceeding to a number of more re-
cent approaches (Ambati and Lavie, 2008; Zhecheyv,
2009), is also not straightforward to reuse, as LFG
f-structures represent sentences in a way quite differ-
ent from phrase-structure trees, in particular having
all internal nodes and not only leaves (potentially)
lexicalized; not to mention again that, in general, f-
structures are graphs, and not necessarily trees.

Therefore we decided to design a new algorithm.
For the sake of computational speed, we keep the
structure-related part of the algorithm as simple as
possible. As measures of “structural closeness” be-
tween two nodes we propose to use the best lexi-
cal match between their children and the best lexical
match between their parents. These measures are,
on one hand, simple and efficient to calculate, allow-
ing a greedy alignment of two DAGs, irrespective of

!Phrase-structure tress are used in another layer of LFG,
namely in c-structure.



whether they are fragmented or not, to be built in
O(n%d?) 4 O(n? Inn) time, which is comparable to
the complexity of Meyers et al. algorithm for trees.
On the other hand, these measures are sufficient for
resolving simple ambiguities, such as several occur-
rences of the same word in the same sentence (a very
frequent situation, if we take function words into ac-
count). A similar idea underlies the work by Watan-
abe et al. (2000) on resolving the alignment ambi-
guities which arise when using a translation dictio-
nary; their method checks how well the neighbors of
a word much the neighbors of each of its candidate
counterparts.

We use a very simple bilexical dictionary unit (a
plain cooccurrence counter on training bitext) in this
version of the software, but nothing prevents using
more elaborate dictionary units within the same ar-
chitecture. The software supports the output formats
of two different LFG pasers, namely XLE (Kaplan et
al., 2002) and DCU (Cahill et al., 2004).

The evaluation of the tool presented in the paper is
inevitably limited. We use sentence-aligned English
and German Europarl (Koehn, 2005) and SMUL-
TRON 2.0 (Volk et al., 2009) data. To the best of our
knowledge, there is no relevant gold standard, so we
produced a small gold standard set ourselves, node-
aligning 20 f-structure pairs created from SMUL-
TRON data, using the word-alignment information
contained in SMULTRON for reference. Another
possibility would be to evaluate the method within
an SMT system, but the available LFG-based SMT
software is currently not accurate enough for the
alignment to be reliably evaluated by the final trans-
lation scores. In addition to that, we manually ex-
amined and analysed some sentences from the out-
put. The evaluation, even though limited, supports
the validity of the core idea of the method and points
to areas for further improvement.

The paper is organized as follows. In Section 2 we
explain the algorithm; Section 3 is dedicated to the
resulting software tool; Section 4 details the evalu-
ation; in Section 5 we present our conclusion and
outline directions for further improvement.

2 The Alignment Algorithm

The algorithm requires each sentence to be repre-
sented as a DAG (probably disjoint) with a lexical

item associated with each node. If an f-structure
node is not lexicalized, it is removed and its children
are linked directly to its parents.

2.1 Composite Alignment Score

The composite alignment score is defined as a sim-
ple scoring formula which makes some use of struc-
tural information and incurs reasonable computa-
tional cost.

Let Lex(A, A") be a measure of lexical closeness
of the words associated with the nodes A and A’.
Such measure may either come from a dictionary, as
in the work by Meyers et al. (1998), or, as in our ex-
periments, be extracted in some way from the data.

In addition to the lexical score, and on the basis
of it, we calculate two supplementary scores:

1. The score of the best lexical match between the
children of A and A’. If both nodes have children,
the score is calculated as follows:

S.(A,A") = max Lex(B,B), (1)
BeC(A),

B’eCc(A’)

where C(.) is the set of children of the node. If only
one of the two nodes has children, S.(A, A") = 0; if
none of the two nodes has children, S.(A, A") = 1.

2. The score of the best lexical match between the
parents of A and A’. If both nodes have parents, the
score is calculated as follows:

n o /
Sp(A,AT) = Jnax. Lex(B,B'), ()
B'eP(A’)

where P(.) is the set of parents of the node (all
nodes with which the node is connected by incom-
ing edges). If only one of the two nodes has parents,
Sp(A, A’) = 0; if none of the two nodes has parents,
Sp(A,AY) =1

To allow for some differences in structure, an ex-
tended children matching score can be calculated:
in this case the best match for each child of A is
searched for also among the “grandchildren” (chil-
dren of children) of A’ and vice versa. Matches be-
tween the grandchildren of A and the grandchildren
of A" are not considered. In the same way, an ex-
tended parent matching score can be calculated.



The composite score is a weighted sum of the lex-
ical score and the supplementary scores:

S(A, A') = woS.(A, A) + wySy(A, A')+

(1 —we — wp)Lex(A, A 3)

The weights w. and w, may vary, with larger val-
ues corresponding to greater reliance on structural
information.

Let us consider aligning two DAGs with at most
n lexicalized nodes in each, and with at most d chil-
dren and at most d parents for each node. It is easy
to see that (3) is calculated in O(d?) time, and there-
fore the scores for all possible pairs are calculated
in O(n2d?) time. Building a greedy alignment us-
ing the scores takes O(n? In n) time, the most costly
operation being the sorting procedure; so the overall
complexity of a greedy alignment of two f-structures
is O(n2%d?) + O(n? Inn). Heuristics can be used to
further improve the accuracy.

2.2 The Alignment Procedure for a Pair of
DAGs

Given two lexicalized DAGs with nn and n’ nodes the
alignment procedure establishes min(n,n’) one-to-
one matches, maximizing the product of the com-
posite alignment scores of the matches. It:

e calculates the composite alignment scores for
each possible pair (A, A');

e finds a candidate one-to-one match with a
greedy algorithm;

e runs a 2-opt heuristic: on each step the heuristic
checks whether switching the right-hand sides
of any two pairs in the alignment, or replacing
one side of any pair with a node not yet aligned
to anything, improves the result. The heuristic
is repeated until it fails to improve the result
further.

2.3 The Resulting Algorithm

The word-alignment of a parallel corpus is per-
formed as follows:

1. The lexical score is calculated, which reflects
the frequency of co-occurrence of two words:
Npair(A,A7) n Npair(A,A7)

Nl(A)-‘r]. NQ(A/)-‘r].
2 b

Lex (A, A') =

where Npqir (A, A') is the number of sentence-pairs
in which the lexical entry from the node A occurs
on the source side, and the lexical entry from A’ oc-
curs on the target side, and N1 (A) and Ny(A’) are
monolingual occurrence counts. Additionally, if A
and A’ are identical strings consisting only of digits,
then Lex (A, A’) is set to 1.0.

2. For each pair of DAGs in the corpus the align-
ment procedure is performed as described in Section
2.2.

3 The Tool: f-align

The algorithm is the basis for version 0.1 of a
new open-source tool, f-align, which we present
here.? It is written in C++ and can be compiled
both under Linux and under Windows. The tool
currently understands two representations of LFG f-
structures: XLE parser output (Kaplan et al., 2002)
and DCU parser output (Cahill et al., 2004).

The following parameters are passed through the
command line: the names of two input and one out-
put directory, the number of structure pairs to align
and the input formats (LFG_XLE or LEFG_DCU for
each of the input directories), the weights for the
composite score calculation, w,. and w, (0.2 be-
ing the default value for both), and the flag for us-
ing/not using the extended scores (the default is no).
The files in the input directories should be named
0.txt,1.txt, etc. For each structure pair the tool
creates a separate output file in the output directory.
Each line of an output file contains a pair of aligned
nodes, together with the composite alignment score
of this alignment. For example, for LFG_XLE for-
mat:

var (11) => wvar(20) (0.186723)

Explicit inclusion of the scores in the output al-
lows the user to apply a quality threshold if required.

4 Evaluation

For this work we prepared a small 20-sentence gold
standard and evaluated our menthod against it; in ad-
dition, we manually checked some sentences and vi-
sualized a typical success case and a typical problem
case in Figures (3) and (4). In future we plan also to

2The source code can be downloaded from the
page http://www.computing.dcu.ie/~abryl/
software.html.



evaluate the method as a part of an LFG-based SMT
system.

During the evaluation we also assessed the speed
of the alignment tool. On a desktop PC under Win-
dows Vista with a 3GHz CPU, alignment of 10000
pairs of f-structures takes about 4 minutes when us-
ing the extended matching scores, and about 3 min-
utes 15 seconds when not using them.

4.1 Experimental Data

For our experiments we prepared a dataset com-
posed of two parts:

e 10000 sentence pairs from the German-
English part of the Europarl corpus (Koehn,
2005) parsed into f-structures with the En-
glish and German treebank-based DCU LFG
parsers (Cahill et al., 2004; Rehbein and van
Genabith, 2009). For this dataset no gold stan-
dard word alignment is available.

e 20 sentence pairs from the SMULTRON 2.0
parallel treebank (Volk et al., 2009) (the first 20
sentence pairs with one-to-one sentence align-
ment for which both German and English parts
were parsed successfully®). We used the same
DCU LFG f-structure annotation software to
annotate the trees from the corpus and to trans-
form them info f-structures. Then the re-
sulting f-structure pairs were manually node-
aligned (256 alignments in total), using the
word-alignment supplied with the corpus as
reference. The sentences were picked from the
“economy”’ sub-corpus of SMULTRON, as we
assumed that it is not too different lexically
from the Europarl corpus.

With a dataset that small, the automatically
acquired dictionary (the Lex(.,.) scores in Sec-
tion 2.3) is not reliable enough, which allows us
to have a close-up look at the effect of considering
structural information.

4.2 Comparing Against the Gold Standard

For these experiments we automatically aligned our
experimental data (10020 f-structure pairs) as a

3«Successfully” does not always mean “correctly”; in fact,
for several long sentences the parses were quite bad, complicat-
ing the alignment task and probably accounting for part of the
noisiness of the resulting graphs.
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Figure 1: The Effect of Considering Structure.

whole with f-align, and then compared the output
for the SMULTRON part against the manually pre-
pared gold standard. The following measures were
used:

Established Gold—standard
alignments alignments

precision = -
Established
alignments
Established Gold—standard
alignments alignments
recall =

Gold—standard
alignments

precision X recall

f-measure = 2 x —
precision + recall

By established alignments we mean those which
appear in the output of the tool and have scores
higher then the threshold.

4.2.1 The Effect of Considering Structure

In this experiment we calculated precision and re-
call for different confidence thresholds for the fol-
lowing three configurations:

l. we = wy, = 0 (Lex);
2. we = wy, = 0.2 (Structure);

3. we = wp = 0.2, extended matching scores
used (Structure+).
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Figure 2: The Effect of the Parameter Values.

The result is presented in Figure 1.+ Considera-
tion of parents and children in matching brings about
a clear improvement of the alignment quality, even
though the structural information in the present data
is imperfect. The effect of using the extended match-
ing score (that is, using grandparents and grandchil-
dren) is rather negative. In comparison to purely lex-
ical alignment the extended matching score shows
better recall only for low precision levels, and is in-
variably worse than the variant with children and
parents only. It seems that the additional flexibil-
ity gained by the extended matching score does not
repay for the general bluring of the structure caused
by it.

4.2.2 The Effect of the Parameter Values

In this experiment we assessed the effect of the
parameter values on the f-measure. The confidence
threshold of 0.25, 0.5, 0.75 was used. In all cases
we = wp. The result is shown in Figure 2. We see
that the parameter values w. = w, = 0.2, chosen
initially based on general considerations® are in fact
reasonable.

4.3 Manual Examination

For this experiment we automatically aligned the
Europarl part of our experimental data (10000 f-

*Graphs are plotted using Graph 4.3 software tool,
http://www.padowan.dk/graph/

>So as to make the structural information provide a bit less
than a half of the composite score.

structure pairs) with f-align and manually examined
the results to explore the effect of considering the
structure.

4.3.1 When Structure Helps

There are two most obvious cases where the struc-
ture is helpful:

1 when the same word occurs several times in the
sentence;

ii when one or several rare words (or words in rare
senses) occur in the sentence.

For illustration we picked a Europarl sentence
pair which has both these problems (Figure (3)):
the English side has ‘the’ used twice, and the word
‘highlight’ is used to match ‘sagen’, which is not
much supported by the co-occurrence counts (Sec-
tion 2.3). There is also some structural dissimilarity
between German and English: ‘zu’ (in ‘zu den Fol-
gen’) and ‘of’ (in ‘of the storms’) actually have no
matches.

Figure (3a) shows the performance of dictionary-
only alignment; given the weak dictionary, it is no
surprise that only few nodes are aligned correctly.
However, with the same dictionary it is possible
to perform much better once structural parent and
child matching scores are considered: Figure (3b)
shows this clearly. The result is easy to explain: the
highly scored lexical matches for ‘Sturm’ and ‘Ir-
land’ forced ‘der’ and ‘in’ to be matched correctly,
while ‘bitten’ offered some help to ’sagen’; but in
this last case the score of the match is very low. The
dissimilarity in structure caused a predictable prob-
lem: ‘zu’ was aligned with ‘result’, and ‘Folge’ with
‘of . However, the scores of these incorrect matches
are not high; applying the threshold of 0.5 to the
scores would provide a reasonable overall alignment
with some gaps.

The application of extended matching scores (Fig-
ure 3c) allows the algorithm to make another step
in the correct direction, though an insufficient one
for a practical improvement. ‘Folge’ is now aligned
with ‘result’, but this correct match has lower score
than the incorrect match ‘zu’ — ‘of’. This situa-
tion, namely low confidence of correct alignments,
must be an explanation why the aligner with ex-
tended matching score looses recall so fast with the
increase of precision (see Figure 1).



Man hat mich gebeten, etwas zu den Folgen I was asked to highlight the result

der Stiirme in Irland zu sagen. of the storms in Ireland.
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Figure 3: When Structure Helps: the correctly aligned words help their children and parents to find the correct matches.



Vielen Dank, Herr N.

Thank you, Mr. N.

Dank —— 0.72 » Thank
/ N.——0.70 // - N.
viel 0.42 > you |
Herr 078 —» M.

Figure 4: When Structure Misleads: over-aligning fixed expressions. The word-to-word alignment between viel and
you is in fact wrong, but the structural information gives strong support to it, so the score of this alignment becomes

quite high. w, = w, = 0.2

4.3.2 When Structure Misleads

At least in one rather rare case the structural sim-
ilarity is misleading, namely when two structurally
similar fixed expressions are aligned. In this case the
method aligns them word-by-word, and the match-
ing scores, due to the structural matches, are not too
low. An example is given in Figure 4. The alignment
between viel and you is almost inevitable in one-to-
one alignment, but at least it is desirable to decrease
the score of the incorrect match, which is boosted by
structural similarity. This can probably be achieved
if, following Meyers et al. (1998), we construct a
dictionary not only for the words, but also for gram-
matical functions (labels on the edges of the graph);
viel and you have unrelated grammatical functions
(quant and ob7j respectively in the DCU parser
output), and this mismatch, if properly considered,
could decrease the matching score to some extent.

5 Conclusions and Future Work

In this paper we presented a specialized method for
aligning LFG f-structures, and presented a software
tool based on this method. Standalone evaluation al-
lows us to draw optimistic conclusions. The results,
as well as the manually examined portions of the
output suggest that the method is effective enough
to resolve simple ambiguities and that it improves
the overall alignment accuracy.

There is much space for improvement. First of all,
the support of one-to-many and probably many-to-
many node alignments is necessary. Another desir-
able and apparently feasible feature is the capability

to detect incorrect parses by measuring the incon-
sistency between lexical and structural matches; the
presence of incorrect parses in the training data does
nothing but harms the MT process, and their exclu-
sion (if not correction) could be extremely useful.
More elaborate ways of building bilexical dictionar-
ies may also be incorporated, as the current method
is obviously very simple. Another direction of work
is to perform more thorough evaluation, in particular
by using the method for rule extraction in a transfer-
based SMT system.

It is straightforward to extend the applicability
of the tool to other kinds of dependency graphs,
such as e.g. that provided by the Malt dependency
parser (Nivre et al., 2007).
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