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ABSTRACT. Identification of cognates and recurrent sound correspogds is a component of

two principal tasks of historical linguistics: demonsirag the relatedness of languages, and
reconstructing the histories of language families. We pegpmethods for detecting and quan-
tifying three characteristics of cognates: recurrent sowoerrespondences, phonetic similarity,
and semantic affinity. The ultimate goal is to identify cdgeaand correspondences directly
from lists of words representing pairs of languages thatlarewn to be related. The proposed
solutions are language independent, and are evaluatednagaiuthentic linguistic data. The

results of evaluation experiments involving the Indo-Bean, Algonquian, and Totonac lan-
guage families indicate that our methods are more accuraé® tomparable programs, and

achieve high precision and recall on various test sets. Bselts also suggest that combining
various types of evidence substantially increases cogdat#ification accuracy.

RESUME. L'identification de mots apparentés et des correspondadeesons récurrents inter-
vient dans deux des principales taches de la linguistiqseotique: démontrer des filiations
linguistiques et reconstruire I'histoire des familles @mgjues. Nous proposons des méthodes
de détection et de quantification de trois caractéristiqdes mots apparentés: les correspon-
dances de sons récurrents, la ressemblance phonétiquafité sémantique. Le but ultime
est d'identifier les mots apparentés et les correspondadicestement a partir de listes de mots
représentant des paires des langues dont la filiation eshwenLes solutions proposées sont
indépendantes des langues traitées et sont évaluées sdodaées linguistiques réelles. Les
résultats d’expériences impliquant des langues indo{eéganes, algonquines et des langues
de la famille du totonaque indiquent que nos méthodes saatgkcises que des programmes
comparables et d'atteignent une haute précision et un faut tle rappel sur des ensembles de
test. Les résultats suggerent également que la combindisalivers types d'indices augmente
grandement la justesse de I'identification des mots appésen
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1. Introduction

Identification of cognates and recurrent sound corresparegeis a component
of two principal tasks of historical linguistics: demorading the relatedness of lan-
guages and reconstructing the histories of language fsniGenetically related lan-
guages originate from a common proto-language. In the alesafristorical records,
proto-languages have to be reconstructed from cognatesflexee of proto-words
that survive in some form in the daughter languages. Setsg@iates regularly ex-
hibit recurrent sound correspondences. Thus, cognategandent sound correspon-
dences provide strong evidence of a common origin of langsiag

Over the last two hundred years, historical linguists haseetbpedhe compar-
ative methodbf language reconstruction, which involves identificatafncognates
and recurrent sound correspondences. Numerous languagesfound the world
have been shown to be related by applying the comparativeadetin particular,
scholars have reconstructed well over a thousand rootsatbfndo-European, the
hypothetical ancestor of most European and Indian languad@vever, language re-
construction is an extremely time-consuming process thsiyet to be accomplished
for many language families. For example, Greenberg (198IB the task of recon-
structing proto-languages of his proposed eleven Ameriryupings “superhu-
man,” and estimates that it could take him “several censwfeeffort.” Nevertheless,
most linguists insist on corroborating claims of relatesinwith a list of recurrent
sound correspondences.

Since the task of the identification of cognates and cormedpaces involves de-
tecting regularities in large amounts of data, it is nattoahsk whether it can be
performed by a computer program. In this article, we propnsthods for detecting
and quantifying three characteristics of cognates: rectirsound correspondences,
phonetic similarity, and semantic affinity. The ultimateaycs to identify cognates
and correspondences directly from lists of words représgpiairs of languages that
are known to be related. Our general approach is to combiuel mdgorithms de-
veloped specifically for the task at hand with algorithmspdd from bioinformatics
and natural language processing. The proposed solutienamrguage independent
and are evaluated against authentic linguistic data.

The computer programs that implement the methods describ#iee following
sections are not meant to replace historical linguists. l@ncontrary, they are in-
tended as aids for exploratory analysis of little-studi@dgluages, and their output
must be critically examined by well-informed experts. Adtiagly, they are evalu-
ated against other programs developed for the same punmadlser than against hu-
man performance. Furthermore, the methods are designes apgdlied to pairs of
languages whose genetic relationship is beyond doubt. &heyinsuitable for de-
termining whether two languages are related, althoughc¢bejd potentially be used
to furnish additional evidence for supporting claims oftetiness. The programs are
implemented in C++ and are freely available to interestedaechers. They have been
already applied in projects involving several diverse laamge families.
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Although our primary focus is historical linguistics, thesthods that we propose
have a wider scope. Parallel bilingual corpobétéxty have been increasingly im-
portant in statistical natural language processing. Clagritaave been employed for a
number of bitext-related tasks, including sentence aligmniMelamed, 1999), word
alignment (Tiedemann, 1999), and inducing translatiorttans (Mann and Yarowsky,
2001). The line of research that this article representsalraady resulted in appli-
cations in such diverse areas as statistical machine atéors Kondraket al., 2003)
and the identification of confusable drug names (Kondrak @ar, 2006). In the
long run, such applications may prove even more importart the original linguis-
tic motivation of the research that led to them. Howeveramguage reconstruction
framework is particularly well-suited for formulating thiFiving problems and for
testing the proposed solutions.

The rest of the article has the following structure: SecBbdefines the task in
more detail. Sectiofl 3 discusses related work. Secfibhk[@, &nd¥ are devoted
to four sources of evidence for cognation: phonetic sintyiasimple (one-to-one)
correspondences, complex (many-to-many) correspondenoce semantic similar-
ity. Sectior 8 describes a method of combining those typewvidience into a single
score. Sectiong €110, ahdl11 describe the results of ei@iumtperiments involv-
ing the Indo-European, Algonquian, and Totonac-Tepemguage families, respec-
tively. Sectior IR concludes the article.

2. Background

In the narrow sense used in historical linguistics, cognare words in related
languages that have gradually developed from the sametangasd. An example
of a cognate pair is Frendhit and Spanisteche both of which come from Proto-
Romancdacte In other contexts, the term is often used more loosely, tiegavords
in different languages that are similar in form and meanisigfh no distinction be-
tween borrowed and genetically related words; for exampiglish sprint and the
Japanese borrowingupurintoare considered cognate, even though these two lan-
guages are unrelated. In this article, we adhere to the sémse of the term “cognate,”
which excludes borrowings.

Due to their common origin, cognates often sound alike arnd Banilar meaning.
However, with time, cognates often acquire very differdmipetic shapes. For exam-
ple, Englishhundred Frenchcent and Polishsto are all descendants of Proto-Indo-
Europearrkmtom (an asterisk denotes a reconstructed form). The semarditgeh
can be no less dramatic; for example, Englggrestand Latinhostis‘enemy’ are
cognates even though their meanings are diametricallgréifit. On the other hand,
phonetic similarity of semantically equivalent words césoebe due to other factors,
such as lexical borrowing (direct or from a third languag®)pmatopoeia, nursery
words, and chance resemblance.
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Meaning English Latin Cognate Correspondences
‘to fight' fajt pugna -

‘foam’ fom spum Vv f:p, m:m
‘foot’ fut ped Vv f:p, td
‘heart’ hart kord Vv h:k, rr, t:d
‘horn’ horn korn v h:k, rr,n:n
‘hot’ hat kalid -

‘to rub’ rob frika -

‘to scratch’ skreadf skabe -

‘three’ ori1 tre v o:t, rr
‘tooth’ tuo dent Vi t.d, 0:t

Table 1. A sample of word stems from a bilingual word list with cogisaad conso-
nant correspondences identified

In the past, languages were often grouped in families on #séskof similarity
of basic vocabulary. Nowadays, most linguists insist omatmorating the claims of
relatedness with a list of sound correspondences that reaognates. For exam-
ple, sound correspondences between English and Latindetfu, t:d, h:k, andn:n
(Table[1). Sound correspondences in cognates are presmr@etime in some form
thanks to the regularity of sound changes, which normalpha sounds in a given
phonological context across all words in the language. AAlh apparent sound cor-
respondences may sometimes arise in sets of unrelated vemglespondences are

generally considered to provide much stronger evidencedgnation than phonetic
similarity.

The tasks of the identification of cognates and the identifinaf recurrent sound
correspondences are intertwined. In order to make reljalgments of cognation,
it is necessary to know what the correspondences are. Hovtbeaecorrespondences
can only be extracted from word pairs that are genuine cegnat

Depending on the kind of data, the task of cognate identifinaian be defined on
three levels of specificity:

1) Given a pair of words, such as Englishowand Germarschnegcompute a
relative score reflecting the likelihood that they are cagna

2) Given a list of word pairs matched by meanings, such as tigeiro TableL,
rank the pairs according to the likelihood that they are ebgn

3) Given a pair of vocabulary lists, such as the one in TRbler@luce a ranked
list of candidate cognate pairs.

A phonetic similarity measure can be computed for any pawaofds in isolation
(levels 1, 2, and 3), but the determination of the recurrenind correspondences
requires a list of related words (levels 2 and 3), while a sgimaneasure is applicable
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Cree Gloss Ojibwa Gloss
‘anisk'oh'otikan string of beads ‘asikan dock, bridge
asikan sock, stocking anaka’ ekkw bark

kam amakos butterfly kipaskosikan medicine
kost ac iwin terror, fear kott ac 1win fear, alarm
misiy ew large partridge, hen m em Ikwah butterfly

nam ehpin wild ginger misiss’e turkey
napakihtak board nam'epin sucker
tehtew green toad napakissakw plank

wayak eskw bark tente very big toad

Table 2. Samples from vocabulary lists representing two relatedjleges

when words are accompanied by glosses or some other retatgeof their meaning
(level 3 only).

The comparative method is the technique used by linguistedonstruct proto-
forms of the parent language by examining cognates in itgliten languages (Trask,
1996). It consists of several stages. First, words withlainmeanings are placed side
by side. Those pairs that exhibit some phonological sirityia@re identified as puta-
tive cognates. Next, the cognates are aligned by pairirede@lphonetic segments,
and analyzed in order to find systematic correspondencesrof®-phoneme or a
proto-allophone is posited for each established corredgoee. The proto-forms that
gave rise to the identified cognate sets are then reconstrLithe resulting phonolog-
ical system of the proto-language is adjusted in order tdaramto general linguistic
principles, and to take into account available data frorreatral and more distantly
related languages. Naturally, the results of later stepseaused to refine the judg-
ments made in earlier ones. Although the term “comparatieghod” suggests an
algorithm that could be directly implemented on a compiités,more a collection of
heuristics, which involve intuitive criteria and broad daimknowledge.

3. Related work

Since most sound changes are regular, it is relativelygttftrward to design a
derivation program that takes advantage of this regularityrder to simulate evolu-
tion of languages. Such programs have been constructechfing forms from Latin
to Spanish (Eastlack, 1977; Hartman, 1981), Latin to FrdBciiton-Hunter, 1976),
and Proto-Indo-European to Russian (Smith, 1969). Thelyaéter forms by the
application of a set of phonological changes to earlier forrRamaret al. (1997)
use derivation programs to develop distance measures &etpagrent and daughter
languages in Chinese dialects.
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Proceeding in the other direction, it is possible to deriat@forms from the mod-
ern forms on the basis of recurrent sound correspondenceslpd by the user. By
identifying identical proto-forms back-generated fromiwas modern forms, compar-
ative dictionaries have been constructed for the Algonguidewson, 1974) and the
Yuman family of languages (Johnson, 1985). Reronstruction Engin@.owe and
Mazaudon, 1994) is a more general proposal designed to adistorical linguist in
reconstruction work. It consists of a suite of programs tizatonly generates reflexes
from the provided proto-forms, but establishes cognatetsgiether with reconstruc-
tions by processing entire lexicons of related languages.

The common characteristic of the three approaches is tepertience on previ-
ously determined recurrent sound correspondences. Wnfaely, the determination
of sound correspondences is one of the most challenging sfejhe reconstruction
process. Complete tables of correspondences can be adasdtfar well-studied lan-
guage families on the basis of previously identified cogsats, but are not available
for many African and American languages, especially in tmes where the relation-
ship between languages has not been adequately provenguidirwhose job is to
retrace the development of a language family may have oniy Wsts of modern
forms at her disposal. In all but a handful of cases, ther@ar@storical records that
demonstrate the form of the proto-language.

A few proposals have been aimed at meeting the challengeeddutomatic dis-
covery of cognates and correspondences from word lists. (K8§4) presents an
interesting attempt to formalize a large part of the comjparanethod in terms of
propositional logic. The criterion that guides the seamhdorrespondences is the
minimization of the number of proto-phonemes necessaryctownt for the input
data. However, the method is computationally impractiaalj its ability to handle
noisy data is doubtful. Damerau (1975) describes an alguarfor finding recurrent
correspondences in word lists. Word pairs that are completeered by the corre-
spondences are classified as cognates. Guy (1994) outlic@sespondence-based
algorithm for identifying cognates in bilingual word list$le presents no quantita-
tive evaluation of the method on authentic language datahkyprogram COGNATE
that implements the algorithm is publicly available fortteg. The Covington (1996)
proposal is limited to finding the optimal alignment of cotgnaairs using depth-
first search and a phoneme-class distance function. Oaké8)@escribes a set of
programs named JAKARTA that together perform several stéghe comparative
method, from the determination of recurrent corresponegircword lists to the ac-
tual reconstruction of the proto-forms. The weak point @& phoposal is that it was
developed and evaluated on the same set of word lists reyiregdour Indonesian
languages. | evaluate the performance of COGNATE and JAKRARTSectiond D
andI0.

The estimation of the likelihood of historical connectioatlween languages is
a task related to the one at hand. In order to compute the piltpdhat the cor-
relation between languages is statistically significarxtBr and Ramer (2000) and
Oswalt (1998) employ measures based on phonetic simijlaritye Ringe (1998) and
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Kessler (2001) concentrate on recurrent sound corresparde The bilingual word
lists employed in that line of research are of the same kinth@®nes used for the
experiments described in this article. However, those odslare aimed at languages
whose relatedness has not been yet firmly established, amdtdorovide directly
verifiable evidence in the form of identified cognates andexpondences.

Some approaches to cognate identification focus on goatdated to historical
linguistics. Tiedemann (1999) investigates automaticstmetion of weighted string
similarity measures from bitexts, and Mann and Yarowsk@Y@@onsider automatic
induction of translation lexicons between related langgagBoth methods implic-
itly determine and employ correspondences. In their papdoack-transliteration,
Knight and Graehl (1998) compute symbol-mapping probédslibetween English
and Japanese. It is possible to view the sound pairs withigtekt probabilities as
the strongest correspondences between the two languages.

4. Orthographic and phonetic similarity

The approaches to measuring word similarity (or word distqutan be divided
into two groups. The orthographic approaches disregartiatiighat alphabetic char-
acters express actual sounds, employing a binary identitgtion on the level of
character comparison. The phonetic approaches, on the ludine, attempt to take
advantage of the phonetic characteristics of individualnsis in order to estimate
their similarity. The words are assumed to be representadiimonetic or phonemic
notation. Intuitively, complex phonetic algorithms shdbble more accurate than sim-
ple, “orthographic” measures. By applying various methtmdthe specific task of
cognate identification, their relative performance canHjedatively evaluated.

4.1. The orthographic approaches

One of the simplest cognate identification approaches wagoged by Simard
et al. (1992). They consider two words to be cognate (in the broasesef the word)
if they are at least four characters long and their first fdvaracters are identical. This
approach can be generalized by defining a PREFIX coefficibihweturns values in
the [0, 1] range. PREFIX is computed by dividing the length of the Istig®mmon
prefix by the length of the longer word. For example, PREEbgur,couleu)) =
2

= >~ (.29 because their longest common prefix .

Dice’s similarity coefficient, originally developed fordltomparison of biological
specimens, was first used to compare words by Adamson anth@arél974). Itis
based on the notion of a bigram — an ordered pair of charaddéce’s coefficient is
determined by the ratio of the number of shared characteaiig to the total number
of bigrams in both words. For exampleglour andcouleurshare three bigramgd,
ou, andur), so their Dice’s coefficient i§§ ~ (.55.
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Melamed (1999) detects orthographic cognates by threstypide Longest Com-
mon Subsequence Ratio (LCSR). A common subsequence is amsegeomposed of
units appearing in both words, respecting their order, btinecessarily contiguous.
The LCSR of two words is computed by dividing the length ofithengest common
subsequence by the length of the longer word: For exampl8R{blour,couleul) =
% ~ (.71, as their longest common subsequenaedsl-u-r. LCSR is closely related
to edit distancewhich is defined as the minimum number of substitutionfitiens,
and deletions necessary to convert one word into anotheyrfévaand Fischer, 1974).
If the cost of a substitution is set at twice the cost of anritiee/deletion, the length of
the longest common subsequence between two words can beitahgirectly from
their edit distance.

4.2. The phonetic approaches

The phonetic approaches are usually based on the decoiopagiphonemes into
vectors of phonetic features. Both Kessler (1995) and Netb@nd Heeringa (1997)
developed such methods for the task of measuring phonstardie between dialects.

JAKARTA is a phonetic-based approach developed specifit@allthe purpose of
cognate identification (Oakes, 2000). Two words are deemédsktcognate if their
edit distance is below a certain threshold. The threshoklegtablished by the anal-
ysis of the distances between cognate and non-cognatempés Indonesian word
lists. The phonetic characteristics of sound are stored é&gns of just three features:
place, manner, and voicing, each of which has several dessitues. Thus, distinct
phonemes can have identical feature assignments. Thesiynibetween phonetic
segments is estimated by checking the identity of the featalues only; there is no
notion of the relative distance between various places omais of articulation.

4.3. ALINE

ALINE (Kondrak, 2000) was originally developed for aliggircorresponding
phonemes in cognate pairs, which is an essential step inothgarative method of
language reconstruction. However, since it chooses thmapalignment on the basis
of a similarity score, it can also be used for computing plticrsgmilarity.

The principal component of ALINE is a function that calcelsthe similarity of
two phonemes. Phonemes are expressed in terms of binaryltwalued phonetic
features. For example, the phoneme [n], which denotes &ddaitveolar nasal stop,
has the following feature valueBiace = 0.85 Manner = 0.6 Voice = 1, andNasal =
1, with the remaining features set to 0. In order to computetimnetic distance be-
tween two phonemes, the differences between their nunheedtses for each feature
are multiplied by the feature’s salience weight, and theltieg values are summed
up. The similarity score is then calculated by subtracthmgdistance from the max-
imum score between two phonemes. For the purpose of empigsimsonant cor-
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respondences, the similarity score is further decreasattifor both of the phonemes
are vowels (vowel penalty).

The feature set contains the following featur®ace Manner, Voice Syllabig
Nasal Retroflex High, Lateral, Aspirated Back Round andLong A special feature
Double which has the same possible valuesPéce indicates the second place of
articulation. The above feature set is sufficient to accéamphonemic contrasts in
many languages, and can be extended to cover other langifatgessary.

The numerical feature values reflect the distances betweeal wrgans during
speech production, and are based on the values reportedatdgfiiged, 1975, pages
258-259). For example, the featuvianner, which, roughly speaking, refers to the
degree of airstream opening in the vocal tract during phanarticulation, can take
any of the following seven valuestop= 1.0, affricate= 0.9, fricative = 0.8,approxi-
mant= 0.6, high vowel= 0.4,mid vowel= 0.2, andow vowel= 0.0.

An important component of ALINE’s feature system is the aotof the salience
weights that represent the relative importance of eaclufeafhe principal features,
PlaceandManner, are assigned much higher salience weights than less iemide-
tures likeAspiratedandRound The default salience values were established by trial
and error on a set of phoneme-aligned cognate pairs frorausrelated languages.

The overall similarity score and optimal alignment of tword® are computed by
a dynamic programming algorithm (Wagner and Fischer, 1.974¢ total score is the
sum of individual similarity scores between pairs of phomerm the optimal align-
ment. A constant insertion/deletion penalty is applieddach unaligned phoneme.
ALINE incorporates a number of extensions to the basic dyagmogramming,
which have been proposed primarily to address issues in Difaraent, but are
also applicable in the context of computing phonetic wondilsirity. The extensions
include: retrieving a set of best alignments (Myers, 19&&gl and semiglobal align-
ment (Smith and Waterman, 1981), and additional edit ofmersi{Oommen, 1995).

The similarity score returned by ALINE is normalized by diwig it by the length
of the longer word multiplied by the maximum possible simtlascore between two
phonemes, so that it falls in the ranffe1]. Because it uses similarity rather than
distance, the score assigned to two identical words is nohatant, but depends on
the length and content of the words.

The feature system of ALINE is highly dynamic because thengtio similarity
values between phonemes can be modified by changing bothidestlience weights
and numerical values within features. Additional paramseteclude the maximum
score between two phonemes, the insertion/deletion peraitl the vowel penalty.
The parameters have default settings for the cognate matthsk, but can be man-
ually optimized (tuned) on training data sets that includthlzognates and unrelated
word pairs. A complete description of ALINE can be found irotiirak, 2003b).
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Snow lies on the ground w u I f
N _— 7
Nix iacet in terra I u p

Figure 1. The similarity of word alignment in bitexts and phonemeratignt between
cognates

5. Determination of simple sound correspondences

The approaches described in the previous section can befarstee identifica-
tion of cognates on the basis of phonetic or orthographidaiity. However, such
algorithms align one word pair at a time, and have no abilitge¢neralize from larger
data sets. Most linguists believe that recurrent soundspondences provide a more
reliable evidence of cognation. For example, the Engligth Yaveis not cognate
with Latin habere'to have,” as implied by the phonetic and semantic simyatiut
rather withcapere'to catch.’ This follows from the well-known Grimm’s Law, vith
specifies that English [h] regularly corresponds to Latih [khe presence of corre-
spondences is what distinguishes cognates from loan wartisteance resemblances.

A strong similarity between the task of matching phonetgnsents in a pair of
cognate words, and the task of matching words in two sensghe¢are mutual trans-
lations has been noticed before: “there is an interestimgllehto be drawn between
the comparison of words which is made in the comparative atk#imd the compari-
son of sentences made in the study of translation. The objdxith enterprises is to
specify transformations of one set of strings into anctligay, 1964, page iii) The
consistency with which a word in one language is translatéal & (not necessarily
cognate) word in another language is mirrored by the carsigtof sound correspon-
dences. The former is due to the semantic equivalence, wigl&atter follows from
the principle of the regularity of sound change. Thus, itgtike possible to use sim-
ilar techniques for both tasks. Figurk 1 illustrates thd@mabetween the recurring
correspondences of translations in bilingual corpora auhds in cognate lists.

Statistical machine translation is the method of genegdtianslation systems au-
tomatically from large bitexts (Koehn, 2009). The idea isctombine alanguage
mode] which assigns a probability to every sentence in the tdegefuage, with a
translation model A translation model approximates the probability that tvem-
tences are mutual translations by computing the produtteptobabilities that each
word in the target sentence is a translation of some soungpi&ge word. A model
of translation equivalence that determines the word tediosi probabilities can bia-
ducedfrom bitexts. The difficulty lies in the fact that the mappiofgwords in bitexts
is not known in advance.
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What follows is a brief description of an algorithm for aligg words in bitexts
and its adaptation to the task of determining recurrentda@anrespondences.

5.1. The word-to-word model of translational equivalence

Algorithms for word alignment in bitexts aim at discoverimgrd pairs that are
mutual translations. Since words that are mutual tramsiattend to co-occur more
frequently than other word pairs, a straightforward apphda to estimate the likeli-
hood of translational equivalence by computing a simafiinction based on a co-
occurrence statistic, such as mutual information, Dicesfiicient, or theyx? test.
The underlying assumption is that the association scorredifferent word pairs are
independent of each other.

Melamed (2000) shows that the assumption of independeads te invalid word
associations, and proposes an algorithm for inducing nsaaferanslational equiva-
lence that outperforms the models that are based solely-@e@arrence counts. His
models employ thene-to-one assumptipwhich formalizes the observation that most
words in bitexts are translated to a single word in the cpoading sentence. The al-
gorithm, which is related to the expectation-maximizafiéM) algorithm, iteratively
re-estimates thikelihood scoresvhich represent the probability that two word types
are mutual translations. In the first step, the likelihocates are initialized according
to the G? statistic (Dunning, 1993), using only the co-occurrenderimation. Next,
the likelihood scores are used to induce a set of one-tdiokebetween word tokens
in the bitext. The links are determined by a greedynpetitive linkingalgorithm,
which proceeds to link pairs that have the highest likelthsoores. After the linking
is completed, the link counts are used to re-estimate tlediHiod scores, which in
turn are applied to find a new set of links. The process is tegaatil the translation
model converges to the desired degree.

Melamed presents three translation-model estimation adsth Method A esti-
mates the likelihood scores as the logarithm of the prolbaluf jointly generating
a pair of words. In Method B, an explicit noise model with diaxiy parameters is
constructed in order to improve the estimation of likelidlarores. In Method C,
bitext tokens are divided into classes, such as contentsyéwdction words, punctu-
ation, etc., with the aim of producing more accurate traisianodels. The auxiliary
parameters are estimated separately for each class.

5.2. Adaptation

Thanks to its generality and symmetry, Melamed’s paranegmation process
can be adapted to the problem of determining correspondeft® main idea is to
induce a model of sound correspondence in a bilingual wstgdili the same way one
induces a model of translational equivalence among wordsparallel corpus. After
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the model has converged, phoneme pairs with the higheghliasl scores represent
the most likely correspondences.

While there are strong similarities between the task ofnestiing translational
equivalence of words and the task of determining recurremtespondences of
sounds, a number of important modifications to Melamed'gioail algorithm are
necessary in order to make it applicable to the latter taske modifications include
the method of finding a good alignment, the handling of nakdi, and the method of
computing the alignment score.

The most important modification of the original algorithnrmcerns the method
of aligning the segments in two corresponding strings. Imesgce translation, the
links frequently cross and it is not unusual for two words ifiedlent parts of sen-
tences to correspond. On the other hand, the processesdhdbllink intersection in
diachronic phonology, such asetathesisare sporadic. By imposing the no-crossing-
links constraint on alignments, a dramatic reduction ofgbarch space is achieved,
and the approximateompetitive linking algorithnof Melamed can be replaced with
a variant of the algorithm for computing the optimal alignrhef two strings (Wagner
and Fischer, 1974).

Null links in statistical machine translation are induced for word®pna side of
the bitext that have no clear counterparts on the other ditleedbitext. Melamed'’s
algorithm explicitly calculates the likelihood scores aflidinks for every word type
occurring in a bitext. In diachronic phonology, the proniation of any particular
phoneme often changes over time, but it is rare for a phonemdésappear without
a trace across the entire lexicon. Therefore, insertiondmietion are modeled by
employing a constant penalty for unlinked segments.

The alignment score is computed by summing the number ofciedilinks and
applying a small constant penalty for each unlinked segmeittt the exception of
the segments beyond the rightmost link. The exception tsftee relative instability
of word endings in the course of linguistic evolution. In erdo avoid inducing links
that are unlikely to represent recurrent sound correspuredg only the phoneme pairs
with likelihood scores above a set threshold are linked e(ffineshold is established
on a separate development set.) All correspondences aheviereshold are consid-
ered to be equally valid. If more than one best alignmentgximks are assigned a
weight averaged over the entire set of best alignmentsyfamele, a link present in
only one of two competing alignments receives the weigltt ©f Finally, the score is
normalized by dividing it by the average of the lengths ofttlie words.

The three methods described in Secfion 5.1 are adaptednewhtask with minor
modifications. In Method C, phonemes are divided into twss#s: non-syllabic
(consonants and glides) and syllabic (vowels); links betwghonemes belonging to
different classes are not induced. In addition, we proposeva Method D, which
differs from Method C by excluding all links that include velpphonemes. Method D
emphasizes consonant correspondences, which are knowmtad¢h more stable.
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Proto-Algonquian Cree Fox Menomini  Ojibwa
‘foam’ *pIrtew- pistew — pertew pitte
‘grain’ *ke?twikani kistkan  kentikani  — —
‘tree’ *me?tekwa matik mehtekwa  m?tek mittikw
‘sinew’  *a?tehsi atis — ateh —

Table 3. Examples of complex recurrent sound correspondences betwiated lan-
guages

6. Determination of complex recurrent sound correspondenes

The algorithm described in the previous section can onlgalier correspon-
dences between single phonemes. This limitation, whichrectly inherited from
Melamed'’s original algorithm, may prevent the algorithrorfr detecting complex
(many-to-many) correspondences, such as the ones in[MlaleGite similar prob-
lem exists also in the statistical machine translatiblon-compositional compounds
(NCCs) are word sequences, such as “high school,” whoseintgaannot be syn-
thesized from the meaning of its components. Since many NEEEsot translated
word-for-word, their detection is essential in most NLP laggiions. In diachronic
phonology, NCCs offer a limited method of capturing cortgé&pendent correspon-
dences.

6.1. Discovery of nhon-compositional compounds in bitexts

As a way of relaxing th@ne-to-oneestriction, Melamed (1997) proposes an ele-
gant algorithm for discovering NCCs in bitexts. His inforiina-theoretic approach is
based on the observation that treating NCCs as a singleathérrthan as a sequence
of independent words increases the predictive power aéstat translation models.
Therefore, itis possible to establish whether a partioutad sequence should be con-
sidered a NCC by comparing two translation models thatdiffgy in their treatment
of that word sequence. For the objective function that messtine predictive power
of a translation model Melamed seleatsitual information Melamed'’s approach to
the identification of NCCs is to inducetdal translation modelthat involves a can-
didate NCC and compare the model’s total mutual informatigth that of abase
translation model The NCC is considered valid only if there is an increase ef th
mutual information in the trial model. In order to make thisgedure more efficient,
Melamed proposes inducing the translation model for mamgickate NCCs at the
same time. A complex gain-estimation method is used to gwbssher a candidate
NCC is usefubeforeinducing a translation model that involves this NCC.

Given parallel textdy and F', the algorithm iteratively augments the list of NCCs.
The iteration starts by inducing a base translation modstéenE and F'. All con-
tinuous bigrams which are estimated to increase mutualrimdtion of the translation
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model are placed on a sorted list of candidate NCCs, but fcin @ard token, only
the most promising NCC that contains it is allowed to remairttee list. Next, a
trial translation model is induced betweéh and F', where E’ is obtained fromF

by fusing each candidate NCC into a single token. If the nahgle in mutual infor-
mation gain contributed by a candidate NCC is positive,(gesater than zero), all
occurrences of that NCC iR’ are permanently fused; otherwise the candidate NCC
is placed on a stop-list. The entire iteration is repeatédil itneaches an application-
dependent stopping condition.

6.2. Adaptation

The NCC algorithm is adapted with one major change. Aftenainlg a trial trans-
lation model betweerk’ and F, the original algorithm accepts all candidate NCCs
that contribute a positive net change in mutual informagain. For the detection
of phoneme NCCs, the modification is to accept all candid&€dlthat result in a
correspondence that has a likelihood score above the minisitength threshold
which is an adjustable parameter. We found that the stresfgth induced correspon-
dence better reflects the importance of a phoneme clustetileanutual information
gain criterion.

When the NCC approach is applied, the computation of thelaiityi score is
slightly modified. Segments that represent valid NCCs asedunto single segments
before the optimal alignment is established. The contidoudf a valid correspon-
dence is weighted by the averaged length of the corresperedeRor example, a
correspondence that links three segments on one side witedgments on the other
side is given the weight &f.5. As before, the score is normalized by dividing it by the
average of the lengths of the two words. Therefore, the dootgvo words in which
all segments participate in links is still guaranteed td loie

The algorithm terminates if two subsequent iterationgégilroduce any candidate
NCCs, or after a specific number of model-inducing iteragioin the experiments
described in Sectiorfd 9 afidl 10, the maximum number of iGeratf the algorithm
was set to 12.

7. Semantic similarity

Since cognates originate from a single proto-form, manyeiit have either iden-
tical or similar meanings. Dictionaries and vocabularisligsually define the mean-
ings of the words in the form aflosseqcf. Table[2). Therefore, semantic similarity
of two words can often be detected by comparing their regmeglosses.

We investigated three increasingly sophisticated semasithilarity detection
methods: Method G considers gloss identity only, Method dsddkeyword-matching,
and Method W employs also WordNet relations. In the abseheeVdordNet-type
resource, Method K can still be used provided that a padpefech tagger is available
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Gloss A Gloss B Reason of mismatch
‘sweet grass’ ‘sweetgrass’ spelling variants
‘ash’ ‘ashes’ morphological variants
‘a mark’ ‘mark’ redundant determiner
‘small stone’ ‘stone’ adjectival modifier
‘goose’ ‘snow goose’ nominal modifier
‘stone’ ‘stone of peach’ complement

‘island’ ‘island in a river’ adjunct

‘grave’ ‘tomb’ synonymy

‘fowl’ ‘turkey’ minor semantic shift
‘broth’ ‘grease’ radical semantic shift

Table 4. Examples of pairs of glosses that indicate semanticalbteel words

for the glossing meta-language. Otherwise, Method G islb&ek option. The three
methods are discussed in detail in the following sections.

7.1. Gloss identity

The simplest method to detect semantic similarity is to khkthe lexemes have
one or more glosses in common. For example, Gwettac wirterror, fear’ and
Ojibwa kost'a€ witfear, alarm’ are correctly associated by this method. Hamwe
in many cases, the similarity of semantically related giess not recognized by this
method. Tabl&l4 contains some specific examples.

A large number of semantically related glosses are idedtifieemploying rela-
tively simple methods. Morphological variants are asged&y means of lemmatiza-
tion. Determiners, possessive pronouns, and very commaiifiers, such asertain,
kind of, his, big, femalestc. are placed on a stop-list and removed in the preprocess-
ing stage. On the other hand, attempts at re-analyzing congsowritten as a single
word, as in the first example in Talllk 4, produce numerous faislysesthiou-sand
etc.).

7.2. Keyword matching

Many glosses contain phrases that include various modit@rsplements, and
adjuncts, which often correspond to a common phenomenotrafrreemantic shifts.
Note that simple co-occurrence of words in glosses is natssarily an indication of
semantic similarity, e.g., ‘snow goose’ and ‘snow bootsie@olution is to determine
keywords— words that are likely to carry the meaning of a gloss. Pdiggdasses that
contain matching keywords tend to be semantically related.
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“ string™V for!™ stretching ¢ hide"™’

“ upright’” ornament™ wornV2" ony head'"’

“ yellow”” feather™V with~ black’” tipNV’

* sorcerer™ who"V*’ has’?% a serpent’™’

* clot™V of N blood™""

“flint VN, detonating?¢ cap™N on/" cartridgé'’

“ snow'N dart ™V | iceMV throwing"Z¢ stickV?’

“ sign’™N whichWPT points¥Vs the way™"’

“ a portage™” , setting’?“ ashoré'?’

‘ little story™V that"PT isVBZ sometime&” told V2N’
“ mysterious’” , haunted " person™" or¢“ placeMV’

Table 5. Examples of automatically tagged glosses with keyword&adar

The following simple heuristic can be used to select nounnggls in glosses
on the basis of the output of a part-of-speech tagger (B995). Since the tagger
operates on sentences rather than on phrases, all glossedially prepended with
the string ‘It is a’ (e.g., ‘clot of blood’ is converted intdt is a clot of blood’). The
string is removed after the tagging process is completetl Words with thenN tag
(nouns) are considered as possible keywords, except whéoss gpntains a single
word, in which case the word is taken to be the keyword regaeddf the tag. The
gloss is scanned from left to right, and all nouns are markekdkegwords until a wh-
word or a preposition other than ‘of’ is encountered.

Table[® contains examples of keyword selection in actiore Réywords identi-
fied by the heuristic are shown in boldface. Penn Treebankgéapeech tags are
provided for each word: prepositions are taggethasvhile wh-words have tags that
start withw. Stop-words are shown insans serif font.

It is evident from the handful of examples that the keywordesoe is far from
perfect. Because of the limited accuracy of the part-obsheagger, some words
are mistagged to begin with (e.g., ‘stick’). A comma sepagatwo adjectives, as
in ‘mysterious, haunted’ is indistinguishable from a conseparating two alternative
glosses, so ‘mysterious’ is erroneously assumed to be apérdient gloss. Neverthe-
less, the heuristic seems to pick most of the relevant noithggasonable precision.

We investigated two other methods of selecting keyworde. first method, which
takes advantage of the simple syntax of glosses that can teletbwith a finite-state
grammar, uses a finite-state transducer to select keywoods dmong the part-of-
speech tags. The second method is to parse the glosses veffeadency parser and
extract the syntactical heads of the phrases. In expersntat first method produced
almost exactly the same results as the heuristic describedea while the second
method led to slightly lower overall accuracy.
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IS-A-KIND-OF

IS-A-PART-OF

" (lump  of( ro ish/_egg s
NN NN

Figure 2. An example of a partial semantic match between glosses

7.3. WordNet relations

In order to identify semantically related glosses that aonho matching sub-
strings whatsoever, it is necessary to refer to some lexésalurce. Lowe and Maz-
audon (1994, footnote 13, page 406) suggest using Wordieébéeim, 1998) for the
detection of semantic relationships. WordNet's noun h@ma is particularly well
suited not only for detecting synonyms but also for assojdexemes that have un-
dergone minor semantic changes. Trask (1996) lists seyped of semantic change,
including the following:

— generalization(broadening): ‘partridge™ ‘bird’;

— specialization(narrowing): ‘berry’— ‘raspberry’;

—melioration (developing a more favorable sense): ‘woman*queen’;
— pejoration (developing a less favorable sense): ‘farm-worker'villain’;
— metaphor (extending the literal meaning): ‘steersman’‘governor’;

— metonymy (using an attribute of an entity to denote the entity itselfyown’
— ‘king’;
—synecdochdusing a part to denote a whole, or vice-versa): ‘hand'sailor’.

Certain types of semantic change have direct parallels griidardNet’s lexical
relations.Generalizatiorcan be seen as moving up tfgeA hierarchy along a hyper-
nymy link, while specializatioris moving in the opposite direction, along a hyponymy
link. Synecdochean be interpreted as a movement along a meronymy/holorigky |
However, other types of semantic change, such as metonyatigration/pejoration,
and metaphor, have no direct analogues in WordNet.

One possible approach to the calculation of a WordNet-bssethntic similarity
score is to define it as a function of the length of the shopatit between synsets,
measured in the number d-A links, e.g., normalized path length of Leacock and
Chodorow (1998). However, our preliminary experimentsdated that the effect of
considering paths longer than one link was negligible.

A simpler solution is to consider only synsets directly kakby a relationship
link, and estimate the semantic similarity on the basis eftjipe of link and whether



218 TAL. Volume 50 — 2/2009

Word Synonyms Hypernyms Meronyms
lump  ball, clod, glob, clump, agglomeration, piece, part, —
chunk, swelling, klutz, symptom, clumsy person

puffiness, lout, clod, goon,
stumblebum, oaf, lubber,
lummox, gawk, hunk

roe hard roe spawregg seafood fish

fish chump, fool, gull, mark,  foodstuff, food product, pisces, school,
patsy, fall guy, sucker, victim, card game, cards, shoal
shlemiel, soft touch, mug, dupe, aquatic vertebrate
go fish

egg testis, gonad, testicle, ball, endocrine gland, ductless male genitalia,
ballock, bollock, nut gland, ovum, egg cell, family jewels

foodstuff, food product

Table 6. Lists of semantically related words extracted from WordNet

it applies to the entire gloss or just a keyword. Four lexreddtions {dentity, syn-
onymy hypernymyandmeronymy and two focus levelsglossand keyword yield
eight semantic similarity features.

In our implementation, the lemmatization process is cdroiet byQueryData a
Perl interface to WordNet developed by Jason Rennie. Glosseexbaed 30 charac-
ters are truncated. A list of synonyms, hypernyms, and menaris then generated for
each gloss and keyword. Words are considered to be relatieeré is a relationship
link between any of their senses.

The entire process of detecting semantic similarity betweeabulary entries can
be traced using an example involving Cre@hkwaa lump of roe’ and Ojibwan akk
‘fish eggs’ (FigurdR). After the preprocessing removes themninera from the
first gloss, the glosses are tagged with a part-of-speegetagnd the following four
nouns are identified as keywordsmp, roe, fish, eggs. The lemmatization removes
the plural endings from eggs. Neither of the complete glosses exists in WordNet,
but each of the keywords is represented by several senses\VaifliNet sense lists for
the keywords are shown in Talilk 6. In the end, two semantidasitg features are
detectedroe is a kind ofegg (keyword hypernymyandroe is a part offish (keyword
meronymy.

The use of WordNet for semantic similarity detection is flassonly if English
is the glossing metalanguage. If the available vocabdaie glossed in other lan-
guages, one possible solution is to translate the glosse&nglish, which, however,
may increase their ambiguity. A better solution would be igpoy a multilingual
lexical resource, such as EuroWordNet (Vossen, 1998),iwikimodeled on the orig-
inal WordNet. In general, WordNet could be replaced by amothachine-readable
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dictionary or thesaurus, or even semantic similarity edrsstiutomatically extracted
from a corpus.

8. Combining various types of evidence

For the purpose of identifying cognates, we consider thifferent types of ev-
idence. The phonetic and the correspondence-based appsjamduce continuous
scores in the [0,1] range. The semantic approach suppliest@nof eight binary
semantic features. The task is to combine all three typewsiderce into a single
numerical score, which will be used for ranking potentiagicate pairs. Our initial
approach presented in (Kondrak, 2001) was to manually mssignerical scores to
the eight semantic features and then linearly combine thdtieg semantic similarity
score with the other two continuous scores. In (Kondrak4200e presented a Naive
Bayes approach, in which all features are assumed to beendept. Below, we de-
scribe the method for converting the similarity scores imtobabilities by means of
the Beta distributions, and the treatment of the semantdittifes. A detailed descrip-
tion of the method for computing the overall similarity sedor a pair of words can
be found in (Kondrak, 2004).

First, we use the Beta distribution to convert each of the ¢amotinuous scores
into a probability that two words are related. The Beta dhation is defined over the
domain|0, 1]. Figure[3 shows the fit between the distributions of scorésden word
pairs in our development set and the corresponding Betdldisbns. The develop-
ment set contains a large number of word pairs generatedingta Cartesian product
of Cree and Ojibwa vocabulary lists. The scores are cludterthin the0.04 inter-
vals. The parameters of the corresponding Beta distribsiticere calculated from the
mean and variance of the scores. The Beta distributionsfilistributions of scores
quite well. The fit with the phonetic scores of unrelated vgoisiparticularly good.
For cognate words, the fit is somewhat less tight, which issngbrising considering
that the number of cognate pairs is several magnitudes smafier than the number
of unrelated pairs. In the case of correspondence-baseglsstbe Beta distribution
fails to account for a number of cognate pairs that are comlyleovered by corre-
spondences (score = 1.0). This problem is likely to be leatedor language pairs
that are not as closely related as Cree and Ojibwa becauseithieer of such word
pairs is expected to be much smaller. The parameter valt@islisbed on one lan-
guage pair can be used for language pairs that have no cogrftbrmation, which
is demonstrated in Secti@nl10.

With regards to the semantic features, the main difficuttg lvith their interde-
pendence. For instance, the fact that a pair of glosses amgsnous increases the
probability that their respective keywords are also symooys. One solution is to
define asubsumption hierarchgf the features, and disregard a feature if a feature
that dominates it in the hierarchy is present. For examplseems rather obvious
that if a keyword identity is detected, there is no furthevaatdage to considering
keyword hypernymy or meronymy. We investigated severdiglaand linear order-
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Figure 3. Distribution of the phonetic scores (top) and the corregtenmce-based
scores (bottom) for the unrelated (left) and the cognatght)i word pairs, and the
corresponding Beta distributions

ings of features and concluded that a straightforward timedering is hard to sur-
pass (Kondrak, 2004). The following linear ordering waskshed empirically on
the development sefgloss identity> gloss synonymy keyword identity> gloss
hypernymy> keyword synonymy keyword hypernymy gloss meronymy- key-
word meronymyWe briefly discuss the effect of other feature orderingdhemiverall
accuracy in Sectiofi10.

The advantage of the initial approach is that it does notireqnnotated training
data. In the Naive Bayes approach, a number of parameteitshawestablished on
a separate training set. However, the values of the parasnate set automatically
rather than manually.

9. Experiments on bilingual word lists

In this and the following two sections, we describe expernita@aimed at identify-
ing correspondences and cognates in Indo-European bdlinvgard lists (Sectiofll9),
Algonquian vocabulary lists (Sectifnl10), and Totonacefem vocabulary lists (Sec-
tion[[d). The difference between a bilingual word list an@a pf vocabulary lists can
be seen by comparing Tabl@s 1 &hd 2. We test our three conmpognams: ALINE
(SectiofZ.PR), which computes phonetic similarity betwaerair of words, CORDI,
which detects correspondences in bilingual word lists, @451 T, which identifies
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cognates shared by vocabulary lists on the basis of vanmestof evidence. In the
SectiongP and Secti@nl10, we compare the results of ourgmto “gold standards”
established by historical linguists. In Sectiah 11, we gpipém to a pair of languages
from a relatively little-studied family, which is yet to bledroughly analyzed.

A bilingual word list is a collection of word pairs from tworguages where the
corresponding words have the same, well-defined meaning.obthe most widely
used set of meanings is the list of 200 basic words that amévely resistant to lexical
replacement and exist in most of the world’s languages (88/adl952). It includes
body partsitand, neck, nogeactions breathe, play, spjt animals bird, dog, snakg
etc. The Swadesh word lists have been compiled for many ofvtrlel’s languages.
Nevertheless, the methods we propose are equally appittabther sets of meanings.

9.1. Data sets

The development set consisted of six 200-word lists reptesg Italian, Pol-
ish, Romanian, Russian, Serbo-Croatian, and Spanishteatifjom the Compara-
tive Indo-European Data Corpus (Dyetal, 1992). The cognation judgments which
served as our gold standard were originally made by IsidgenDWe manually tran-
scribed the lists from a restricted orthographic represent into an IPA-like phonetic
notation.

The test set consisted of five 200-word lists representirgii§n German, French,
Latin, and Albanian, compiled by Kessler (2001) As the legiatain rich phonetic and
morphological information, the stemmed forms were autécally converted from the
XML format with virtually no extra processing. The gold stkmnd included only the
cognation judgments that were annotated as certain by éfessl

The language pairs in the test set, except the English-Geaméthe French-Latin
pairs, are quite challenging for a cognate identificatiomgpam. In many cases, the
gold-standard cognate judgments distill the findings ofdes of linguistic research.
In fact, for some of those pairs, Kessler finds it difficult toos/ by statistical tech-
niques that the surface regularities are unlikely to be duehtance. Nevertheless,
in order to avoid making subjective choices, our programeve®aluated on all ten
language pairs.

9.2. Determination of correspondences in word lists

We implemented the methods for the identification of coroasiences described
in Sectiondb anfll6 as a C++ program, named CORDI. The init@g®ments in-
dicated that CORDI has little difficulty in determining cespondences given a set
of cognatepairs from a pair of related languages. However, the vergtemce of
a reliable set of cognate pairs implies that the relatignbletween the languages in
guestion has already been thoroughly investigated, amthinaound correspondences
are known. A more realistic input for the program is a biliajword list that con-
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links

corr  cooc cogn score corr cooc links cogn score
rr 26 24 9 158.7 Il 14 9 3 49.7
n:n 24 23 13 154.2 h:k 7 7 4 47.6
t.d 18 18 7 122.4 I.f 9 7 1 43.0
k:k 12 11 0 72.5 g 6 6 1 40.8
s:S 11 10 8 65.7 jik 10 7 4 40.7
f:p 9 9 7 61.2 m:w 7 6 1 38.5
m:m 10 9 3 58.9 d:b 5 5 1 34.0
dit 10 8 3 49.8 0:t 6 5 3 31.7

Table 7.English-Latin correspondences discovered by CORDI in adpilal word
list. The historically valid correspondences are shownaidb

tains both cognate pairs and unrelated word pairs. Detémmoorrespondences in a
bilingual word list is clearly a more challenging task thasracting them from a list
of reliable cognates because the non-cognate pairs irteasise into the data.

In order to test the ability of our system to identify corresgences in noisy data,
we applied Method D to the English-Latin bilingual word ligdnly 24.5% of word
pairs in the list are actually cognate; the remaining 75.5%® pairs are unrelated.
A model for a 200-pair list usually converges after 3-5 itierss, which takes only a
few seconds on a standard PC.

Table[T shows the correspondences determined by CORDIdsoyt¢heir like-
lihood scores. In total, nine of the sixteen corresponderaze valid (shown in
bold), including eight among the top ten. In contrast, onle fof the top sixteen
phoneme matchings picked up by tlé statistic are valid correspondences. Ac-
cording to Watkins (2000), there are about a dozen additicor@sonant correspon-
dences between English and Latin, but only one of thesw/) appears more than
once among the cognate pairs in our word list.

Unlike statistical approaches, CORDI produces expliégrahents, which makes
it possible to trace the correspondences to individual vpaids. In most cases, the
number of times the program posits a correspondencdifitkeecolumn) is very close
to the number of times the two phonemes co-occur in the dagcfioc column).
The number of correspondence links that occuragnatepairs is given in theogn
column. The correct correspondence links must satisfy walitions: (1) they must
occur in cognate pairs and (2) they must represent histlyricaid correspondences.
We manually verified thatll correspondence links posited by CORDI in the English-
Latin word list that satisfy the above two conditions areeied correct. However,
some of the links posited in cognate pairs represent inalidespondences. For
example, CORDI posits two links between the cognate pajt][aad [nokt] ‘night’:
n:n andj:k , of which only the former is correct. On the other hand, batrtr and
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Phonetic-based Correspondence- Combined methods
methods based methods
PREFIX 544 COGNATE .516 Method D + NCC .619
DICE 467 Method A .515 ALINE + Method D .681
LCSR .561 Method B .565
JAKARTA 513 MethodC 580 ~LINE+MethodD o 0

ALINE 628  MethodD 620  TNCC

Table 8. The average cognate identification precision obtained lypua methods on
the test set composed of Indo-European bilingual word lists

k:k links posited between the unrelatedifk] and [kortik] ‘bark’ are incorrect, even
though ther:r correspondence is valid in general.

9.3. Identification of cognates in word pairs

Because of the lack of a readily available gold standardgtiadity of correspon-
dences produced by CORDI is difficult to validate, quantiigd compare with the
results of alternative approaches. We are interested inadgvaluation involving a
number of different language pairs using an independemtigldped gold standard.
The Comparative Indo-European Data Corpus specifies whicH pairs are cognate,
but does not list recurrent correspondences. Simply cogritie number of corre-
spondences in related word pairs is not satisfactory becassve have demonstrated
in the previous section, the fact that a correspondenceidindosited in a cognate
pair does not necessarily imply that the link is valid. Hoeesince the likelihood
of cognation of a pair of words increases with the number ofespondences that
they contain, it is possible to evaluate the correspondeindérectly by using them to
identify cognates.

The evaluation method adopted for measuring the effeas®nf cognate identi-
fication programs is thél-point interpolated average precisioA cognate identifi-
cation program is applied to a bilingual word list, and proglsias output a list of the
candidate word pairs sorted by their scores. Typicallg trognates are very frequent
near the top of the list, and become less frequent towardisdtiem. The threshold
cut-off value may depend on the intended application, thggeseof relatedness be-
tween languages, and the particular method used. Ratherdparting precision and
recall values for an arbitrarily selected score threshaldgision is computed for the
recall levels of 0%, 10%, 20%, ..., 100%, and then averaggi&td a single number.
Atrecall levelz, precision is computed at the point of the ranked list whisegoropor-
tion of identified true cognate pairs reachesA perfect ordering of all cognate pairs
before all non-cognate pairs translates into a 1.0 pretidibe expected precision of
a random ordering of word pairs is close to the proportionogfrate pairs in the list.
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Table[® compares the average precision achieved on thetdst garious methods
proposed in this article and by two programs mentioned ini@ef, COGNATE
and JAKARTA. Statistical significance was computed with thest for independent
samples. ALINE significantly outperforms other phonetid anthographic methods,
including JAKARTA. Among the correspondence-based apgres, COGNATE is
about as accurate as Method A, but both are outperformedhpétthods that employ
an explicit noise model. Method D, which considers only amats, achieves the
highest precision. In spite of its extra complexity, Metl@& not significantly better
than Method B. The top phonetic method (ALINE) and the topespondence-based
method (Method D) obtain similar average cognate identifiogrecision.

The combination of the top phonetic and correspondencedbagthods achieves
the highest precision among all the methods that were tedted top phonetic and
correspondence-based methods were combined using thedn#discribed in Sec-
tion[. The adjustable parameters were derived from thiaufta?olish word list, with
both types of evidence weighted equally. The Italian-PPdBsiguage pair was chosen
because it produced the best overall results on the developset, but the relative
differences in average precision with different trainirgssdid not exceed 1%. We
also tried other combinations of methods (not shown in TEplebut they perform
worse.

Somewhat surprisingly, the incorporation of complex cspandences (the NCC
approach) has a slightly negative effect on the results. o&eclexamination of the
results indicates that few useful complex correspondeneesidentified by the NCC
algorithm in the 200-word Indo-European lists. This may besed by the small
overall number of cognate pairs (57 per language pair, orageg, or simply by the
paucity of recurrent complex correspondences.

Another surprising finding was that straightforward avarggf the phonetic and
the correspondence-based scores produces results thptirsimilar to the results
obtained using the method described in Sediflon 8. On thedesthe straightforward
method achieves the average precisiof.686 for ALINE combined with method D,
and0.685 for the same approach utilizing complex correspondenc€SC)NHowever,
the averaging of two different kinds of scores has littleottetical justification, and
there is no guarantee that such an approach would work weltreaT language sets.

Figure[d breaks down the results obtained by one of the topadstby language
pair. It is evident that the identification precision is Higborrelated with the propor-
tion of cognate pairs in the list. The identification preaisis very good for closely
related languages, but falls as the noise-to-signal iseealn the extreme case, the
Albanian-English list contains only 20 cognates versus i@@lated pairs. Still, six
out of ten top-ranked pairs in that list are cognates.

In order to illustrate how the phonetic similarity and reeumt sound correspon-
dences balance each other, we include a few examples frofniiésh-Latin word
list. An unrelated [de]/[d&] ‘day’ is ranked 16 among 200 pairs by phonetic similar-
ity, but the lack of correspondences brings down the oveaalking to 80. On the
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Figure 4. The proportion of cognates and the 11-point interpolatedrage cognate
identification precision obtained by the top method froml@Boon all language pairs
in the test set. The languages are: English (E), German (€&y¢h(F), Latin(L), and
Albanian(A)

other hand, cognates [hu]/[kwo] (stem apndis) ‘who’ phonetically rank 124, but the
presence of thh:k correspondence increases the overall rank to 62. Phoiretlais

ity also boosts the rankings of cognate pairs with less eegedrrespondences (e.g.,
[star]/[stella] ‘star’). The only cognate pair with both partial scemqual to zero is
[eg)/[owo] ‘egg’. As a result, among the top 40 pairs in the listréhare only four
pairs that are marked as unrelated in our gold standard. eTdfr¢hem, [flo]/[flue]
‘flow’, [skreetf]/[skabe] ‘scratch’, and [sfl/[spue] ‘spit’, are due to high phonetic
similarity, while the fourth one, [etti]/[sordido] ‘dirty’, contains two specious corre-
spondenceg{ andt:d).

An advantage of our algorithm is its capability of linkinggtemes in any word
position. The approaches that rely on the syllabic streobfinvords (Ringe, 1992) or
the character position within a word (Tiedemann, 1999) tenproduce rigid align-
ments, which are unable to handle phenomena such as epsiith&srtion of a vowel
between consonants) or syncope (loss of a vowel betweenganss). In the English-
Latin list, alignments that do not follow the syllabic sttue include [&1]/[pleno]
‘full’ and [ni]/[genu] ‘knee.’

It is tempting to apply the program to languages which aresyred to be un-
related. However, any bilingual word list of considerahiless likely to contain a
number of accidental regularities. For example, Hawaliigam{d Turkish [k] co-occur
in 21 out of 200 word pairs in the corresponding list, whickpahcludes such phonet-
ically similar word pairs as [hele]/[gel] ‘to come’ and [ofi@m] ‘to suck’. Although
most of the correspondences identified in lists of unrelatedds are clearly pho-
netically implausible, and the top similarity scores armewhat lower than for lists
representing remotely-related languages, no attempt \eae o interpret the output
in terms of the probability of a genetic relation betweergliaages. We believe that
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statistical tests of the kind proposed by Ringe (1998) anskkee (2001) are better
suited for this purpose.

10. Experiments on vocabulary lists

In this section, we describe experiments aimed at identifgorrespondences and
cognates between pairs of vocabulary lists. A vocabulatydia list of lexemes from a
single language accompanied by glosses in another langlapexplain their mean-
ing (cf. Tabld®). Glosses may be either single words or cemphrases. One method
of obtaining a vocabulary list is by automatically scannénigaditional bilingual dic-
tionary.

10.1. Data sets

The Algonquian data set consists of two parts that complémach other: the
etymological dictionary (Hewson, 1993) and the vocabulistg from which the dic-
tionary was produced. The dictionary, which served as acgoof the cognation in-
formation, contains 4,068 cognate sets, including 853 athds nouns. The lexemes
are already in a phonemic transcription, so no elaboratghgrae-to-phoneme con-
version was necessary. The vocabulary lists representthepfincipal Algonquian
languages, Fox, Menomini, Cree, Ojibwa, and contain ovgd@¥entries in total, in-
cluding almost 5,000 noun entries. The development seistedof the Cree-Ojibwa
language pair, while the remaining five pairs served as gtesét. In contrast with the
dictionary, the vocabulary lists contain many errors, mgistencies, duplicates, and
lacunae. Only limited, automatic validation of the data hadn performed, which re-
moved entries that were clearly duplicate or explicitly ke as doubtful. Although
manual correction of erroneous individual entries and etign judgments would un-
doubtedly improve the accuracy, a noisy data set providesra trustworthy test for
a system designed to help solve real linguistic problems.

10.2. Identification of correspondences

The first step towards identifying recurrent correspondsietween two vocabu-
lary lists is to automatically construct a bilingual worstlthat contains a sufficiently
high proportion of cognates. The method that we adopted waxtract, from a
Cartesian product of all entries, all pairs of noun lexerhashad at least one gloss in
common. The resulting bilingual word lists were composebtath cognate and un-
related pairs: the development set (Cree-Ojibwa) contat®? pairs, including 242
(33.1%) cognate pairs, while the test set (Fox-Menominitamed 397 word pairs,
including only 79 (19.9%) cognate pairs.

Since the vowel correspondences in Algonquian are rattoemsistent, follow-
ing Hewson (1974), we decided to concentrate on consonadtsansonant clusters.
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One type of Two types of Three types of
evidence evidence evidence
PH 430 PHSC 472 PHCC+SEM(G) .633
SC 448 PHCC 513 PHCC+SEM(K) .649
cC 473 PHSEM(W) .631 PHCC+SEM(W) .660
SEM(W) 227 CGSEM(W) .625 PHSC-SEM(W) .652

Table 9. The average cognate identification precision obtained lypua methods on
the test set composed of Algonquian vocabulary lists. Testgf evidence are: pho-
netic similarity (PH), simple correspondences (SC), caxglorrespondences (CC),
and semantic similarity (SEM). The semantic methods aresggldentity only (G),
gloss and keyword identity (K), and the WordNet-based naefii

Method C was selected for the evaluation on the basis of therérents involving
the development set. On the Fox-Menomini data, the algorifrminated after 12 it-
erations, which took several minutes on a Sparc workstaieach iteration involves
inducing anew both the base and the trial translation mgdels

Table[ID compares the sets of correspondences identifidtk iffdx-Menomini
data by JAKARTA (Oakes, 2000), Method C (simple correspords), and Method
C augmented with the NCC approach (complex correspondgnthks results were
evaluated against the set of 31 correspondences enumésa@domfield (1946),
which contains 1:1, 1:2, and 2:2 consonant correspondeBtaamnfield’s correspon-
dences are shown in boldface in Tablé 10.

Both JAKARTA and Method C achieve high precision, but lowakcThey iden-
tify 7 and 9 of the valid correspondences, respectively.HdétC by itself can discover
only simple, 1:1 correspondences. JAKARTA is capable im@ple of identifying
complex correspondences, but the only one it posits is iactrin contrast, Method
C augmented with the NCC approach identifies 23 correspasde0 of which are
correct.

In order to determine why the remaining 11 valid correspocds were not iden-
tified by CORDI, we manually analyzed the 79 cognate pairkuded in the input
word list. We established that the correspondeddels andp:hp occur twice in the
input, h¢:?¢ occurs once, and the remaining seven complex correspoesielocnot
occur at all. Theh:? correspondence occurs in the list only within the clusteér@¢
andht: ?t. Since, by definition, recurrent correspondences are tihas@ccur at least
twice, both precisiomndrecall obtained by CORDI on the test set were close to 90%.

10.3. Identification of cognates in vocabulary lists

A pair of vocabulary lists may contain many hundreds of cagsebut since words
are not paired by their meanings as in a bilingual word listdifig them is more
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Method Correspondences
JAKARTA n:n k:k m:m p:p h:hs:stit h:hs
Method C kkkn:nh:hm:mp:pS:ssistit ¢:.Es?

n:n k:k m:m h:h p:p hk:hk S:st:t  €:€ s:s s:hs s?s Sk:sk
Method C +NCC - hi:tht: 2t hp:hp s:2n &:25 tsktht &he s:hn

Table 10.The Fox-Menomini consonantal correspondences deterntigedarious
methods. The historically valid correspondences are shovaold

difficult. To take the Menomini-Ojibwa pair as an examples task of the system
was to identify 259 cognate-pairs from among 1541023 possible lexeme-pairs,
which means that there were about 6500 unrelated pairs fibr @agnate pair. On
the other hand, it is possible to discover cognates whosaimgsmhave shifted and
which no longer are synonymous with one another. All thrgees$yof evidence are
now available: semantic, phonetic, and correspondence® dDthe goals of the
experiment described in this section was to evaluate thé&ribation of individual
types of evidence to the overall performance of the system.

COGIT, our implementation of the methods presented in tiisle, takes two
vocabulary lists representing distinct languages as tpetjrand produces a list of
vocabulary-entry pairs, sorted according to the estiméifedihood of cognation.
COGIT can combine one, two, or all three types of evidence therefore subsumes
both ALINE and CORDI. Tablg]9 compares the 11-point inteaped average preci-
sion achieved by various configurations on the test set. dlfle has three parts, which
correspond to the number of sources of evidence. The valuesable parameters
were established during the development phase of the syatng the Cree-Ojibwa
data.

The leftmost part of TablEl9 includes methods that utilizé/ ansingle source
of evidence. ALINE is selected as the representative of tienptic methods, as
it achieves significantly higher precision than other phicnand orthographic ap-
proaches on word lists, especially on more remotely relateguage pairs. Method B
represents the correspondence-based methods on the bigsigesformance on the
development set. This time, a pure correspondence-bapedagh outperforms the
best phonetic method, especially when complex correspuradeare utilized. Rely-
ing on gloss similarity alone (Method W) with no informatinom lexemes yields
predictably low precision, because no continuous scoreaitadle to order candidate
pairs within the semantic similarity classes.

The center part of Tabld 9 shows methods that combine twastgpevidence.
In all cases, there is an improvement over individual meshothe improvement is
particularly dramatic when the evidence from glosses ishined with the evidence
from lexemes. All methods that use the semantic informairowided by the glosses
perform substantially better than the methods that usethelynformation contained
in lexemes.
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Test set Dev. set
FM FC FO MC MO Avg (6{0)
Cognates 121 130 136 239 259.015% 408
Precision .651 .698 .691 .618 .641 .660 .787

Table 11.The number of cognates and the 11-point interpolated aweraagnate
identification precision obtained by the top method froml@&on all language pairs
involving Fox (F), Menomini (M), Cree(C), Ojibwa(O)

The rightmost part of Tabld 9 shows the results when all thypes of evidence
are combined. Even when only gloss identity is consideredtld G), there is
an impressive performance improvement in comparison t@tirely lexeme-based
methods. Adding keyword-matching (Method K) and WordNétiens (method W)
brings an additional, albeit modest, improvements. Thiedifices between alterna-
tive orderings of semantic features discussed in Sefliore&am small to warrant
inclusion in the table. However, applying the features withany ordering is almost
equivalent to using no semantics at all. Finally, we notéttimadvantage provided by
complex correspondences all but disappears when all tyf@sdence are combined.

10.4. The role of WordNet

The reasons for the relatively small contribution of Wordlidethe overall perfor-
mance of the system can be attributed both to the propefttbe test data and to the
shortcomings of WordNet itself. Since the data for all Algaian languages origi-
nates from a single project, it is quite homogeneous. As @treaany glosses from
different vocabulary lists are identical within cognatéssevhich limits the need for
the application of WordNet lexical relations. In partiail62% of all cognate pairs
have identical glosses, and additional 10% have keyworad®inmon. Method W
is able to detect similarity in 28% of the remaining cognaae$ which constitutes
about 8% of all cognate pairs. The 20% of the glosses wheréemilasty is detected
include glosses that, even after preprocessing that iaslagell-checking and lemma-
tization, do not match any WordNet senses. This problemrsdou instance when a
compound word is written as a single word (e.g., ‘sweetdrasswhen a rare word
is not included in WordNet at all (e.g., ‘spawner’).

The other source of errors are the semantic associationgetnpy WordNet's
lexical relations. Polysemous words are sometimes inctiyrassociated on the basis
of uncommon senses; for exampdtar andlead share a synset defined as ‘an actor
who plays a principal role.” On the other hand, some wordsahasemantically very
similar, such apuppy anddog, happen to be far from each other in the WordNet hi-
erarchy. Other incorrect associations inclgde is-a-part-ofairplane, (‘a pedal that
controls the throttle valve’), andnare is-a-kind-ofdrum (‘a small drum with two
heads and a snare stretched across the lower head’). In rasey, tiowever, the asso-
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ciations provide a semantic link between cognates thatatdsecorrelated by simple
string matching; for exampléyachelor is-a unmarried man (synonymy),goose-
berry is-a-kind-ofcurrant (hyponymy), andnattress is-a-part-ofbed (meronymy).

11. Experiments on previously unanalyzed data

Unlike the experiments described so far, which concerndtistiedied language
families, the final experiment involved languages whoseualuelationship is still be-
ing investigated. This was consistent with our goal of ptdowj tools for the analysis
of little-studied languages represented by word lists. li@other hand, the evaluation
of the results was more difficult because of the paucity oficored sets of correspon-
dences and cognates.

11.1. The Totonac data set

The final set of experiments was performed in the context @fUpper Necaxa
Field Project. Upper Necaxa is a seriously endangered ggyspoken by a few
thousand indigenous people in Puebla State, Mexico. Tinegpyigoal of the project
is to document the language through the compilation of aarexte dictionary and
other resources, which may aid revitalization efforts. @ime of the project is the in-
vestigation of the relationship between Upper Necaxa Tat@md the other languages
of the Totonac-Tepehualanguage family, whose family sem®t yet well-understood.

The data for the experiment consisted of Spanish dictiesanf Upper
Necaxa (Beck, 2001) and Sierra Totonac (Aschmann, 1983ghwdre available in
electronic form. Both languages belong to the Totonac-flepdéanguage family. Af-
ter a preprocessing stage, which included automatic ceioreof the lexemes from
an orthographical into a phonetic notation, the nouns etdéchfrom the dictionaries
were analyzed by our system in order to identify recurrentsspondences and cog-
nates. The Upper Necaxa list contained 2110 nouns, and ¢headist contained 763
nouns.

11.2. Identification of correspondences

In the first experiment, CORDI, the correspondence-ideatifbn program, was
applied to Upper Necaxa and Sierra. Simple correspondeverstargeted, as com-
plex correspondences do not seem to be very frequent amerigptbnac languages.
The input for CORDI was created by extracting all pairs of méexemes with iden-
tical glosses from the two dictionaries. The input list @néd 865 word pairs, and
was likely to contain more unrelated word pairs than actoghates.

The correspondences were evaluated by David Beck, theijpairinovestigator of
the Upper Necaxa Field Project. Of the 24 correspondencsiteddoy CORDI, 22



Identification of Cognates 231

were judged as completely correct, while the remaining tifids (andti:ts). were
judged as “plausible but surprising.” Since CORDI explicitst the word pairs from
which it extracts correspondences, they were availabla forore detailed analysis.
Of the five pairs containing:ts, one was judged as possibly cognate: Upper Necaxa
[tfastun] and Sierra fatsastun] fincén, esquina Both word pairs containingt:ts
were judged as possibly cognatetff#in]/[litsey] ‘ favor, and [ttactta]/[tsatsa] ‘elote’

Both unexpected correspondences were assessed as nferifireg investigation.

11.3. Identification of cognates

In the second experiment, COGIT, the cognate identificgti@gram, was run
on the vocabulary lists containing the Upper Necaxa and&ieouns. Because of
a different glossing meta-language and the lack of Totoreinihg data, the over-
all approach was somewhat simpler than in the previous @rpats. The keyword
selection heuristic was simply to pick the first word of thegg. More complex se-
mantic relations were not considered. The three types deede were combined by
a linear combination of scores, with gloss identity givenble the weight of keyword
identity.

A large list of the candidate word pairs with their glosses warted by the total
similarity score and presented to the human judge. The judgdnstructed to evalu-
ate the pairs in order, starting from the top of the list, andtbp when the proportion
of false positives became too high to justify further effdfhe pairs were judged as
true positives only if the word roots were cognate; sharingffix was not deemed
sufficient. Compound words were counted as cognates if arlgeomultiple roots
were related; for example, botfmowstorm/stornandsnowstorm/snowvould be ac-
ceptable. The rationale is that a person compiling an etggical dictionary would
still want to know about such pairs whether or not they arentadly included as
entries in the dictionary.

In total, 711 pairs were evaluated, of which 350 were clas$ifis cognate, 351
as unrelated, and 10 as doubtful. 18 of the positive judgswete marked as loans
from Spanish. In FigurEl 5, the boxes correspond to the poeciglues for the seven
sets of 100 candidate pairs each, sorted by score; the aepvesents the cumulative
precision. As can be seen, almost all the pairs in the begineii the file were cog-
nates, but then the number of false positives increasedilsteln terms of semantic
similarity, 30% of the evaluated pairs had at least one glosemmon, and a further
7% shared a keyword. Among the pairs judged as cognate,shective percentages
were 49% and 11%.

(Kondraket al,, 2007) describes further experiments aimed at creatingyance
logical dictionary of the Totonac family of languages, whincorporated vocabulary
lists representing three other related languages.
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Figure 5. Cognate identification precision on the Totonac test set

12. Conclusion

We have presented novel methods for the identification ohat&s and recur-
rent sound correspondences, applicable both to structuvedilists and unstructured
vocabulary lists. Our robust iterative approaches deteitt fimple and complex cor-
respondences by exploiting the idea of relating correspoogls between sounds to
translational equivalences between words. Cognateseméfied by combining three
distinct types of evidence: recurrent sound corresporeienhonetic similarity of
words, and semantic similarity of glosses,

We conducted thorough evaluation experiments involvimgerdistinct language
families. The results of our experiments demonstrate thatpoograms are more
accurate than both comparable programs and purely statisipproaches, and per-
form well on noisy test sets in which the unrelated word psusstantially outnumber
the cognate pairs. Incorporating each of the three typesidérce clearly helps in
cognate identification, regardless of the actual comtnatiethod. In particular, de-
tecting semantic similarity seems to be crucial in unstredd vocabulary lists, but a
sophisticated method based on WordNet offers little imprognt over simple lexical
matching. Even though complex correspondences in the Algian data are identi-
fied with excellent recall and precision, their incorpasattoes not result in finding
more cognates.

The algorithms described here accomplish in mere minutes eduld take many
hours (perhaps years) of expert labor, given the large ate@mfrdata that require
processing. The final experiment was designed specifiaafihidw that our programs
can be applied in a realistic setting. We hope that the algos will assist historical
linguists in their investigations of little-studied larage families and in furnishing
conclusive evidence for hitherto conjectural languageipitngs.
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