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Abstract

We tried to cope with the complex morphology of Turkish by
applying different schemes of morphological word segmen-
tation to the training and test data of a phrase-based statisti-
cal machine translation system. These techniques allow for
a considerable reduction of the training dictionary, and lower
the out-of-vocabulary rate of the test set. By minimizing dif-
ferences between lexical granularities of Turkish and English
we can produce more refined alignments and a better mod-
eling of the translation task. Morphological segmentation is
highly language dependent and requires a fair amount of lin-
guistic knowledge in its development phase. Yet it is fast and
light-weight — does not involve syntax — and appears to bene-
fit our IWSLTO09 system: our best segmentation scheme asso-
ciated to a simple lexical approximation technique achieved
a 50% reduction of out-of-vocabulary rate and over 5 point
BLEU improvement above the baseline.

1. Introduction

Morphology plays a fundamental role in any NLP appli-
cation involving agglutinative languages, such as Turkish.
This is particularly true for statistical machine translation
(SMT) from Turkish into English, in which the mismatch
between the word formation mechanisms of the two lan-
guages severely contributes to the difficulty of the task. High
word granularity differences reflect indeed on much higher
data sparseness on the Turkish side and on the impossibility
to properly model alignments between English and Turkish
words. We approached this problem through morphological
segmentation of Turkish, by taking advantage of linguistic
knowledge of both the source and target languages. In partic-
ular we focused on the comparison of different segmentation
rule sets in order to find an effective preprocessing scheme
for the Turkish-English task of IWSLT09. This work shows
how a specific linguistic preprocessing can benefit a purely
statistics-based, language-independent NLP application like
SMT.

The paper is organized as follows: the linguistic features
of Turkish that are relevant to SMT and motivate our research
will be presented in Section 2. After a brief overview of re-
lated work (Section 3) we will describe in detail the prepro-

cessing technique and the different segmentation schemes we
have implemented (Section 4). In Section 5 the experimental
results will be introduced and commented following several
axes: segmentation schemes, distortion limit and finally lexi-
cal approximation. This will be followed by a global discus-
sion of our approach and by an exposition of future works
(Section 6).

2. Turkish Morphology and MT

Several linguistic features of Turkish [1] can directly affect
the performance of an SMT system: (i) agglutinative mor-
phology, (ii) vowel harmony and other phoneme alternation
phenomena, and (iii) word order. Whereas the first two fea-
tures are situated at the word level, the third concerns syntax
and the global structure of sentences. In this work, our anal-
ysis focuses on word-level preprocessing, which we expect
will then open the way to the exploration of sentence-level
techniques of reordering.

2.1. Agglutination

Agglutination implies that the vocabulary is built by a wide
range of basic suffix combinations. A Turkish word can thus
correspond to a single English word, up to phrases of vari-
ous length, or even to a whole sentence as shown in Table 1.
Differences in token range can be observed in the IWSLT09
training parallel corpus, whose Turkish side is composed of
around 139,000 tokens as opposed to the 182,000 tokens of
the English side.

oda ‘room’
odam ‘my room’
odamda ‘in my room’

odamdayim ‘I am in my room’

Table 1: Example of Turkish suffixation

Given this premise, it is easy to imagine how inter-
language alignments and in general any modeling of the
language based on the notion of token may suffer from
data sparseness. That is why morphological segmentation
is needed as preprocessing.
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2.2. Phonology

On a phonological level vowel harmony and other phoneme
alternation phenomena systematically lead stems and suf-
fixes to have several surface forms — i.e. allomorphy. For
example (see Table 2) the possessive suffix -(I)m ‘my’ can
have four different surface forms depending on the last vowel
of the word it attaches to (ex.1-4), plus one if it is attached to
a word ending with vowel (ex.5).

1) sa¢ + (Dm
2) el +(Dm
3) kol + (I)m
4)  goz + (Dm
5) kafa + (I)m

saguim  ‘my hair’
elim ‘my hand’
kolum  ‘my arm’
goziim  ‘my eye’
kafam  ‘my head’

I

Table 2: Different surface forms of possessive suffix -(Dm.

If we envisage treating suffixes as single tokens, we fore-
see an additional increase of data sparseness due to suffix al-
lomorphy. To cope with this problem, we need to introduce
an abstract notation that factorizes different surface forms of
the same suffix into one single form.

2.3. Word order

The typical structure of Turkish phrases is head-final. Sen-
tences mostly belong to the subject-object-verb (SOV) kind,
but word order is relatively free and discourse-related phrase
movements are quite frequent. As a result alignments be-
tween Turkish and English are far from being monotonic, as
shown by this example taken from the IWSLTO09 corpus:

Banyolu iki  kisilik  bir oda istiyorum.
[with-bath] [two] [for-people] [a] [room] [I want]

‘I’d like a twin room with a bath please.’

Although reordering rules seem hard to describe without us-
ing any syntactic information, we believe that morphologi-
cal segmentation is a first necessary step to take in order to
enable machine learning of refined alignments and complex
word reordering patterns.

3. Related work

Morphological preprocessing of Turkish has been recently
investigated by [2] in the context of an English to Turk-
ish SMT system. The opposite translation direction, and
the higher complexity of the language represented in the
data made that task considerably different from the one we
used for our experiments. As we were not concerned with
the generation of morphologically complex words, we didn’t
work on the target language model but focused on compar-
ing the impact of different segmentation schemes applied to
the source. For this purpose we refered to the methodol-
ogy exposed by [3] on an Arabic-English task. Arabic is
also morphologically rich but its segmentation schemes are

much simpler than those for Turkish, given that the num-
ber of involved clitics and suffixes is typically smaller'. As
pointed by [2], Turkish employs about 30,000 root words and
about 150 distinct suffixes. Altough not all possible suffix
combinations are grammatical, the number of potential in-
flected/derived forms of a given root word is still extremely
high. This implies that linguistic knowledge becomes cru-
cial to guide the investigation of meaningful segmentation
schemes among all possible rule combinations. Another dif-
ference with respect to [3] is that in our work we consider not
only splitting but also removing suffixes.

In previous editions of IWSLT, [4] and [5] tried to further
decrease the out-of-vocabulary rate of the Arabic test set by
a so-called lexical approximation approach. This idea con-
sists in finding words of the training that are morphologically
close to OOVs and introducing them into the translation pro-
cess by various techniques —i.e. best replacer computation at
run-time in [4] or phrase table expansion in [5]. This method
was shown to have a positive effect on Arabic-English SMT
systems. In this work, we developed for Turkish a technique
of lexical approximation similar to [4] and tested it on the
Turkish-English task of IWSLTO09.

4. Morphological segmentation schemes
4.1. Preprocessing technique

Our preprocessing workflow starts with morphological anal-
ysis, which consists in running K. Oflazer’s [6] suffix com-
binatory FSTs to each entry of the corpus dictionary. This
operation is carried out through the lookup command of the
Xerox Finite-State Tool’s suite [7]. As more than one anal-
ysis is often possible (with differences in features but also
in the lemma), disambiguation is performed on the words in
context through the perceptron-based tool developed by [8]
(see an example of disambiguation in Table 3).

‘Are there any tours of famous stars’ homes?’

Unlii yildizlarin evine turlar var mi ?
ev+Noun+A3sg+P2sg+Dat [to your house]

-> ev+Noun+A3sg+P3sg+Dat [to his/her/its house]
evin+Noun+A3sg+Pnon+Dat [to the kernel]

Table 3: Morphological disambiguation of a Turkish word in
context.

As a result of this process, each token is replaced by its
lemma followed by a sequence of tags representing lexical
features of the analyzed word. While some of these tags ac-
tually have a surface realization, some others simply encode
morphological features (e.g. Noun and Verb indicate lexical
category, A3sg stands for ‘singular’, and Pnon for ‘no posses-
sive’). The use of feature tags provides a means to abstract

As opposed to Arabic — a Semitic language — Turkish belongs to the
Turkic language group, itself part of the larger Altaic family according to
many linguists.
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from suffix allomorphy. For example all the forms of posses-
sive suffix -(1)m of Table 2 are replaced by the symbol Plsg.
The advantage of using lexical features (e.g. P3sg, Fut, Fut-
Part) in place of the suffixes themselves (eg. sH, yAcAk) is
that features are less ambiguous and make our rules more
readable. Hence, we can now define different segmentation

rules on the tags by using simple regular expressions?.

4.2. Segmentation schemes

The schemes presented below are different combinations of
rules determining the splitting or removal of tags from the
analyzed words. The approach is incremental since a scheme
includes all or most of the rules of the previous one. In this
work, we mainly focused on nominal suffixation and also de-
fined a few rules for the segmentation of verb forms. In order
to find an effective rule set we tested eleven morphological
segmentation schemes named MS/[1..11], but only the most
meaningful among them will be described in the following>.

MS2: Cases. Nominal cases that are expected to have
an English counterpart are split off from words: these are
namely dative, ablative, locative and instrumental, often
aligning with the English prepositions ‘to’, ‘from’, ‘in’ and
‘with/by’, respectively. The remaining case tags — nomina-
tive, accusative and genitive — are instead removed from the
words because they are not expected to have English coun-
terparts.

MS6: Cases & Poss. After treating case tags we remove
the tag meaning absence of possessive suffixes and split off
from nouns the possessive tags of all persons except the 3rd
singular (P3sg), which is indeed removed. In fact, the latter
often aligns with nothing on the target side: namely when
it functions as marker of a noun compound’s head (ex.1) or
when the possessor is expressed as a noun in the genitive
case (ex.2). Yet, if the possessor is implicit the same suffix
indeed aligns with English ‘his/her/its’ (ex.3). In lack of syn-
tactic information we cannot easily distinguish among such
cases. However the improvement in translation performance
yielded by the removal of P3sg suggests that the third case
has a minor impact.

1) st cantast
[back] [bag]+P3sg
2)  bayamin cantast
[lady]+Gen [bag]+P3sg
3) c¢antast
[bag]+P3sg

‘backpack’
‘the lady’s bag’

‘his/her/its bag’

MS7: Cases, Poss, Copula. This rule splits off copula
from words, in addition to MS6’s rules. Unless it is implicit

2Morphological segmentation is carried out by a script that will be re-
leased soon under http://hlt.fbk.eu/people/bisazza.

3The omitted schemes differ by little from the ones mentioned — e.g.
MS3 splits genitive instead of removing it — or are different combinations of
the rules included in the schemes described in this paper — e.g. MS9 is like
MS11 plus relative suffix splitting.
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(ex.1), Turkish copula is expressed by suffixation (ex.2-3):

1)  bayan yorgun ‘the lady is tired’
[lady] [tired]

2)  yorgunum ‘T am tired’
[tired]+"DB+Verb+Zero+Pres+Alsg

3)  yorgundum ‘T was tired’

[tired]+ DB+ Verb+Zero+Past+Alsg

MS8: Cases, Poss, Copula, Relative. The relative suf-
fix -ki is used to form either adjectival phrases (ex.1,3) or
pronominal expressions (ex.2,4) and in both cases it is not
easily alignable with English:

1) lobideki bayan
[hall]+Loc+Rel [lady]
2)  lobideki
[hall]+Loc+Rel
3) bu sabahki  gazete ‘this morning’s paper’
[this] [morning]+Rel [paper]
4)  bu sabahki
[this] [morning]+Rel

‘the lady (who’s) in the hall’

‘the one (who’s) in the hall’

‘this morning’s one’

In this scheme we isolate relative suffixes -ki occurring
after the locative case, but this rule appears to slightly worsen
translation performances, therefore it is not included in the
following scheme. The treatment of this suffix probably re-
quires a more refined strategy of segmentation that takes con-
text into account.

MS11: Cases, Poss, Copula, Verb person. Besides ap-
plying rules of MS7, as a first attempt to reduce data sparse-
ness due to verb inflection, we split off person suffixes from
finite verb forms and copula. The following example shows
an analyzed Turkish word before and after segmentation: the
number of tokens increases from 1 to 5 as the word is split
into noun, possessive, instrumental case, copula and verbal
person:

arkadagimlayim (‘I'm with my friend’):
arkadas+Noun+A3sg +Plsg +Ins "DB+Verb+Zero+Pres +Alsg

The above segmentation rules were applied on the Turk-
ish side of the parallel corpus used to train word alignment
models for SMT. An example of the effect of word segmen-
tation scheme MS11 on the resulting (symmetrized) word
alignment is shown in Figure 1. In both sentences we observe
a beneficial increase of 1-1 alignments, which permits on one
side to correctly map the translation phrase-pair kiz arkadasg-
‘girlfriend’ (left), and on the other to capture the complex
word re-ordering of the phrase bu yere literally meaning ‘this
to-place’ (right).
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Kiz arkadasimlayim

AR

I'm with my girlfriend

kiz+.. arkadas+... +P1lsg +Ins ADB+... +Alsg

I'm with my girlfriend

Bu yere nasil gidebilirim ?

~—
~

How do | get to this place ?

bu+... yer+.. +Dat nasil+.. git+... +Alsg ?

How do | get to this place?

Figure 1: Two examples of sentence alignments before (up) and after (bottom) morphological segmentation MS11.

S. Experiments
5.1. Baseline

The baseline system is built upon the open-source MT
toolkit Moses [9]. Phrase pairs are extracted from sym-
metrized word alignments generated by GIZA++ [10]. The
phrase-based translation model provides direct and inverted
frequency-based and lexical-based probabilities for each
phrase pair included in a given phrase table. The decoder fea-
tures a statistical log-linear model including a phrase-based
translation model, a 5-gram language model, a lexicalized
distortion model and word and phrase penalties. Distortion
limit is 6 by default.

The weights of the log-linear combination are optimized
by means of a minimum error training procedure [11] run
on IWSLT09’s devset 1 using only the gold reference trans-
lation. Evaluation is performed on devset 2. The baseline
preprocessing consists in simple tokenization and lowercas-
ing of the source side data.

5.2. Morphological segmentation

Table 4 shows how morphological segmentation positively
affects the training corpus dictionary size and the test OOV
rate by reducing the differences in token granularity between
Turkish and English: as the schemes become more complex,
the number of words in the training corpus grows (from 6.9
to 8.4 words per sentence on average as opposed to 9.1 on the
English side), whereas the number of different forms lowers.
Thanks to our best segmentation scheme — MS11 — the OOV
rate of the test set was reduced by more than half. We also
observed a positive decrease of the test set’s cross-entropy*,
estimated through a 5-gram language model trained on the

“Differently from perplexity, the computation of cross-entropy does not
involve normalization on the number of tokens, but it gives us an estimate of
the number of bits needed to encode the whole text. For this reason we chose
it to compare language modeling across different segmentations schemes. A
conventional dictionary upper bound size of 107 is assumed to make LMs
with different OOV rates more comparable, although care must be taken in
interpreting these figures.

source side of the parallel data. This can be seen as a fur-
ther sign of the fact that the translation task is being better
modeled.

Train Test
Preprocessing ~ Tokens  Dictionary OOV%  H(bits)
baseline 139,514 17,619 6.16 59,435
MS2 151,410 14,343 435 58,382
MS6 156,390 12,009 3.49 57,628
MS7 157,927 11,519 3.18 57,462
MS8 158,950 11,296 3.07 57,432
MS11 168,135 10,450 2.54 57,379

Table 4: Effect of preprocessing on Turkish side’s training
corpus size and dictionary, test OOV and cross-entropy.

The impact of morphological preprocessing on transla-
tion performances is shown in Table 5. In each system the
same preprocessing is applied to the training, development
and test data. Word-error rate variations are not very signif-
icant (except for MS11), while position independent word-
error rate constantly decreases (except for MS8). This sug-
gests that morphological segmentation is improving the sys-
tem’s lexical choice much more than reordering.

Preprocessing BLEU BP WER PER

baseline 5226 9558 3775 2995
MS2 53.89 96.78 37.21 28.51
MS6 54.10 98.14 3729 28.19
MS7 55.05 98.84 3773 27.67
MSS8 5494 9840 3735 27.72
MS11 56.23 98.86 36.59 26.37

Table 5: BLEU scores, brevity penalties (BP), word-error
rate (WER) and position independent word-error rate (PER)
in percentages on the IWSLT09 Turkish-English task.
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5.3. Distortion limit

Keeping in mind that lexical reordering is one of the most
challenging problems of Turkish to English SMT, we inves-
tigated how the distortion limit (DL) affects translation per-
formances. It seems fair to think that since the number of
words has grown, the DL should also be raised consequently.
Given the short average size of IWSLT corpora sentences we
decided to test translation performances in unlimited distor-
tion conditions. Results are presented in Table 6 (note that
each system was run with limited and unlimited distortion
by using the set of weights optimized with DL equal to 6).
As expected we found out that the gain obtained by allow-
ing unlimited reorderings is higher when Turkish text has
been morphologically segmented (by a relative improvement
of 3.0% against 1.3% in the baseline), since suffix splitting
makes possible new movements inside the sentence. This
may as well prove that segmentation helps to establish more
refined alignments. It is also interesting to notice how word-
error rate improves, which was not possible with DL being
set to 6. In the case of MS11 the unlimited distortion made us
gain nearly 3 points of WER, that is a reduction from 36.59%
to 33.70%.

Preprocess. DL BLEU A BP WER PER

basell 6 5226 . 9558 3775 29.95
AN 5296 7 9565 37.18 2971
6 54.10 98.14 3729 28.19
MS6 o 5487 4% 9816 3669 2835
6 5623 9886 3659 2637
MSI1 0o 5791 0% 9920 3370 25.69

Table 6: BLEU score relative improvement with no distortion
limit (DL). Additional scores reported as in Table 5.

5.4. Lexical approximation of OOV words

The figures of Table 4 suggest that splitting all suffixes would
make the OOV rate fall close to zero. However this would not
benefit the translation task itself because we would go be-
yond English word granularity and force the system to trans-
late morphemes instead of words, thus making the choice of
translation options and reordering far too complex.

Supposing that we reached the threshold of positive seg-
mentation through our best scheme MS11, we tried to further
reduce the OOV rate by operating on the test set. The idea
consists in replacing each OOV in the decoder input by the
most similar word found in the training among the words
sharing the same lemma — i.e. lexical approximation. We de-
signed a simple similarity function that gives high priority to
the words sharing a large number of contiguous tags, and pe-
nalizes candidates to replacement whose tag sequence differs
more from that of the original OOV word>.

SMore precisely: score = match x 20 — diff; x 2 — diffa x 5,
where match, diff; and diffs are respectively the numbers of shared con-
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Table 7 shows a subset of candidates to the replacement
of OOV word ¢rkislar (‘exits’, ‘checkouts’) as ranked by our
similarity function. The best result of lexical approximation
in this case is the singular form ¢ikis (‘exit’).

Word Gloss
cikiglar exits

Preprocessed (MS11) Score
¢ik+Verb+Pos"DB+Noun+Inf3+A3pl
¢ik+Verb+Pos"DB+Noun+Inf3+A3sg 93

¢ik+Verb+Pos"DB+Noun+Inf2+A3sg 66
¢ik+Verb+Pos"DB+Noun+FutPart+A3sg 66

cikis exit
¢ikma going out
¢ikacak will goout

¢ikan who goes out  ¢ik+Verb+Pos"DB+Adj+PresPart 44
¢ikiyor isgoingout  ¢ik+Verb+Pos+Progl 27
¢ikmiyor isn’t going out ¢ik+Verb+Neg+Progl 0

¢ikarair takes out ¢ik+Verb"DB+Verb+Caus+Pos+Aor -15

Table 7: Example of lexical approximation.

Words whose lemma was never found in the training re-
main OOV. Another limit of the current implementation is
that the best replacer is chosen in a deterministic fashion be-
fore decoding, which raises the chances of introducing noise
in the text to translate. Although this technique still needs
to be improved, it made us gain another 0.2 absolute points
BLEU corresponding to a reduction of the OOV rate from
2.54% to 0.89% (see Table 8).

Preprocess. DL BLEU% BP WER% PER%
MS11 oo 5791 0.9922  33.70 25.69
MS11 &

lex. approx.

58.12 09945  33.87 25.36

Table 8: Effect of lexical approximation on the IWSLT09
Turkish-English task.

6. Discussion and future work

The experiments have shown that selectively splitting suf-
fixes from morphologically analyzed and disambiguated
Turkish text considerably improves the performance of an
SMT system. In general it seems that the improvement in-
creases with the complexity of the segmentation scheme —
i.e. treating more classes of suffixes helps. Yet not all suffix
splittings benefit the translation task.

We believe that a reasonable way to establish preprocess-
ing rules is to formulate linguistic knowledge-based hypoth-
esis and to validate them by an experimental phase involving
retraining of the translation models. This is particularly true
in the context of agglutinative languages, where suffix com-
binatory is too wide to allow for the testing of all possible
rule combinations.

It is important to notice, though, that the IWSLT task is a
particular one: its small training set allows for fast retraining
and testing of many different preprocessing conditions, while
the short size of its sentences lets tuning and decoding costs

tiguous tags, different tags in the OOV word, different tags in the replacer
candidate.
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be affordable even in unlimited distortion conditions. This
would probably not hold in other tasks.

Furthermore, it was shown by [3] that morphological pre-
processing has a positive effect on Arabic-English transla-
tion performances in scarce-resource conditions, while it can
even harm in very large-resource conditions.

For these reasons we plan to repeat our experiments on
another Turkish-English task, with longer and more complex
sentences, and in different data size conditions.

Despite the considerable improvement yielded by our
best preprocessing scheme, finding the best rule set for Turk-
ish morphological segmentation still remains an open prob-
lem. In this work we mainly focused on nominal suffixation,
but the few rules we tested on verbs suggest that these should
be preprocessed better. More research is needed in this direc-
tion, as verbal suffixation is more complex than nominal, and
rules harder to define. In particular we would like to tackle
non-finite verb forms, that are very difficult to align with En-
glish, for example those of relative clauses.

Concerning lexical approximation, we are aware that the
scoring function used to pick the best candidate for OOV
word replacement could be improved. It may also be help-
ful to feed Moses with multiple options of replacement (e.g.
through XML markup or word lattice input) so that the trans-
lation and language models would contribute to the decision
at decoding time.

Finally, we showed that morphological segmentation not
only decreases data sparseness, but also positively impacts
on word reordering, as reported by the experiments on lim-
ited vs unlimited distortion conditions. This outcome, to our
view, opens interesting research perspectives on the machine
learning of robust reordering rules between Turkish and En-
glish.
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Japon Biiyiikelciligi ile irtibata ge¢cmek istiyorum .

Ref:  I'd like to contact the Japanese Embassy .
base: I'd like to contact with Japanese biiyiikel¢iligi .
MS11: I'd like to contact with Japanese embassy .
Bu film rulolarini banyo ettirip basabilir miydiniz ?
Ref:  Could you develop and print these rolls of film ?
base:  Could you reissue ettirip rulolarin this film developed ?
MS11: Could you reissue roll of film developed ?
Santralden santrale bir arama yapmak istiyorum .
Ref:  I'd like to place a station-to-station call .
base:  santrale santralden I'd like to make a call .
MS11:  Operator . I’d like to make a call to the operator
Yirmi dakikada bir kalkar .
Ref: It leaves every twenty minutes .
base: It leaves twenty minutes .
MS11: It leaves every twenty minutes .
Onu bulmaktan timidi hemen hemen kestim .
Ref:  I've just about given up finding it .
base:  bulmaktan imidi cut it right away .
MS11: I cut almost hope from find it .
Takma diglerim tam oturmuyor .
Ref: My dentures don’t fit right .
base: denture false right false .
MS11: denture My false teeth don’t fit right .
Iskocya’dan geliyorum .
Ref: I come from Scotland .
base: Iskogya’dan back .
MS11: Icome from Scotland .
Belki bir doktora goriinmelisin .
Ref:  Perhaps you should see a doctor .
base: Maybe goriinmelisin a doctor .
MS11: Maybe you must see a doctor .
Si1g1r eti harikayd: .
Ref:  The beef was great .
base:  beef harikaydi .
MS11:  beef was great .
Bilgisayarimda isminizi bulamiyorum .
Ref: I can’t find your name on my computer .
base: bilgisayarimda I can’t find your name .
MS11: Ican’tfind your name in computer .
Balkondan iki yer alabilir miyim ?
Ref:  May I have two balcony seats ?
base: Can I have two balcony ?
MS11: Can I have two balcony seats ?
Simdi kirazlarin ¢igek agma mevsimi .
Ref:  It’s cherry blossom season .
base:  kirazlarin buds mail seasons now .
MS11:  cherry blossoms bloom season now .

Table 9: Examples of translation outputs compared: baseline
vs MS11, both with unlimited distortion.
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