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Abstract. The limited coverage of available Arabic language lexicons causes a 
serious challenge in Arabic cross language information retrieval. Translation in 
cross language information retrieval consists of assigning one of the semantic 
representation terms in the target language to the intended query. Despite the 
problem of the completeness of the dictionary, we also face the problem of 
which one of the translations proposed by the dictionary for each query term 
should be included in the query translations. In this paper, we describe the 
implementation and evaluation of an Arabic/English word translation 
disambiguation approach that is based on exploiting a large bilingual corpus 
and statistical co-occurrence to find the correct sense for the query translations 
terms. The correct word translations of the given query term are determined 
based on their cohesion with words in the training corpus and a special 
similarity score measure. The specific properties of the Arabic language that 
frequently hinder the correct match are taken into account. 
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1   Introduction 

The meaning of a word may vary significantly according to the context in which it 
occurs.   As a result, it is possible that some words can have multiple meanings. This 
problem is even more complicated when those words are translated from one 
language into others. Therefore there is a need to disambiguate the ambiguous words 
that occur during the translations. The word translation disambiguation, in general, is 
the process of determining the right sense of an ambiguous word given the context in 
which the ambiguous word occurs. We can define this word sense disambiguation 
(WSD) problem, as the association of an occurrence of an ambiguous word with one 
of its proper sense.  

Diacritization in Arabic (sometimes called vocalization or voweling) can be 
defined as a symbol over and underscored letters, which are used to indicate the 
proper pronunciations as well as for disambiguation purposes. The absence of 
diacritization in Arabic texts poses a real challenge for Arabic natural language 
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processing as well as for translation, leading to high ambiguity the absence of the 
diacritization in most of the Arabic printed media or on the Internet web sites lead to 
high ambiguity. Thus, the probability that a single word can have multiple meanings 
is even a lot higher. For example, the Arabic word “يعد“ can have these translations 
in English (Promise, Prepare, count, return, bring back) or the Arabic word “علم“ 

can have these possible translations (flag, science, he knew, it was known, he taught, 
he was taught). The task of disambiguation therefore involves two processes: Firstly, 
identifying all senses for every word relevant, secondly assign each time this word 
occurs the appropriate sense to it. For the first step, this can be done using a list of 
senses for each of the ambiguous words existing in everyday dictionaries. The second 
step can be done – while still some uncertainty remains – by analyzing of the context 
in which the ambiguous word occurs, or by use of an external knowledge source, such 
as lexical resources. It is very important to consider the source of the disambiguation 
information, the way of constructing the rules using this information and the criteria 
of selecting the proper sense for the ambiguous word, using these rules. From the 
machine learning point of view approaches for WSD can be classified into three 
categories: supervised learning, unsupervised learning, and combinations of them. 

2   Word Sense Disambiguation Approaches 

Several methods for word sense disambiguation using a supervised learning technique 
have been proposed. For example, Naïve Bayesian [1], Decision List [2], Nearest 
Neighbor [3], Transformation Based Learning [4], Winnow [5], Boosting [6], and 
Naïve Bayesian Ensemble [7]. For all of these approaches, the one using Naïve 
Bayesian Ensemble is reported as the best performance for word sense 
disambiguation tasks with respect to data set used [7]. The idea behind all approaches 
listed above is that it is nearly always possible to determine the sense of the 
ambiguous word by considering its context, and thus all methods attempt to build a 
classifier, using features that represent the context of the ambiguous word. In addition 
to supervised approaches, unsupervised approaches and combinations of them have 
been also proposed for the same purpose. For example, [8] proposed an Automatic 
word sense discrimination which divides the occurrences of a word into a number of 
classes by determining for any two occurrences whether they belong to the same 
sense or not, which is then used for the full word sense disambiguation task. 
Examples of unsupervised approaches were proposed by [9][10]. [11] Proposed an 
unsupervised learning method using the Expectation-Maximization (EM) algorithm 
for text classification problems, which then was improved by [12] in order to apply it 
to the WSD problem. [13] Combined both supervised and unsupervised lexical 
knowledge methods for word sense disambiguation. [14] and [15] used rule-learning 
and neural networks respectively.  

Corpora based methods for word sense disambiguation have also been studied. 
Corpora based methods provide an alternative solution for overcoming the lexical 
acquisition bottleneck, by gathering information directly from textual data. In the last 
few years, the natural data in electronic form has been increased, which helps the 
WSD researches to extend the coverage of the existing system or train a new system.  
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For example, [16] used the parallel, aligned Hansard Corpus of Canadian 
Parliamentary debates for WSD, [17] using monolingual corpora of Hebrew and 
German.  

3   The Proposed Approach 

Our approach is based on the idea of the Naïve Bayesian Algorithm [18]. We exploit 
the distribution of words and related words in parallel corpora, taking into account 
that the morphological inflection differs across the source and target languages. 

The Naïve Bayesian Algorithm was first used for general classification problems. 
For WSD problems it had been used for the first time in [16]. It is based on the 
assumption that all features representing the problem are conditionally independent 
given the value of classification variables. For a word sense disambiguation tasks, 
giving a word W, candidate classification variables ),...,,( 21 nsssS =  that represent 
the senses of the ambiguous word, and the features ),...,,( 21 mfffF =  that describe 
the context in which an ambiguous word occurs, the Naïve Bayesian finds the proper 
sense si for the ambiguous word W  by selecting the sense that maximizes the 
conditional probability given F and S. The Naive Bayesian probability estimate for a 
sense si can be defined as follows: 

∏
=

=
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The sense is  of a polysemous word ambw  in the source language is defined by a 
synonym set (one or more of its translations) in the target language. The features for 
WSD, which is useful for identifying the correct sense of the ambiguous words, can 
be terms such as words or collocations of words. Features are extracted from the 
parallel corpus in the context of the ambiguous word. The conditional probabilities of 
the features ),...,,( 21 mfffF =  with observation of sense si, )( ij sfP  and the 
probability of sense si, P(si) are computed using maximum-likelihood estimates with 

)(/),()( iijij  and  sCsfCsfP = NsCsP ii /)()( = . ),( ij sfC  denotes the number of 
times feature fj and sense si have been seen together in the training set. )( isC  denotes 
the number of occurrences of si in the training set and N  is the total number of 
occurrences of the ambiguous word ambw  in the training dataset. 

3.1 Feature Selection 

The selection of an effective representation of the context (features) plays an essential 
role in WSD. The proposed approach is based on building different classifiers from 
different subset of features and combinations of them. Those features are obtained 
from the user query terms (not counting the ambiguous terms), topic context and word 
inflectional form in the topic context and combinations of them.  
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In our algorithm, query terms are represented as sets of features on which the 
learning algorithm is trained. Topic context is represented by a bag of surrounding 
words in a large context of the ambiguous word: 

},,,,,,,,,,,,{
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where k is the context size, ambw  is the ambigious word and amb its position. The 
ambigious word and the words in the the context can be replaced by their in-flectional 
forms. These forms and their context can be used as additional features. Thus, we 
obtain F’ which contains in addition to the ambigious word ambw  and its context the 
inflectional forms 

i
winf  of the given sense and their context: 
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In addition, we count for each context word the number of occurrences of this word 
and all its inflectional forms. 

3.2 General Overview of the System 

As Figure 1 shows, the system starts to process the user query. The input is a natural 
language query Q . The query is then parsed into several words nqqqq ,..,,, 321 . Each 
word is then further processed independent of the other words. Since the dictionary 
does not consist of all word forms of the translated word, instead only the root form, 
for each mq  in our query, we find its morphological root by using the araMorph tool1.  

After finding the morphological root of each term in the query, the query term will 
be translated. In case the query term has more than one translation, the model will 
provide a list of translations (sense inventory) for each of the ambiguous query terms. 
Based on the obtained sense inventory for the ambiguous query term, the 
disambiguation process can be initiated. The algorithm starts by computing the scores 
of the individual synonym sets. This is done by exploiting the parallel corpora in 
which the Arabic version of the translated sentences matches words or fragments of 
the user query, while matched words of the query must map to at least two words that 
are nearby in the corpus sentence. These words could be represented in surface form 
or in one of its inflectional forms. Therefore, and to increase the matching score 
quality, special similarity score measures will be applied in order to detect all word 
form variants in the translation sentences in the training corpora. Since the Arabic 
version of the translation sentences in the bilingual corpora matches fragments in the 
user query, the score of the individual synonym sets can be computed based on the 
features that represent the context of the ambiguous word. As additional features the 
words in the topic context can be replaced by their inflectional form. Once we have 
determined the features, the score of each of the sense sets can be computed. The 
sense which matches the highest number of features will be considered as the correct 
sense of the ambiguous query term and then it will be the best sense that describes the 
meaning of the ambiguous query term in the context. 

                                                           
1  http://www.nongnu.org/aramorph/ 
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Fig.  1. General overview of the system 

4   Evaluation 

We evaluated our approach through an experiment using the Arabic/English parallel 
corpus aligned at sentence level. We selected 30 Arabic queries semi-randomly from 
the corpus as test set. We ensured that these queries contained at least one ambiguous 
word with multiple English translations. Furthermore, these ambiguous words had to 
have a higher frequencies compared with other words in the training data, ensuring 
that these words will appear in different situations in the training data. Furthermore, 
ambiguous words with high frequency sense were preferred. The sense (multiple 
translations) of the ambiguous words was obtained from the dictionary. The number 
of senses per test word ranged from 2 to 9, and the average was 4. For each test word, 
training data were required by the algorithm to select the proper sense. The algorithm 
was learned using more than 93,123 parallel sentences. The results of the algorithm 
were compared with the manually selected sense. For our evaluation we computed 
applicability and precision [29] based on different classifiers from different subsets of 
features and combinations of them as described in Sect. 3.1. The applicability is the 
proportion of the ambiguous words that the algorithm could disambiguate. The 
precision is the proportion of the corrected disambiguated senses for the ambiguous 
word. The overall results show that the performance varies according to the user 
query words. As expected, our approach is better in the case of long queries and 
worse in short query, especially the one consisting of only two words. The reason for 
the poor performance is that for queries consisting of only few words the features that 
are extracted from the query terms very often appear in context of different senses. 
Table 1 shows the overall performance of the algorithm based on building two 
classifiers from different subsets of features and combinations of them. As shown in 
Table 1, the performance of the algorithm is poor when using the basic word form. 
The reason for that is that the Arabic word can be represented not just in its basic 
form, but in many inflectional forms and so we will have more training sentences that 
will be visible to the algorithm for disambiguation. 
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Table 1.  The overall performance using Applicability and Precision 

classifiers Applicability Precision 
Query term + Topic context (Basic form) 52 % 68 % 

Query term+ Topic context (Basic & Inflectional form) 82 % 93 % 
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