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Abstract

In Thai language, the word boundary is not
explicitly clear, therefore, word segmentation
is needed to determine word boundary in Thai
sentences. Many applications of Thai
Language Processing require the word
segmentation. Several approaches of Thai
word segmentation such as maximal matching,
longest matching and n-gram model do not
take semantics into consideration. This paper
presents a Thai word segmentation system
using semantic corpus which is composed of
four steps: generating all possible candidates,
proper noun consideration, semantic tagging
and semantic checking. The first three steps
are conducted using a dictionary. Semantic
checking is carried out on the basis of corpus-
based approach. Finally, we assign the
semantic scores to segmented words and select
the ones that contain maximum semantic
scores. In order to assign semantic scores, we
use a Thai proper noun database and the
semantic corpus derived from ORCHID
corpus. This approach is more reliable than
other approaches that do not take the meaning
into consideration and performs the level of
accuracy at 96-99% depending on the
characteristic of input and the dictionary used
in the segmentation.

1 Introduction

It has long been known that word segmentation
is an essential problem in natural language
processing for certain Asian languages such as
Chinese, Japanese, and Thai. Unlike English, Thai
does not have word boundary, i.e. there is no space
between words. Other than that, compounds are the
serious problem for segmenting words in Thai. For
example wi (mother) and Wh (water), together they

form a compound uiih which mean “river”.

2  Previous Approaches

This section briefly reviews previous research on
Thai word segmentation.
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2.1 Rule-based Approach

The rule-based approach (Chamyapornpong,
1983) is the method used in the early development
of word segmentation system. For this method, it
check rule of language such as space and
beginning of new paragraph to specify the word
boundary. The rule-based of character specifies a
probability of word segmentation in the position of
that character. This method divides character into 5
groups.

1. Non-spacing character such as , 3, 9, 8, 8 and s.
Leader character such as,u, 1,1 and 1.

Follower character such as =, 1and *.

The mark placed over the final consonant of a
word in Thai language to indicate that it is mute
character. It is .

Remain character.

The disadvantage of rule-based approach is that
it does not yield the high precision and requires
hand-crafted rules resource. However, this method
is suitable for word wrapping.

2.2 Thai Character Cluster

2.
3.
4,

5.

In Thai, some close characters tend to be an
inseparable unit, called Thai character cluster
(TCCs). Unlike word segmentation that is a very
difficult task, segmenting a text into TCCs is easily
recognized by applying a set of rules. The method
to segment a text into TCCs was proposed in
(Theeramunkong, Tanhermhong, Chinnan and
Sornlertlamvanich, 2000). This method needs no
dictionary and can always correctly segment a text
at every word boundary. As the first step of word
segmentation approach, a set of rules is applied to
group of close characters in a text together to form
TCCs. The accuracy of this process is 100% in the
sense that there is no possibility that these units are
divided to two or more units, which are substrings
in two or more different words. This process can
be implemented without a dictionary, but uses a set
of simple linguistic rules based on the types of
characters. Table 1 displays the types of Thai
characters. As an example rule, a front vowel and
its next consonant must exist in the same unit.
Table 2 shows a fragment of a text segmented into
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TCCs by the proposed method and its correct word
segmentation. Here, a character ‘|’ indicates a
segmentation point. The corpus where characters
are grouped into TCCs is called a TCC corpus.

Type of Thai | Member

Characters

Consonant NUUAANIINTENYNHINAUA
ponsuvidwdwdanesganas
HAVNWDA

Upper vowel | 5865883 s

Lower vowel | g9

Front vowel | 4111

Rear vowel 1°1]c]:u1]c]

Table 1: Types of Thai characters

TCCs

<
3| wuln B sgmie njeuaz s

Correct

m3| B sz InepazUszma

Table 2: An example of TCCs vs. correct
segmentation

2.3 Longest Matching

This method is used in the early work of Thai
word segmentation (Poonwarawan, 1986). This
method scans an input sentence from left to right,
and selects the longest match with a dictionary
entry at each point. In case that the selected match
cannot lead the algorithm to find the rest of the
words in the sentence, the algorithm will backtrack
to find the next longest one and continue finding
the rest and so on. It is obvious that this algorithm
will fail to find the correct the segmentation in
many cases because of its greedy characteristic.
For example “liwunmd” (go to see the queen) will

be incorrectly segmented as ‘i (go) ww (carry) w
(deviate) @ (color), while the correct one that
cannot be found by the algorithm is ‘l1/ (go) w1 (see)
wnd (Queen).

2.4 Maximum Matching

The maximum matching (Sornlertlamvanich,
1993) method was proposed to solve the problem
of the longest matching method which is described
above. This method first generates all possible
segmentations for a sentence and then select the
one that contain the fewest words, which can be
done efficiently by using dynamic programming
technique. Because the method actually finds real
maximum matching instead of using local greedy
heuristics to guess, it always outperforms the
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longest matching method. Nevertheless, when the
alternatives have the same number of words, the
algorithm cannot determine the best candidate and
some other heuristics have to be applied. The
heuristic often used is again the greedy one to
prefer the longest matching at each point. For the
example, an (expose) aw (wind) is preferred to m

(eye) naw (round).
2.5 Feature-based Approach

The feature-based approaches (Meknavin,
Charenpornsawat and Kijsirikul, 1997) have been
developed for solving ambiguity in word
segmentation. In this approach, the system
generates all possible segmentation for a string,
which has segmentation ambiguity. The problem is
that how to select the best segmentation from the
set of candidates. At this point, this research
applies and compares two learning techniques,
called RIPPER and Winnow. RIPPER algorithm is
a propositional learning algorithm that constructs a
set of rules while Winnow algorithm is a weighted-
majority learning algorithm that learns a network,
where each node in the network is called a
specialist. Each specialist looks at a particular
value of an attribute of the target concept, and will
vote for a value of the target concept based on its
specialty; i.e., based on a value of the attribute it
examines. The global algorithm combines the
votes from all specialists and makes decision. This
approach is based on dictionary.

2.6  Statistic-based approach

This approach is based on the word context
consideration. The information of the neighbor
words is used to decide on the word boundary
(Aroonmanakul,  2002) and  (Krawtrakul,
Thumkanon, Poovorawan and Suktarachan, 1997).
There are two points to be resolved for this
approach, which are the context width and the
applied statistical method. The part of context
width is concerned the wider the more complex.
The part of statistical method is concerned, the
hidden first-order Markov has always been
applied. However, this method greatly depends on
the corpus for its training. In case one method is
applicable for the political corpus, it cannot be
applied to literal ones, for example. In addition,
there are some words of high probability but of
syntactical functions only.

The methods mentioned above for word
segmentation in Thai do not take the semantics of
Thai language into consideration which can
potentially improve the word segmentation.
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3  Lexical Semantics: Word Hierarchy

Word hierarchy is classifying words by meaning
hierarchy. Each word in the sentence such as noun,
verb and adjective are divided to group of meaning
that is called “A Kind Of” (AKO). A kind of
(AKO) is information that uses to consider word
meaning in Thai language to form of group. AKO
is beneficial because it can be used to analyze the
sentence’s meaning and reduce ambiguity in the
sentence. For example “mnduthu”, there is an

ambiguity of the noun “a1” between *“grandfather”

and “eye”. To fix the problem, the computer must
use nearby words to identify meaning of “m”

which is a word “ndu”. The word “nau” is a verb
whose subject of “ndu” should be a living thing.
Therefore, the word “a1” should have the meaning

“grandfather”. In our research, we have 74 sub
categories of AKO number. The example of the
separation of meaning hierarchy is shown below
(Tantiswetratch, Yamket, Choksuwanich,
Chanchareon, Boriboon and Tannin, 1993).

1 Concrete:
11 Subject:
111 Person: such as friends and parent.
112 Organization: such as committee.
12 Concrete place:
121 Region: such as province.
122 Nature:
1221 Topography: such as mountain.
2 Abstract:
21 Abstract matter:
211 Activity:
2111 Action: such as walk.
212 Phenomenon:
2121 Event: such as destiny.

4 Building the Semantic Corpus

The semantic corpus is a corpus which contained
semantic information to identify the meaning of
each word in a corpus. The meaning of each word
is in form of AKO (A Kind Of) number. The
words that have the same AKO number are
considered to have the same meaning.

In our research, we apply Thai ORCHID corpus
(Charoenporn, Sornlertlamvanich and Isaraha,
1997) which can be viewed as a syntactic-semantic
corpus. To augment ORCHID corpus to be a
finally semantic corpus, AKO information is
added. This can be done by using an electronic
dictionary which contains the word categories and
subcategories (AKO) in the format compatible
with ORCHID corpus. We will then assign AKO
from dictionary to ORCHID corpus too. Our
semantic corpus contained 431,338 words and
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137,244 sentences. Figure 1 shows an example of a
semantic corpus derived from ORCHID.

B Semantic Corpus - Notepad E@@
File Edit Format Wiew Help
#P1 3

#1

whemaiw Wwamanr
1EE 11

1Aui211

214

w211

WA 11

if

e
Waliuanaunau s
a1

1AW 11

211

Figurel: Semantic Corpus

5 Thai Word Segmentation using Semantic
Corpus

Thai word segmentation using semantic corpus
is composed of four steps: generating all possible
candidates, proper noun consideration, semantic
tagging and semantic checking.

5.1 Generating all Possible Candidates

At first we apply forward maximal matching
algorithm and backward maximal matching
algorithm using dictionary to generate all possible
segmentation. Suppose the input is “wiouimasman
this step will give 16 possible

segmentations as shown below
NUONA — 395 — 1IAURand — Juina

anoeiwng”,

njaud1 — A3 — maunaed — Ju — 1ia
NN — Me3 — 1maN — Rass — Juifa
niaud1 — A3 — 1maN — Ravd — Ju — 1na
e — 11 — ¢35 — Imavnass — Juiia
miaud1 — 11 — #3 — mavnass — Ju — 1a
NN — %1 — ¢35 — 1INy — Ravd — TuiRa

NUBUA — 91 — @7 — INAN — RABd — JU — (Aa

© 00N Ok wDdh PR

ey — 131 — 1193 — InauRasy — e

=
o

. MioN — 131 — 1183 — Imaunase — U — 1na

. NN — 131 — %163 — 1naN — Rass — Juifa

=
N

. M1BY — 191 — 1193 — InEN — RARd — U — 1Aa

. NN — 131 — %1 — 03 — 1naunass — Juifa

=
w

. Moy — 11— 1 — @5 — wavRae — Ju — fAa

= =
[S2 SN

. oY — W1 — 11 — @3 — Ay — nass — Tuia

. Moy — 31— 11— @35 — Ay — nass— U — 1Na

[ERY
(o)
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5.2 Proper Noun Consideration

In this step, proper noun consideration is
considered the result from first step by comparing
the word unit with proper noun database. If a
resulting word from the first step matches a word
in proper noun database, it will assign the low
priority of proper noun. If there are two next word
match with proper noun database it will generate
the new candidate by merging two next words and
assign the normal priority of proper noun. If there
are more than two of next words match with the
word in proper noun database it will generate the
new candidate from the first step by merging the
group of next word and assign the high priority of
proper noun.

For example, “mxa3may” is @ name in proper noun

database. Proper noun consideration will generate
new candidate segmentation by merging xe3-mau

to mesmay, 1 — a3 —maw to meTmay and assign the
normal, high priority of proper noun to ma3mauw.

The proper noun consideration step gives the
following results.

1. wvewd — a3 — mavnasd — e
2. wioud1 — ¢35 — mannaes — U — ifa
3. miowi1 —1e3 —maN — navs — Tuina
4. wiswd —aasman (normal priority) — naes — Juiia
5. miowd1— %03 — man — navd— U — Aa
' k3 =) a H H

6. wiowd —anasman (normal priority) — aaeq

— U —10a

naud1 — %1 — 03 — Indunass — Juifa

© N

. MNONI — 3 — a3 — 1nauRand — U — IAa
9. mieud1— 11— 03 —mau — Ravs— Juida
10.
11.
12.

wieud1 —aasmaw (high priority) — nass — e
Hilowd — %1 — A3 — MAY — Rapd — U — 1Aa

wieud1 —nasmaw (high priority) — aass —Ju —iia

13. wiow — 111 — 13 — maunass — Juiia

14. wieu — 31— 9193 — mAURADI — JU — (An

15. wiow — 1§ — 183 — may — naed — Juina

16. wiow — 181 — mw3may (normal priority) — aaes
— Juina

17. wieu — 131 — 1163 — 1naN — Rave — Tu — 1Aa

18. wiew — 111 —masmawn (normal priority) — nass—
Ju—1Aa

19. wiow — 1 — 1 — @3 —mauRaed — JuRa

20. wijey — 31— % — A7 — IMaNRARY — U — 1NA

21. wiley — 131 — 91 — @3 — 1MAN — Al — Juna

22.

wiow — 191 —masmay (high priority) — nass — Juiia
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23. wiou— 131 — 11— @3 — 1NN — Raod — Tu — 1Aa
24. wion — 151 —asmaw (high priority) — naeq
—Ju—1na
5.3 Semantic Tagging
In this step, each segmented word is tagged with
an AKO number. From the above example “wiiewuif

mesmannaediuna”, the semantic tagging step gives
the following results.

1. miowdr 2367 / king’s grandson / Title
xw3_111/ warrior / Person
mawnaes_2111 / celebrate / Action
Juiin_232 [ birthday / Time

2. wiowdn_2367 / king’s grandson / Title
x@a3_111/ warrior / Person
mawnaey_2111 / celebrate / Action
Ju_232/day/ Time
iia_2121 / occur / Event

3. wiewd1_2367 / king’s grandson / Title
wa3_111 / warrior / Person
wan_2111/ glorify / Action
naee_2111 / celebrate / Action
Juiin_232 / birthday / Time

4. wiowd1_2367 / king’s grandson / Title
masmaw (normal priority) _111_ 666 / Person

proper name Chatreechalerm
nape_2111/ celebrate / Action

Juda_232 / birthday / Time

5. wiewd1_2367 / king’s grandson/ Title
ww3_111/ warrior / Person
wan_2111/ glorify / Action
naes_2111/ celebrate / Action
Ju_232/day/ Time
iia_2121 / occur / Event

6. miewd1_2367 / king’s grandson

masman (normal priority) 111 666 / Person
proper name Chatreechalerm
aaee_2111 / celebrate / Action

Ju_232/day/ Time
inia_2121 / occur / Event
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.wiemi_2367 / king’s grandson / Title

v1_1322 / tea / Finished product
a3_2365 / three / Number
mawnaey_2111 / celebrate / Action
Juinn_232 / birthday / Time

. wieud_2367 / king’s grandson / Title

¥1_1322 / tea / Finished product
@3_2365 / three / Number
mawnans_2111 / celebrate / Action
Ju_232/day/ Time

ina_2121 / occur / Event

. wijeud1_2367 / king’s grandson / Title

¥1_1322 / tea / Finished product
@3_2365 / three / Number
maw_2111 / glorify / Action
naee_2111 / celebrate / Action
Juiin_232 / birthday / Time

10. miowid1_2367 / king’s grandson / Title

mazmay (high priority) _111_666 / Person
proper name Chatreechalerm
nans_2111 / celebrate / Action

Twina_232 / birthday / Time

11. wiewdn_2367 / king’s grandson / Title

w1322 / tea / Finished product
a3_2365 / three / Number
maw_2111/ glorify / Action
nane_2111/ celebrate / Action
qu_232 /day / Time

a_2121 / occur / Event

12. wiemin_2367 / king’s grandson / Title

13.

masmay (high priority) _111_666 / Person
proper name Chatreechalerm
nans_2111/ celebrate / Action

u_232 [/ day / Time
a_2121 / occur / Event

nien_2367 / king's grandson's wife / Title
1112364 / royalty / Type

wws_111 / warrior / Person

mavnaos_2111 / celebrate / Action
Twina_232 / birthday / Time
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14. wieu_2367 / king's grandson's wife / Title

15.

16.

17.

18.

19.

1312364 / royalty / Type
w¢a3_111/ warrior / Person
mawnaey_2111 / celebrate / Action
Ju_232/day/ Time

ifim_2121 / occur / Event

niew_2367 / king's grandson's wife / Title
1312364 / royalty / Type

w¢a3_111/ warrior / Person

maw_2111/ glorify / Action

nane_2111/ celebrate / Action

Twina_232 / birthday / Time

view_2367 / king's grandson's wife / Title
1312364 / royalty / Type
masmay (normal priority)_111 666 /Person

proper name Chatreechalerm
naes_2111 / celebrate / Action

Twina_232 / birthday / Time

niew_2367 / king's grandson's wife / Title
1312364 / royalty / Type

w¢a3_111 / warrior / Person

wan_2111/ glorify / Action

naee_2111/ celebrate / Action

u_232 [/ day / Time

a_2121 / occur / Event

nien_2367 / king's grandson's wife / Title
1112364 / royalty / Type
mwsman (normal priority) 111 666 / Person

proper name Chatreechalerm
nans_2111 / celebrate / Action

qu_232 /day / Time
ina_2121 / occur / Event

nuen_2367 / King's grandson's wife / Title
1$1_2364 / royalty / Type

¥1_1322 / tea / Finished product

a3_2365 / three / Number

mavnaos_2111 / celebrate / Action
Juina_232 / birthday / Time
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20. wien_2367 / king's grandson's wife / Title
1312364 / royalty / Type
w1_1322 / tea / Finished product
a3_2365 / three / Number
mawnass_2111 / celebrate / Action
u_232 /day/ Time
ina_2121 / occur/ Event

21. wion_2367 / king's grandson's wife / Title
1$1_2364 / royalty / Type
v1_1322 / tea / Finished product
a3_2365 / three / Number
wan_2111/ glorify / Action
nane_2111/ celebrate / Action
Twina_232 / birthday / Time

22. wieu_2367 / king's grandson's wife / Title
1312364 / royalty / Type

masmay (high priority) _111_666 / Person
proper name Chatreechalerm

naes_2111 / celebrate / Action
Twina_232 / birthday / Event

23. wien_2367 / king's grandson's wife / Title
1$1_2364 / royalty / Type

¥1_1322 / tea / Finished product

a3_2365 / three / Number

maw_2111 / glorify / Action

nans_2111/ celebrate / Action
u_232/day/ Time

ina_2121 / occur / Event

24, wijen_2367 / King's grandson's wife / Title
1$1_2364 / royalty / Type

wasman (high priority) 111 666 / Person
proper name Chatreechalerm

naee_2111 / celebrate / Action
Ju_232/day/ Time

iia_2121 / occur / Event

Among these results, if the semantic patterns are
the same, we will select the ones with higher
priority of proper noun. The results will be reduced
down to 20 as shown below:
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1. wieud1 — 1193 — mdunans — Jwida
(2367 — 111 — 2111 - 232)
2. wiiauin — a3 — maunass — Ju — 1na
(2367 — 111 - 2111 - 232 - 2121)
3. vioud — a3 — Ay — Raes — Jwda
(2367 — 111 -2111-2111 - 232)
4. majoud1 — 113 — 1ndy — Raes — Ju — iAa
(2367 — 111 - 2111 — 2111 — 232 - 2121)
5. vileud1 — 1 — a5 — maunass — Juiia
(2367 — 1322 — 2365 — 2111 - 232)
6. viioui1 — 1 — @3 — ImaunRaes — U — 1Aa
(2367 — 1322 — 2365 — 2111 — 232 — 2121)
7. vilowd — 1 — @3 — Ay — Raed — Tuiia
(2367 — 1322 — 2365 — 2111 — 2111 - 232)
8. niowi1 —ana3maw (high priority) — aaes — Juiia
(2367 — 111/666 — 2111 — 232)
9. wileud1 — 1 — a5 — may — Raes— Tu — 1ia
(2367 — 2121 — 2365 -2111-2111-232 -
2121)
10. nsiew$ — mamay (high priority) — aass — Ju — iia
(2367 — 111/666 — 2111 — 232 — 2121)
11. wiou — 1$1— 103 — maunass — Tuiia
(2367 — 2364 — 111 — 2111 - 232)
12. viiow — 181 — a3 — maunaes — u — 1ia
(2367 — 2364 — 111 — 2111 — 232 — 2121)
13. wiiow — 131 — a3 — 1may — Ravs — Juiia
(2367 — 2364 — 111 — 2111 - 2111 - 232)
14. wsiou — 31— 165 — 18y — Raes— Ju — 1in
(2367 — 2364 — 111 - 2111 - 2111 -232 -
2121)
15. wiiou — 131 — %1 — @3 — mAunRans — Juiia
(2367 — 2364 — 2121 — 2365 — 2111 — 232)
16. viion — 191 — 11 — @3 —1ImaYRADI — TU — 1AA
(2367 — 2364 — 2121 — 2365 - 2111 - 232 -
2121)
17. waiou — 181 — 11— @3 —1naY — Ravd — Juiia
(2367 — 2364 — 2121 — 2365 - 2111 - 2111 -
232)
18. niion — 11— ma3maw (high priority) — nass — e
(2367 — 2364 — 111/666 — 2111 — 2121)
19. wilou — 191 — 9 — @3 —mdAN — RAvd— YU — 1Aa
(2367 — 2364 — 2121 — 2365 - 2111 - 2111 -
232 -2121)
20. wiou — 11— mw3maw (high priority) — aaes
—Ju—1na

(2367 — 2364 — 111/666 — 2111 — 232 — 2121)
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5.4 Semantic Checking Input Number | Correct | Correctness
In the last step, the semantic scores are Proceeding of of Word Word Percentage
P : pus. Fairy tale | 1,138,212 | 1,108,732 | 97.41%
that contain the maximum of semantic scores and Teoxt book of
highest priority of proper noun W|II_ be selected. computer 892,368 875,859 98.15%
For the above example, the semantic scores and Thai
priority of proper noun ordering from maximum to Encyclopedia | 85,133 84.060 98.74%
minimum are as shown below. for children
Newspaper 25,798 25,571 99.12%
Candidates Semantic Priority of Tradition
Number Scores Proper Noun article 12,354 12,308 99.63%
8 1273 1 High Total 3,657,845 | 3,560,578 -
1 1146 N Table 4: The result of Thai word segmentation
: - using lexical semantic approach
10 415 1 High g PP
2 314 - We found that most of incorrect segmented
18 26 1 High words are proper nouns. For example, for “wasau
12 5 - wfa” (the reverend grandfather monk “Maha Bua™)
20 0 1 High our algorithm can segment into waas (title of
3,4,5,6,7,9,11,13, government officer in the old time), s (look for
14,15,16,17, 19 0 - someone), 12 (lotus) but the correct segmentation

Table3: The results of Thai word segmentation
using semantic corpus

In this case, the candidate number 8 “wiemin —
masman (high priority) — naes—Jwia” is selected
because it contains the maximum semantic scores
and highest priority of proper noun. The semantic
scores are 12,735. It means that, in the semantic
corpus, the total sentences which have the same
semantic pattern of 2367 — 111/666 — 2111 — 232
are 12,735 sentences.

6  Experiment Results

We test our algorithm with 3,657,845 words and
the resulted segmented words will be evaluated by
linguists for the accuracy. So far, the resulted
segmented words are accurate both in terms of
segmentation and the right meaning assigned as in
the case of “se3wan” which we could segment
correctly  as King’s  grandson named
Chatreechalerm celebrated his birthday, i.e. we
solved the ambiguity of the string “xa3man”. The
average percentage of correctness is 97.34%. The

result of Thai word segmentation using the lexical
semantic approach is shown below.
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should be waan (the reverend grandfather monk)
wii (Maha Bua—proper name). This is because

our proper noun database does not contain the
word “wwiin”. The percentages of proper noun

from incorrect result are shown below.

Input Incorrect | Proper | Percentage
Word Noun
Proceeding of
conference 49,932 36,291 72.68%
Fairy tale 29,480 18,004 61.07%
Text book of
computer 16,509 12,142 73.55%
Thai
Encyclopedia 1,073 738 68.78%
for children
Newspaper 227 186 81.93%
Nakhonsawan
Tradition 46 38 99.63%

Table5: The percentage of proper noun from
incorrect result

7  Conclusion

This paper describes Thai word segmentation
method that takes the semantics of words (lexical
semantics) in sentences into consideration which
can reduce the ambiguity better than the
approaches that do not consider the meaning.
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