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Abstract

Intelligibility and fidelity are the two key notions in machine translation system evaluation, but do not
always provide enough information for system development. Detailed information about the type and
number of errors of each type that a translation system makes is important for diagnosing the system,
evaluating the translation approach, and allocating development resources. In this paper, we present a
fine-grained machine translation evaluation framework that, in addition to the notiamelitiibility and

fidelity, includes a typology of errors common in automatic translation, as well as several other properties of
source and translated texts. The proposed framework is informative, sensitive, and relatively inexpensive to
apply, to diagnose and quantify the types and likely sources of translation error. The proposed fine-grained
framework has been used in two evaluation experiments on the LMT English-Spanish machine translation
system, and has already suggested one important architectural improvement of the system.

1 Introduction lation segments, documents, and ultimately the MT

Most i hes t hine t lati system under evaluation. In addition to the quality-
ost current approaches 10 machin€ transiatiofl, ;o4 features of fidelity and intelligibility? also

(MT) s;_/stem eyaluathn focus e>_<c_|u_s_|ve|y on thelncludes features for the types of errors most com-
translation quality notions ointelligibility of the

( lated text andidelity of the t lated text t mon in the translation task of interest, as well as sev-
ransiated text anfidelity of the transiated 1ext 1o o, properties of the source and translated texts.

the source text, or use extensive taxonomies that L )
The motivation for this work arose out of the need

;S;kl;[%gsccoofn:g;ﬁf ;h\?a?i\(/a?:/ui;‘u?;:;Zgznoians]llﬁ%_g evaluate and document the performance of the
MT English-Spanish (LMTES) machine transla-

contexts (EAGLES, 1996; Howst al, 2002). tion system (McCord, 1989; McCord and Bernth,

The existing approaches may thus be viewed al 98), a transfer-based system whose main applica-

either general and not particularly intended for rou-,” . .
g P y tion is Web page translation.

tine use in MT system development, or not very in- While there | id f evaluation feat
formative regarding the strengths and weaknessesl‘é‘n e TISTE 19 & WICE Tange o1 evaruation 1Batres

a given system’s performance. As Reeder (200 at could be selected (cf. the feature set of the ISLE
putsit,”...the measurements have failed to meet th amework (ISLE, 2000)), we take the opportunis-

desired properties of replicability, scalability and in- :'ﬁ ?pprc_)afch of t(_;danl(‘ejc (|1999)t,fand S(talectdfeat:Jres
formativeness for users and developers.” atare informative and refevant for system deveiop-

In this paper we present a fine-grained evaluatiowem’ and a balance between the number of features

framework to improve that situation, particularly forseleCtefj’ their ease O,f measurement, and the overall
evaluation effort required.

MT system development. The new framework as- _ _
signs a multi-featureévaluation vectod’ to trans- WO particular evaluation features of the frame-
work, selected given our experience with the

* The related notions dfuencyandadequacyare also com- | MTES system, are the number of translation errors

monly used; they are particular measuremt#lligibility andfi- . . . .
delity, respectively; see for example (White, 1995: LDC, 20022ltributable to incorrect target lexical selectioms)

Doddington, 2001). and incorrect named entity translatioiNd).



The framework currently assumes manual feature The general frameworks need to be customized
evaluation using a prototype Web application, whiclkand adapted for each particular use situation, and ap-
provides access to the source and target segmergear more directed towards one-time system evalu-
and optionally to the source syntactic analysis treeations, than routine evaluation of one system in the
Despite the larger number of features involved, outourse of development work.
experience shows that the effort required for fine- The component-based evaluation methodology of
grained evaluations is only marginally higher tharNyberget al (1994) refers to MT system structure
the effort required to produce the translation qualand uses fine-grained evaluation features. Their
ity score alone (fidelity plus intelligibility). Further- method is “glass-box,” assuming access to system-
more, each of the evaluation components is suscejpternal representations, and does not address trans-
tible to automation; cf. Papineni (2002) for automatation errors, such as named entity errors, that have
tion of the quality score. now become prominent and we consider below.

We have conducted two evaluation experiments Qther recent work has explored the use of sim-
using the framework, involving approximately 1,500pler, easier-to-measure features and their correla-
segments and 21,000 words. The results have prgon with quality features like intelligibility and fi-
vided concrete development information, guidingjelity. For some multi-feature approaches to evalu-
the areas where development work should be coation, see (Reeder, 2001; Reedeal, 2001; Vanni
centrated, and has already suggested one importajfd Miller, 2001).
architectural improvement of the system. Finally, other recent work has proposed meth-

The paper is organized as follows: Section 2ds and tools for automatic or automated evaluation
presents relevant previous work on MT evaluation(Nie[genet al, 2000; Papinenét al, 2002).

Section 3 presents the fine-grained evaluation frame- fine-grained evaluation framework detailed in
work; in Section 4 we present the results of applying,o following section can be seen as one particu-

the new framework to the eyaluatign of the I-MTESIar adaptation of a general MTE framework such as
translation system; lastly, in Section 5 we dlscuspsLE for our purpose: MT evaluation that is sensi-

some extensions of this work, including options fokye and informative for MT system development.
evaluation automation.

5 Previous Work on MT Evaluation 3 Fine-grained Evaluation Framework

Our fine-grained evaluation framework provides an

MT evaluation (MTE) has been an active ﬁeld’overalltranslation uality score at the segment, doc-
prompting some to suggest that MTE is better un- q y g '

derstood than MT itself (Wilks, 1994). Most prag—ument’ and system Ievel_s, and concrete mformatlon
: o : ?bout the type and possible source of translation er-
matic approaches use primarily the translation qua

ity notions offidelity andintelligibility of the trans- rors on the system output. - The partlcular_§ét
: . of evaluation features adopted reflects our interest
lated text. That is especially true of the approaches .
. . in evaluation of LMTES, a transfer-based system
used in regularly scheduled MT evaluations, such av?hose main aoplication is Web page translation
(LDC, 2002) recently, and the DARPA MT evalua- PP Pag '
tions, from the mid-1990s (White, 1995).
European and U.S. agencies have funded dev
opment of general MTE frameworks, as part of thét the segment levelve include (i) a translation
EAGLES (1996) and ISLE (2000) projects. Thoseyuality score, as well as features to indicate possible
approaches build on previous work on software evaerrors in (ii) source tokenization and segmentation,
uation standards and take a comprehensive view @ifi) handing of HTML tag markup, (iv) unknown
MTE: They define two feature taxonomies, one rewords, (v) source analysis, (vi) named entity trans-
lating context of use to quality characteristics, an¢hation, and (vii) lexical selection in the target lan-
the second quality characteristics to evaluation megjuage, among others. We also found it important to

rics (Hovy, 1999; Howet al., 2002). include a feature to indicate (viii) defects in the input

e31._l Segment level evaluation components



source segments (e.g., misspelling€n the output UW: The number of unknown words in the cur-
side, we have features to indicate (ix) the grammatrent segment.
cality and (x) the style of the translated text. NE: The number of wrong analyses or trans-
Manual MT quality evaluations are expensive andations of named entities (people, organizations,
our framework is not intended to address th@ne places, etc.) in the input segment. A typical error is
goal of our framework, however, is that manual evalkiteral, non-idiomatic translation of a named entity.
uation take not much longer than arriving at a trans- AN: “1” if the sourcesegment fails to parse (in-
lation quality score alone. Thus, to keep the evaluasomplete) or gets an incorrect parse; “0” otherwise.
tion simple and fast, the type of the other features i€urrently we focus on incomplete parses; parse cor-
eitherbooleanor anintegercount of possible errors. rectness is evaluated in few cases only.)
Table 1 shows the ten features and types selectedTL : The number of incorrect lexical choices in the

for evaluation vectors at the segment level. translation of the current segment. Lexical transfer
problems are typically caused by defects in the bilin-
| Feature | Description | Type | gual transfer lexicon, but may also be due to other
Q Quality score [0-5] reasons, such as incorrect source analysis.
IN IN put segment error int TG: “1” if the translated segment is ungrammat-
SEG SEGmentation error bool ical in the target language; “0” otherwise. Typi-
TAG TAG (markup) error bool cal examples include lack of grammatical agreement
uw UnknownWord int where required (e.g., Subject-Predicate), repeated
NE NamedEntity error int words (e.g., double articles), etc. We also include
AN SourceANalysis error | bool incorrect, literal translation of idiomatic expressions
TL TargetLexical error int in this category (e.g., “he went brokg”).
TG TargetGrammar error | bool TS: “1” if the translated segment includes gram-
TS TargetStyle error bool matical but non-idiomatic material in the target lan-

guage; “0” otherwise. This includes lexical choices
that do not collocate well in the target language,
wrong punctuation or capitalization, etc.

Q: A 0-5 numeric score of segment translation From the above error features, we define a
quality, with “0” lowest and “5” highest. This is booleanerror featureE and anerror countfeature

a combined measure dftelligibility and Fidelity, SE useful for document and system level evaluation.

which we adopted from previous LMT evaluations, E: 1" if any featureSEG, ..., T'S is non-zero;
See the Appendix for the detailed meaning. 0 otherwise. This field |s_the Ioglcair of the last

IN: The number of defects in the current inpuf'9Nt features. Note théll is not included.
segment. This feature is used to track what target SE The sum of the featuresEG, ... TS.
errors may be attributed to input defects. Typical in- 1 N¢ features above were pragmatically selected
put defects are misspellings, bad grammar, etc. and the feature types have been kept simple to allow

SEG: “1” if there is a tokenization or segmenta-forl\;aSt a]:nd consistent mantizll ev:l Igatlnon: f th
tion problem for this segment; “0” otherwise. The ost features assume a “black-box” view of the

typical problem is the break up of a single sentenc@/Stem and are grch|tecture-|ndepen_dent. The main
into multiple segments. exception to this is the source analysis featdns)(

TAG: “1” if there are (HTML) markup tag errors; ;’i\'hr']Ch r?%u]: r?ts;]a;:r(;es;s tio sourrcc(aj ?n\zly;lls retprrensefntra-
“0” otherwise. A typical error is wrong handling of bgs:das st(lajm se choaes il\aialzeeato a Z::j U?NS €
font change of hyperlink tags in the source. y suct '

may also require, in a few cases, access to system-

2 This feature is required to trace what fraction of outpuinternal representations. The other seven features,
errors is caused by input, rather than system error. however, can be evaluated on the basis of the input

3 Most manual evaluation effort is in arriving at the transla- “ ”

nd output segments alone, and so are “glass-box

tion quality score, which alone requires reading the target, arfd h i
source and/or reference translations. and generically applicable to any MT system.

Table 1: Segment Evaluation Features



According to Table 1, a translated segment is al- The system-level feature values are defined as the
ways assigned a translation quality score and may beeighted average of the corresponding document-
marked as having one or more translation errors. level features, where the weight; for document!

The evaluation feature set is is given as the number of segments in the document,

divided by the total number of segments:
F ={Q, IN, SEG, TAG, Uw, NE, AN, TL, TG, Ts} (1)

D
and for each € F, we usef; to denote the feature’s i, sys = Z wq - fi,d,sys (4)
value. More generally, we writ§ ; 4 ., to denote d=1
the value of feature for segments in documentd, where
as measured on systems.

The evaluation vector assigned to each segment Wy = gsi’d (5)
is then >oi=11s,;

Ve =< fi,s: forie F > (2) The final system quality score is taken as the

featureQ, which according to our definition is the

Below we also writef; nd f; n .
elowwe aiso &fi,d, sys AN S, oy 10 denote weighted average of the document scores.
the corresponding feature values at the document

and system levels. 4 Application of the Framework

3.2 Measurement criteria We conducted two evaluation experiments on the

The Appendix provides the criteria for assignmentMT English-Spanish translation system using the
of the LMT segment quality scor@. More detailed 2above framework, with a corpus of approximately
presentation of the criteria for the other features 4,500 segments and 21,000 words.

beyond the scope of this paper. The experiments were designed to make an
LMTES diagnostic that would be useful for further
3.3 Document level evaluation system development. Indirectly, we also were inter-

At the document levehe evaluation vector includes €sted in testing the sensitivity and informativeness

the same set of features as the segment level eval@4the evaluation framework.

tion, plus the following two: In the first experiment, the selected corpus was
S: The number of segments in the document. translated into Spanish with LMTES, taking as base-
DE: The total number of errors in the document. line the version of November, 2002. In the second
The document-level feature values are defined &Periment the system was further developed using

the mean of the corresponding segment-level fe& small development subset of the first corpus; the

tures. The total error numb@&E is the sum of the Performance of the improved system was then mea-

error countsSEfor the segments in the document; Sured on test and development corpora.

4.1 Evaluation corpus and system

S
foE,d=>_ fsB,sd (3) We selected seven HTML documents from a vari-
s=1 ety of domains and document styles, with a total
The document quality score is taken as the feaf 1,516 segments and 20,946 words. The average
ture @, which is the arithmetic mean of the segmentiocument length was 228 segments and the aver-
scores, regardless of segment length. age segment length was 13.8 words. The document
sources included two U.S. government agencies, one
city agency, one university, one computer company,
At the system levethe evaluation vector consists ofone news source, and one Web technology reference.
the features from the document level evaluation, plus The evaluations were conducted by two Spanish-
the following one: English bilinguals, with the source, source analysis
D: the number of documents used in the systerand translated segments, and with a field for each
evaluation. segment evaluation feature.

3.4 System level evaluation



To test actual system quality in the translation Error Type | Count [ % |

task selected (Web page translation), we worked IN 11| 1%
with the source HTML documents, rather than pre- SEG 210 | 14%
segmented text files alone. This allowed us to TAG 1411 9%
evaluate errors like segmentation and handling of UW 85| 6%
HTML markup, that wouldn't be evaluated on pre- NE 208 | 14%
segmented text files without markup. AN 149 | 10%
4.2 Baseline evaluation experiment TL 678 | 45%

. . . TG 611 | 40%
In the first experiment the evaluation was done by TS 553 15%

one evaluator according to the criteria defined.

The baseline system score was 3.41 on our O to
5 quality scale, with a standard deviation of 0.34.
The lowest document score was 2.9, and the highest
3.74. The total number of errors identified in the4.3 System development experiment

evaluation was 2,278, or an average of 1.5 errors per

segment. Of the 1,516 segments evaluated 79%, I(glrthe second experiment, we selected 120 segments
1.192. had some kind of error from the original corpus; in general, we selected the

Table 2 shows the percentage of segments pg)rp 20 to 30 segments from five of the source docu-
quality score level, O to 5, in the baseline systen{.nems' The selected corpus had 1,752 words and an

22% of the segments had the top score of 5, whil@verage sentence length of 14.6. The shortest seg-

the bulk (58%) had a score of 3 or lower, which renMentwas 1 word, and the longest 39.

ders them “informative” but with major translation The goal of this experiment was to seek, in a prin-

Table 3: Baseline Error Type Distribution

errors, in what is called gistingapplication. cipled way and with a limited amount of develop-
ment effort, improvement on the translation of the
| Score| Count | % | development corpus, by working separately on the
5 340 | 22% three major stages of the LMT translation process:
4 208 | 20% (1) Source tokenization, segmentation, and analysis,
3 489 | 32% (2) lexical transfer, and (3) syntactic transformation
2 219 | 14% and target output generation.
1 69| 5% The improved system was evaluated again on the
0 1011 7% development corpus and on an independent regres-
sion test corpus of 4,239 segments. For this experi-
Table 2: Baseline Translation Quality ment, the evaluations were conducted by three eval-

uators, fluent English-bilinguals and native Spanish
Table 3 shows the error type distribution, as thepeakers. The evaluator responses were averaged for
percentage of error segments for each error type. the integer-type features, and taken as majority vote
The error type distribution shows that deficiencyfor the boolean-type features.
in the bilingual transfer lexicon is the largest source The experiment was designed to test the transla-
of errors. Named entity translation is another signiftion quality improvement that could be obtained by
icant sourcé. Note that the error sources are interworking with the development corpus, and to mea-
related, since a failure, for example, in named entitgure the contribution that each stage can make to-
parsing can lead to other analysis errors, and to tagards quality improvement.
get lexical and grammar errors. The baseline system score was 3.37 on the 120

4 LMTES uses multi-word expressions, and subgrammar§€gment corpus subset. The score improvement
for numbers and time expressions, for the translation of namegin the development corpus wag).83 (score 4.2),
entities. We included th8lE feature in the evaluation frame- ; :
work since named entity errors have a major effect on the inteY-Vh”e on the test corpus.lt vyasQ.Ol.
ligibility and fidelity of the translation. Table 4 shows the distribution of segments per



each quality score level, 0 to 5, and the change in the ] Error Type \ Baseline\ Development\

score distribution for the baseline system, the im- IN 2% 2%
proved system on the development corpus, and the | SEG 11% 1%
improved system on the test corpus. TAG 6% 3%
_ uw 11% 0%
| Score | Baseline| Development| Test | NE 19% 1%
5 14% 46% | 14% AN 23% 3%
4 14% 29% | 15% TL 60% 10%
3 42% 21% | 42% TG 59% 29%
2 24% 2% | 23% TS 37% 42%
1 6% 1% | 6%
0 0% 0% | 0% Table 5: Error Type Distribution and Improvement

Table 4: Translation Quality Improvement
word sense disambiguatio"hso some words cannot

There is a significant improvement in translatiorPe reliably translated.
quality, as measured on the development corpus. In the development experiment the effort on fully
The percent of segments with the top score of 5 (higfnproving the grammatically of the translations
quality) increased from 14% to 46%, while the per{TG) was limited, so in that category the reduction
cent of segments with a score of 3 or lowgist N error rate is not as dramatic as with the previous
quality) was reduced from 58% to 25%. error categories.

Therelevantsystem quality improvement (thatis, Finally, it may seem paradoxical that the number
testing on unseen data) obtained in this experimerff style errors in the target texT§ was not re-
however, was positive but not significant. On théluced in the development experiment, but instead
regression test corpus only 136 of 4,239 segmeniidcreased. The percentage of segments with style
changed; 74% of the segment score changes weg&0r went up from 37% to 42%. That is an artifact
positive> of our evaluation criteria, where style errors are not

Table 5 shows the distribution of segment transthecessarily) marked on a translated segment if there
lation errors, per error type, using the percentage € much more serious defects in the segment, such

the total number of segments for each error type. as @ failed source analysis or altogether a lack of
translation. In those cases, no style error is marked.

4.4 Results analysis The larger number of style errors in Table 5 is a

Certain types of errors, such as unknown worgteflection of the overall improvement in translation
(UW) and named entitieNE), at least in a closed quality, so that it becomes meaningful to evaluate
development corpus, can easily be eliminated con$€gment translations according to style.

pletely or nearly so.

Errors in target lexical selectionT) can also
be reduced substantially, e.g., from 60% to 10%Qur framework has been implemented as a Web-
but are much more difficult to eliminate completelybased XML application, which can dynamically
LMT, for example, works on individual sentencesgenerate Web forms with the required input boxes
and there is no general inter-sentential context fdfom MT system outputs. One major advantage of a

4.5 Web-based MT Evaluation Application

® The high score improvement testing on development data ° There is a mechanism to activate one or more given “sub-
and the small improvement on the test data are not surprisingct areas” for an entire text, which can be used to control lexical
given the very small size of the development corpus. The resuselection and translation. However, that is not sufficient for full
shows the difficulty of achieving general MT quality improve-word sense disambiguation.
ments, and the importance of working with large development 7 An example is the sentence “Runners in dark shades and
corpora, focusing on error types with the most impact. earth tones, that's all anyone wants, ...”, where the sense of

Our interest in this experiment was to test the sensitivity antfunners” refers torug runners but that is clear only from the

informativeness of the fine-grained evaluation framework. larger context of the news article.



Web application is that it can be widely accessiblesume a “black-box” view of the system, and so are
with minimal client software and data requirementsgenerically applicable for MT (White, 1995).
only a recent browser (IE-6) is required. _

6 Conclusion

5 Future work The fine-grained evaluation framework developed in

We plan to explore the correlation between the diftNiS Paperis a powerful new tool for MT system de-
ferent subsets of features in our evaluation vectorg.el()pm?m' Th? detailed mfor_matlon it provides of
This is similar to other work, for example, Study_translatlon quality, types and likely sources of trans-

ing the correlation between translation quality anéf”‘t'o_n errors, 'and the|r_ incidence in a given autg-
named entity translation (Reedetral, 2001). matic translation task, is useful for MT system di-

The detailed LMTES evaluation results of the nev&‘gnOSiS and development planning, to better allocate
development resources.

framework provide an indication of the areas of de- Th q luation f K b
velopment most needed on the translation system, € proposed evajuation framework can be seen

: oo . ._as one particular instantiation of a general frame-
and their relative importance. One such area is inf P 9

proved translation of named entities; in the develwork’ such as ISLE. The results of the evaluation

opment experiment the incidence is in 19% of Seg?xperlments have confirmed the importance of con-

ments, and the score impact is between -1 and tinued development of the bilingual transfer lexicon

points each time. We are addressing that probleﬁpd indicated the need for more accurate translation

in separate work, using a pipelined NLP processin name_d entities, which is addressed in an archi-

model where named entities are identified and tran _c_turgl Improvement to the LMT system currently

lated in a separate, prior stage to general translatio °'nd implemented.
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