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Abstract 

By this paper, we present the 
INTERLINGUA Project1: its design and 
current work. The goal of the project is 
achieving fully-automatic (no pre-edition, 
no post-edition) translation of emails in 
the virtual campus of the Open University 
of Catalonia (UOC). The problem of un-
supervised machine translation of emails 
is discussed. Then we describe the strat-
egy designed to build the system, includ-
ing a multiple-level evaluation process 
and the building of several automatic pre-
edition, post-edition and unknown-word 
extraction modules. Last, the work carried 
on so far on building such decision-taking 
modules is presented. 
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Introduction and Rationale 

The UOC (www.uoc.edu) is a virtual University 
currently offering 17 official university degrees, 1 
Ph.D. program, and several dozens of other 
courses. Communication between students, profes-
sors, and supervisors is completely performed via 
email or email-like means –e.g. kinds of news-
groups– within a virtual campus and a system of 
virtual classrooms. Courses are taught in Catalan 
and/or Spanish. 
 

 
1 Funded by the Interdisciplinary Internet Institute; IN3- IR 
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Many of the students are Catalan speakers, which 
means that, due to the linguistic situation in Cata-
lonia, they are fluent in both Catalan and Spanish. 
Another part of them are Spanish speakers living in 
Catalonia, which most of the times can read Cata-
lan but can’t write it properly. Last, due to the re-
cent expansion of the UOC to the rest of Spain and 
South-America, there is a new sector of students 
who are strict monolingual speakers of Spanish. 
 
Such a situation might lead to gradual substitution 
of Catalan by Spanish in the classrooms. A statisti-
cal study on the language used to write and to reply 
messages at the UOC, covering 1 year of 4 news-
groups, shows that, although 68.9% of the users 
can be considered spontaneous users of Catalan, 
42.9% of these Catalan-speakers code-switch to 
Spanish when replying to messages in that lan-
guage. The INTERLINGUA Project aims to over-
come such effect by allowing effective cross-
linguistic communication using machine transla-
tion (MT). 
 
We foresee that the goal (MT for communication, 
not for gisting or budget cutting in document trans-
lation) is reachable since Catalan and Spanish are 
two Romance languages structurally quite similar 
at all levels. This makes that MT systems perform 
at high levels of quality between the pair, as pre-
liminary tests of translation of pre-edited texts 
have shown. It seems clear that MT between Cata-
lan and Spanish (and vice versa), when using a 
knowledge-rich system, just needs of good lexi-
cons and a tuning effort on solving some reluctant 
ambiguities to produce fully comprehensible and 
faithful texts. 
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Notwithstanding, it is clear that the special task of 
machine-translating emails in the environment we 
have described above shows a number of addi-
tional important problems, which can be classified 
in three main categories: 
 
– Impossibility of human intervention in the MT 
process 
– Specificity of the email register 
– Problems posed by the special case of bilingual-
ism and languages in contact 
 
Factors 1 and 2 involve an almost absolute impos-
sibility of any kind of edition or control on the text. 
On the one side, emails should flow instantly 
trough the net admitting no delay for human for-
matting, pre-edition or post-edition. Besides, any 
try to charge users with some kind of language 
self-control is led to fail –they just want to write 
their emails without needing to undergo any kind 
of a boring process. On the other side, communica-
tion by email is strongly characterized by their in-
tensive use of non-standard language –plus some 
visual information resources, and a wide range of 
unforeseeable errors (see section 2.2, and also 
[Fais01] and  [Yates93]).  
 
As it is well known, standardization and correction 
of the input text is a key factor for success in MT –
e.g. well-established vocabulary, terminology and 
abbreviations, well-formed sentences, cohesion 
and absence of errors or bizarre new forms of ex-
pressivity. Therefore, in our case, we need of a 
highly structured effort to customize the system by 
designing, building and integrating in it a number 
of decision-taking modules that automatically 
overcome deviations of the standards in the input 
text –a sort of automatic language control. 
 
The third factor, languages in contact, adds extra 
challenges since messages might mix Catalan and 
Spanish when quoting or linking to previous arti-
cles, and there is a range of (mainly lexical but also 
structural) language interference even in monolin-
gual emails. Besides, for historical and educative 
reasons, users show different levels of competence 
in either of the languages –competence in writing 
Catalan is usually quite lower. This makes us to 
expect added difficulties on generalizing solutions 

since either translation direction should be handled 
differently. 
 
Furthermore, obviously, the environment should 
manage the usual need for terminological tailoring 
of the system according to the domain. 
 
In section 2, we describe our design of the process 
to get a fully functional prototype of unsupervised 
email MT in a selected area of the virtual campus 
of the UOC. Emanating from that design, in sec-
tion 2.1, we present the evaluation process we have 
set; in section 2.2 a preliminary typology of errors 
and problems; and in section 2.3 the modules we 
foresee will be necessary to be built to face the 
task. Then, section 3 presents the work done so far 
on building such modules. Last, section 4 sets 
some concluding remarks and future work. 

 

2 Outline of the Project 

INTERLINGUA is going to address the problem 
by adapting an MT system in two ways: (a) build-
ing before and after it general external modules of 
both automatic pre-edition and post-edition of the 
text; and (b) building terminological lexicons for 
every communicative space according to its do-
main and a lexicon for the email register vocabu-
lary (eMRV) –the Figure below shows a very 
simple sketch of the environment. Besides, users 
will be informed that their emails are going to be 
machine-translated, so we will set the appropriate 
informative actions. 

 
The system we have adopted is Sail-Labs Incyta 
ES/CA, a development of METAL, which, accord-
ing to preliminary evaluations not to be discussed 
here, has proved to be the best program to translate 
from Spanish to Catalan and the other way round. 
 
When we started the project, the first thing we real-
ized is that we needed a sound process of evalua-
tion in order to acknowledge both (a) the actual 
linguistic effects of the communicative situation 
related to machine-translation, and (b) the per-
formance of the MT system in that framework. 
That is, micro-evaluation and macro-evaluation. 
The task, which is described in section 2.1, has 
been designed as a complex process at different
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Sketch of the environment 

 
levels. As a general approach, we follow the ISLE 
guidelines [ISLE00] –since they are MT-
evaluation specific– adapted to the needs of our 
project. Incidentally, the process involves the con-
stitution, marking, and alignment of appropriate 
corpora for each level of evaluation. 

 
Macro-evaluation will provide reliable scores to 
know and show where we are, what can we expect 
from here and what do we will eventually reach. 
Micro-evaluation is carried on to obtain qualitative 
and quantitative information to decide in which 
direction should we go first –which kind of mod-
ules shall we priorize to achieve a greater impact 
on the quality of the translation.  
 
To serve as a prototype environment, the so-called 
Fòrum d’Informàtica (Computer-Science News-
group) has been chosen. In this newsgroup, stu-
dents and other members of the community 
exchange information and opinions about com-
puters, software, and related educational subjects. 
Messages and replies are posted in Catalan or 
Spanish indistinctly as it is assumed that all users 
comprehend both languages. This environment was 
chosen because it provides a corpus of emails in 
either languages large enough to carry an evalua-
tion, and because it belongs to a clear terminologi-
cal domain. Unfortunately, although there are 
several corpora available for Spanish and Catalan 

(see [Badia98]) none of them include email texts, 
so we had to constitute our own corpus. 

 

2.1 The evaluation process 

As told above, we realized that the evaluation 
should be performed at different levels –each one 
mixing with the rest. This implies constituting, 
marking, translating, aligning, and evaluating dif-
ferent versions of the corpora. Each corpus consists 
of 130 emails and 12,000 words. Such levels are 
the following: 
 
– Translation direction. Both directions, SPA-CAT 
and CAT-SPA must be evaluated. 
 
– Granularity. Email-to-Email and Sentence-to-
Sentence. On the one hand, complete emails must 
be translated as-they-are, without additional seg-
mentation or spacing and punctuation correction. 
This will shed light on the performance of the MT 
system related to email structural problems. On the 
other hand, translation of the manually segmented 
emails will show how the system performs as it is 
naturally prepared to work –that is, Sentence-to-
Sentence. 
 
– Limits. We want to evaluate the system’s per-
formance (a) without any kind of correction or edi-
tion of the input text; and (b) once the input has 
been manually pre-edited according to a sheet of 



style basically oriented to correct punctuation, ty-
pos and lexical errors. The former will set the base-
line of the project –where we are when we start: 
what could we get without any intervention, just 
plugging in the MT system to the email server. The 
later will settle the uppermost level of expected 
performance. That is, as by now we can’t make 
internal changes on the MT system (we can only 
act on its surroundings), the environment can 
hardly aspirate to surpass that top-level perform-
ance –except by improvements reachable by vo-
cabulary enrichment. 
 
The first step in the evaluation process consists in 
selecting the most suitable items from the ISLE 
guidelines for both macro-evaluation and micro-
evaluation. For macro-evaluation, we choose intel-
ligibility and fidelity, and also terminological pre-
cision because the e-mails of the newsgroup are 
terminologically rich. Style is also selected because 
we want translations to keep the informal flavour 
of the original e-mails. We reject ISLE items such 
as clarity, coherence, consistency, informativeness, 
and readability because, in our opinion, these 
items would be suitable if inputs were well written 
and coherent but informal e-mails are often charac-
terized by the lack of these qualities. We prefer to 
outstand intelligibility and, if the e-mail is clear, 
consistent, or readable, we consider these qualities 
as factors that improve intelligibility. 
 
The items of the micro-evaluation are the errors to 
be solved in the future. These items are grouped in 
what the ISLE calls characteristics of the input and 
characteristics of the output. The characteristics of 
the input cover errors made by e-mail writers and 
are classified in performance errors and language-
competence errors. The performance errors are 
typing errors. The language-competence errors are 
syntactic error, spelling error, intentional lexical 
error, non-intentional lexical error, expression 
error and language interference. By intentional 
lexical error, we mean lexical items that deviate 
from the standard and are used intentionally by the 
writer (e.g. ‘holassss’ instead of ‘hola’ (‘hello’)). 
However, in non-intentional lexical errors the 
writer is unaware of his/her wrong use of a lexical 
item. Expression errors are wrong uses of an ex-
pression in a certain context and also preposition 
errors within an expression. Language interference 
is the influence of the writer’s knowledge of the 

target language on the use of words and expres-
sions that are not correct in the source language. 
Another case of language interference is when the 
writer prefers to use phrases, terms, etc. in the tar-
get language or any other language because in the 
computer-science domain these words, terms, and 
phrases are more commonly used.   
 
The characteristics of the output are those errors 
that are imputable to how the MT system trans-
lates. The items related to the characteristics of the 
output are syntactic error, morphological error, 
word not translated, word badly translated, expres-
sion not translated, expression badly translated. 
 
After having selected the items of the evaluation, 
we have developed a tool for the judges to evaluate 
the translation of e-mail segments. By this tool, the 
evaluation of each segment is carried out in five 
steps. Firstly, the evaluators must judge whether 
the translation is intelligible or not without seeing 
the source segment. Then they see the source seg-
ment as well and must decide whether the transla-
tion is faithful to the original in content and style. 
If the translation is not fully intelligible or faithful, 
the judge must grade the errors responsible for it.  
 
We establish 4 levels of error, based on Green’s 
Rating Scale [Green77]: 1- minor error (error that 
affects style), 2- error which does not impair com-
prehension of the segment, 3- error which leads to 
ambiguity, 4- serious errors (error that makes the 
translation unintelligible). From this rating scale 
we can infer most of Van Slype´s grading scales of 
intelligibility and fidelity [VanSlype79], so if the 
judge detects serious errors we can infer that the 
translation is unintelligible, if the errors are minor 
or do not affect the meaning of the sentence the 
segment is fairly intelligible and if the error leads 
to ambiguity, the segment is unfaithful. From our 
point of view, in e-mail translation the important 
thing is the global feeling of ‘intelligibility’ and 
‘fidelity’ not the grades of it. Because of this and 
for simplicity’s sake, we decided not to make 
judges evaluate grades of intelligibility and fidelity 
so they grade errors straightforwardly. The fourth 
step is to analyze the original and the translation 
and to typify the error as either an input error (of 
the user) or an output error (of the system). If an 
input error, they must state whether this error is a 
syntactic error, a spelling error, a lexical error 



(intentional or non-intentional), an expression er-
ror, or a piece of language interference. If an out-
put error, they must state whether the error is 
morphological or syntactical or whether there are 
words, terms or expressions not translated or badly 
translated. After having performed these steps, the 
judge can write comments that will be an important 
source of information about future improvements 
and data for investigations on e-mail writing and 
MT-translation. 
 
At this moment all of the corpora have been consti-
tuted, treated and translated, and sent to the judges. 
 

2.2 

                                                          

Preliminary typology of errors and prob-
lems 

At the moment of the public presentation of this 
paper, the evaluation process will be completed. 
Therefore, we will be able to show results that 
classify, quantify and rank in order of actual im-
pact all errors and pieces of linguistic deviation of 
formal texts which cause malfunctioning of the 
MT system. 
 
By now, preliminary examination of the corpora 
allows to present the following typology of prob-
lems to be found in our domain of input email 
texts. We have detected three main categories: (1) 
non-intentional errors; (2) intentional deviations of 
the standards; and (3) lexical gaps in the system. 
 
1. non-intentional errors  
1.1 performance errors (typos, involuntary word 
repetition) 
1.2 competence errors2 

1.2.1 orthographic (spelling mistakes) 
1.2.2 lexical (specially wide-spread Spanish-

Catalan interference –barbarisms) 
1.2.3 syntactic (specially typical incorrect use 

of some functional words in Catalan by influence 
of Spanish) 

1.2.4 cohesion errors (such as incorrect ana-
phoric agreement) 
2. intentional deviations 
2.1 language shift 

 
                                                          2 Some of them are caused by linguistic interference: influence 

of the Spanish norms on writers in Catalan or vice versa. The 
extent of the problem is to be analyzed further but in any case 
they are classified in principle as competence errors. 

2.1.1 lexical (usually Catalan words in Spanish 
texts or vice versa, but also English words in both) 

2.1.2 phrasal (longer texts chunks of other lan-
guages in the email) 
2.2 new forms of expressivity typical of the email 
register 

2.2.1 lexical (e.g. SMS-like shortenings, ortho-
graphic innovations such as tod@s or todos/as, 
phonetic reproduction as in wow, capitalization to 
show emphasis as in “It was NOT me”3, eMRV: 
words usual in speech but not normative –therefore 
they are not in dictionaries) 

2.2.2 visual (e.g. smileys, multiple marking as 
in Is it true???!!!!) 

2.2.3 pragmatic (use of linking –fragments of 
the mail one is answering to simulate a dialogue) 

2.2.4 simplified punctuation (intentional lack of 
punctuation marks, accents...) 

2.2.5 simplified syntax (e.g. sentence-
shortening by preposition drop, composition by 
symbols instead of words as in Apache+Tomcat) 
3. lexical gaps (vocabulary missing in the system: 
domain terminology, speech community’s termi-
nology, acronyms, dialectal vocabulary, standard 
words still missing in the system’s database) 

 
In addition to such problems coming from the in-
put text, there are some systematic cases that 
largely cause malfunction of the MT system and 
that can be straightforwardly detected just looking 
at the output: 
 
– (Inappropriate) translation of proper nouns –
especially in the “From” and “To” fields. 

– Systematic lack of disambiguation (therefore, 
usual bad translation) of a number of typical 
homographs –specially grammatical words, as 
ho/el, per/per a, en/a... 

– Non-translated terminology 

Such cases are retrievable from the output text 
since they come out tagged as problematic. There-
fore, we shouldn’t wait to complete the evaluation 
process to realize we ought to build appropriate 
post-edition modules to solve them –see next sec-
tion, specially for the case of terminology which 

 
3 Although these probably won’t cause errors in translation, 
they should be faced in order to try to preserve their pragmatic 
function in the translated email. 



still remains untranslated even after having built 
new terminological dictionaries. 

 

2.3 Foreseen decision-taking modules 

As discussed above, the evaluation will be the key 
factor to eventually decide what modules will be 
developed, and, remarkably, which are the priori-
ties –work will concentrate on those that are ex-
pected to have greater impact on the quality of the 
results. Nevertheless, at this stage we foresee that 
the following modules and tasks will be needed: 
 
(a) Language detector 
 
This first module is very important because it will 
decide the direction of the MT system  (SPA-CAT 
or CAT-SPA). If we fail to detect the language of 
the e-mail, obviously, the result of the MT process 
will be completely useless.  
 
(b) Automatic pre-edition 
 

(b.1) Punctuation recovery 
 

Many people write e-mails without any kind of 
punctuation marks. Without such information the 
MT system has no way to track sentence limits –a 
problem related to segmentation–, leading to im-
portant errors in translation.  

 
(b.2) Typing mistakes recovery 
 

Mails usually contain several orthographic er-
rors due to typos –users know how to spell the 
word but fail to write it due to rapid writing. We 
foresee it will be important to detect this kind of 
errors, although it is dangerous for our system to 
perform fully automatic spelling correction, since 
the input text is full other kinds of unknown words.  

 
(b.3) Accent recovery 
 

Users tend to lack accentuation in emails. This 
is a big source of ambiguity in SPA and CAT since 
the lack of accents dramatically enlarges the num-
ber of homographs –one of the main causes of 
lexical transfer errors.  
 
 
 
 

(c) Lexical modules 
 

(c.1) Techniques of rapid terminology ex-
traction 
 

We will develop subject-specific (computer-
science) glossaries by combining different NLP 
techniques (see Section 3).  

 
(c.2) eMail Register Vocabulary (eMRV) 
 

The other main class of unknown words in our 
environment is eMRV. Different to terminology, it 
is not domain-specific but register-specific (email 
register – close to speech). We shall build a lexicon 
module for eMRV using similar techniques that 
those used for Terminology extraction. The main 
problem would be getting an email corpus large 
enough for the task and the need for morphological 
inflection and derivation.  
 
(d) Automatic post-edition 
 

(d.1) Homograph disambiguation 
 

The MT system in some cases can’t disambigu-
ate translation of high-frequency homographs, 
therefore it tags the output for the option: e.g. SPA 
(original): “llevar el temario al día”  CAT (MT-
translated): “portar el temari al/en dia”. This kind 
of ambiguities are a well-known problem in 
CAT<->SPA translation [Canals02]. We plan to 
develop an algorithm based on Machine Learning 
[Knight97] [Màrquez00] to disambiguate the most 
productive cases. 
 

(d.2) Terminology on demand 
 

We want to extend the algorithms developed for 
rapid terminology resolution to work “on line” 
with the MT-system as a post-edition module. This 
module (TonD) tries to detect an untranslated 
string as an unknown terminological entry and find 
it’s translation on a multilingual corpus. There are 
many problems behind this simple idea: the termi-
nological unit not always correspond to the un-
translated string and may extend some words 
before of after it, the untranslated string may corre-
spond to an misspelled word not detected in the 
pre-edition modules, etc.  

 
 



(e) Proper Noun Resolution.  
 

Translation (or non-translation) of Proper 
Nouns is a problem that mixes with that of confu-
sion between proper nouns and other kinds of capi-
talized words (at the beginning of a sentence, for 
emphasis or for other reasons). We still have to 
perform tests to decide about dealing with it as a 
kind of post-edition error-recovering module (since 
possible PNs come output-tagged by the MT sys-
tem) or as a pre-edition one –as a more standard 
PN-detection module–. 
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Current work on decision-taking mod-
ules 

We have adapted van Noord’s TextCat language 
identificator4, which is an implementation of [Cav-
nar94]. The straight application of this identificator 
on our corpus of emails gives a precision score of 
93.8%5. Applying it to the pre-edited corpus, preci-
sion improves slightly (94.6%). The relative low 
precision of the detector is mainly due to the short 
length of emails and to the fact that some of them 
mix languages.  
 
As for automatic pre-edition, we are testing Ma-
chine Learning approaches on the tasks of accent 
and punctuation recovery [Beeferman98]. The task 
of punctuation recovery has connections with that 
of capitalization recovery and proper noun detec-
tion. In order to train the Machine Learning algo-
rithms we need a larger corpus than the one used 
for evaluation, so we are using the same corpus we 
have developed for terminology extraction.  
 
We are developing a module to detect typing errors 
based on minimal edit distance and supported by 
subject lexicons and subject specific corpora. The 
module will try to correct an unknown word only if 
it’s not present in the subject lexicon of any of the 
implied languages Spanish, Catalan, and Eng-
lish. This query will be extended to subject specific 
corpora for the same languages. The module will 
take into account the relative position of characters 
in a standard Spanish-Catalan keyboard 
[Schulz01]. 

 

4 

4 http://odur.let.rug.nl/~vannoord/TextCat/index.html 
5 Using the language models of Spanish, Catalan, French and 
English and performing the detection on the body of the mail 

 
At the moment, we are approaching all pre-edition 
problems separately. Nevertheless, our goal is now 
to find the method to deal with all of them in an 
integrated way. 
 
As for terminology, we have developed an extrac-
tion module and a parallel corpus (a compendium 
of manuals and technical documents) on computer 
technology. We are applying some different tech-
niques of terminology extraction: purely statistical, 
statistical with entropy-based scores and a linguis-
tically-based approach. The statistical approach 
[Church90] is based on frequency and results are 
filtered out with a list of stop words. Entropy-
based methods [Merkel00] provide useful informa-
tion to discriminate those multi-word units than 
can be terminological. The linguistic approach 
[Kupiec93] works with a POS tagged corpus. In 
order to POS-tag the corpora we are using tools 
and techniques developed by [Padró96] [Padró97] 
and [Màrquez97]. Such techniques are used to ex-
tract monolingual glossaries from subject-specific 
corpora. Furthermore, we plan to extract terminol-
ogy translation from aligned, equivalent and com-
parable corpora.  
 
We have also developed a module that automati-
cally detects untranslated terminology units in the 
output. The next step is to link these modules to 
configure TonD. Related tot this, at the moment, 
we are applying EBMT methods on aligned cor-
pora [Nagao84] [Niremburg95] giving good results 
for high frequency terms. In a next step, these 
methods will be compared to those of [Allen98]. 
 
Last, with respect to eMRV inflection, we have 
developed techniques that have proved to be highly 
effective for other morphologically rich languages 
[Oliver02]. 
 

Concluding remarks and future work 

In this paper, we have presented the 
INTERLINGUA Project and its design. Although 
the development of problem solutions is on a pre-
liminary stage, we think that the proposal of mod-
ules that monitor automatically all the translation 
process for a real application that demands an un-
supervised process is important enough. This proc-



ess involves decision-taking actions such as choos-
ing translation direction, recovering accents and 
punctuation, stating proper noun interpretations, 
disambiguating homographs, and finding the right 
term in the target language even when it is not in 
the system’s dictionary.   
 
Besides, our approach to e-mail MT is based on a 
sound investigation of the peculiarities of this reg-
ister and we take into account new aspects such as 
bilingualism.  
 
The streamlines of the future work will be based 
on the results of the evaluation, after realizing (a) 
whether the approaches we are taking describe and 
solve the most relevant problems or we must face 
problems not expected so far and (b) what lines 
must be prioritized in order to optimize results. In 
the case our evaluation approach proves to be in-
sufficient we will test other translation metrics also 
applicable to MT such as those described in 
[IJLP00]. 
 
As for automatic pre-edition and post-edition, we 
will also explore the works by Hogan and others 
(e.g. [Lenzo98]) on accent mark reinsertion and 
[Allen00,02], [Krings01] and [Knight94] on error 
recovering and text repairing. 
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