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Abstract

When the example-based approach is used for machine translacion, it is important to collect,
a large volume of translation patterns, because most systems employ a pair of source and target
parsed structures as a translation pattern, and such translation pairs are hard to eollect. This
paper describes a method to find out translation patierns which are valid for the translation
pattern base by comparing wrong translations and cotresponding correct translations.

1 Introduction

An example-hased approach (EBA), an emerging machine translation technology proposed by
Nagao [3], has been extensively used in recent studies (8, 5, 10, 7, 2, 1, 11]. A typical EBA
transtation system uses a large volume of translation examples or translation patterns, each of
which is a pair of parsed structures in two languages. Collecting a large volume of such patterns
is 2 difficult and time-consuming task. This paper describes a method of extracting translation
patterns that are valid for the current translation pattern base from translation examples.

In Figure 1, (a) is a dependency structure of an input Japanese sentence, (rl}, (r2), and (r3)
are given translation patterns, and {b} is the English dependency structure produced by these
patterns. Clearly, (b) is not a correct translaiion of (a), whereas (¢} is. Therefore, what we want
to do here is, by compating the current output (b) and & correct output (c), to extract a translation
pattern {r4) that can be added to the given translation pattern base.

Given an input string S,, let S. be an output string produced by a translation system T'S, and
let S, be a correct translation of 5,. The purpose of the proposed method is to obtain translation
patterns that produce the correct translation string 5,. We assume the following:

¢ T5 is an example-based transfer system that can use translation patterns directly.

s Parsing is error-free, that is, the parsed structures of the source and target languages ate

correct.

¢ Transtation pattern base includes some translation patterns.
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Figure i: Example of extracting a new translation pattern

The second condition might sound rather severe. However it does not mean that parsing must be
done entirely by a parsing program, but rather that human supervision is allowed. Thus, we can

break down the problem of obtaining translation patterns inte the following two sub-problems:
+ making a mapping M. from D, to D, and
e extracting translation patterns by comparing (D, Af, D) with {(D,, Af_, D.),

where D, is o dependency structure of an input string 5,, £ is a dependency structure produced
by T8, D, is a dependency structure of 5., and A, is a mapping from D, to D;, which are iinked
by TS.

The data structures used in this paper is described in the next section. A method for finding
correspondences mapping is given in Section 3, and a method for finding trauslation patterns in
Section 4. Subsequeatly, Section 5 gives an example of the method’s use, and Section 6 discusses

related work. Some concluding remarks bring the paper to an end.

2 Data Structure

This section describes data structures used in this paper.
A dependency structure is expressed as a rooted labeled directed acyclic graph (in short rldag)
indicating & graph which has only one root node, has nodes and arcs labeled, has arcs directed. and
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Figure 2: Example of a translation pattern

has ne cyclic atc path. Each node consists of same features, and each arc is labeled its grammatical

relation.
A translation pattern r is expressed as the following 3 tuples:

r= (G,,M,Gg)

where, G, is a dependency structure of source language, and G\ is a dependency structure of target
language. Further, M is a set of mappings as follows:

M=(ML3MT:M1)

where ML is a lexical mapping from G, nodes to &, nodes, which indicates a Gy node which is
a translation word of a G, node, and M T and M | are structural mappings from G, nodes to
(7, nodes, which indicate a connection point (node) in & for 2 G, node, on which some G,s are
merged; M 1is called a upward mappingand M | is called a downward mapping. Figure 2 shows an
example of 2 translation pattern whick can translate a Japanese sentence “kanojo ha kami ga nagai”
to an English sentence “she has long hair.” In this figure, dotted lines represent correspondences
between words. The Japanese word “nagai” (“long"} has two corresponding nodes “have” and
“long,” as an upward mapping and a downward mapping, respectively. Suppose that “nagai” has
the modifiers “totemo” {“very”) and “itsumo” {“always”); then the English word “very" used to
translate “totemo” should be related to “long,” but the word “always™ used to transiate “itsumo”
should be related to “have.” This is one of the reasons why upward and downward mappings are

needed.

We assume that an example-based transfer system runs as follows:

1. Gather some translation patterns, all G,s of which cover the input dependency structure

completely.

2. Combine all s of the selected translation patterns so that &, nodes whose corresponding

(7, node is the same.

To find a corresponding G, node for a G node, the above-mentioned structural mappings are used.
The data structure and behavior mentioned above is used in SimTran, an example-based trans-

fer system we have developed. For more details, please refer to [11].
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procedure mapping(D,, %) begin

MY — one-to-one-mappingl B, D) {1)
M1 —ME (2)
M|~ ME (3
for any node pair 51 and s; in D, such that 51 is an ancestor node of s; begin (4}
t — MEI(s1) (5)

ts — ME(sy) (6)

if #; is an ancestor node of ¢ then {7
remove (81,4 ) from M | (8)

s — Iy (9}

for each n in ancestors of £, in D, begin (10)

if n is a root node, or a pareni node of r or 1 is related by A | or M | then begin (i1)

ts —n (12)

break (13)

end (14)

end (15)

add (si,#2) to M | (16)

end (17)
R, — root(D,) (18}

R, - rool( D) {19

it M 1(R.) # R then begin (20}
remove (R,, M [(R.)} from M | (21)

add (R,, Ri) to M | (22)

end (23)
end (24}

end

Figure 3: Algorithm for finding a structural mapping

Even though an example-based transfer system does nol use structural mappings, at least it
has a lexical mapping. Therefare, in such systems, a lexical mapping is used to find a correponding
G, node instead of structural mappings. In what follows, description about structural mappings

can be ignored for such example-based transfer systems.

3 Mapping

This section describes liow to find mappings described tn the previous section.

Utsuro and et al. [9] and Kaji and et al. [2] proposed methods for finding the correspondences
between transiation pairs. The former method finds one-to-one correspondence between two feature
structures of translation equivalent, and the latter method finds one-to-one correspondence between
two phrase structures. This one-to-one mapping corresponds to a lesical mapping in Sim Tran,
Therefore, the following proposed method uses Utsuro’s method as a basic mechanism for finding
a lexical mapping, and obtains a structural mapping based on the lexical mapping.

Qur algorithm is shown in Figure 3. Briefly, this algorithm applies Utsuro’s method first for

the given translation pair to get a lexical mapping (line 1], then finds two correspondences {s,,1))



and {sz,t2} such that s; is an ancestor of 3o while ¢; is a descendant of ¢5 (lines 4-7). If such node
pairs are found, it searches ancestors of ¢; for a node {3 corresponding to 51 such that ta is a root
node, or a parent node of {3 or £3 is related by other source node (line 11), and then makes {s,1,}
an downward mapping and (s,,3) an upward mapping (lines 8-16). The last part (lines 20-23)
checks whether both root nodes are relaled by an upward mapping, because & $imTran translation
pattern must satisfy this condition. If they are not related, then it relates them.

For instance, in the case of Figure 2, the {ollowing lexical mapping is obtained by Utsure's
method:

MZY: {(nagailong),{kanojo,she),(kami,hair)}

The corresponding node pairs (nagai,long) and {kami,hair) hold true for lines 4-7, and {nagai,have)
is found as an upward mapping. Therefore, the following upward and downward mappings are
obtained:

M |1 {(nagai,have),(kanojo,she),(kami,hair}}
M |: {{nagai,long),(kanocjo,she),{(kami,hair) }

4 Finding Translation Patterns

This section describes how to find translation patterns,

Let T, be a set of translation patterns used by T'S to produce D, from D,, and let A, be a
mapping bewteen D, and [, obtained by the procedure described in the previous section,

Given a set of nodes in [),, then there is a set of nodes in D; or [, projected by M, or M,
from those nodes. We call a connected subgraph containing all of these projected nodes in a target
structure a projecled subgraph, and the minimum one of those subgraphs a minimum projected
subgraph

An algorithm for finding translation patterns is shown in Figure 4. Lines 25-30 find new word-
level translation patterns, and those patterns are stored in the new translation pattern list. Lines
31-36 find new structural translation patterns. For each translation pattern p, a target structure
pe of p and a minimum projected subgraph p. in ), are compared in line 35. If p, is not same
as p. then it is stored in the new translation pattern list; otherwise, it is stored in the same
translation pattern list. When p, and p, are compared, Lhey are the same il they are structurally
izomorphic and corresponding nodes are the same, where a p, node n; and & p, node n, are the
same, (1} if parts-of-speech are equal when n, is a non-lexical node, or (2) if both lexical forns
and parts-of-speech are equal when 1, is a lexical node. After that, the translation palterns in the
new translation pattern list are merged if they share any common nodes (lines 37-42}. Further, for
each subgraph ¢ of D, which is included in neither the new translation pattern list nor the same
translation pattern list, 2 minimum subgraph g¢' such that ¢’ contains both g and any leaf node of
P in the new translation pattern list is found, and ¢ is merged with py (lines 44-48).

5 Example

This section gives an example of the method’s use.
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procedure find-tenpat{D,, D, D M M, T;) begin
New — ¢, Same «— ¢
for each node n in 0, begin
ne — ME{n)
e — ME{n)
i n, # n. then add (n,n.) to New
end
for each pattern p in 7, begin
P, — a source part of p
p: — a target part of p
Pe — a mimimum projected subgraph of p, in D
if same(p:, p.) then add (p., p:) to Same else add (p,, pc} to New
end
for each node nin D, begin
P {(perpe)|(psype) € New A n € pi}
remove P from New
{pe.pt) — merge(P)
add (p%, pi) to New
end
D, — merge(all pis in New and Seme)}
for each disconnected subgraph g in D. - D! begin
¢ +— minimum subgraph of . which contains g and any leaf node # of p, in Vew
remove (p,, p:) from New
add {p,,merge(p(, ¢’ )} to New
end

end

Figure 4: Algorithm for finding translation patterns
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Figure 5: Translation patterns and dependency structures of input and translation by T8

In Figure 5, D, is a dependency structure of the following Japanese sentence:
watashi no seibutugaku no tishiki ha hinjyakuda

{1 have little knowledge of hiology.}
and D, is a dependency structure produced by T'S as an output by using translation patterns pty,
pto, and pla. Dotted lines denote mappings between two structures. For convenience, an uniarked
dotted line is equivalent to a line marked ME M1, and M |,

Suppose that D, in Figure 6 is a correct English translation of D,. Then the first step is to find
mappings from D, to D.. By using a procedure described in Section 3, the mappings expressed by
dotled lines in Figure § are obtained. In these mappings, note that the Japanese word “hinjyaku”
{*poor”) is related to the English word “have” even though it is not a translation word. This can
be done in the last part of the mapping algorithm.

The next step is to find structural differences between translation patterns for (D.. D,) and
translation patterns for {D,, D}, Translation patterns corresponding to pty, pls, and pty are shown
as pty, pis, and pty in Figure 6. Comparison of these corresponding translation patterns shows
that pt] and pt} are different, and they are stored in the new tranlsation pattern list. D, contains
a portion, “little (mod)” that is not covered by translatiou patterns pt}. pth, and pt5. This portion
is attached to pi|, and becomes ptY in Figure 6. Finally, a new translation pattern pty is obtained

by merging pty and ptl in the new translation pattern list.

6 Discussion

Strong recent interest in corpus-based processing has produced some results on extracting relevant
information from bilingual carpora. There has been some research [2, 9] on finding correspondences
between translation pair sentences, and extracting transkation patterns from thetn. The method

proposed in this paper differs from previcus ones in that it extracts new relevant translation
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Figure 6: Translation patterns and dependency structures of input and correct transtition
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patterns {which are not contained in the current translation pattern base} by comparing the result
output by a translation system with a correct translation.

If we consider human processes for acquiring translation patterns, we can categorize them
into two types: finding translation patterns by viewing many similar translations, and finding
translation patterns by comparing a correct translation and a wrong translation. An example of
the former is that, given many translation instances of the Japanese word “toru™ (“take™}, ane
can obtain some translation patterns (or case frames) that are relevant for translating sentences
containing “toru.” An example of the latter type has been given in this paper. The above-
mentioned studies [2, 9] deat with the former type of process, whereas the method proposed in this
papet deals with the latter.

The former type of methed is necessary for creating new translation pattern base, but when
translation patterns are added to existing translation pattern base, the efficiency of coverage or the
reusability of translation patierns might not be good, because many similar translation patterns,
some of which might not be used, are added to the translation pattern base. On the other hand,
the efficiency of the latter method’s coverage is good, because it adds only new translation patterns
to the translation pattern base,

Some may feel that the proposed method is peculiar to SimTran. Actually, 2 method for finding
structural mappings is uaique for SimTran, but a method for finding new relevant translation
patterns is applicable for any type of example-based transfer systems, if you change structural
mappings to lexical mapping in the descriptions above.

7 Conclusion

In this paper, 1 have proposed 2 method that compares a wrong translation and a correct translation
in order to extract relevant translation patterns that can be added to a current translation pattern
base. To finding mappings between two parsed structures, 1 extended an existing 3nethod that
finds one-to-one mapping [9], so that structural mapping employed in SimTran can be oblained.
To find new translation patterns, I proposed a method for finding translation patterns from the
differences between translation patterns used in a wrong translation and those used in a correct
translation. This method is useful for extending ot enhancing a current translation pattern base
efficiently.
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