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Abstract

Speech technologies are transforming interac-
tions across various sectors, from healthcare to
call centers and robots, yet their performance
on African-accented conversations remains un-
derexplored. We introduce Afrispeech-Dialog,
a benchmark dataset of 50 simulated medi-
cal and non-medical African-accented English
conversations, designed to evaluate automatic
speech recognition (ASR) and related tech-
nologies. We assess state-of-the-art (SOTA)
speaker diarization and ASR systems on long-
form, accented speech, comparing their perfor-
mance with native accents and discover a 10%+
performance degradation. Additionally, we ex-
plore medical conversation summarization ca-
pabilities of large language models (LLMs)
to demonstrate the impact of ASR errors on
downstream medical summaries, providing in-
sights into the challenges and opportunities for
speech technologies in the Global South. Our
work highlights the need for more inclusive
datasets to advance conversational AI in low-
resource settings.

1 Introduction
Deep Learning approaches have revolutionized and
yielded significant performance gains across sev-
eral natural language tasks (Bharadiya, 2023), espe-
cially for high-resource languages (Radford et al.,
2023). While conversational speech recognition
has continued to make significant strides in task
automation in different domains such as medical
(Biswas and Talukdar, 2024; Abacha et al., 2023;
Yim et al., 2023), voice assistants (Pasandi and
Pasandi, 2022; Mani et al., 2020), call center (Płaza
et al., 2021), and robotics (Skantze, 2021), much
of the research in Automatic Speech Recognition

1Authors marked with ♠ are senior authors.

(ASR) has focused on monolingual speech with
native accents (Aksënova et al., 2022), with con-
siderable performance gaps in diverse linguistic,
low resource, and accented contexts (Radford et al.,
2023; Olatunji et al., 2023a).

In Anglophone African contexts, regional ac-
cents further complicate the development of ASR
systems resulting in poor generalization from state-
of-the-art (SOTA) models (Hinsvark et al., 2021)
in both general (Adelani et al., 2022; Olatunji et al.,
2023a; Ogun et al., 2024; Tonja et al., 2024) and
medical (Afonja et al., 2024; Olatunji et al., 2023b)
contexts. In more developed countries, Performant
Speech recognition models are particularly useful
in overburdened healthcare systems, where they
can help to reduce the documentation workload
for overwhelmed clinicians (Afonja et al., 2024;
Olatunji et al., 2023b).

Recent advancements in medical conversation
transcription and summarization using LLMs have
led to wide adoption of these technologies in hos-
pitals in developed countries (Michalopoulos et al.,
2022; Yim et al., 2023) helping to improve clinical
documentation quality and productivity (Galloway
et al., 2024). Given the heavy patient loads (Baye
et al., 2020; Etori et al., 2023) as well as the recent
integration of AI/NLP/ASR systems into clinical
workflows in African clinics 12, performant ambi-
ent transcription and summarization systems are
highly desired. However, the generalizability of
such systems to African contexts remains underex-
plored (Afonja et al., 2024).

To tackle this problem, our contributions are as

1https://techcabal.com/2023/05/29/intron-health-brings-
ai-to-african-healthcare/

2https://techtrendske.co.ke/2024/09/23/google-supports-
jacaranda-healths-use-of-gen-ai-for-mothers-and-babies/
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follows:

1. AfriSpeech-Dialog a novel 7hr dataset of
50 long-form simulated African-accented En-
glish medical and non-medical conversations

2. Benchmark the performance of SOTA speaker
diarization, speech recognition, and LLM-
based summarization on African-accented
conversations

We lay the groundwork for more inclusive ASR
and NLP technologies in healthcare and beyond.

2 Related Work

2.1 ASR in Medical Conversations and
Summarization

The role of ASR in medical documentation has
grown significantly, particularly in telehealth and
in-person patient-physician consultations (Korfi-
atis et al., 2022; Galloway et al., 2024; Michalopou-
los et al., 2022; Yim et al., 2023). Accurate ASR
in medical dialogue is critical, as transcription er-
rors can lead to incorrect medical records. Sev-
eral datasets have been developed to facilitate the
study of ASR in medical contexts. PriMock57 (Ko-
rfiatis et al., 2022) provides primary care mock
consultations in European English accents; Fareez
et al. (2022) evaluates medical ASR on simulated
patient-physician medical interviews with a focus
on respiratory cases; Enarvi et al. (2020) exper-
iments automatically generated medical reports
from diarized doctor-patient surgery conversations.
Le-Duc et al. (2024) proposed a real-time speech
summarization system for medical conversations
with the ability to generate summaries for every
(local) and end of (global) utterances, eliminating
the need for continuous update and revision of the
summary state.

These datasets primarily focus on non-African
accents and therefore do not account for the
challenges specific to African-accented medical
speech.

2.2 Non-medical conversational ASR

Pęzik et al. (2022) released DiaBiz, an Annotated
Corpus of over 400hrs of Polish call center di-
alogs. Other conversational, parliamentary, or ora-
tory datasets like AMI (Carletta et al., 2005), Earn-
ings22 (Del Rio et al., 2022), Voxpopuli (Wang
et al., 2021) have gained popularity on public ASR
benchmarks. Conversational ASR has also been ex-
plored in other domains such as call centers (Płaza

et al., 2021), and robotics (Skantze, 2021). How-
ever, these datasets lack representation of African-
accented speech.

2.3 African Accented ASR

There has been growing interest in developing
ASR systems that cater to African languages; for
example, Yılmaz et al. (2018) developed a mul-
tilingual ASR system for code-switched South
African speech. Multilingual ASR systems, such
as EVI dataset (Spithourakis et al., 2022), offer
a strong foundation for developing similar mod-
els in African contexts where data scarcity hin-
ders progress. Olatunji et al. (2023b) released
a pan-African accented English dataset for medi-
cal and general ASR. While these datasets focus
on single-speaker speech recognition, AfriSpeech-
Dialog is the first African-accented English conver-
sational dataset spanning medical and non-medical
domains, enabling additional tasks like diarization
and summarization.

2.4 Speaker Diarization in Multi-Speaker
Conversations

To increase the efficiency of NLP/ASR systems,
enormous contributions were made to research-
ing the integration of speaker diarization (SD)
into its pipeline. Serikov et al. (2024) provides
a comparative analysis of SD models - Pyannote
(Bredin et al., 2020), CLEVER3, and NVIDIA
NeMo (Harper et al., 2019) on 20 different Ger-
man dialects for diarization and identification (DI)
task. NVIDIA NeMo performs slightly better with
a competitive performance due to its multiscale
segmentation for identifying and removing shorter
segments. On a similar DI task, (Chua et al., 2023)
also benchmarked the performance of multilin-
gual ASR models in open and closed tracks on the
challenging MERLIon CCS English - Mandarin
datasets - an extracted spontaneous and codeswitch-
ing parent-child conversation speeches. However,
SD for African-accented conversations remains un-
derexplored. Benchmarking SOTA SD models on
AfriSpeech-Dialog reveals their limitations in this
setting.

3 Methodology
Figure 1 shows an overview of the dataset cre-
ation and benchmarking process, illustrating how
AfriSpeech-Dialog supports tasks like speaker di-
arization, ASR, and summarization. Below, we

3https://www.oxfordwaveresearch.com/products/cleaver/
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Figure 1: AfriSpeech Dialog: Dataset and Benchmarking Pipeline

describe the dataset creation process and the eval-
uation of state-of-the-art (SOTA) models on these
tasks to demonstrate their applicability and high-
light challenges in African-accented conversational
speech.

3.1 Dataset Statistics

Here, we outline our dataset creation process.

Medical General

Counts 20 29
Timestamped Counts 9 21
Avg. Num. of Turns 78.6 30.55
Total Duration (hours) 2.07 4.93
Avg. Word Count 725.3 1356.83
Num. of Countries 1 3
Num. of Accents 6 8
Gender (M,F) (14, 26) (25, 33)

Table 1: Statistics of the medical and non-medical
datasets.

3.1.1 Collecting Conversations

We recorded simulated virtual and in-person med-
ical and non-medical conversations from African
medical and non-medical crowdworkers on the In-
tron Platform 4 similar to the process described
in Olatunji et al. (2023b). Each conversation be-
gan with speakers providing consent, and any iden-
tifiable information in the consent segment was
removed.

For medical conversations, following the pro-
cess described in Fareez et al. (2022) and Korfi-
atis et al. (2022), clinical experts prepared "patient
cards" with African-context disease conditions and

4https://speech.intron.health

demographics. Doctor and Patient actors included
medical professionals (e.g. doctors, nurses) fa-
miliar with Objective Structured Clinical Examina-
tions (OSCE), a widely used assessment in medical
education that simulates doctor-patient interactions
(Fareez et al., 2022). Each patient actor was pro-
vided with a detailed "patient card" that included
information on their condition, demographics, and
medical history, as shown in Table 2. Consistent
with OSCE format, patient cards were hidden from
doctor actors to facilitate a more natural consulta-
tion.

For general domain conversations, participants
engaged in open discussions based on "topic cards"
prepared by a team of reviewers. Each card con-
tained a conversation topic, a brief description, and
two discussion prompts to guide the conversation.
The pair of participants (actors) had prior access
to the cards and were advised to read through and
understand them before starting the conversation.
Table 3 shows a sample topic card.

The conversation recordings were stored as
mono-channel, 16-bit wav files, with a 48 kHz sam-
pling rate. A team of clinician reviewers reviewed
the conversations and selected a high quality sub-
set for this release. The dataset was collected
across three African countries—Nigeria, Kenya,
and South Africa. The speakers represent a di-
verse range of accents (11 in total): Hausa, Isoko,
Idoma, Urhobo, Ijaw, Yoruba, Swahili, Sesotho,
Igbo, Igala, and Ebira.

3.1.2 Recording Characteristics

Dataset statistics are summarized in Table 1. The
dataset features two speakers in each conversation
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Condition Malaria

Demographic (Age, Gender) 32-year-old Female
Presenting Complaint Fever and chills (2 days)
History of Presenting Complaint

• Fever for 2 days (High grade, not relieved by medication)

• Chills for 2 days (Intermittent, severe)

• Headache for 2 days (Generalized, throbbing, 7/10 in severity)

• Fatigue and general body weakness

• No cough, diarrhea, vomiting, or urinary symptoms

• Patient lives in malaria-endemic area; no recent travel history

Past Medical History (PMH) No chronic disease or surgery
Family History No family history of similar illness
Social History Does not drink alcohol or smoke
Allergy History No known allergies

Table 2: Example Patient Card for Medical Conversations.

Topic: Cyberbullying

Overview: Cyberbullying is a form of bullying that takes place online or through electronic communication. It involves
using technology (social media, text messages, online forums) to intimidate or humiliate someone. Examples include:

• Spreading rumors

• Sending hurtful messages

• Sharing embarrassing information without consent

Discussion Prompts:

• What steps do you take to protect yourself from cyberbullying?

• Do you think social media has effective policies in place, or could they improve?

Table 3: Sample Conversation Card for General Conversations.

in both the medical and general domains. Medical
conversations were more structured, with doctors
asking direct questions and patients responding,
resulting in a more formal exchange. General con-
versations were more relaxed, with spontaneous
discussions on various topics. Overlapping speech
occurs occasionally but is usually brief, involving
short interjections like "yes" or "okay." Disfluen-
cies and some code-switching reflect the natural
flow of African English speakers. General con-
versations have fewer speaker turns but a higher
average word count compared to medical ones,
as speakers tend to talk longer to express their
thoughts. These characteristics make the dataset
valuable for testing speaker diarization and tran-
scription models on African-accented speech.

3.1.3 Transcription Process

All conversations were manually transcribed by
five professional annotators selected from top-
performing contributors on the Intron Platform.
Annotators were instructed to annotate speaker
turns and insert timestamps for each turn, with
all annotators required to be familiar with medical
terminology. To ensure quality, clinician review-
ers evaluated a random 20% of each annotator’s
work for accuracy, with at least 90% correctness
threshold required for inclusion. Contributors and
annotators were paid $10–$20 per hour depending
on task complexity and clinical experience. The
dataset is released under a CC-BY-NC-SA 4.0 Li-
cense.
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3.2 Speaker Diarization

To benchmark diarization performance on this
dataset, we selected three recent high-performing
neural diarization models:

• Pyannote (Bredin, 2023): This model lever-
ages a pre-trained neural network that com-
putes x-vector embeddings for speaker di-
arization. It uses an ECAPA-TDNN (Des-
planques et al., 2020) architecture for speaker
embeddings, shown to improve speaker sepa-
ration in diarization tasks.

• Reverb diarization v2 (Bhandari et al.,
2024): This model is an extension of Pyan-
note 3.0, fine-tuned on 26,000 hours of an-
notated speech. However, this model uses
WavLM (Chen et al., 2022) instead of the
SincNet (Ravanelli and Bengio, 2018) fea-
tures in the Pyannote 3.0 basic model.

• Titanet: This Nvidia diarization pipeline uses
MarbleNet (Nguyen-Vo et al., 2022) for voice
activity detection and Titanet-L (Koluguri
et al., 2022) for embedding extraction. Ti-
tanet uses a 1D depth-wise separable convo-
lutions with Squeeze-and-Excitation (SE) lay-
ers with global context, followed by a channel
attention-based statistics pooling layer to map
variable-length utterances to fixed-length em-
beddings (t-vectors) (Koluguri et al., 2022).

3.2.1 Evaluation Metrics

We evaluated diarization performance using the Di-
arization Error Rate (DER) (Doddington et al.,
2000). DER quantifies the percentage of time that
speakers are misattributed or missed in the diariza-
tion output.

We used the pyannote.metrics library 5 to cal-
culate DER for each recording and computed the
absolute DER for the entire dataset. The optimal
mapping between the reference and hypothesis la-
bels was obtained using the Hungarian algorithm
(Kuhn, 1955), ensuring an accurate alignment. We
report DER on medical and general domain con-
versations.

3.3 Automatic Speech Recognition (ASR)

To benchmark ASR performance, we compare
SOTA open source pretrained models, Whisper
(Radford et al., 2023), Distil-Whisper (Gandhi

5https://pyannote.github.io/pyannote-metrics/

et al., 2023), Nvidia Parakeet (Harper et al., 2019),
Canary (Puvvada et al., 2024), MMS (Pratap et al.,
2024) and Wav2vec2 (Baevski et al., 2020).

Open-source models offers transparency and re-
producibility. They are often trained on diverse,
real-world speech data, provide competitive base-
lines for dialog-specific tasks such as handling
speaker variation, spontaneous speech, and over-
lapping speakers.

3.3.1 Preprocessing

The original transcripts contained timestamps and
speaker tags. We removed these items from the text
as they are unnecessary for the ASR task. Long
form audio recordings exceeded the context length
of most ASR models. They were therefore chun-
ked into 30 second segments for inference and
transcript segments returned were concatenated.

3.3.2 Evaluation Metrics

ASR performance was evaluated using Word Er-
ror Rate (WER). WER measures the total number
of insertions, deletions, and substitutions in the
predicted text with respect to the total number of
words in the reference text.

3.4 Medical Conversation Summarization

Nine LLMs (large, small, open, closed, general,
and biomedical) were benchmarked for summa-
rizing doctor-patient dialogues. Each LLMs was
presented a human conversation transcript and was
prompted (Appendix section D) to generate a de-
tailed summary.

Closed-source general LLMs: OpenAI (GPT-
4o, GPT-3.5-turbo) (Achiam et al., 2023), and An-
thropic Claude-3-Sonnet(Anthropic, 2023) repre-
sent leading general-purpose commercial LLMs.

Open-source small general LLMs: Meta-
Llama-3.1-8B-Instruct, Meta-Llama-3.2-3B-
Instruct (Dubey et al., 2024), Microsoft-Phi-
3-mini-4k-instruct (Abdin et al., 2024), and
Google-Gemma-2-9b-it (Team et al., 2024)
selected for their instruction-following abilities
or multilingual support, which is essential for
code-switching.

Biomedical open-source LLMs: m42-health-
Llama3-Med42-8B(Christophe et al., 2024),
johnsnowlabs-JSL-MedLlama-3-8B-v2.0, selected
for their biomedical adaptation. Examples of
generated summaries are provided in Appendix
section E.
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3.4.1 Quantitative Evaluation

We used the BERTScore (Zhang et al., 2019) to
evaluate the quality of the LLM-generated sum-
maries against the expert-generated reference sum-
maries. Although BERTScore is widely used, stud-
ies like (Hanna and Bojar, 2021) have shown its
limitations, particularly in capturing fine-grained
semantic nuances and penalizing stylistic differ-
ences.

3.4.2 Qualitative Evaluation

To address the limitations of BERTScore, we
complement it with two qualitative evaluation ap-
proaches (Human and LLM-as-Judge) where sum-
maries were evaluated on a 5-point scale adapted
from Zheng et al., 2023; Liu et al., 2023), 1 (worst)
to 5 (best) on the following six criteria: recall of the
diagnosis, accuracy of the treatment plan, avoid-
ance of false or fabricated information, clarity and
structure, and inclusion of important positive and
negative clinical details. If any criterion (e.g., treat-
ment plan) was absent from the conversation (tran-
script), a score of 0 was to be assigned for that
criterion. Detailed evaluation criteria are in the
Appendix Section A.

LLM-as-Judge Consistent with the growing
trend in recent studies (Zheng et al., 2023; Liu
et al., 2023) we used generative models for auto-
mated summary evaluation. We used the OpenAI’s
"o1" model (Temsah et al., 2024) prompting based
on the criteria mentioned above. Detailed verbatim
prompts and the method for computing accuracy
scores are provided in Appendix Section B and C.

Human Evaluation In a blind study, we ran-
domly present pairs of human transcripts and LLM-
or human-generated summaries to a team of 4 clin-
ical experts. The experts compared the informa-
tion available from summaries to conversation tran-
scripts using the 6 criteria listed above (Kanithi
et al., 2024; Singhal et al., 2023; Wang et al., 2023).
Each summary was independently rated by 2 ex-
perts.

3.4.3 Error Propagation on Cascading
Models

Since real-world conversation summarization sys-
tems rely on imperfect ASR transcripts and ac-
cented medical ASR transcription is challenging
for several ASR systems (Afonja et al., 2024),
we further evaluated summaries generated based
on predicted (machine) transcripts to determine if

there was a drop in quality when compared with
summaries generated based on human transcripts
(Giuseppe et al., 2021). We measured summary
quality using LLM-as-Judge.

4 Experiments

4.1 Diarization

We download and run inference using publicly
released checkpoints from Hugging Face (Wolf
et al., 2020), with default hyperparameters. We set
the collar to 0.0, meaning no margin was allowed
around speaker transitions, ensuring that even short
overlaps (e.g., "yes" or "okay") were evaluated di-
rectly without any tolerance. Overlapping speech
was also not excluded from the evaluation.

We ran inference on a single Nvidia T4 GPU.
Inference for Pyannote and Reverb took approx-
imately 2 hours while the Titanet took about 30
minutes. Results represent single runs.

4.2 ASR

Models were downloaded from publicly available
huggingface (Wolf et al., 2020) checkpoints with
default hyperparameters and the default genera-
tion configuration was used. We ran inference on
Nvidia T4 GPUs. The inference required an aver-
age of around 30 minutes for the whole dataset for
the open-source models. Results represent single
runs.

4.3 Summarization

For open-source LLMs, we used publicly avail-
able checkpoints from HuggingFace (Wolf et al.,
2020) without altering their default hyperparame-
ters, except for setting max_new_tokens to 1024.
Closed-source models were accessed via their re-
spective APIs, also using default hyperparameters.
The prompt template was adapted from prior work
(Zheng et al., 2023; Liu et al., 2023), and to ensure
consistency, the same prompt was used across all
models (details can be found in the Appendix).

We conducted the summarization experiments
under two scenarios: (1) generating summaries
from human-produced transcripts and (2) gener-
ating summaries from transcripts created by our
best-performing ASR model (Whisper-large-v3).

5 Results and Discussion

5.1 Diarization

We compute DER separately for a subset of con-
versations with accurate timestamps– medical (9
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Model DER (%) Med DER (%) Gen DER (%) AMI DER (%) DIHARD DER (%)

Titanet-L 16.27 34.64 12.28 (1.89) -
Pyannote 21.30 31.46 19.09 24.8 (4.6) 34.4
Reverb 26.87 58.04 20.10 - -

Table 4: Diarization Error Rate (DER) for all 30 audios, with detailed results for the Medical (Med. DER)
and General (Gen. DER) subsets. The AMI DER and DIHARD DER columns show performance on the AMI
MixHeadset (Carletta et al., 2005) and DIHARD II (Ryant et al., 2019) datasets, respectively. Lower DER is
better, and (*) indicates results where overlapping speech regions were ignored.

samples, Med DER) and general (21 samples, Gen
DER) domain conversations. The results are shown
in Table 4 and Figure 2. We also show the perfor-
mance of these models on conversational datasets
on other accents, using the values reported in
(Bredin, 2023; Koluguri et al., 2022; Landini et al.,
2022).

The models consistently performed better on
general domain conversations compared to medical
conversations, likely due to their relaxed structure
and fewer interruptions. Results show diarization
results on Afrispeech-Dialog are better than AMI
and DIHARD likely because of the simulated and
structured nature of conversations.

Titanet-L Pyannote Reverb (reverb-diarization-v2)
0
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40
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60
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19.09 20.1
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Comparison of Medical and General DER for Different Models

Medical DER (%) General DER (%)

Figure 2: Comparison of Medical and General DER for
Different Models

5.2 ASR

We report WER for all conversations, as well as
separately for the medical and non-medical por-
tions of the data (Table 5). The openai/whisper-
large models achieved the best performance, fol-
lowed by nvidia/canary, nvidia/parakeet and
models and lastly wav2vec2 based models.

The results, as presented in Table 5 and Ap-
pendix Figure 3, demonstrate a clear trend: mod-
els exhibit superior performance on non-medical
(general domain) audio compared to medical do-
main audio, roughly 5% better WER, suggesting
medical conversations are more challenging likely

due to accented medical jargon such as medication
names, diagnoses, and density of numerical entities
(Afonja et al., 2024).

Following trends in Olatunji et al. (2023b),
Wav2vec2-large-960h finetuned exclusively on
read librispeech audiobooks (Panayotov et al.,
2015) performs worst, confirming that model size
(number of parameters), training set size, training
data domain (in-the-wild, conversational) and mul-
tilingual pretraining play a role in generalizability
to accented speech.

Additionally, we compare performance on other
conversational datasets reported in Table 5 and
show a 5 to 20 point (absolute) performance drop
on average suggesting poor generalizability of
SOTA models to African-accented conversation
English speech. This degradation underscores the
challenges ASR models face with African accents,
highlighting the pressing need for high-quality,
domain-specific datasets to improve ASR perfor-
mance for low-resource accents and languages.

5.3 Summarization

Table 6 shows our summarization results.
In BERTScore-H, summaries are generated

based on human transcripts and evaluated against
human reference summaries. In BERTScore-
M, summaries are generated based on machine-
predicted transcripts (Whisper-Large-v3) and eval-
uated against human reference summaries.

LLM-Eval-H represents the LLM-as-Judge re-
sults when key details in the human transcripts
are sought from summaries generated from human
transcripts. LLM-Eval-M represents the LLM-as-
Judge results when key details in the human tran-
scripts are sought from summaries generated from
machine-predicted transcripts.

Table 6 shows that general domain models
like GTP4o and Claude consistently achieve high
scores across all evaluation metrics followed by
Biomedical LLMs where generated summaries are
semantically more similar to reference summaries.
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Model WER Med WER Gen WER AMI Earnings22 VoxPop

whisper-medium 21.27 26.49 19.47 16.6 - 7.4
whisper-large-v2 20.82 23.74 19.81 16.4 12.05 7.3
whisper-large-v3 20.38 23.81 19.19 16.01 11.3 -
whisper-large-v3-turbo 21.93 25.58 20.67 - - -
distil-whisper-large-v2 25.38 30.43 23.63 14.67 12.19 8.24
distil-whisper-large-v3 21.20 25.67 19.58 15.95 11.29 8.25
parakeet-rnnt-1.1b 28.16 34.03 26.13 17.1 15.15 5.44
parakeet-ctct-1.1b 28.97 34.16 27.19 15.67 13.75 6.56
parakeet-tdt-1.1b 28.69 33.57 27.01 15.9 14.65 5.49
canary-1b 22.82 27.40 21.25 13.53 12.05 5.79
wav2vec2-large-960h 86.34 88.35 81.17 37.0 - 17.9
mms-1b-all 61.75 69.04 59.22 42.02 31.17 17.63

Table 5: WER for various pre-trained models on the entire dataset, including the Medical (Med WER) and General
(Gen WER) portions, as well as AMI (Carletta et al., 2005), Earnings22 (Del Rio et al., 2022), and Voxpopuli
(Wang et al., 2021) datasets. Lower is better. Top 2 models in bold.

Model BertScore-H LLM-Eval-H BertScore-M LLM-Eval-M Human-Eval
(%) (%) (%) (%) (%)

Claude-3-Sonnet 88.39 73.53 88.50 69.42 69.74
GPT-4o 91.34 72.94 90.94 70.98 67.48
GPT-3.5-turbo 89.87 69.41 90.81 64.51 -
Llama-3.1-8B-Instruct 86.44 69.41 86.44 62.35 65.87
Llama-3.2-3B-Instruct 85.60 65.10 87.09 63.73 62.75
Gemma-2-9b 86.00 71.37 85.48 71.57 60.83
Human Expert - - - - 54.59
Llama3-Med42-8B 90.56 67.45 91.34 65.29 51.11
Phi3-mini-instruct 88.05 57.45 89.66 60.39 50.83
Meditron3-8B 89.83 60.20 90.40 59.61 42.98

Table 6: Summarization performance of various models, evaluated using BERTScore (F1), LLM-Eval, and
Human Evaluation. BERTScore-H and LLM-Eval-H represent the metrics when summaries are generated and
evaluated using human-generated transcripts, while BERTScore-M and LLM-Eval-M represent the metrics for
machine-generated transcripts. Higher is better. Top 2 models in bold.

Model positives negatives diagnoses treatment no hallucination concise Total

Human Expert 3.35 3.06 1.97 1.59 3.23 3.18 16.37
Claude-3-sonnet-20240229 4.31 4.31 1.54 1.46 4.77 4.54 20.92
GPT-4o 4.22 4.13 1.71 1.76 4.31 4.11 20.24
Llama-3.1-8B-Instruct 3.90 3.71 2.67 2.14 3.71 3.62 19.76
Llama-3.2-3B-Instruct 4.04 3.91 1.35 1.43 3.96 4.13 18.83
Gemma 3.81 3.88 1.31 1.69 3.69 3.88 18.25
Llama3-Med42-8B 3.13 2.67 2.00 1.87 2.83 2.83 15.33
Phi-3-mini-4k-instruct 3.22 2.84 1.59 1.67 2.96 2.96 15.25
Meditron3-8B 2.86 2.48 1.46 1.23 2.45 2.41 12.89

Table 7: Human Evaluation Results showing means of 5-point ratings for each criteria. Higher is better. Positives:
Does the summary include all important positive clinical signs, symptoms, or details in the transcript?; Negatives:
Does the summary include all important negative clinical signs, symptoms, or details in the transcript?; Diagnoses:
Does the summary accurately recall the diagnoses from the transcript?; Treatment: Does the summary accurately
reflect the treatment plan in the transcript?; No Hallucination: Does the summary avoid any false- incorrect- or
fabricated information?; Concise: Is the summary concise- clear- and well-structured?

Claude-3 was ranked highest for summarizing hu-
man transcripts, while Gemma-2 ranked highest
for summarizing ASR transcripts.

Open general smaller LLMs like Gemma and

the Llama models demonstrate lower semantic sim-
ilarity with reference summaries (BERTScore) and
their performance on LLM-Eval metrics demon-
strate an inferior ability to retrieve critical informa-
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tion from the conversation. The weakest performer
overall was Phi3-mini-4k-instruct, particularly in
the LLM-Eval scores, signaling significant chal-
lenges in medical summarization.

5.4 Human Evaluation

Results in Table 6 show that LLM-as-Judge rat-
ings (LLM-Eval-H) were strongly correlated (Pear-
sons=0.816) with Human Expert ratings, in line
with Zheng et al. (2023).

Table 7 showed that, of the 6 criteria, expert
summaries were ranked in the top 3 only at accu-
rately recalling the diagnoses from the transcript,
suggesting this was a key focus for experts. LLM
summaries were more concise and retained greater
amounts of key details when compared to the ex-
pert summaries.

The blind expert ratings showed that overall, ex-
perts ranked leading LLM summaries higher than
reference summaries, scoring consistently higher
on the completeness of key facts carried over from
the transcript to the summary. This suggests that
LLMs may perform better at certain tasks, such
as compressing large amounts of information (10+
mins conversations) when compared with time-
constrained physicians who may prefer brevity.

5.5 Error Propagation from cascading models

While summarizing ASR transcripts reveal no sig-
nificant difference in semantic similarity with ref-
erence summaries (BERTScore-H vs BERTScore-
M), a more nuanced pattern emerges with LLM-
Eval-H and LLM-Eval-M metrics where many
models show a notable drop in performance. LLM-
Eval-M scores are on average 2 to 5 points lower
than LLM-Eval-H. This indicates that ASR errors
(noisy transcription outputs) may limit the summa-
rization ability of LLMs leading to loss of critical
healthcare information.

6 Conclusion
This study highlights several challenges with ac-
cented conversational ASR, especially its impact
on downstream medical summarization. We bench-
mark speaker diarization, ASR, and medical sum-
marization, drawing attention to gaps and opportu-
nities to improve accented conversational ASR in
the African context.

7 Limitations
While simulated conversations provide the oppor-
tunity to benchmark ASR systems, they may not

fully reflect the complexity of real-world natural
dialogues where several interruptions, distractions
and background noise are more typical. Addition-
ally, the age range of contributors does not accu-
rately reflect the diversity of real-world speaker
populations, potentially impacting the generaliz-
ability of the results. The use of general large
language models (LLMs) as evaluators may also in-
troduce biases. At 5hrs, the dataset does not reflect
the full breadth of medical or general conversa-
tions as several domains, subdomains, topics, and
medical specialties were not covered in this release.
Nonetheless, this work significantly contributes to
addressing the gap in ASR systems’ adaptability
to African accents. Future research should aim to
incorporate real-world data, broader age represen-
tation, and further optimize models to enhance the
robustness and applicability of ASR technologies
in diverse African linguistic environments.

8 Ethical Considerations
In a world where voice cloning and identity theft
are major cybersecurity threats, releasing a voice-
based dataset is not without risk. Each recording
began with contributors expressing consent to the
recording. However, since real names were some-
times used during consent, these segments were
removed to protect participants’ identities. Dur-
ing doctor-patient conversations, pseudonyms were
used to maintain anonymity. Furthermore, releas-
ing real-world doctor-patient conversations risks
breaching privacy and confidentiality requirements,
hence the preference for simulated conversations.
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A Human Evaluation Criteria
This section provides details on the criteria used
to evaluate the AI-generated summaries of doctor-
patient conversations. Each summary was evalu-
ated based on the following aspects:

1. How well does the summary include all posi-
tive clinical signs, symptoms, or details in the
transcript?

2. How well does the summary include all nega-
tive clinical signs, symptoms, or details in the
transcript?

3. How well does the summary recall the diag-
nosis from the transcript?

4. How accurately does the summary reflect the
treatment plan in the transcript?

5. To what degree does the summary avoid false,
incorrect, or fabricated information?

6. How concise, clear, and well-structured is the
summary?

B Prompt Template for the LLM
Evaluator

Table 8 outlines the prompt template utilized for
the evaluation conducted by OpenAI’s o1 model,
serving as the LLM evaluator.

C Evaluation Metric for the LLM
Evaluator

In the LLM evaluation prompt (see Section B),
each criterion has a maximum score of 5 points.
Since there are six criteria per row, the perfect
score for a single row is 5 × 6 = 30 points. For
a dataset with ten rows, the total possible score
(perfect accuracy) is:

Perfect Accuracy = 5 × 6 × 10 = 300 points.

To compute a model’s percentage score for a
dataset with N rows:

1. Sum the scores for all six criteria per row.
2. Sum the total scores across all rows.
3. Calculate the percentage score for the model

as:

Percentage Score = ( Model’s Total Score
5 × 6 × Number of Rows

) × 100.
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LLM as a Judge Prompt Template
You are a medical expert. Your task is to evaluate the accuracy and quality of an AI-generated
summary of a doctor-patient conversation. Provide an impartial assessment based on the criteria
below, rating each from 1 to 5 (1 = lowest, 5 = highest). If a specific criterion is not addressed,
assign a score of 0.
Transcript: {transcript}
Summary: {summary}
Evaluation Criteria:
1. Completeness of positive clinical signs, symptoms, or relevant details: Does the summary
capture all important positive findings?
2. Completeness of negative clinical signs, symptoms, or relevant details: Does the summary
capture all important negative findings?
3. Accuracy of diagnosis: Does the summary correctly reflect the diagnosis?
4. Accuracy of treatment plan: Does the summary convey the treatment plan correctly?
5. Factual accuracy: Does the summary avoid false, incorrect, or fabricated information?
6. Clarity and structure: Is the summary concise, clear, and well-structured?
Please Return the evaluation scores in JSON format:
{

"Criterion 1": score,
"Criterion 2": score,
"Criterion 3": score,
"Criterion 4": score,
"Criterion 5": score,
"Criterion 6": score

}

Table 8: Evaluation task description for assessing AI-generated summaries.
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D Prompt Template for Summarization

This figure outlines the prompt template utilized
for the summarization task.

You are a medical expert; you will be provided a transcript that
contains a conversation between a doctor and a patient. The
task is for you to summarize the key points in the conversation.
Transcript: {transcript}

E Transcript and Summary Example

This section presents a sample of a human-written
transcript in Table 9 and the corresponding
LLM-generated summaries for the transcript.
While GPT4o captures key details such as pain
severity, lifestyle factors, and medical history,
its summary omits a vital detail: the patient’s
experience of rectal bleeding “during urination",
which is crucial to the case. The summaries are:

GPT4o’s Summary: Dr. Philip conducted
a consultation with Mrs. Ayike, a 45-year-old
woman. She reported experiencing rectal bleeding
and abdominal pain for the past two weeks. The
pain, rated as a 6 out of 10 on the pain scale,
is localized in the lower abdominal region and
worsens with pressure. Mrs. Ayike also noted
a loss of appetite and fatigue since the onset
of her symptoms. She has not sought medical
attention prior to this visit and has no history of
surgery. She neither smokes nor drinks alcohol.
Although Mrs. Ayike does not travel, she revealed
a family history of colorectal cancer through
her mother. Her usual diet includes "swallow,"
and she has no food allergies. Mrs. Ayike is
married with four children, but currently lives
separately from her husband. Dr. Philip concluded
the session by acknowledging Mrs. Ayike’s details.

Claude’s Summary: Based on the conversation,
the key points are: 1. The patient, Mrs. Ayike,
is a 45-year-old woman presenting with rectal
bleeding and abdominal pain for the past two
weeks. 2. The rectal bleeding occurs when she
urinates, and it is not mixed with stool.3. The
abdominal pain is rated as 6 out of 10 in severity,
and it is localized in the lower abdominal region.4.
She has lost her appetite and feels tired since the
symptoms started.5. She has not traveled recently
and is not a frequent traveler.6. She is married but
currently separated from her husband, living in a
different state.n7. She has four children.8. She has
not undergone any surgery before. 9. She does

not smoke or consume alcohol.10. Her mother
had colorectal cancer in the past, indicating a
family history of the condition.11. Her typical
diet includes swallows (a type of food), and
she is not allergic to any food. The doctor has
gathered essential information about the patient’s
symptoms, medical history, and lifestyle to aid in
the diagnosis and treatment process.

Gemma’s Summary: Mrs. Ayike, a 45-year-
old woman, presented to Dr. Philip complaining of
two weeks of abdominal pain and rectal bleeding.
Key points:Symptoms:Lower abdominal pain
rated 6/10, worsening with pressure. Rectal
bleeding during urination, not mixed with stool.
Loss of appetite and fatigue. Medical History:
No previous surgeries. No smoking or alcohol
consumption. Family history of colorectal cancer
(mother). Lifestyle: Prefers a diet high in swallow.
No known food allergies. Not a traveler. Separated
from her husband, living with four children. Next
steps: Based on the symptoms and family history,
Dr. Philip will likely order further investigations
to determine the cause of Mrs. Ayike’s abdominal
pain and rectal bleeding. This may include blood
tests, stool tests, imaging studies (such as a
colonoscopy or CT scan), and possibly a biopsy.

Med42-8B’s summary: Mrs. Ayike, a
45-year-old female, presents with rectal bleeding
and lower abdominal pain, rated 6/10 in severity,
which started two weeks ago. She reports seeing
red blood in her urine but not mixed with stool.
She has not sought medical attention previously
for these symptoms. She describes her appetite
as poor and feels tired. She denies any recent
travel, smoking, or alcohol use. She is married
with four children but is currently separated from
her husband. Her mother had colorectal cancer.
She consumes a diet primarily consisting of fufu
(swallow). There are no known food allergies.

GPT3.5’s summary: Mrs. Aike, a 45-year-old
patient, visited Dr. Philip due to rectal bleeding
and abdominal pain that started two weeks ago.
The abdominal pain is severe, rated at a 6 on
a scale of 1 to 3, and is localized in the lower
abdominal region. She has also experienced a
loss of appetite, fatigue, and difficulty eating
since the pain started. Mrs. Aike is married with
four children, not living with her husband, and
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Transcript
Doctor: Good afternoon. My name is Dr. Philip, and what’s your name?
Patient: My name is Mrs. Ayike.
Doctor: Okay, how old are you?
Patient: I am 45 years old.
Doctor: Okay. You’re welcome, my dear. What brought you here?
Patient: I have rectal bleeding and abdominal pain.
Doctor: Can you tell me more about it?
Patient: The pain started two weeks ago, and the rectal bleeding happens when I urinate. The blood is
not mixed with stool.
Doctor: Have you gone for any check-ups?
Patient: No, this is my first time coming here.
Doctor: How severe is the abdominal pain, from a scale of 1 to 10?
Patient: 6.
Doctor: Which side of the abdominal region do you feel the pain?
Patient: I feel pain in my lower abdominal region, and it worsens with pressure. And since the last
two weeks, as I’ve started the abdominal pain, I have not been able to eat well. I lost appetite. I feel
tired.
Doctor: Have you traveled recently?
Patient: No, I don’t travel.
Doctor: Are you married?
Patient: Yes, I am married, with four children, but my husband lives in another state.
Doctor: Have you undergone any surgery before?
Patient: No.
Doctor: Do you smoke or drink alcohol?
Patient: No.
Doctor: Does anyone in your family have similar issues?
Patient: Yes, my mother had colorectal cancer.
Doctor: What foods do you normally eat?
Patient: I like taking swallow. I like swallow a lot.
Doctor: Are you allergic to any food?
Patient: No.

Table 9: Snippet of a doctor-patient conversation (transcript) written by a clinician

has no history of surgeries, smoking, or alcohol
consumption. Her mother had colorectal cancer
before, indicating a family history of similar issues.
She prefers eating swallow and is not allergic to
any food. This is her first visit to seek medical
help for these symptoms.

Meditron3-8B’s summary: The patient, Mrs.
Ayike, is a 45-year-old woman who has been
experiencing rectal bleeding and abdominal pain
for two weeks. She has not undergone any surgery
before and does not smoke or take alcohol. Her
mother had colorectal cancer before. She has lost
her appetite and feels tired. The doctor asks her
about her family history, food allergies, and the

severity of her symptoms. The doctor also asks
about her marital status and children. The patient’s
symptoms are similar to those of colorectal cancer,
which her mother had.

Llama-3.1-8B-Instruct’s summary: Based on
the provided transcript, here are the key points
from the conversation between Dr. Philip and Mrs.
Ayike: 1. Patient’s Introduction: Mrs. Ayike, a
45-year-old woman, presents to the doctor with
rectal bleeding and abdominal pain. 2.Symptoms:
The abdominal pain started two weeks ago, and
she experiences rectal bleeding when urinating,
but not mixed with stool. The pain is located in
the lower abdominal region and worsens with
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pressure. 3. Medical History: Mrs. Ayike has
not undergone any surgery before and does not
have a history of smoking or alcohol consumption.
4. Family History: Her mother had colorectal
cancer before.5. Diet and Allergies: Mrs. Ayike
likes eating swallow (a type of food) and is not
allergic to any food. 6.Lifestyle : She is married
with four children but is currently separated from
her husband. She does not travel and has not
been able to eat well or feel energetic due to her
symptoms. 7. Current Condition: Mrs. Ayike
rates her abdominal pain as a 6 out of 10 and has
lost appetite and feels tired since the onset of
symptoms. Based on the information provided, Dr.
Philip will likely perform a thorough examination
and possibly order diagnostic tests to determine
the cause of Mrs. Ayike’s symptoms. Given her
family history of colorectal cancer, a colonoscopy
may be recommended to rule out any potential
malignancies.

Llama-3.2-3B-Instruct’s summary: Here’s
a summary of the key points in the conversation
between Dr. Philip and Mrs. Ayike: Patient’s
Symptoms: Rectal bleeding (not mixed with
stool), Abdominal pain (rated 6 out of 10) in the
lower abdominal region, Loss of appetite and
tiredness for the past two weeks. Medical History:
No previous surgeries, No smoking or alcohol
consumption, No known allergies to food Family
History: Mother had colorectal cancer before.
Lifestyle and Habits: Married with four children,
but not living with her husband. No history
of traveling. Prefers swallowing food. Other
Information: Mrs. Ayike is 45 years old. She has
not been able to eat well due to the abdominal
pain. She is seeking medical attention for the first
time, as the symptoms started two weeks ago.

Phi3-mini-instruct’s summary: Dr. Philip, a
medical expert, is speaking with Mrs. Ayike, a 45-
year-old woman who has been experiencing rectal
bleeding and abdominal pain for two weeks. Mrs.
Ayike has not had any check-ups for her symptoms
and has lost her appetite, feeling tired. She has not
traveled recently and is not a smoker. She does not
consume alcohol and has no known food allergies.
Mrs. Ayike’s mother had colorectal cancer. Dr.
Philip asks about her diet, which mainly consists
of swallow, and inquires about any family history
of similar issues.

F Overlapping Speech Example
In this example, overlapping speech occurs be-
tween Speaker 1 and Speaker 2. Speaker 2’s "No"
overlaps with Speaker 1’s utterance starting with
"Ok, thank you very much." Both utterances are
fully captured with precise timestamps to ensure
accurate representation of the conversation. This
example illustrates how overlaps are handled in the
transcription process for the dataset.

G ASR and Summarization Result
Graphs
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Timestamp Speaker Utterance
02:40.98 – 02:41.99 Speaker 1 Past hospital admission?
02:42.97 – 02:43.02 Speaker 2 No.
02:43.00 – 02:45.99 Speaker 1 Ok, thank you very much. Do you live alone?

Table 10: Example of overlapping speech with accurate timestamps and speaker annotations.
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