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Welcome Message from Honorary Chairs

On behalf of the Organizing Committee of the 26th Pacific Asia Conference on Language, Information and
Computation (PACLIC 26), we would like to extend our warm welcome to all of the participants and speakers,
and in particular, we would like to express our sincere gratitude to our invited speakers.

This international conference is organized by the Faculty of Computer Science, Universitas Indonesia and is
supported by the -MHERE DIKTI project. We are very keen to host a conference about language processing
fields which involves many researchers in this Asia Pacific region. We believe that this international conference
will open up the opportunities for sharing and exchanging original research ideas and opinions, getting
inspiration for future research, and broadening knowledge about various new topics and approaches in language
study. We hope that in this conference, the attendees would have the opportunity to meet with new people and
discuss the opportunity to collaborate together.

We chose to organize PACLIC 26 in Bali so that aside from attending this interesting conference, you can also
enjoy the scenery and the culture of Bali. We realize that there might not be enough time to see all the nice
places in Bali, but we hope that you can bring home some good memories.

We would like to express our sincere appreciation to the members of the Program Commitee for a fruitful
reviews of the submitted papers, as well as the Organizing Commitee for the time and energy they have devoted
to editing the proceedings and arranging the logistics of holding this conference. We would like to give an
appreciation to the authors who have submitted their excellent works to this conference. Last but not least, we
would like to extend our gratitude to the Ministry of Education and Culture of the Republic of Indonesia and
the Dean of the Faculty of Computer Science at Universitas Indonesia for their continued support towards the
PACLIC 26 conference.

Have a nice time in Bali and enjoy the conference.
Honorary Chairs:

Mirna Adriani (Universitas Indonesia)
I Wayan Arka (ANU / Universitas Udayana)
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Welcome Message from Program Co-Chairs

Welcome to Bali! This is the first time that the PACLIC conference is being held in Indonesia, and we are very
excited about this fact. By all accounts, Indonesia is a linguistic treasure trove, with over 700 living languages
today according to the Ethnologue report. Moreover, with an increasing number of its 240 million population
active on the Internet via the Web and social networks, clearly these are exciting times to be engaging in
computational approaches towards the languages of Indonesia.

However, this PACLIC conference in 2012 is special for other reasons, most notably the commemoration
of 25 years of the conference series. Over the years, the conference has developed into one of the leading
conferences in the fields of theoretical and computational linguistics, extending beyond the Asia-Pacific region.
This year, the specific research topics that the papers focus on can be classified into the following: discourse
& pragmatics, grammar & syntax, information extraction, information retrieval, lexical semantics, machine
translation, parsing, sentiment analysis, text summarization & paraphrasing, and word sense disambiguation &
distributional semantics. Moreover, there is an interesting mix of both theoretical and computational approaches
to almost all of the aforementioned topics.

We received paper submissions representing immense diversity, with authors from 29 countries or regions,
namely Australia, Bahrain, Belgium, Canada, China, Czech Republic, Denmark, Egypt, France, Germany,
Hong Kong, India, Indonesia, Japan, Korea, Macau, Malaysia, Pakistan, Philippines, Qatar, Singapore,
Slovakia, Sri Lanka, Taiwan, Thailand, Tunisia, United Kingdom, United States, and Vietnam. To ensure
that all accepted papers met the high quality standard of the PACLIC conference, all papers were sent to three
reviewers. Of the 117 submissions that we received, 39 papers (33%) were accepted for oral presentation, and
another 18 papers (15%) were accepted for poster presentation. We believe this has yielded an interesting,
diverse, and high-quality collection of papers, and are confident that the conference will be successful as a
result.

A successful conference is the result of many peoples efforts and contributions. Aside from the efforts of the
authors who will be presenting their current work, thanks must be given to the tremendous efforts made by
the program committee members in their paper reviews. Besides the oral and poster paper presentations, the
conference is enriched by several invited speakers. Firstly there is a Special Session commemorating 25 years
of PACLIC, which brings together Prof Kiyong Lee from Korea University, Prof Yuji Matsumoto from the Nara
Institute of Science and Technology, and Prof Benjamin T’sou from the Hong Kong Institute of Education, three
figures who have been instrumental in the formation of the PACLIC tradition. We have also scheduled invited
talks from Prof I Wayan Arka from ANU & Universitas Udayana and Prof Tim Baldwin from the University
of Melbourne. The expertise in the respective fields of all five speakers will undoubtedly provide us with
new insights for research. On behalf of the program committee, we express our heartfelt thanks to them all.
We would also like to thank the steering committee for their guidance, and the local organizing committee at
Universitas Indonesia for their dedicated efforts and their excellent coordination with all parties, which has
ensured that this conference will be a successful event.

Finally, we wish that you will all enjoy the conference presentations and resulting discussions between old and
new friends, and also have some time to enjoy the wondrous setting that is the island of Bali.

Program Co-Chairs:
Ruli Manurung (Universitas Indonesia)
Francis Bond (Nanyang Technological University)
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Invited Talk 1

All Possible Worlds to Small Worlds: A Story of How We Started and Where We Will Go Doing
Semantics
Kiyong Lee, Korea University Seoul

Bio

Kiyong Lee is Professor emeritus of linguistics, Korea University, Seoul. He has been convenor of
an ISO working group for the development of semantic annotation schemes since June 2004. He was
invited as Visiting Professor to Department of Korean, Tenri University, Nara, Japan, in 1999-2000 and
also as Visiting Professor to the Department of Chinese, Translation and Linguistics, City University
of Hong Kong, on three different occasions. He was a keynote speaker on formal semantics at the 18th
Congress of Linguists (July 21-26, 2008) in Seoul. He was awarded a prize for academic excellence
from the National Academy of Sciences, Korea, on the basis of a three-volume book on Semantics:
Formal, Possible Worlds, and Situation Semantics, and also a book award for his Computational Mor-
phology from the Ministry of Culture and Tourism, Korea, in 2002. Since he graduated with an A.B.
degree from Saint Louis University, St. Louis, MO, USA, in 1963, Kiyong Lee has taught Latin, En-
glish, Philosophy, and Linguistics at four different universities full-time and at over 20 universities
part-time. As a Fulbright student, he also received a Ph.D. in Linguistics from the University of Texas,
Austin, TX, USA, in 1974 and did research work as a Fulbright scholar at CSLI, Stanford University,
Palo Alto, CA, USA, and as a DAAD scholar at the Computational Linguistics Lab, University of Er-
langen, Germany. Kiyong Lee has been president of the Linguistics Society of Korea (1990-1992) and
that of the Korean Society of Cognitive Science (1989-1990). He was also one of the founding mem-
bers of the Korean Society for Language and Information and the first representative of its precursor,
named the Seoul Workshop on Formal Grammar Theory. He has thus helped organize and host several
PACLICs in Korea and abroad since its inception in December 1981.
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Invited Talk 2

All Possible Worlds to Small Worlds: A Story of How We Started and Where We Will Go Doing
Semantics
Yuji Matsumoto

Bio

Yuji Matsumoto is now a professor of Computational Linguistics in the Graduate School of Information
Science, Nara Institute of Science and Technology. He got his PhD degree from Kyoto University
in 1990. He has experienced a researcher at Electrotechnical Laboratory, a deputy chief of the first
laboratory at New Generation Computer Technology Research Center, an Associate professor at Kyoto
University, before getting the current position. He is now the Vice-President of the Asian Federation
of Natural Language Processing, and the President of ACL SIGDAT, and a Advisory Board member
of ACL SIGNLL. He is a Fellow of Information Processing Society of Japan, and the Association for
Computational Linguistics.
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Invited Talk 3

Developing a Deep Grammar of Indonesian within the ParGram Framework: theoretical and
implementational challenges
I Wayan Arka, Australian National University/Udayana University

Bio

I Wayan Arka is affiliated with the Australian National University (as a Fellow in Linguistics at School
of Culture, History and Language, College of Asia and the Pacific) and Udayana University Bali (En-
glish Department and Graduate Program in Linguistics). His interests are in descriptive, theoretical and
typological aspects of Austronesian and Papuan languages of Indonesia. Wayan is currently working on
a number of projects: NSF-funded research on voice in the Austronesian languages of eastern Indone-
sia (2008-2011), ARC-funded projects for the development of computational grammar for Indonesian
(2008-2011) and the Languages of Southern New Guinea (2011-2014).
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Invited Talk 4

Idiomaticity and Classical Traditions in Some East Asian Languages
Benjamin Tsou, The Hong Kong Institute of Education

Bio

Benjamin Tsou has been doing research on corpus linguistics and sociolinguistics via the on-going
Linguistic Variation in Chinese Speech Communities project (http://livac.org) which focuses on the
characteristics and evolving use of Chinese media language in Beijing, Hong Kong, Macau, Shang-
hai, Singapore and Taipei, involving the sophisticated processing and analysis of more than 450 million
Chinese characters since 1995. His group has been tracking new and different neologistic developments
as well as underlying sociolinguistic changes, and has also worked on the alignment and comparison of
English-Chinese bilingual texts in the legal and technical domains. His research on the Language Atlas
of China and his textbook on sociolinguistics have won awards from the Chinese Academy of Social
Sciences and the Chinese Ministry of Education respectively.

Professor Tsou is the Chiang Chen Chair Professor of Linguistics and Language Sciences and the
Director of the Research Centre on Linguistics and Language Information Sciences at The Hong Kong
Institute of Education. He is a member of Acadmie Royale des Sciences dOutre-Mer of Belgium.
He serves on the Standing Committee of the Executive Board of the Chinese Information Processing
Society of China, and is the founding President of the Asian Federation of Natural Language Processing
and of the Linguistic Society of Hong Kong. He publishes widely and is also a member of numerous
editorial boards. Professor Tsou received his Ph.D from the University of California, Berkeley, and MA
from Harvard University.
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Invited Talk 5

Social Media: Friend or Foe of Natural Language Processing?
Tim Baldwin, University of Melbourne, Australia

Bio

Timothy Baldwin is an Associate Professor and Deputy Head of the Department of Computing and
Information Systems, The University of Melbourne, and a contributed research staff member of the
NICTA Victoria Research Laboratories. He has previously held visiting positions at the University of
Washington, University of Tokyo, Saarland University, and NTT Communication Science Laborato-
ries. His research interests cover topics including social media, deep linguistic processing, multiword
expressions, computer-assisted language learning, information extraction, web mining and machine
learning, with a particular interest in the interface between computational and theoretical linguistics.
Current projects include web user forum mining, biomedical text mining, and intelligent interfaces for
Japanese language learners. He is President of the Australasian Language Technology Association in
2011-2012. Tim completed a BSc(CS/Maths) and BA(Linguistics/Japanese) at the University of Mel-
bourne in 1995, and an MEng(CS) and PhD(CS) at the Tokyo Institute of Technology in 1998 and 2001,
respectively. Prior to commencing his current position at The University of Melbourne, he was a Se-
nior Research Engineer at the Center for the Study of Language and Information, Stanford University
(2001-2004).
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From All Possible Worlds to Small Worlds:
A Story of How We Started and Where We Will Go Doing Semantics

Kiyong Lee
Korea University, Seoul
ikiyong@gmail.com

Abstract

This is a short story of how we have evolved
over the last 40 years, doing semantics. It
could partially overlap with a history of
PACLIC which is commemorating the 25th
year or a quarter of a century of its founding.
The story tells how we semanticists of natu-
ral language moved from all possible worlds
to small worlds, now living in and with a tiny
mobile world.

1 Introduction

The story goes back to the early 1970s with gener-
ative semantics and the dawning of Montague se-
mantics. The beginning was concerned with big
open worlds, all possible worlds, for truth meant,
in the eyes of philosophers, being true in all pos-
sible worlds. And linguists inherited their notion of
truth in constructing a formal theory of natural lan-
guage semantics. In the 1980s, however, the focus
of linguistic semantics changed from necessary or
possible truth to something more contingent or in-
formative, namely various sorts of information ob-
tainable from small worlds, called situations. A new
trend developed in the 1990s towards the computa-
tional modeling of semantic theories, based on so-
called real language data or large corpora such as
BNC (the British National Corpus). This required
various situations of language use to be constrained
with an idealized set of conditions. Then around
the turn of the second millennium, semanticists have
followed a data-driven approach to the construction
of their model-theoretic semantics, which requires a
large amount of language resources or raw corpora

1

tagged with a variety of information, both morpho-
syntactic and semantic. As a result, some semanti-
cists including myself have proposed doing seman-
tics using annotated language resources, which was
known as annotation-based semantics.

My story will narrate how our colleagues have re-
acted to all these changes. Not being an historian,
however, the speaker dares not guarantee his view to
be fair and objective. Instead, it will be very sub-
jective and introspective. Hence, it will simply be
head-driven without being data-driven. I, as an old
member of the PACLIC community, justify this nar-
rowly defined role of an invited speaker because I
trust that other PACLIC founding members, Ben-
jamin T’sou and Akira Ikeya, will balance whatever
might be one-sided in my talk.

2 The 1970s: Truth and All Possible
Worlds

Every decade has its own exciting moments. To me,
the 1970s must have been the most exciting decade
in my life. In the summer of 1971, I went as a Ful-
bright student to the University of Texas at Austin,
hoping to specialize in machine translation and the
theory of translation. When I got there, there was
no trace of such a thing as machine translation with
all the projects and the people gone away and with
nothing left of MT. Professor Winfred P. Lehmann,
an outstanding historical linguist and a pioneer in
machine translation, who had initiated the Texas
MT project, was still at Austin, running the Depart-
ment of Linguistics and making the Department rank
Number 2 nationwide or globally in the area of lin-
guistics along with UCLA after MIT around 1970.
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So I ended up the Department of Linguistics, writ-
ing a doctoral thesis in an area that had just begun,
known as Montague grammar, much later Montague
semantics.

Till early 1970s, semantics has failed to be recog-
nized as a proper part of linguistics arguably because
it could not be evaluated quantitatively or its data
was not measurable or simply because it could not
be a subject matter of empirical science. At Austin,
Texas, however, we had a wonderful group of lin-
guists who would become forerunners of formal se-
mantics: Emmon Bach, Stanley Peters, Bob Wall,
Lauri Karttunen, and David Dowty, but none of
them offered any course in semantics, when I arrived
there. Emmon taught syntax and I loved his way of
raising issues and urging his students to think, al-
though most of my classmates didn’t agree with my
pleasure of sitting in his class. Stanley taught math-
ematical linguistics, while Bob was gone on his sab-
batical. Lauri was supposed to create a course in
semantics or pragmatics, but he hadn’t had any stu-
dents till or just before the summer of 1973 when
Texas would be hosting the first Performadillo con-
ference with its theme on pragmatic presupposition
and implicature, a term coined by H.P. Grice (1967).
David Dowty was in the last years of his graduate
study, finishing up his dissertation (Dowty, 1972) on
aspectual features (e.g., progressive) of predicates
based on generative semantics, if I remember cor-
rectly.

One day in 1972 or so, Stanley Peters came back
from a conference on the West Coast, USA, with a
thick typescript written by Barbara Partee. This was
Barbara’s first introduction to Montague grammar
with its focus on the categorial grammar-based syn-
tax, for her first effort was to synthesize Montague
and generative grammars. As his research assistant,
my sole assignment was to read that typescript. |
was, however, more interested in the formalization
of semantics with a type-theoretic lambda calculus
and so-called model-theoretic semantics mainly be-
cause they sounded more challenging or because
these were the things that I had not known about.
At that time, however, there was no one around
who could help me understand all this stuff. I ex-
changed a couple of letters with Barbara Partee and
her replies were great. Bob Wall, who was my dis-
sertation supervisor, had set up a course in inten-

sional logic specifically to help me with a student
named Tom Hester, who had studied philosophy.
Stanley Peters gave me two tutorial courses, one of
which was modal logic, using Hughes and Cress-
well’s (1968) wonderful book on modal logic. Those
courses were tutorial because no one else wanted
to study such a thing as modal logic or anything
that had to do with mathematics or logic. What
I have learned from these courses became a basis
for me to go through Montague’s PTQ (Montague,
1973), EFL (Montague, 1970a), and UG (Montague,
1970b) almost by myself.

My paper, entitled “Negation in Montague Gram-
mar”, was accepted for presentation at the Tenth
Meeting of the Chicago Linguistic Society in 1974.
My presentation was a disaster, I think, because it
consumed most of the allocated time explaining one
single translation:

(1) everyone = \PVz[human(z) — P(x)].

The formula looked worse because it still had the
capped “u for the (individual) concept or intension
of an individual variable w or the de-capped = of
an individual concept variable. So I didn’t have
enough time to explain how to treat quantified sen-
tences like:

(2) a. Everyone didn’t come
b. Not everyone knows everything.

in Montague’s PTQ or any other more interesting is-
sues involving negation. Nevertheless, Bob Wall as
my supervisor devoted himself and his whole sum-
mer to help me to finish my doctoral thesis and re-
ceive a Ph.D. within three years after coming to
Texas. I was just in time to get back to my university
in Korea to resume my professorial responsibilities,
for I had only three years’ leave of absence from my
university in Korea. When my family and I arrived
in Tokyo on our way home to Korea, a telegram had
been waiting, telling me to get back right away.
Here I should mention Roland Hausser, for he
and I have been working together all our life since
our Texas days. He and I have helped each other
to finish our doctoral theses and we are still proud
of ourselves being two of the three first ones, in-
cluding Michael Bennett, to write a doctoral the-
sis on Montague grammar. That was August, the



hottest summer month, of 1974 in Texas, while
Michael was enjoying his cool summer in Califor-
nia. Roland discussed quantification in the frame-
work of Montague grammar, whereas I explicated
PTQ and treated some English constructions as a
non-native speaker. Unfortunately none of us had
an opportunity to join the inner group of Montague
grammarians, for both Roland and I had to leave the
United States and found it hard to travel back to the
States, while Michael passed away early in his ca-
reer because of his ill health.

Happily back in Korea, I found a nice group of ex-
cellent linguists trained in the United States. Among
them were three semanticists: Suk-Jin Chang from
Illinois at Urbana-Champaign, In-Seok Yang from
Hawaii, and Chungmin Lee from Indiana. They had
received their Ph.D.’s in 1973 or a year earlier, but
that was too early for them to have enough time
to work on Montague grammar. Instead, they fol-
lowed the group of generative semanticists such as
Jim McCawley, George Lakoff, Paul Postal, and Haj
Ross. Nevertheless, they have been the most influen-
tial persons in Korea to persuade me and, five years
later, Ik-Hwan Lee, who also received his Ph.D.
from Texas in 1979, to propagate Montague gram-
mar in Korea.

In the winter of 1975, In-Seok Yang organized
a small workshop supported by the Fulbright Com-
mission in Korea and invited me to conduct a one-
week or ten-day seminar on Montague grammar, us-
ing my dissertation as a textbook. For that work-
shop, a dozen of us stayed at a Fulbright hermitage
at the Academy House in the north-eastern mountain
ranges of Seoul. With a larger group of linguists, this
seminar was resumed six months later again with its
focus on Montague.

After these seminars, Professor Yang proposed
the founding of the Linguistic Society of Korea.
With his nomination, Professor Suk-Jin Chang was
then elected its first president. Meanwhile, Korea
invited Emmon Bach, Barbara Partee, and David
Dowty to give lectures on Montague grammar. At
that time Barbara was fully occupied with importing
Chomsky’s transformations into Montague gram-
mar, as exemplified by two of her papers, “Some
extensions of transformational extensions of Mon-
tague grammar” (1973) and “Montague grammar
and transformational grammar” (1975). When I was

asked to comment on her lecture given at Seoul Na-
tional University, I had to state regretfully that my
post-lecture comments were to be replaced with a
series of questions that I had already asked dur-
ing her lecture. I was afraid to keep asking ques-
tions or making negative comments because I per-
sonally preferred to do Montague grammar or any
other grammar without any transformations.
Montague grammar was not a fully developed
grammar of natural language, for it did not have any
phonological component nor a lexical component.
It did, however, contain a small list of interpreta-
tion rules, called meaning postulates, the original
idea of which had been proposed by Rudolf Carnap
(1952). Montague (1973) introduced them as con-
straints on a set of possible worlds or models that
delineate so-called admissible worlds. Natural lan-
guage semanticists such as David Dowty caught on
this notion of meaning postulate and developed it to
a full set of lexical decompositions, as had been dis-
cussed in generative semantics with examples like
the verb Kkill being decomposed into a logical form

3) H{M,z,y}[M(z) cause’ [become’ [alive’ (y)].

These endeavors were well represented by Dowty’s
(1979) Word Meaning and Montague Grammar or
his earlier work (1976) “Montague grammar and
the lexical decomposition of causative verbs”. In
contrast, Partee’s (1976) Montague Grammar rep-
resented other efforts to extend Montague gram-
mar. Michael Bennett’s “A variation and exten-
sion of a Montague fragment of English” and Rich
Thomason’s “Some extensions of Montague gram-
mar” both of which are included in Partee (1976),
are good examples of how Montague grammar was
explicated and extended.

The decade of 1970s was dominated by Chom-
sky’s transformational grammar. Partee’s (1973)
“Some transformational extensions of Montague
grammar” or Bach’s (1979) “Montague grammar
and classical transformational grammar” were typ-
ical examples of how Montague grammarians re-
sponded to Chomskyan linguistics. In our PACLIC
group, however, we were freer to accept non-
transformational approaches to syntax or grammar
in general. GPSG, HPSG, and LFG were well ac-
cepted both in Japan and Korea. As I mentioned
earlier, Takao Gunji produced JPSG for Japanese.



Byung-Soo Park started to turn his Kyunghee Uni-
versity into the oriental mecca of HPSG, while Soo-
Song Shin of the German Department of Seoul Na-
tional University was a strong believer in LFG.
Before moving over to the next decade, I should
explain why I have called the 1970s as the decade
of truth and all possible worlds. When we in-
herited truth-conditional model-theoretic semantics
from philosophers and logicians, we also inherited
their concerns: the notions of truth and possible
worlds or models. For them, meaning meant truth
or truth with respect to some model or a possible
world in a model, while validity meant truth in all
possible worlds in a model or in all models. The in-
terpretation of negation, disjunction, quantification,
and modality all involve truth and possible worlds or
circumstances. Montague’s PTQ itself hardly talks
about truth or possible worlds. In other papers, how-
ever, Montague claims that the aim of semantics is to
formulate truth conditions and entailment relations.
Most linguists of natural language semantics are
fully aware of what Montague or formal semantics
should be concerned with. In those early years, how-
ever, we had not been exposed to many of the im-
portant works by analytic philosophers or philoso-
phers of ordinary language. We knew almost noth-
ing about Alonzo Church’s lambda calculus nor of
his type theory, and very little about Alfred Tarski’s
truth-conditional semantics or Rudolph Carnap’s
meaning and necessity. We read little about David
Lewis and Gilbert Harman, one or both of whom
said that the construction of logical forms or seman-
tic representations, as done by generative semanti-
cists, was not doing real semantics, but playing with
Markerese or some artificial language, while gen-
erative semanticists were trying to apply or enrich
first-order quantificational logic to represent ambi-
guity or inferences in natural language. McCaw-
ley (1981)’s famous book Everything that Linguists
Have Always Wanted to Know about Logic (but were
Ashamed to Ask), however, was a result of such ef-
forts to help linguists to learn logic and do seman-
tics. Montague (1970a) himself stated that natural
language semantics could be developed without go-
ing through the process of translating natural lan-
guage to some formal language, an intermediate lan-
guage, as shown in EFL. (Montague, 1970a). Nev-
ertheless, to do semantics or formal semantics, lin-

guists had to learn all sorts of logics, higher-order
logics and modal logics for both epistemic and de-
ontic modalities.

While trying to cohabit with philosophers in the
universe of all possible worlds, formal semanticists
of natural language or Montagovian semanticists
were mostly occupied with the translation of some
fragments of English or some other languages into
intensional logic with a type-theoretic lambda cal-
culus. One minor, but most important revision of
intensional logic was to get rid of the type of individ-
ual concepts, as illustrated by Montague’s example

(a):!

(4) a. The temperature is 30, but it’s rising.
b. My son tries to go up the tree [literal], while
my blood pressure is going up [metaphoric].

Here, the temperature was treated in PTQ as denot-
ing an extensional entity of type individual, tagged
<e>, while the it was treated as denoting an in-
tensional entity of type called individual concept,
tagged <s, e>. K. Lee (1981) tried to save the no-
tion of individual concepts unsuccessfully, for the
inclusion of individual concepts simply complicated
the representation of semantic content in general.
While the notion of intension or the distinction be-
tween extension and intension, the ambiguity be-
tween de re and de dicto(opaque) readings played
no central role in the analysis of natural language,
the A-operator with the 3 reduction has become a
powerful descriptive tool and remains as such to this
day. This little tool helps to treat such linguistic phe-
nomena as:

(5) a. Deletion: John tried PRO to fly.
APP(j)(Ax[z tried Ayly to fly]])

b. Coordination:

John; sings and x; dances well.

APP(j)(Azx[z sings and x dances well))

c. wh-constructions:
Who do you think t loves Mary?
Ax[do you think x loves M ary]

d. Quantification:
John and every student of his

]Comparing (a) with (b), we could have treated Montague’s
example (a) much differently.



wanted PRO to run a marathon.
AP3x[P(j) Az = jAVy[student(y, x) —

P(y)]]
(Az[want(z, A\w[run_marathon(z)])])

e. Coreference:
John; loves his; mother.
APP(j)
(AxTy[loves(x,y) A mother_of (y,x)])

and many other interesting phenomena in language.
Knowingly or unknowingly, the little lambda oper-
ation (\) allowed those abstract entities, called PRO
and trace, to be introduced into syntax or the ex-
tended version of Chomsky’s generative transforma-
tional grammar.

While finding it difficult to construct a model-
theoretic semantics of fragments of natural lan-
guage, we linguists have found it easier to accom-
modate Frege’s notion of compositionality. This
was so, especially because we have known about re-
cursivity in generative syntax, introduced by Noam
Chomsky, or when we were playing with the BASIC
programming language, as in the following:?

(6) a. PSrules
S — NP VP
NP —- NP S

b. Home Rules
#1. Wife, the Boss.
#2. Go to #1.

and also the notion of projection rules for semantic
combination, introduced by Katz and Fodor (1963).
We were fascinated with the so-called homomor-
phism, structural resemblance or one-to-one cor-
respondence between the syntactic rules and their
corresponding interpretation (semantic) rules or the
rules of translating a natural language to a formal
language such as intensional logic. We thus ex-
tended Montague’s PTQ to other fragments of En-
glish or other languages. I myself tried to con-
struct something called AMG, Augmented Montague
Grammar, to accommodate case marking phenom-
ena in Korean. Many of my colleagues were more

The second example is taken from a plaque hanging on the
wall of a country house belonging to a colleague of mine. He
said that he bought it at a souvenir shop somewhere in New
England.

ambitious and successful to extend categorial gram-
mar as an alternative to Chomsky’s generative gram-
mar, then based on his Aspects theory called the
Standard Theory or later called the Extended Stan-
dard Theory. Montague grammarians could not fol-
low Chomsky, when his theory became Revised Ex-
tended Standard Theory with an acronym REST. Our
late Professor In-Seok Yang jokingly predicted that
time had come for Chomsky to rest with his 1982’s
Government and Binding theory that might apply
to the conditions and rules of dictatorial regimes as
well as of linguistic theories. I should, however,
note that our European colleagues around Amster-
dam were more successful in constructing model-
theoretic semantics or doing real semantics for nat-
ural language. One prominent contribution was
made by Daniel Gallin’s work (1975) Intensional
and Higher-order Modal Logic with Applications to
Montague Semantics. Most of their efforts, how-
ever, were known later, in the 1980s and 1990s.
Theo Janssen’s work on Montague grammar, for in-
stance, was published in 1983. I should also mention
Harry Bunt’s work (1985), Mass Terms and Model-
Theoretic Semantics that discussed the distributivity
of quantified events with examples such as:

(7) The two old men swallowed a beer and lifted
the piano upstairs.

This and other similar examples are still discussed
among semanticists.

3 The 1980s: Situations and Small Worlds

Again I will begin to talk about the 1980s by nar-
rating what started to happen around me in Korea.
In mid-summer 1981, the First Seoul International
Conference on Linguistics (SICOL-1981) was held
in Seoul. It was organized by Professor In-Seok
Yang, the third president of the Linguistic Society
of Korea. He was that very person who set up the
first workshop on Montague Grammar in Korea and
probably was the most energetic administrator who
turned into a brilliant linguist with a lot of humor
that was often misunderstood. When she was vis-
iting Korea, he embarrassed Barbara Partee, asking
her if she could remember him sitting in her class
packed with a large audience in an LSA institute,
held in LA ten years before. Susumo Kuno could



not pardon his joke on his non-Oxonian Cambridge
accent during his lecture at Seoul National Univer-
sity.

To this first SICOL, several world-known or as-
piring linguists were invited. Among them were
George Lakoff, Haj Ross, and Gerald Gazdar. By
then George Lakoff had given up anything formal,
including generative semantics. Instead, he talked
about metaphors and also about Women, Fire, and
Dangerous Things. Before coming to Seoul, John R.
Ross, more often called Haj, had produced a land-
mark work in syntax, an MIT dissertation, entitled
Constraints in Variables in Syntax. When I attended
the LSA Linguistic Institute held at the University of
North Carolina, Chapel Hill, in the summer of 1972,
he taught Ivan Sag, me, and others Squish Gram-
mar, a non-discrete grammar, with the fuzzy notion
of nouniness. The title of his talk at SICOL-1981
was “Human Linguistics”, but against our expecta-
tion it was focused on complicated and very sad hu-
man relations among the MIT linguists headed by
Noam Chomsky. These relations were sad and bad,
for eventually Haj had to pack up and leave MIT.
Our small group in Korea was prepared to listen to
Gazdar (1979) talking about his new book on for-
mal pragmatics, but he talked about something else,
which turned out to be the beginning of GPSG. We
also had the honor of meeting the two most im-
portant persons from Japan: Professors Kazuko In-
oue and Akira Ikeya. Both of them were much im-
pressed by the organization of SICOL and also by
linguistic activities in Korea especially because Pro-
fessor Inoue was in charge of hosting the Interna-
tional Congress of Linguists in the ensuing year in
Japan, while Professor Ikeya was much more inter-
ested in importing or inviting Korean linguists to
Japan.

With the support of Professor Inoue, Ikeya sen-
sei immediately proposed to start a series of bi-
national joint working group meetings focusing on
formal linguistic theories and other related issues.
As a result, Korea agreed to host its first Korea-
Japan joint workshop, entitled The First Seoul Work-
shop on Formal Grammar Theory, in January 1982.
Ik-Hwan Lee, the first Secretary of our Korean
group, which later became KSLI (the Korea Society
for Language and Information), organized this first
meeting at International House, Ewha Womans Uni-

versity. Roland Hausser was invited from the Uni-
versity of Munich, Germany, to give the first keynote
lecture at this first meeting.

For these pre-PACLIC meetings, I remember go-
ing to Kyoto University (February 1983), Mat-
suyama University (December 1984), and Sophia
University in Tokyo in those early years. I missed
the meeting that was held in Japan in December
1989, for I just had a major medical operation at
that time. We had a real symposium over soju or
sake, while discussing Montague, categorial gram-
mar or lambda calculus. In Kyoto, we had the honor
of meeting Prof. Makoto Nagao at his Kyoto Univer-
sity Lab and listened to him perhaps with the demon-
stration of his famous example-based machine trans-
lation (EBMT). EBMT was publicly opened to the
world in 1984. In Matsuyama, Geoff Pullum was
invited, who was one of the authors of Generalized
Phrase Structure Grammar. Byung-Soo Park and
Hwan-Mook Lee attended that meeting, each pre-
senting a paper. I was also there too. Before or
around that time, Byung-Soo and I promised to co-
author a book on GPSG and I wrote a few chapters,
but we never managed to publish a book, for HPSG
moved in too fast. That book could have been the
first KPSG, corresponding to JPSG proposed earlier
by Takao Gunji. I forgot the names of all those won-
derful people, whom I met in Kyoto and Matsuyama
and would like to thank again, but I still remember
the young lady then from Hiroshima, named Mizuho
Hasegawa, who later became a dean (of academic af-
fairs) at a women’s university in Tokyo or its vicin-
ity.

Going back to earlier years, Ikeya sensei with the
support of Professor Arata Ishimoto, organized the
Second Colloquium on Montague Grammar and Re-
lated Topics in March 1982.> At this workshop,
Takao Gunji (1982) presented a paper, entitled “Dy-
namic Universe of Discourse and Implicatures”, an-
alyzing the semantics of donkey-sentences. I don’t
remember exactly when, but Professor Ikeya intro-
duced me to Professor Arata Ishimoto, the first pres-
ident of the Logico-Linguistic Society of Japan. He
then invited me to come to Japan and stay at the
guest house of his Science University of Tokyo to
work together for over a week. We worked on

3See Ishimoto (1982).



the law of identity and the copular verb “be” in
the framework of Montague Grammar, but unfortu-
nately didn’t manage to produce a joint paper.

By this time, a couple of things have changed par-
ticularly in the field of formal semantics. Montague
grammar began to be called Montague semantics.
It wasn’t a grammar in a real sense, for it lacked
both phonology and morphology. It also had very
little to say about the lexicon. Furthermore, the cat-
egorial grammar that was adopted in Montague’s
PTQ wasn’t Montague’s invention. Instead, it had
a long Polish tradition in mathematical logic, espe-
cially attributed to Kazimierz Ajdukiewicz at Adam
Mickiewicz University in Poznan (See Ajdukiewicz
(1935) and other contributions by Bar-Hillel (1953),
and Lambek (1958). Through Hwan-Mook Lee,
who was teaching at the University of Warsaw, I had
the honor of visiting this university and sitting on
a leather-made worn-out, but glorious chair of Aj-
dukiewicz in his old office. There I was invited by
Professor Jacek Fisiak to give a talk at his School of
English. Although it wasn’t his invention, Montague
made linguists like me work on categorial grammar.
His real contribution was, however, most recognized
in the area of making formal semantics applicable
to the semantics of natural language. Dowty, Wall,
and Peters’s (1981) great book that introduced Mon-
tague’s work was thus entitled Introdction to Mon-
tague Semantics.

Besides its emphasis on Frege’s principle, called
the principle of compositionality, Montague seman-
tics helped understand the three basic characteristics
of formal semantics: it should be characterized as
a (1) truth-conditional, (2) model-theoretic, and (3)
possible worlds semantics. What is true or false has
become the core of meaning or the starting point of
discussing what is meant by a sentence. This feature
was understood as part of the correspondence the-
ory of meaning that relates language to the world.
That a sentence is true means that there is a world
or situation in which what is meant or described by
that sentence holds. A model theory allows the con-
struction of some situations in which such a sentence
holds to be true or false. Then a possible worlds se-
mantics is needed to treat the meaning of sentences
involving modality or factuality. Consider worn-out
archaic sentences like:

(8) a. If I were a bird, then I could
fly.

b. I wish I were a millionaire.

C. I believe that the earth is a

square.

or more mundane sentences from E.L. James #1 New
York Times bestseller, Fifty Shades of Grey like:

(9) a. If this guy is over thirty,

then I'm a monkey’s uncle.

b. Just because you can doesn’t
mean that you should.

To interpret sentences like these, we have to go
beyond the actual world where we live and think of
some other possible worlds in which I could be a
bird and fly or be a millionaire or a monkey’s un-
cle and in which the earth could be a square. We
should also be thinking of what we can do and what
we should or must do. As attested by Partee (2004)’s
book Compositionality in Formal Semantics, many
of the great semantics works have been following
all these principles of semantics, making great con-
tributions in the area of natural language semantics,
based on formal semantics in the short history of
Montague semantics.

As we began to understand what Montague se-
mantics was, we also began to understand its limita-
tions. First, higher-order intensional logic was not of
much help, for it failed to properly interpret propo-
sitional attitudes involving verbs like believe, assert,
know, and wish and so-called propositions expressed
by them. In Montague Semantics, a proposition
is defined to be a function from worlds or indexes
to truth values and a valid proposition maps every
world or index to a truth value. Hence all of the
valid propositions such as:

(10) a. (p=Law of Identity)

idiot,

If John is an
then he is.

b. (¢g=Law of Excluded Middle) Either

Mary i1s a genius or she is not.

denote one identical function, at least in a bivalent
logic. As a result, statements like:



(11) a. Mia believes that p.
b. Mia believes that q.

where p and ¢ are understood to be valid propo-
sitions, are understood to convey the identical be-
liefs. Ordinary linguists, however, know that they
are about two different persons and that they carry
different information.

Second, consisting of a single non-empty set of
individuals as its domain of discourse, classical
model-theoretic semantics does not help to resolve
paradoxes such as the Liar’s paradox or a restricted
quantification. Epimenides, a Cretan, supposedly
said:

(12) All Cretans are liars.

and also we often say, even if there are many people
around:

(13) No one is here.

while a model theory fails to exclude the speaker
from the domain of the discourse or that non-empty
set of individuals in a model.

Third, the universe of possible worlds is too big
to comprehend. David Lodge’s Small World is, on
the other hand, quite interesting, for humans can talk
about and do a lot of things in a small world. The ba-
sic difference between the possible worlds view and
the small world view is like seeing the whole uni-
verse from the top down with the eyes of God or
a tiny part of the world from the bottom up with
the near-sighted eyes of the created beings. This
difference can be easily understood if you accept
the action theory of language use. All these issues
came up to the surface when Jon Barwise and John
Perry of Stanford University published a book, enti-
tled Situations and Attitudes in 1983 or much earlier
with some other people. Their subsequent work was
known to be Situation Theory and Situation Seman-
tics, an application of situation theory to the seman-
tics of natural language, to be acronymed STASS.

By mid-80s, CSLI (Center for the Study of
Language and Information) was founded by these
philosophers and others in linguistics, psychology,
and computer science at Stanford University and
at the research centers surrounding the university,
namely Xerox PARC and SRI International. It soon

became the center of formal semantics as well as for-
mal and computational works in language and the
mind, attracting a lot of scholars home and abroad.
Accelerated by the fame of the Silicon Valley, the
place was occupied with computer scientists, com-
putational linguists, psychologists, and all the peo-
ple who were called cognitive scientists or scientists
of symbolic systems. When I got there as a one-
year visiting scholar in December 1986, I found such
renowned persons as well as friends such as Mar-
tin Kay, David Israel, Jerry Hobbs, Terry Winograd,
Stanley Peters, Lauri Karttunen, Joan Bresnan, Ron
Kaplan, Ivan Sag, Roland Hausser, Kris Halvorsen,
Peter Sells, Craig Roberts, Mary Dalrymple, Carl
Pollard, Dan Flickinger, and others from Hewlett-
Packard, Zerox PARC, and SRI International as well
as various departments at the university. There was
Syun Tutiya, a young philosopher, from Tokyo and
later a large group of computer scientists from Japan
including Hideyuki Nakashima, Yasuhiro Katagiri
and Koiti Hasida. At its peak, CSLI reports and
other publications were more in demand than those
publications by MIT, Academic Press, or Springer.
CSLI also had the strong funding and other support
from the Systems Development Foundation and the
Fifth Generation enterprises in Japan to host work-
shops and also to build its own beautiful mission-
style building near the medical center of the univer-
sity.

Perhaps the first large-scale workshop was held
in Half-Moon Bay not far from Santa Cruz along
California Highway 1 soon after the Christmas hol-
idays in 1986 or in January 1987. I was there to
witness how the STASS activities would start devel-
oping in the following decade and how the STASS
meetings would continue to be held in Asilomar,
California, (March 1989) and also in Loch Rannoch,
Scotland, (September 1990), till Jon Barwise left
for Bloomington, Indiana, and sadly died of can-
cer to our great loss. Being a mathematical logi-
cian, Jon was most interested in constructing his
own unique theory of situations, so he has been
working with mathematical logicians such as Peter
Aczel, Gordon Plotkin, and Keith Devlin. At the
same time, possibly persuaded by linguists such as
Robin Cooper, he was also interested in represen-
tation issues in Situation Theory and Situation Se-
mantics. They jointly published two articles enti-



tled “Simple Situation Theory and its graphical rep-
resentation” (1991) and “Extended Kamp Notation”
(1993). One of my books, written in Korean and
published in Korea, was a collection of my papers
based on Situation Semantics, entitled Situation Se-
mantics, that partially tells what Situation Semantics
is. Unfortunately these days no one talks about Sit-
uation Theory or Situation Semantics. Nevertheless
I believe it has had a great impact on the develop-
ment of formal semantics of natural language, espe-
cially dealing with some dynamic or computational
aspects or pragmatic-oriented issues that arise in the
ordinary use of language.

The STASS group was interested in Kamp’s
(1981) DRT (Discourse Representation Theory) not
simply because of its representation scheme. It
found in DRT a way of constructing an interpre-
tation model bottom-up, without bringing in all of
the imaginable possible worlds most of which are
found irrelevant for the interpretation of a fragment
of language under analysis. Even the interpreta-
tion of the notorious donkey sentences can be fully
represented in a small box with some linkings with
a small set of entities referred to, called discourse
referents. The combination of STASS representa-
tion of various types of situations such as described,
discourse, resource, and background situations with
DRT boxes was shown to work beautifully for the
treatment of many complicated sentences. Cooper
and Kamp (1991) thus managed to coauthor a paper
entitled “Negation in Situation Semantics and Dis-
course Representation Theory”, showing how they
can implement each other or benefit from each other.

Apparently the first joint efforts between Bar-
wise and Kamp failed to produce anything signif-
icant mainly because neither the earlier theory of
Situation Theory nor the 1981 DRT was adequately
developed to be able to deal with issues involving
negation or some other issues. Kamp (1981) treated
implication, but not negation. By late 1980s, Situa-
tion Theory was able to deal with two types of nega-
tion, one of which can be interpreted as denial, for a
proposition as a truth-value carrier could be consid-
ered as consisting of a situation s, an infon ¢, often
called soas (state of affairs), and a support relation
= that links them. This was then represented as be-
low:

(14) Proposition p: (s = i),
such that p is true if there is a situation s which
supports the infon ¢ that carries a basic unit of
information, but otherwise it is false.

The type of negation, which can be interpreted as a
denial, is then represent as:

(15) Denial or Negative Proposition:(s [~ )

The infon also carried information on its polarity, ei-
ther positive and negative.* So we may have a nega-
tive infon as represented as below:

(16) Negative Inform: <<bald, Socrates,0>>,
which carries the information about Socrates
not being bald.

This information could have been correct of Socrates
when he was still a young man.

Such a treatment of negation in Situation Theory
could have been amalgamated into the new version
of DRT, presented in Kamp and Reyle (1994), which
was forthcoming at the time when Cooper and Kamp
(1991) jointly worked on negation. This paper, how-
ever, dealt with negative infons only with an exam-
ple:

(17) John doesn’t own a car.

This does not entail that there is no situation whatso-
ever in which John owns a car because the existence
of a car is restricted to a particular set of cars, say
Hyundai-made Korean cars, by a resource situation,
as proposed in Situation Theory. The same inter-
pretation can be uphold in Kamp and Reyle (1994).
Details of this amalgamation work should be left for
discussion in some other occasion in the future.
During all these fast-evolving years, I found my-
self stuck with a pre-terminal stage cancer. I could
participate in most of the STASS activities, but to
my regret failed to submit any papers and have them
included in the STASS proceedings and to make my
name known forever. At any rate, my colleagues in
Korea thought that I would die soon and they de-
cided to lengthen my life by electing me president of
the Linguistic Society of Korea and also of the Ko-
rean Society for Cognitive Science. They then per-
suaded me to organize the 1991 Seoul International

*0 stands for the negative polarity.



Conference on Linguistics and also to organize the
first international conference on cognitive science in
Seoul. Hans Kamp was invited to SICOL-1991, but
I am afraid he didn’t say a word on DRT. This an-
nounced the end of the 1980s and the beginning of
the 1990s.

4 The 1990s: Data-driven,
Statistics-bound, and Computational

Despite my ill-health and poor publication records,
I managed to get invited to travel and give talks here
and there. Professor Arnim von Stechow invited me
to come to Tubingen to give a talk. I was reluctant to
accept the invitation and make such a long trip to Eu-
rope, but the Korean students, Jung-Goo Kang and
Byongrae Ryu, there in Tibingen, Germany, and
Professor Roland Hausser in Erlangen, Germany,
persuaded me to accept his invitation and come to
Germany. Roland also invited me to his university
in Erlangen. Since then I frequented Germany, vis-
iting Saarbriicken and Erlangen. In Saarbriicken, I
met Hans Uszkoreit briefly and then Manfred Pinkal
for lunch. Manfred wanted to hear about Situation
Semantics from me, almost thinking that I had been
its originator, and we had a wonderful discussion.
He then suddenly remembered his afternoon class
and left me alone in the faculty dining room.

While traveling here and there in Germany, Great
Britain, Japan, Columbus, Ohio, and also mak-
ing regular visits to Palo Alto, California, I be-
gan to realize that the focus of formal semantics
was changing from strictly mathematico-logical is-
sues to something more computational. In the early
1990s, Kris (Per-Kristian) Halvoresen, then of Xe-
rox PARC, for instance, gave a tutorial on Compu-
tational Semantics during the LSA Linguistic Insti-
tute, held in Santa Cruz in the summer of 1991. And
fortunately around that time I was able to work with
Ron Kaplan at Xerox PARC and began to do some-
thing that you may call computational, for I was try-
ing to implement Korean on his LFG workbench and
hoped that I could use it to test my toy programs for
Computational Semantics. There were, however, a
couple of practical problems that hindered the con-
tinuation of any serious work in Computational Se-
mantics. One simple, but serious problem had to do
with the importing of Hangul characters and fonts
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into the system, for Korea was still arguing which
coding system it should adopt beyond industrial ap-
plications and no full-fledged Unicode had been de-
veloped by then. Another practical problem was
that the LISP-based system required too much mem-
ory for ordinary workstations, not to mention per-
sonal desktops or laptops, to run anything really sig-
nificant. Ron tried to install a new version of the
LFG Workbench on my newly-purchased expensive
workbench remotely from Palo Alto, but every en-
deavor just ended in frustration only. The Internet
was also too slow then in both U.S.A. and Korea.
Remember that this was twenty some years ago and
I was still a young man reaching to be sixty.

In the summer of the same year, namely 1991, 1
also attended an ACL conference held at UC Berke-
ley. There everybody saw that a number of ac-
cepted papers in the area of corpus work rapidly in-
creased, in contrast to the predominance of accepted
papers in the the area of logical programming or
Al-oriented researches in the previous years. Till
then few accepted papers had dealt with corpora and
any statical findings from data in corpora, for the
so-called stochastic approach was not welcome on
the American scene of linguistics. At least twice
I was invited to review NSF grant applications in
the 90s, but nothing theoretical or formal was suc-
cessful in securing any grant in those years. Every
national grant had to account for its technological
or social applicability and usefulness for the nation
or its communities that paid taxes. This trend was
more so in the area of communications using spoken
data. Unlike written texts, spoken data was more
manageable to the statistical approach, for humans
seem to discern sound differences in a more prob-
abilistic way. Years later, namely during the 2004
LREC in Lisbon, where he was giving an acceptance
speech for the Antonio Zampolli award, I remember
Fredrick Jelinek saying “Every time I fire a linguist
the performance of the speech recognizer goes up”
and he indeed fired linguists at his IMB Research
Center.

In December 1995, almost 13 years after the first
Korea-Japan joint workshop, our PACLIC was born
in Hong Kong at the hands of our venerable Ben-
jamin T’sou. The conference was officially named
The Tenth Pacific Asia Conference on Language, In-
formation and Computation. According to the Call



for Abstracts for this conference, organizers of two
conferences, the Asian Conference on Language, In-
formation and Computation (ACLIC) and the Pacific
Asia Conference on Formal and Computational Lin-
guistics (PACFoCoL), agreed to merge their confer-
ences to PACLIC and number this merged confer-
ence the 10th. Strictly speaking or if you prefer
PACLIC to be recognized to be older, we can rightly
claim that PACLIC dates back to the winter of 1982
when Ikeya sensei and Ik-Hwan Lee, secretary of the
Korean group, organized the first J-K joint workshop
in Seoul that I just mentioned. Hence, we should
be celebrating not the 25th anniversary, but the 30th
anniversary of PACLIC this year. Remember that
in our Asian society the older the more respected,
wrongly believing that the older are the wiser.

From the beginning, the scope of this group,
which I mean to be the whole PACLIC group, has
gone beyond language and information, comprising
the area of computation in general and NLP in par-
ticular. We have thus invited computer scientists to
form the core of our group. From Korea, we have
always had Key-Sun Choi of KAIST, who once or-
ganized a J-K joint workshop in Wonju as Secretary
of the Korean hosting group. We also had Hyuk-
Chul Kwon, now full professor of computer science
at Pusan National University, always occupying a
seat on the second row right after professors in our
tutorial classes as a graduate student of SNU. Profes-
sors Kilnam Chon, who was known to be the father
of Internet in Korea, of CS Department, KAIST, and
Yungtaek Kim, who was the godfather of NLP and
MT in Korea, have been the strong supporters of our
KSLI, the Korean Society of Language and Infor-
mation. I expect Professor Ikeya, Benjamin, and my
good old friend Chu-Ren to make a long list of their
colleagues working for the organization of PACLICs
in the past and the present.

By the end of the decade of 1990s, computation
definitely got into the core of linguistics. ACL and
COLING got flourishing, gathering up a huge crowd
for each of their conferences. Publishers were look-
ing for books prefixed with the magic word compu-
tational. Oxford University Press published a book,
entitled Computational Approaches to the Lexicon,
edited by B.T.S. Aktkins and A. Zampolli, in 1994.
A year later, namely in 1995, Cambridge Univer-
sity Press published Computational Phonology: A
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Constraint-based Approach by Steven Bird. Books
on computational morphology came out much ear-
lier: in 1991, the MIT Press published Compu-
tational Morphology by G.D. Richie et al. and,
in 1992, Morphology and Computation by R.W.
Sproat. Kiyong Lee couldn’t wait too long to pub-
lish his own, so he published a prize-winning book,
entitled Computational Morphology, but written in
Korean. Patrick Blackburn and Johan Bos pub-
lished two books on computational semantics: Rep-
resentation and Inference for Natural Language:
A First Course in Computational Semantics (1995)
and Working with Discourse Representation Theory:
An Advanced Course in Computational Semantics
(1996), both of which were published by CSLI Pub-
lications, Stanford.

My ambition has been to write a book on Com-
putational Semantics and then to end my life. This
was so because I published three books on semantics
in 1988: Language and the World: Formal Seman-
tics, Tense and Modality: Possible Worlds Seman-
tics, and Situation and Information: Situation Se-
mantics, all of which were again written in Korean
and also prize-winning. I had thought this could be
a pioneering work at least in Korea, but then learned
that the term Computational Semantics appeared far
back in the mid-1970s: Eugene Charniak and Yorick
Wilks edited a book, entitled Computational Seman-
tics: An Introduction to Artificial Intelligence and
Natural Language Comprehension, in 1976 and a
course on Computational Semantics was offered at
the Institute for Semantic and Cognitive Studies in
Switzerland in 1975, while I was still working on
Categorial Grammar and Lambda Calculus.

In the late 1990s, computational stuff started pop-
ping up in PACLICs, too. Most of the papers in
PACLIC 10 (1995) were computational. Chungmin
Lee presented a wonderful paper on polarity phe-
nomena and Ik-Hwan Lee another great situation-
theoretic paper on generic expressions with exam-
ples such as The dog barks and Dogs bark, but 1
am afraid papers on pure linguistic theories were at-
tracting less attention than in the earlier decades. On
the other hand, papers like “HMM Parmeter Learn-
ing for Japanese Morphological Analyzer” (Koichi
Takeuchi and Yuji Matsumoto), “Using Brackets
to Improve Search for Statistical Machine Transla-
tion”(Dekai Wu and Cindy Ng), and “Predication



of Meaning of Bisyllabic Chinese Compound Words
Using Back Propagation Neural Network”(Lua Kim
Teng) attracted the audience. Kiyong Lee also pre-
sented a computational paper “Recursion Problems
in Concatenation: A Case of Korean Morphology”,
but to his great disappointment he had almost no au-
dience, for it had no statistical formulas or tables,
thus being understood as one of the classical mor-
phology papers.

Papers related to Computational Semantics or
Lexical Semantics also began to appear in PACLICs.
PACLIC 14, held in 2000 at Waseda Univer-
sity, Tokyo, for instance, had papers like: Chu-
Ren Huang and Kathleen Ahrens, “The Module-
Attribute Representation of Verbal Semantics”,
Samuel W.K. Chan, Benjamin K. T’sou, and C.F.
Choy, “Textual Information Segmentation by Co-
hesive Ties”, and to your disappointment, my own
“Developing Database Semantics as a Computa-
tional Model”. In contrast, we had a keynote lec-
ture by Masayoshi Shibatani gave a keynote lec-
ture, which was far from being computational. The
title of his lecture was “Language Typology and
the Comparison of Languages” (abstract) and I was
asked to introduce him and chair his lecture. He em-
phasized that his work was real linguistics because
it was totally data-driven and that I agreed. Pleased
with my chairing and support, Professor Shibatani
invited me and a few others to an expensive udong
house near Waseda University. He then invited
my wife and me to his castle-like two-story man-
sion, located somewhere deep in the valleys of the
Okayama Prefecture, where Momotaro-san, born of
a big peach floating on the river, conquered Oni,
or Japanese devils, with his faithful company of a
pheasant, a monkey, and a dog. Shibatani sensei and
I promised to meet again when I would develop a
computational semantics based on his Mindanao di-
alects of the Philippines.

5 The 2000s: Linked with Bits of
Information, Distributed Partial
Information

As the second millennium reached, too many things
were happening all over. Here were a few things that
happened around me. In the summer of 2002, I re-
tired from my university and began to build a house
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in the country where I could retire and be a farmer.
When I retired, my colleagues were, I thought, re-
ally happy to see me go, but kept me teaching for
two more years in their Department of Linguistics,
which I could no longer claim to be ours or mine,
although I helped found it. My good old friends Ik-
Hwan Lee and Minhaeng Lee at Yonsei University
invited me to their university to teach Computational
Semantics, Computational Morphology or some-
thing like that. Key-Sun Choi of KAIST also put
me to work for ISO. Alex Fang of City University
of Hong Kong invited me to do writing at his uni-
versity as a visiting professor three times and I still
owe him a monograph on ISO annotation schemes
to finish. So I have had very little time to take care
of my country house and the two doggies from one
of my neighbors, whom I seldom see around, but all
the trees there have grown up for themselves, while
all the books, the papers, the diskettes, and the notes
were piled up unsorted. Thanks to you the PACLIC
Steering Committee members and the PACLIC 26
organizers in Bali, I managed to recollect myself
and revive my short memory of the past, the past
40 years. Having said enough to bore you with my
private chatting, I just like to end my talk by telling
you a bit about a kind of Computational Semantics,
called Annotation-based Semantics.

Annotation-based semantics was initiated by sev-
eral people. Among them are Ian Pratt-Harttman,
Harry Bunt, Graham Katz, James Pustejovsky, and
Kiyong Lee myself. We all agree that such a seman-
tics guarantees a robust system. It should not fail
to operate when applied to the processing of natu-
ral language texts, although they usually contain a
large number of syntactically ill-formed strings of
words and indexical or other expressions that are
interpretable only contextually. Ordinary linguistic
semantics fails to process information from materi-
als presented in a tabular form, maps, and pictures.
Annotation-based semantics, however, continues to
work successfully, that is, in a robust way, because
all of the appropriate pieces of information taken
from those media are annotated and represented in
a machine-readable format before they are formally
interpreted.

Annotation-based semantics can also control the
flow of information. Sometimes we get too much or
too little information to take an appropriate action.



To inform the local organizers of PACLIC 26 of my
flight schedule, I wrote to Ruli the following email,
asking if I should book a hotel myself. Part of the
email relevant for the flight schedule can be anno-
tated in XML, a machine-readable language, using
two ISO-supported annotation schemes, ISO-Space
(2012) and ISO-TimeML (2012), as follows:

(18) a. Email Text:
Dear Ruli,
I’11 be arriving at Bali/Denpasar by
KE629 at 00:05 Thursday 1 November and
leaving by KE634 at 02:05 Monday

Should I book a

Best,

12 November.
hotel myself?
b. Annotation:

Kiyong

<isoSpace xml:id="al">
<PLACE xml:id="pll"
type="PROVINCE"
form="NAM" />
<PLACE xml:id="pl2" type="PPLC"
cvt="CITY" province="#pll"
country="ID" form="NAM"
latLong="8°39’S 115°13’E"/>
<QSLINK xml:id="gsll"
figure="#pl2" ground="#pll"
relation="IN"/>

<ADJUNCT xml:id="al"
type="flight" value="KE629"/>
<MOTION xml:id="ml"
motion_class="PATH/MANNER"
motion_type="REACH"/>

<MOVELINK xml:id="mv11l" source=""
goal="#pl2" goal_reached="YES"
means="KE629" />

</isoSpace>

<isoTimeML xml:id="a2">

<TIMEX3 xml:id="t1" type="TIME"
value="2012-11-01T00:05"/>
<TIMEX3 xml:id="t2" type="DATE"
value="2012-11-W4T00:05"
corres="#t1"/>

<TLINK xml:id="t11"

eventID="#ml" relatedToTime="#tl"
relType="IS_INCLUDED"/>
</isoTimeML>

c. Interpretation:

He, z,y, z, w}[move(e) Anamed(z, Seoul) A

country="ID"
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named(y, Denpasar)Anamed(z, Bali)A
IN(y,z) A named(w, K E629) A source(z,e) A
goal(y, e)Ameans(w, e)A[r(e) C t]AcalY ear(t)
= 2012 cal Month(t)=November cal Day(t)=01
dateTime(t)=00:05 week Day(t)=T hursday]

You may say that annotation and interpretation
make things more complicated. The fact is, how-
ever, that what we seem to know very little contains
a very long list of complicated pieces of informa-
tion. Till I analyzed this tiny fragment of a text, for
instance, I had thought that Bali was a tiny island
somewhere in the Indian Ocean. I didn’t know at all
that Bali was a province of Indonesia and that Den-
pasar was its capital city. The first three lines of the
annotation contain this information. Nevertheless,
the interpretation here conveys only part of the in-
formation conveyed by the two sets of annotations
above: one set contains spatial information, whereas
the other set contains temporal information.

Information may be provided in a tabular form.
Here is a daily bus schedule, presented in a table
format. Some relevant part of the information can
also be annotated and represented in XML, followed
by its interpretation.

(19) a. Daily Bus Schedule:
Bus#1048 05:30am, Bus#950 05:45,
Bus#055 06:00, Air-Bus#10 06:15,

., Bus#1049 23:45.

b. Annotation:
<isoTimeML xml:id="a3">
(1) <TIMEX3 xml:id="t1"
type="SET" value="PT15M"
quant="EVERY" scopes="#el"/>
(2) <TIMEX3 xml:id="t2"
type="PERIOD" value="DAY"
beginPoint="XXXX-XX-XXT05:30"
endPoint="XXXX-XX-XXT23:45"
gaunt="EVERY" scopes="#t1"/>
(3) <EVENT xml:id="el"
type="TRANSITION" pred="DEPART"/>
(4) <TLINK xml:id="t11"
eventID="#el" relatedToTime="#t1"
relType="IS_INCLUDED"/>
(5) <TLINK xml:id="t12"
timeID="#t1l" relatedToTime="#t2"
relType="IS_INCLUDED"/>
</isoTimeML>



c. Interpretation:

Tq3 =

Vio[[day(ta)—Tts[interval (t3)=[105:30, 723:45]
Atg C to]] — Vi [length(t1)=(15, minute) —
[depart(e) Abus(z) NArg(1,x,e) A (t1Ctz) A

(r(e) St1)]]]

This says that a bus leaves every 15 minutes from
5:30 in the morning to 23:45 in the evening every-
day.

What is being said in a plain language is much
easier for us to understand, for this is the basic lin-
guistic ability of humans. But to represent in a for-
mal language gets complicated. To show how we de-
rive such a complex piece of information in a com-
positional manner requires a much more complex
process of combining its component pieces of infor-
mation, each of which is represented by each XML
element. Computational semanticists, however, at-
tempt to formulate each step of such processes so
that the computer can be trained to perform the pro-
cess of annotating and interpreting various pieces
of information conveyed by various types of media,
for instance, not only still photos, but moving pic-
tures. Inderjeet Mani and James Pustejovsky’s most
recent book, Interpreting Motion: Grounded Repre-
sentations for Spatial Language, clearly shows what
we, linguists and computer scientists, should be do-
ing to develop the semantics of motion and space
in general and the specification of semantic anno-
tation and interpretation in particular. Harry Bunt’s
lecture, “The Semantics of Semantic Annotation”,
which was presented in PACLIC 21 (2007), Seoul,
is an excellent example of showing how to interpret
semantic annotations.

6 Concluding Remarks

C.S.Lewis is quoted, supposedly saying that he was
told not to trust Catholics, as he began his early
life, nor to trust linguists, as he began his career
of teaching English at Oxford. Two of his best
friends among his informal literary discussion group
Inklings were, however, Catholic linguists: Hugo
(H.V.D.) Dyson and J.R.R. Tolkien, the author of
the novel the Lord of the Rings. They were philolo-
gists and made things easy to understand. Present-
day linguists, on the other hand, are proud of writing
or talking like Noam Chomsky, who wrote Syntac-
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tic Structures in terse English and made us mem-
orize each page of it, or like Richard Montague,
who published “Universal Grammar” and developed
higher-order logics for natural language semantics.
If linguists or semanticists keep talking or writing
like them, then they may not have any followers
who trust them. I once presented a paper, entitled
“A Simple Syntax for Complex Semantics”, which
was supposedly a keynote speech for PACLIC 16 in
February 2002. I concluded that talk by saying that
a syntax must be kept simple for complex semantics,
for the complexity of syntax is a theory and that of
semantics, a reality. Fortunately, generative syntax
took its path to minimalism (See Chomsky (1993).),
while we have also seen a semantics like Copes-
take at al. (2005)’s Minimal Recursion Semantics
(MRS).

I was surprised to learn that small world is a math-
ematical notion. It forms a network with nodes
most of which are not directly connected, but con-
nected with some distances. We thus get information
about ourselves or our surrounding environment not
from our neighbors right next door, but from those
third persons at a distance who are situated in better
perspective. It is still a robust structure with dis-
tributed bits of information, for the whole structure
is preserved even when some of its parts collapse,
thus providing objective validity. This picture seems
to well represent the current situation of the world
in which we live by exchanging information in the
most efficient way with a tiny mobile gadget. Seen
as a theory of action, the meaning of semantics can
be understood with respect to such a small or tiny
world rather than with respect to all possible worlds
that are inconceivable or keep asking for the proof
of their logical consistency or mathematical com-
pleteness. We need new semantics that can interpret
all those signals that are sent out from those small
worlds and also translate those interpretations in our
metalanguage that is still bound to be a system con-
sisting of sequences of discrete linearized symbols.

Reflecting on the past quarter of a century of the
PACLIC meetings, I hope that our PACLIC will re-
main as a small world and that all its members would
be closely connected with one another. I have at-
tended most of the biennial conferences of LREC
(Language Resources and Evaluation Conferences),
namely those meetings in Las Palmas (2002), Lis-



bon (2004), Marakech (2008), Malta (2010), and Is-
tanbul (2012). I also attended several meetings of
ACL or LSA. I am afraid that these meetings have
kept growing with so many plenary and parallel ses-
sions, poster sessions, and satellite workshops and
also with so many participants. This year’s LREC,
held in Istanbul, for instance, had over 1,300 partici-
pants. One big problem is that one gets either totally
lost in the crowd or completely exhausted with so
many contacts. As the cost for organizing such big
conferences rises, participants have to pay a larger
amount of the registration fee, sometimes reaching
one thousand dollars. This was the case with an
IEEE-sponsored workshop that I attended to read a
paper a year ago. With so many official events and
personal appointments, some papers are presented
with almost no audience and some posters are just
standing there. As a result, I predict that all these
big conferences will eventually break up into smaller
groups and that these small groups will grow up to
become big organizations, with a cycle of growth
and breaking up necessarily repeating. I thus repeat
my hope that PACLIC will remain a small world so
that all of us can enjoy close comradeship in pursu-
ing our academic work and exchanging every bit of
our knowledge or doubt with each other as we may
be doing at a meeting like this wonderful conference
in Bali.
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Abstract

This paper discusses theoretical and implementational challenges in developing a deep grammar of
Indonesian (IndoGram) within the lexical-functional grammar (LFG)-based Parallel Grammar
(ParGram) framework, using the Xerox Linguistic Environment (XLE) parser. The ParGram project
involves developing and processing computational grammars in parallel to test the LFG’s theoretical
claims of language universality, while at the same time testing its robustness to handle typologically
quite different languages. Two relevant cases are discussed: voice-related morphosyntactic derivation
and crossed-control dependency in Indonesian. It will be demonstrated that parallelism should be
taken as a matter of degree, that it cannot always be maintained for good language-specific reasons and
that the participation of IndoGram has also contributed to the rethinking and improvement of certain
parallelism standards.

1 Introduction®

This paper discusses theoretical and implementational challenges to developing a deep
grammar of Indonesian (IndoGram) within the Parallel Grammar (ParGram) framework. Using the
Xerox Linguistic Environment (XLE) parser (Maxwell and Kaplan 1993; Crouch et al. 2007) with
lexical-functional grammar (LFG) (Bresnan 1982, 2001; Dalrymple 2001) as the underlying
linguistic theory, the IndoGram project joins the research and development program of broad-
coverage grammars from a typologically wide range of languages. The approach (Butt et al 1999,
2002) involves developing and processing computational grammars in parallel to test the LFG’s
theoretical claims of language universality, while at the same time testing its robustness to handle
typologically quite different languages.

While parallelism is preferred, it is demonstrated that this cannot always be strictly
maintained for good language-specific reasons. It is also shown that the participation of IndoGram
has contributed to the richness of linguistic phenomena to be handled within the ParGram project and
to the rethinking and improvement of certain parallelism standards. Two relevant cases are
discussed: voice-related morphosyntactic derivation and crossed control dependency.

The paper is structured as follows. An overview of the ParGram project is first presented in
section 2. Linguistic analyses of voice alternations and crossed-control constructions and their XLE
implementation are given in sections 3 and 4 respectively, followed by some discussion in section 5.
Conclusions are given in section 6.

2 The (Indonesian) ParGram project: an overview

The Parallel Grammar (ParGram) project is an international collaborative research project for
the development of large-scale computationally tractable grammars and lexicons of the world’s
(major) languages. Members include the corporate research laboratories of the Palo Alto Research

* Research reported in this paper was supported by the author’s ARC Discovery Grant DP DP0877595 (2009-2011).
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Center (PARC) (USA) and Fuji Xerox (Japan), as well as Stanford University, Oxford University,
Manchester University, the Universities of Stuttgart and Konstanz, (Germany), the University of
Bergen (Norway), the University of Essex (UK) and Langue et dialogue (France).

Current ParGram analyses (Butt et al 1999, 2002) are the result of over fifteen years of
research and discussion based on data from a typologically wide range of languages (English,
German, French, Japanese, Norwegian, Urdu, Welsh and Malagasy). The approach (Butt et al 1999,
2002) is to develop and process grammars in parallel. Similar analyses and technical solutions,
wherever possible, are given for similar structures in each language. Parallelism has the
computational advantage that the grammars can be used in similar applications and that machine
translation (Frank 1999) can be simplified. However, ParGram also allows flexibility where
parallelism is not maintained when different analyses are desirable and justified for good language-
specific reasons. An encouraging result from ParGram work is the ability to bundle grammar-writing
techniques into transferable knowledge and technology from one language to another, which means
that new grammars can be bootstrapped in a relatively short amount of time (Kim et al 2003).

The underlying syntactic framework for ParGram is lexical-functional grammar (LFG), a stable
and mathematically well-understood constraint-based theory of linguistic structure (Kaplan 1982;
Dalrymple 2001; Bresnan 2001). Two important structures are assumed in LFG: constituent structure
(c-structure; c-str) and functional structure (f-structure; f-str). The c-structure representation
captures surface (overt) linguistic expressions that vary across languages. It is modelled in phrase
structure trees that show structural dominance and precedence relations of units. F-structure captures
abstract relations of predicate argument structures and related features such as tense. This is where
cross-linguistic similarity or universality is represented. Thus, the equivalent sentences of English
Wayan will help Mary in Indonesian and Tagalog are, respectively, Wayan akan menolong Mary and
Tatulong si Wayan kay Mary. Indonesian is more like English in its c-str, whereas Tagalog is quite
different, as seen in (1)a-b. However, they all share the same f-str, as shown in (1)b.!

(1). a. c-str: Indonesian b. c-str: Tagalog c. f-str for both (a) and (b)
P P
NP/\V ||/ PRED ‘HELP(SUBJ, OBJ)’
\ Y S TENSE FUTURE
N VP | s
| | | I L SUBJ [PRED ‘WAYAN’}
N akan V/ tutulong /NP\ /NP\
Wa‘yan \//\Np d NP 4 NP OBJ [PRED ‘MARY’}
|

| | ,
menolong N’ 2 l\ll’ el I\|I’

\
N N
N | |

| Wayan Ma
Mary y ry

ParGram is built on the XLE platform (Maxwell and Kaplan 1993; Crouch et al. 2007),
developed and maintained at PARC, which implements LFG theory. It outputs c-structures (trees)
and f-structures as the syntactic analysis. The actual c-str and f-str output parse of a specific sentence
from a given language contains richer information, however, as seen in (2) below.

Since f-str is the locus for cross-linguistic parallelism, it is of great significance in ParGram.
It is the f-str that is used in a range of computational applications, e.g. in machine translation,
sentence condensation and question answering. The ParGram project dictates the type of f-str
analysis and the form of the features used in the grammars (Butt and King 2007).

! Abbreviations: 1, 2, 3 (first, second, third person); APPL (applicative); ARG (argument), ART (article); AV (actor
voice); FUT (future); ITR (intransitive); MIDD (middle voice); OBJ (object); OBL (oblique); PASS (passive); PRED
(predicate, a semantic form in LFG); pl (plural); PROG (progressive); s (singular), REL (relativiser); SUBJ (grammatical
subject), TR (transitive); U (undergoer); UV (undergoer voice).
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@. o e

5adj[£in]:2070 PERIOD:195 [PRED 'help<[l:Wayan], [134:MaryJ]>'
_ | 1[PRED 'Wayan'
ATpRes sl 702|CHECK [ LEX-SOURCE guesseq
SUBJ 231
NP:2145 vPall(fin]:1704 1937[NTYPE [NSYN proper
| | 2145|CASE nom, NUM sg, PERS 3
NPadj:1937 VP[fut,£in]:1700 161 - ; ,
| 195 PRED 'Mary
NPzero:2311 AUX[fut,fin]:91 VPv[base]:1691 162§ 134 CHECK [—LEX'SOURCE morphologﬂ
| | N 1491[0BT 996 NSEM [PROPER [NAME-TYPE first_name, PROPER-TYPE name]]
N:702 will:52 V[base]:1683 NP:1092 5 1000[NTYPE -
[ | | 91 1019 NSYN proper
Wayan:1 help:92 NPadj:1019 1700 1092|CASE obl, GEND-SEM female, HUMAN +, NUM sg, PERS 3

| 1704|cHECK [ SUBCAT-FRAME V-SUBJ-0BJ
NPzero:1000 2065
2070[TNS-ASP  [MOOD indicative, PERF -_, PROG —-_, TENSE fut]

vaME:996 1976|CLAUSE-TYPE decl, PASSIVE -, VTYPE main

Mary:134

3 Morphosyntactic alternations: voice and applicative/causative

alternations
Current research in Austronesian (AN) linguistics has led to good understanding of voice

systems in this language family, of which Indonesian is a member. Austronesian voice systems are
generally richer than those encountered in Indo-European languages like English. English shows
only a two-way system: active-passive alternations, e.g. John kissed Mary vs. Mary was kissed by
John. Indonesian, like other AN languages of the Philippines/Taiwan, shows a multi-way system.
There is more than one non-actor voice. In the AN languages of the Philippines and Taiwan, there is
no clear structure that can be analysed as passive. In Indonesian, however, one of the non-actor
voices, namely the structure with di-verb plus a PP agent as in (3)c, can indeed be analysed as a true
passive equivalent to the English passive. The agent is grammatically oblique, expressed by a PP
(like in English), optional (indicated by the brackets) and pragmatically not prominent.

(3). a. Aku akan  menanam pohon itu b. Pohon itu akan ku=tanam
1s FUT AV.plant tree that tree that FUT 1s=UV.plant
‘I will plant the tree’. ‘The tree, I will plant’.

c. Pohon itu akan  di-tanam (oleh mereka).
tree that FUT  PASS-plant by them
“The tree will be planted (by them)’.

Unlike Indo-European languages, the voice-system in Indonesian is symmetrical in a morphological
and syntactic sense. Morphologically, they are symmetrical, as all voice types — AV (active/actor
voice), UV (undergoer voice)? and PASS (passive voice) — are equally marked, e.g. from the root
tanam ‘plant’, we can derive AV, UV, volitional/accidental PASS verbs and MIDD(le) verbs, as
shown in (4). Syntactically, they are symmetrical in the sense that, unlike the voice alternations in
English, the system allows both the actor and undergoer of a transitive verb to be equally linked to
SUBJ without demoting any of them. Consequently, the voice alternation does not affect the
transitivity. Thus, (3)b is as transitive as (3)a, and is syntactically not passive.

2 UV is a type of voice where the Undergoer argument is the grammatical subject (hence, like passive) but the Actor
argument is still highly prominent, obligatorily present showing up as a core argument. Note that in passive the Actor
argument is optional and not a core argument.
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(4). tanam

men ku-&-tanam i-tan er- -tanam
meN-tanam ‘1s=UV-plant’ ‘PASS-plant’” PASS-plant MIDD-plant
‘AV-plant

The unusual nature of the voice system in Indonesian and other AN languages poses
descriptive, typological and theoretical challenges, and have led to controversy in linguistics. This
also gives rise to an implementational problem in ParGram which is discussed further below.
Descriptively, how to label different non-actor voices is not straightforward. Authors from different
schools of linguistics analyse and label them differently. For certain linguists (Cole, Hermon, and
Yanti 2008), structures like (3)b-c are analysed as passives, despite a clear difference in the syntactic
status of the A argument. In my analysis (Arka and Manning 2008), sentences (3)b-c are
syntactically distinct structures, with the first being active-like and translatable as active in languages
like English (Purwo 1989). There are good linguistic reasons to label them differently. In this paper,
I adopt my own analysis to capture the symmetricality of the Indonesian voice system, while at the
same time allowing passivisation of the English type to exist in the system.

From a typological-theoretical point of view, the voice type exhibited by Indonesian adds to
the richness of voice, and any theory should be able to account for this. That is, our theory should be
such that it is able not only to capture the English type of voice, but also to predict the Indonesian-
type voice with its expected properties. | argue that an argument structure—based theory of voice
within LFG can handle this in a precise way, as further discussed below. I also demonstrate that the
analysis is computationally implementable. In addition, the causative-applicative derivation by -i/-
kan further adds to the complexity of the voice system in Indonesian. That is, a verb can have voice
morphology as well as -i/-kan, which constrains alternations. For example, the root tanam ‘plant’
without -i has its patient argument appearing as object in the actor voice, or as subject in the passive
voice, as in (3)a and (3)c, respectively. With the applicative -i, it is the locative argument (sawah)
that is the object in the AV sentence (5)a, and the subject in the passive sentence (5)b. The
underlying theme padi becomes a second object or an oblique (possibly marked by dengan), as seen
in (5).

(5). a. Mereka menanami sawah-nya (dengan) padi.
3pl AV .plant-APPL rice.field-3POSS with rice
‘They planted their rice field with rice’.
b. Sawahnya ditanami (dengan) padi oleh  mereka.
rice.field-3POSS  PASS-plant-APPL  with rice by 3pl

“Their rice field was planted with rice’.

c. ?* Padi ditanami sawahnya oleh mereka.
FOR: ?? “The rice was planted (with) rice field’.

The challenge in the analysis and its implementation is to ensure the right output when both
voice and applicative morphology are present. We want to have the applicative with -i applied first
before the passive with di- as in (6)a. That is, the locative argument is first introduced into the
second position by . This locative argument is then linked to SUBJ when the agent argument is
removed or demoted by the passive from the first place in the argument structure list. (The linking
mechanism picks up the most prominent argument from the a-str list as SUBJ.) That is, applicative
and voice derivations must be applied in that order. Otherwise, we would get an unacceptable
sentence where the theme (padi ‘rice’) becomes the passive SUBJ as in (5)c. The incorrect derivation
can be schematised in (6)b.

22



(6). a. tanam ‘plant<ag, th>’ b.* tanam ‘plant<ag, th>’
ta\kam-i ‘plant-APPL <ag, loc | th>’ di-tanam  ‘PASS-plant<th|agt>’

di-tanam-i ‘PASS-plant-APPL<loc| ag th>" di-tanam-i ‘PASS-plant-APPL<th, loc|ag>’
SUB]J SUB]J

We handle this by proposing an analysis where -i is a three-place predicate, as shown in (7).
Affixation with -i involves complex predicate composition, with argument fusion of the matrix and
embedded arguments. Importantly, -i comes with a thematically a locative (LOC)-related argument
(i.e., possibly goal or source, in addition to locative) in the second argument (ARG2). ARG2 is either
new, or fused with the LOC argument of the base wherever possible. ARGL1 is thematically higher
than ARG2, though not necessarily an agent. This representation allows us to capture both causative
and applicative uses of -i, as well as other uses; see the different types of fusion exemplified in (10)—
(14).

(7). A-str of -i and its associated semantic roles
‘PRED; < ARG, , ARG, , PRED,< ,..>>’

(A (U:Loo) where argument(s) of PRED;
fuse(s) with arguments of PRED,

Thus, the root tanam ‘plant’ affixed with -i gives rise to tanami with a-str showing the fusion, as
seen in (8). This a-str becomes the input for voice linking. The AV links the most prominent ARG
(namely ARG1) to SUBJ (9)a. In contrast, the PASS voice demotes ARG1 to oblique and makes the
locative ARG SUBJ (9)b.

(8). 3pl’ ‘garden’ ‘mango’
-i  <ARG1, ARG2 ‘plant < _, _ >’
| (U:loc) (a%) (th)
(9). a. AV: 3pl’ ‘garden’ ‘mango’
SUB]J OE|3] OBJ2/0BL
-i  <ARG1, ARG2 ‘plant < _, _ >’
| (U:loc) (a%) (th)
b. PASS: ‘garden’ ‘mango’  ‘3pl’
SUB]J OBJ2/0BL OBL
- < ARG2 ‘plant < _, _ |_ ’
(U:loc) (e}g) (th) |

Another property of the suffix -i that complicates the analysis is that -i is multifunctional. It
shows applicative and causative polysemy. For example, -i in panasi is causative ‘hot-cause’,
whereas -i in tiduri is applicative (i.e. ‘sleep on [loc]’). In addition, the stems are possibly
intransitive or transitive, not necessarily verbal, as shown in Table 1.

The resulting subcategorisation frames of -i affixation are not uniform. There are at least four
types. Each of them is briefly discussed and exemplified below; see Arka et al. 2009 for a detailed
discussion.
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Roots Derived -i verbs Roots Derived -i verbs

air (N) ‘water’ air-i ‘water’ lompat ‘jump’ (VITR) lompat-i ‘jump over’

kulit (N) ‘skin’ kulit-i ‘peel’ tidur ‘sleep’ (VITR) tidur-i ‘sleep on’

gula (N) ‘sugar’ gula-i ‘put sugar in’ diam ‘stay’ (VITR) diam-i ‘dwell in’

ketua ‘(N) chair (of | ketua-i ‘chair or lead in a | tulis ‘write’ (VTR) tulis-i ‘write on

an organisation) meeting/organisation’ something’.

panas (A) ‘hot’ panas-i ‘heat (water)’ kirim ‘send’ (VTR) kirim-i ‘send’

basah (A) ‘wet’ basah-i ‘dampen’ siram ‘spray’ (VTR) siram-i ‘spray with’

lengkap (A) | lengkap-i ‘complete’ cium ‘kiss” (V_ ) cium-i ‘kiss repeatedly’

‘complete’ "

jauh “far’ (A) jauh-i ‘make oneself far | pegang ‘hold’ (VTR) pegang-i ‘hold tightly’
from’

Table 1: the suffix -i with its stems in different lexical categories

Type 1. Type 1 involves derived monotransitive -i verbs undergoing a valence-changing
applicativisation effect. With a two-place intransitive base (with a goal/locative second argument)
such as jatuh ‘fell (on)to X’, datang ‘come to X’ and lewat ‘pass at X’, the result is a strictly
monotransitive -i verb®. This is exemplified by (10)a-b. The derived structure of menjatuhi (10)b can
be represented as (10)c. The fusion of arguments is indicated by a line connecting the two
arguments. This -i derivation involves a double fusion.

(10). a. Mangga yang besar jatuh ke rumah-nya
mango REL big fall to house-3s
‘A big mango fell onto his house’.
b.Mangga yang besar men-jatuh-i  rumah-nya  (*menjatuhkan)
mango REL big  AV-fall-i house-3s
‘A big mango fell onto his house’.
C. ‘mango’ ‘house’
SUBJ OBJ
-i <ARG1, ARG2 ‘jatuh< _( _)>’
(U:loc)

Type 2. This type is associated with three-place predicates with a displaced theme such as
kirim ‘send’ and suguh ‘serve’. The derived -i verb can either be ditransitive with the displaced
theme being OBJ2, or three-place monotransitive with the displaced theme realised as OBL
instrument. An example showing the derived ditransitive structure is shown in (11).

(11). a. Engkau menyuguh-i aku minuman lezat
2s AV.serve-i 1s drink tasty
“You served me a very tasty drink’.

® There is evidence that the goal/locative of jatuh “fall’ or datang ‘come’ is an oblique-like argument (i.e. associated with
the conceptual unit of [PATH] of the verbs) although it is not required to be overtly present on the surface syntax. A
(general) goal/locative adjunct cannot typically take -i in Indonesian:

i) a la tinggal di Jakarta b. * la meninggal-i Jakarta

3s live LOC Jakarta 3s  AV.live-i Jakarta

‘S/he lives in Jakarta;. FOR “S/he lives in Jakarta’.
ii) a. Ali menangis di kamar b. * Ali menangisi kamar

Ali AV.cry LOC room Ali  AV.cry-I room

‘Ali cried in the room’. FOR: ‘Ali cried in the room.’

24



‘28’ ‘ls’ ‘tasty drink’
SUBJ OBJ OBJ2
-i  <ARGI, ARG2‘serve< _, |, |_ >’
| (U:go) (ag) (go) (th)
| J

Type 3. There is no valence change in this type of -i derivation, e.g. pukul ‘hit’ (transitive)—>
pukuli (transitive) ‘hit repeatedly’, where -i signifies repetition or intensification.

(12).a. Ia memukul-i saya
3s  AV.hit-i 1s
‘S/he was hitting me, s/he hit me repeatedly’.

b.

3g’ ‘1s’

SUBJ OBJ

—i <ARGI1, A|R(}2‘hit< o >
| (U:go) (ag) (pt/go)

Type 4. This is the type of -i affixation resulting in causativisation. The -i verbs can be
monotransitive (13)b (with the displaced theme showing up as an oblique instrument marked by
dengan), or ditransitive (13)c (with the displaced theme being OBJ2). Type 4 -i structures involve
single fusion, as depicted in (13)d, the only difference being the realisations of the unfused
embedded displaced theme®.

(13). a. Air itu sedang meng-alir ke sawah. SUBJ OBJ
water that PrRoG  AV-flow to rice.field “flow< , >’
‘The water is flowing to the rice field’. (th) (loc)

b. Dia meng-alir-i sawah=nya dengan air itu.
3s  AV-flow-i rice.field=3sg with water that
‘S/he flooded his/her rice field with the water’.

c. Dia meng-alir-i sawah=nya air itu.
3s  AV-flow-i rice.field=3sg water that
‘S/he flooded his/her rice field with the water’.

d. ‘38’  ‘rice.field’ ‘water’
SUBJ OBJ OBJ2/0OBL
—i <ARGI, AIRG2 ‘flow’ < |_ , =
(U:go) (th) (loc)

Type 4 -i includes those -i verbs with nonverbal roots, e.g. sakit ‘sick’, panas ‘hot” and kotor
‘dirty’. This is exemplified in (14)a. The fusion of the theme-locative argument shown in (14)b
captures the meaning that jalan ‘road’ is understood as the surface of the road.

* In fact, the a-str of the type (13)d allows for double fusion if ARG1 is not filled in with an agent. Thus, the following is
acceptable. The water flows because of its natural force.

Air itu mengalir-i sawahnya

water  that AV .flow-I rice.field

‘The water flooded his/her rice field’.
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(14). a. Jangan kotor-i jalan itu
NEG dirty-i  road that
‘Don’t (you) make (the surface of) the road dirty’.

b.

‘you’  ‘road’
SUBJ  OBIJ

—i <ARGI1, ARG2 “dirty’ <_>’
(U:loc) (th)
I |

As seen, the types involve different kinds of argument fusion, single or double. They are
constrained by the semantics of the root. The general rule for -i composition appears to be that
arguments of thematically similar types tend to fuse. Thus, the actor-like ARG1 of the matrix PRED
tends to fuse with the actor-like ARGL1 of the embedded PRED. Likewise, the undergoer-like ARG2
of the matrix PRED fuses with the undergoer-like ARG2 of the embedded PRED.

The properties of -i are now well understood. We are pleased to report that we have
successfully implemented a novel unified argument structure—based analysis to capture those
properties. The analysis and implementation make use of the idea of predicate composition (Alsina
1996; Butt 1995) and the restriction operator (Butt and King 2006 ; Butt, King, and Maxwell 111
2003; Kaplan and Wedekind 1993). The main components of the implementation in XLE can be
briefly described as follows.

The grammar consists of phrase structure and sublexical rules with certain relevant
annotations, e.g. showing grammatical functions (SUBJ, OBJ and ADJUNCT) as in (15), or
templates indicated by @ as in (16). The voice and applicative/causative templates are given in (17)a
and (17)b, respectively. For the time being, as seen in (17)a, we still maintain the classic (simpler)
analysis of voice alternations as lexical rules, rather than principled alternations based on a mapping
theory (Arka 1993; Bresnan 2001). Note that the nesting of the templates with the @APPL template
inside the @VOICE template in (16) is meant to capture the idea that applicativisation applies before
voice alternation. This is to obtain the intended result as discussed earlier (cf. example (5),
representation (6)).

(15).2. S->NP VP b. VP>V PP c. Vo> (NP)V (NP)
(TSUB)={ | e(TADJUNCT) (ToB)=4 (T0B))=1{
(16).a. V— V VOICE BASE V_STEM’ V SFX BASE
b. V_STEM'— {V_STEM-APPL | _ V_I_BASE

@(VOICE @(APPL_I VApp_l))

I
V_STEM-CAUS_| V_|_BASE
@(VOICE @(CAUS_| VCaus_I)) }.
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(17).

a. Voice template

b. Applicative/causative template

VOICE(_SCHEMATA) =
{ SCHEMATA
@ACTOR-VOICE
| SCHEMATA

@UNDERGOER-VOICE
(1 OBJ) —( 1 SUBJ)
(1 SUBJ) — (1 OBJ)
| SCHEMATA
@PASSIVE-VOICE

{(t PRED) =*V_Appl i <(1 SUBJ) ( OBJ) %PRED3=’

T\PRED\GF = |\PRED\GF Type 1: IntrRoot > Vtr

{ (| SUBJ)= (1 SUBJ)
() OBL-LOC)=(1 OBJ) |

({ SUBJ) = (1 SUBJ)

(1 OBL-LOC) = (1 OBJ) I Type 2: TrRoot = Vtr

({ OBJ)= (1 OBL-INST)
(1 OBL-INST CASE)=c obl-inst |

({ SUBJ) = (1 SUBJ) I Type 3: TrRoot = Vitr
(} OBJ)=(t OBJ)

(1 TNS-ASP PROG)=+

~(1 OBL-INST) "just for the iterative meaning of —i" }
(} PRED)=(1 PRED ARG3) |

(*PRED) = *V_Appl_i <(t SUBJ)(1 OBJ) (1 OBJ2) %PRED4>'

1 \PRED\GF= | \PRED\GF
(} SUBJ)=(1 OBJ)
({ OBL-LOC) = (1 OBJ)
(} OBJ)= (1 OBJ2)
({ PRED)=(1 PRED ARG4) }

(1 APPLICATIVE)= +.

(1 OBJ) = ( 1 SUBJ)

{ SUBJ) = NULL

| (1SUBJ) — (1 OBL)

| (1SUBJ) = (1 OB)) } }.

Type 4: IntrRoot = Vtr

The grammar also consists of a lexicon containing both free words and affixes. They are
listed with their own entries. Sample entries are given in (18) below.

(18). Sample entries: free forms

a. sawah N XLE @(CN rice field).

b. mereka PRON XLE @(PPRO 3 pl).

C. tanam \% XLE @(VOICE @(TRANS plant)).
Sample entries: bound forms

e. + V_I.

f. AV+ V_VOICE @(VOICE-TYPE AV).

g. Uv+ V_VOICE @(VOICE-TYPE UV).

h. PASSdi+ V_VOICE XLE @(VOICE-TYPE PASSIVE).

The Indonesian grammar is equipped with a tokeniser and morphological analyser (Mistica et
al. 2009; Femphy et al. 2008). It was built using XFST (Xerox Finite State Transducer) (Beesley
and Karttunen 2003). The grammar can therefore identify morphemes of words with a complex
morphological make-up and collect their grammatically relevant information for the purpose of
further processing. For example, the sentence Sawah ditanami padi ‘A rice field planted with rice’
consists of three words, with one word, namely ditanami, morphologically complex. The sentence
can be correctly parsed. The input string (19)a is first broken into tokens by the tokeniser. The output
is then fed into the morphological analyser so that the words sawah, padi and ditanami can be
analysed and assigned morpheme and category tags, as in (19)b. Since the relevant tags and forms
are listed in the lexical entries, e.g. PASSdi+ (for di-) and +I (for the suffix -i) (see (18)), the XLE
grammar can pick up the tags, and use the information to assign the word a hierarchical structure
based on the sublexical rules formulated in (16). In addition, given the functional constraints carried
by the morphemes and the structures (cf. template calls signalled by @ in the entries and in the
sublexical rules), the grammar can also build functional structures involving predicate composition
for the -i verb. Other words of the sentence input are parsed in a similar way, and the grammar can
unify all information and constraints for the whole sentence. The output c- and f-structures are
displayed in (20). Note that the voice prefix di- is higher in the structure than the applicative -i. The
AVM (attribute-value matrix) diagram shows that the applicative suffix -i is a matrix predicate,
taking the a-str of the base tanam as an argument in its a-str. The subject is removed by the
passivisation (indicated by ‘NULL”).
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(19). a. Input string:

Sawah ditanami padi.

b. Morphologically analysed string: Sawah+Noun PASSdi+tanam+I+Verb padi+Noun

(@)

cs 1:

(20).

sawah:2 V_VOICE_BASE:31

PASSdi+:32 V_STEM-APPL_I:192

V_BASE:29 RootCat_BASE:27 +I:26

ROOT:287

$:807 FULLSTOP: 65

VP:220 .:61

v':219

/\

V:196 DP:489

V_STEM':194 V_SFX_BASE:23 NP:481

V_I_BASE:25 +Verb:24 N:215

padi:36

:30 +VerbRoot:28

(b)

"sawah ditanami padi."

[PRED 'VApp_ I<NULL, [2:sawah], [36:padi], 'tanam<NULL, [36:padi]>'>'
PRED 'sawah'
GLOSS [TRANS rice-field

suBy 2
145|NTYpE [NSEM [COMMON count]
INSYN common

618[PERS 3
[PRED 'padi'
GLOSS [TRANS rice]

5

194f0Bs 36

21s|nTypE [NSEM [common count]
481 INSYN common

489[PERS 3
219igLoss  [TRANS plant]

§07|INS-ASP [MOOD indicativd
287|APPLICATIVE +, CLAUSE-TYPE decl, VOICE-TYPE PASSIVE

4 Crossed-control structures in Indonesian

Our grammar can also intelligently handle the ambiguity and complexity of dependency
relations, in particular the so-called crossed-control construction (CCC), exemplified by (21). The
term ‘control” here refers to a referential dependency between the unexpressed (controlee) argument
and expressed (controller) argument. Sentence (21) is ambiguous between the ordinary-control
reading in (21)a and the crossed-control reading in (21)b. In the first reading, represented in (22)a,
the unexpressed argument of dicium (i.e. ‘kissee’, indicated by a dash) is SUBJ and understood as
the matrix argument, saya (the ‘wanter’, controller). In the second reading, represented in (22)b, the
wanter is the kisser, not expressed by the matrix SUBJ but by the embedded OBL argument. Of
particular interest in this paper is the second, crossed control, reading.

(21). Saya mau/ingin [ __ di-cium oleh Ibu ]

1s want PASS-kiss by Mother

a. ‘I wanted to be kissed by Mother’. (ORDINARY CONTROL READING)

b. ‘Mother wanted to kiss me’. (CROSSED CONTROL READING)

(22). a. Ordinary control reading: b. Crossed control reading:

SUB] = [_] SUBJ OBL SUB] - [_]SUB] OBL
['wanter’ ['kissee’ ‘kisser’]] [wanter [kissee’ ‘kisser']]
T ‘mother’ T ‘mother’

Note that reading (21)b is not possible in other languages like English. In English, the
sentence | wanted to be kissed by Mother can never mean the ‘wanter’ is the ‘kisser’ (i.e. ‘Mother
wanted to kiss me’).

CCCs are not restricted to intransitive verbs like ingin/mau ‘want’. Matrix transitive verbs
such as coba ‘try’, ancam ‘threaten’ and tolak ‘refuse’ also show crossed-control reading. Consider
(23), where the matrix verb and the embedded verbs are transitive, both allowing AV-PASS voice
alternations. A crossed-control reading is observed in (23)b — the trier/actor is the killer (temannya),
whereas the matrix subject dia is the patient of kill.
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(23). a. Teman-nya  men-coba [_ membunuh dia].
friend-3POSS AV-try AV Kkill 3s
‘His friend(s) tried to kill him’.

b. Dia  dicoba [_ di-bunuh (oleh) teman-nya.
3s PASS-try PASS-kill by friend-3P0OSS
‘His friend(s) tried to kill him’.

More examples from an online newspaper are given in (24). All the embedded verbs are in
the passive, but the agents are understood as the matrix actor. For example, the syntactic subject of
berusaha ‘attempt’ (24)a is inanimate (politik lokal). Its logical subject/actor, the attempter, is the
embedded oblique argument (pusat).

(24). a. Politik lokal di Indonesia selalu berusaha dikendalikan oleh pusat.s
politics local in Indonesia always try PASS-control by central
‘The central government always tries to control the local politics’.

b. Ternyata skuter model Eropa nekat dijual disana oleh...Honda®
in fact scooter model Europe insist PASS-sell there by Honda
‘It turns out that Honda insisted on selling the European model of the scooter there’.

c. rancangan peraturan daerah ..akhirnya di-tolak

bill regulation local finally =~ PASS-reject
untuk di-sahkan oleh DPRD Gresik 7
to PASS-pass by loca.legislative.assembly Gresik

‘The DPRD of Gresik finally rejected to pass the local draft bill’.

The crossed-control reading is constrained by voice type, particularly when both matrix and
embedded verbs are transitive. First of all, the crossed control reading is not possible when the
matrix verb is in AV. Thus, sentence (25) is strange in its ordinary-control reading (i), and it can
never mean (ii) (i.e. the crossed-control reading). Any theory or analysis of control constructions
should be able to handle the blocking constraint of the crossed-control reading by the AV. This is
further discussed in section 5.

(25). Dia mencoba di-cium  oleh artis itu.
3s AV.try PASS-kiss by artist that
i) ‘He tried to be kissed by the artist’. (ordinary-control reading)
ii) *The artist tried to kiss him’. (crossed-control reading)

In addition, for the crossed-control reading to be possible, the verbs should have harmonious non-
actor voice types. In (23)b, both have passive di-. In (26)a-b below, both have undergoer voice (UV).
Note that the actor pronominal kau appears once, either on the matrix or on the embedded verb.
Mixing the non-actor voices, PASS and UV, results in bad sentences (26)c-d.

(26). a. Dia kau=coba [_ _ bunuh]
3s  2SG=UV.try UV kill
‘You tried to kill him/her’.

® http://politik.kompasiana.com/2012/04/12/politik-lokal-di-indonesia-dari-otokratik-ke-reformasi-politik/.
® http://fanderlart.wordpress.com/2009/09/24/dual-keen-eyes-ga-laku-ya-di-vietnam/.
" http://gresik-satu.blogspot.de/2012/04/2-ranperda-usulan-eksekutif-ditolak.html.
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b. Dia coba |_ kau=bunuh]
3s UV.try 2s=UV.kill
‘You tried to kill him/her’.

c. * Dia dicoba | kau=bunuh]
d. *Dia kau=coba [ _ dibunuh]

The pattern seen in (26) serves as evidence for the analysis that CCCs involve syntactic
argument sharing. That is, the two arguments (‘controller’ and ‘controlee’) must be of the same type
syntactically. Mixing voice types results in the two having different argument types: OBL in passive
and OBJ in UV; (26)c and d are bad due to the violation of this argument sharing constraint.

At first, it might look like a puzzle: How is it possible that the actor of the matrix verb (e.g.
ibu ‘mother’) is not realised on the matrix structure, but rather controlled by the argument of the
embedded verb? The reverse is cross-linguistically common. The challenge is to get a precise
linguistic analysis of the CCC capturing the properties so far discussed and then to implement this.
Any analysis of CCC should be consistent with, or built on, the existing theory of control so that the
analysis should also naturally work for the ordinary-control structures. In this paper, the analysis and
the implementation stem from a lexically based LFG theory of control, where the notion of syntactic
a-str and argument sharing is important.

The proposal is that the CCC should be analysed as a serial verb construction (SVC), forming
a complex predicate, which licenses ‘raising” and argument sharing; this enables an argument to be
realised only once in the surface syntax. Cross-linguistically, this is a well-known property of SVCs.
One piece of evidence that the verb ingin/coba and the complement VP form a tight SVC unit and
therefore allow crossed-control reading comes from the fact that the reading disappears when some
material intervenes (observed by Purwo 1984) as in (27), or else the sentence is ungrammatical, as in
(28).

(27). SiYem ingin supava dicium si Dul.
ART Yem want in.order.to PASS-kiss ART Dul
i. ‘Yem wanted to be kissed by Dul’.
ii. NOT FOR: ‘Dul wanted to kiss Yem’. (Purwo XX)

28). * Politik  lokal di Indonesia selalu berusaha agar dikendalikan
agar
politics local in Indonesia always try in.order.to PASS-control

oleh pusat.

by central

‘The central government always tries to control the local politics in Indonesia’.
(i.e. FOR the same meaning as in (24)a)

The SVC analysis of CCCs can be described as follows. First, verbs come with rich
information in their lexical entries. Some of the information may be by default inherited from their
class or type. Control verbs like mau ‘want’ and coba ‘try’ have their entries represented in (29). The
SUBJ control equation of (TSUBJ)=(TXCOMP SUBJ) is the default ordinary control. The equation
means that the matrix SUBJ is the same as the embedded clause’s SUBIJ. It is a semantically based
control relation (Foley and Van Valin 1984; Sag and Pollard 1991). That is, with the orientation verb
mau ‘want’ and commitment verb coba ‘try’, the controller/doer of the action wanted or tried is the
wanter/trier. Other types of verbs, e.g. the influence type such as suruh ‘ask’, would have a different
specification, namely OBJ control. That is, in the ‘asking’ event, it is the ‘askee’ (OBJ) that is the
controller/doer of the action being asked.
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(29).a. mau  V (TPRED) = ‘want<(TSUBJ)(TXCOMP)>’
‘exp’ ‘proposition’
(TSUBJ)=(TXCOMP SUBJ)

b. coba V. (TPRED)= ‘try<(TSUBJ)(TXCOMP)>’
‘agt’ ‘proposition’
(TSUBJ)=(TXCOMP SUBJ)
Second, an SVC is a structure with a complex VP with more than one V in it, as shown in

(30). It has its own a-str structure specification, which is not always exactly the same as the a-str
specifications of the component predicates that make it up.

(30).
SVC c-str:
VP { (1PRED) = ‘SVC<(%PRED)>(1SUBJ)’ |
1=| ( 1PRED) = ‘SVC<(%PRED)> }
1\PRED\GF= | \PRED\GF
/\ (1SUBJ)=( | XCOMP SUBJ)
({SUBJ)= {({XCOMP OBL)| ({ XCOMP OBJ)}
% VP
T=|i (1XCOMP)= |
mau

(1 PRED) = ‘want<(1SUBJ)(1XCOMP)>’
(1SUBJ)=(1XCOMP SUBJ)

The SVC analysis is also implemented in XLE by means of a restriction operator, as is the case of
applicativisation discussed earlier.

The mechanism of how the analysis works can be described as follows. When a control verb
is inserted into a VP[SVC] structure, the information of the verb’s predicate argument structure is
altered due to its composition with other component parts of the SVC. Importantly, the SVC has its
own predicate, possibly imposing sharing with raising constraints. The SVC’s predicate restriction is
partially shown in the box in (30). The specification says that the SVC’s predicate takes the whole
control predicate and possibly allows a nonthematic SUBJ position (indicated by being outside the
angle brackets). This allows the control verb’s underlying SUBJ (i.e. the wanter), indicated by
(YSUBJ), to be shared with the embedded complement (XCOMP)’s agent-OBL (or OBJ). Thus,
when the verb mau occupies the terminal note V, the SVC would take the whole PRED mau, but
would make the experiencer of mau (i.e. the underlying subject annotated as (YSUBJ) in the box) the
same as the embedded XCOMP OBL. In addition, the SVC’s SUBJ is a raised argument (i.e.
nonthematic matrix SUBJ, shared with the XCOMP SUBJ).

In what follows, we demonstrate that the grammar can parse sentences with both crossed-
control and ordinary-control reading. The intransitive mau is first exemplified below, followed by
the transitive coba.

4.1 Mau ‘want’

The c-str and f-str output parses for the crossed-control reading (b) of sentence (21) with mau
are given in (31). The f-str shows that the SVC takes the whole a-str/subcategorisation (SUBCAT)
frame of mau and assigns nonthematic matrix SUBJ, saya (tag 4). This matrix SUBJ is shared with
the embedded XCOMP SUBJ. It is a thematic SUBJ (i.e. patient) of the XCOMP; hence, the sharing
captures the raising effect. The grammar can correctly identify saya as the subject of the whole SVC
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structure, even though saya is not an argument of the matrix verb mau. It also shows that ibu

‘mother’ (tag 39) is the underlying (thematic) subject of mau (i.e. the first argument of mau), not the

syntactic (SUBJ) argument of the SVC: It shows up only as the OBL of the XCOMP.

(31). c-str
€S 5: ROOT: 357
S:934 FULLSTOP:63
DP:120 VP:600 .:59
NP:113 SVC:599

L

PRON:5 V:595 VP:336

]

saya:4 mau:7 V':335

/\

V:205 PPcase:332

| i

dicium:28 Pcase:39 DP:328

| |

oleh:38 NP:287

ibu:40

59
63
600
934

357

f-str
[PRED 'SVC<'mau<[39:ibu], [28:cium]>'>[4:saya]']
4[PRED 'saya'
SUBJ 112 GLOSS [TRANS pronomina]
NUM sg, PERS 1, PRON-TYPE pers
120/
[PRED 'cium<[39:ibu], [4:saya]>']
SUBJ [4:saya]
GLOSS [rrANS kissg]
PRED 'ibu'
GLOSS [TRANS mother]
XCOMP
BEr 282 ~onr [NSEM [COMMON count]
§g; SYN common
28
205 39|PSEM <{agt)
335 332|CASE obl-ag, PERS 3
336|[VOICE-TYPE PASSIVE
GLOSS [rRANS want]
TNS-ASP [MooD indicative
CLAUSE-TYPE decl

The grammar can also capture the ordinary-control reading, e.g. (21)b. This is the reading
equivalent to the English sentence | want to be kissed by mother, where the wanter is the controller
and the kissee. The c-str and f-str parses are shown in (32).

(32). c-str

ROOT: 357

2 e

S:934 FULLSTOP: 63

Fa

DP:120 VP:600 .:59

NP:113 SVC:599

| 2N

PRON:5 V:595 VP:336

]

saya:4 mau:7 V':335

/\

V:205 PPcase:332

I B

dicium:28 Pcase:39 DP:328

oleh:38 NP:287

N:282

ibu:40

Cs 5:

59
63
600
934
357
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f-str
[PRED 'SVC<'mau<[4:saya], [28:cium]>'>'
4[PRED 'saya’
SUBJ 112 GLOSS [TRANS pronomina]]
120 NUM sg, PERS 1, PRON-TYPE pers
[PRED 'cium<[39:ibu], [4:saya]>']
SUBJ [4:saya]
GLOSS [TRANS kiss]
[PRED 'ibu'
GLOSS [TRANS mother]
XCOMP 40
OBL 282f o op [NSEM [COMMON count]
gg; NSYN common
28
205 39[PSEM <{agt)
335 332|CASE obl-ag, PERS 3
336|{VOICE-TYPE PASSIVE
GLOSS [TRANS want]
TNS-ASP [MOOD indicative

ICLAUSE-TYPE decl




An important point of analysis and implementation to note here is the status of the wanter
argument. Unlike in the crossed-control reading in (31), the wanter saya (tag 4) is syntactically the
matrix thematic SUBJ of mau, as well as SUBJ of the SVC controlling the embedded SUBJ, the
Kissee. That is, there is no raising of the XCOMP SUBJ to a nonthematic position in the ordinary-
control reading. This is a critical point not made explicit in the earlier raising analysis of the
Indonesian ‘want’ in Polinsky and Potsdam (2008). As intended, the argument ibu ‘mother’ (tag 40)
is parsed by the grammar only as the (agent) argument of the embedded verb cium ‘kiss’, realised as
an OBL.

4.2 Transitive coba ‘try’

Unlike mau/ingin ‘want’, which is strictly intransitive, the verb coba is transitive, allowing
the possibility of different voice marking: men-coba ‘AV-try’ vs. di-coba ‘PASS-try’ exemplified in
(23). It is only when used passively do we find the crossed-control reading, as seen in (23)b. As
noted earlier, the AV matrix verb does not allow a crossed-control reading, as shown in example
(25).

The c-str and f-str parses of the crossed reading (23)b are given in (33). As shown, the
grammar correctly analyses the subject of the matrix verb dia (tag 4) as a non-thematic SUBJ of the
verb coba, placed outside the angle brackets in the f-str. That is, dia is not the trier; rather, it is the
SUBJ/patient of the embedded verb bunuh, raised to the matrix SVC’s SUBJ. The logical subject
(actor) of the verb coba ‘try’, namely teman, is correctly analysed as OBL, as realised in the
embedded verb (tag 29).

For the ordinary-control reading of coba, exemplified by (23)a, the trier is the controller,
realised as matrix SUBJ. The analysis is that the SVC just takes the whole SUBCAT frame of
mencoba where the actor/trier is already linked to SUBJ, and there is no need for an embedded
argument to raise to a nonthematic argument. In short, a nonthematic argument is not needed. The
grammar can capture this analysis as intended, as seen in the f-str parse output in (34). That is, the
matrix SUBJ teman (tag 6) is the trier/actor, controlling the SUBJ of the embedded verb membunuh
‘kill’. All arguments are thematic: No SUBJ argument is represented outside the angle brackets.

(33). c-str f-str
&8 % ROOT:417 PRED :SVC<'coba<[29:teman], [17:bunuh]>[4:dia]'>"
/\ 4[PRED 'dia’
SUBJ 10ZGLOSS @RANS pronominaﬂ
$:827 FULLSTOP:56 113[NUM 9, PERS 3, PRON-TYPE pers

/\ l [PRED 'bunuh<[29:teman], [4:dia]>']
DP:113 VP:404 .:52 SUBJ [4:dia)

| | GLOSS [TrRANS kill]
NP:106 SVC:403 [PRED 'teman'

50|PRED 'pro’
| /\ EORS SI[NUM sg, PERS 3]

PRON:5 V:176 VP:399 XCOMP

| , I 39[0LOSS [TRANS friend
OBL

dia:4 dicoba:7 V':398 304inrypE [NSE“ [common cound]
311 NSYN common
/\ 2;; 3351, PSEM  {agt)
v:227 PPcase:395 s 395|CASE obl-ag, PERS 3
| 399|VOICE-TYPE PASSIVE
dibunuh:17 Pcase:29 DP:391 52|gLoss [I‘RANS tr}a
| | 4360BL [29:teman]
oleh:28 NP:311 827[TNS-ASP  [MOOD indicativ
/\ 417|CLAUSE-TYPE decl, VOICE-TYPE PASSIVE

N:304 PsCl:51

teman:31 +nya:50
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(34). c-str f-str

s 2¢ ROOTE354 [PRED 'SVC<'coba<[6:teman], [41:bunuh}>'>’
////’//N\\‘\\\\ [PRED 'teman
1922 FULLSTOP: ' '
S:9 ULLSTOP:56 boss 28[PRED 'pro
/\ I 29|NUM sg, PERS 3
DP:649 VP:615 .:52 SUBJ GLOSS [TRANS friend
6
] | 13elyryp  [NSEM [comvon count]]
NP:143 SVC:614 143 NSYN common
649[PERS 3
N:136 PsCl:29 v:194 VP:302 [PRED 'bunuh<[6:teman], [50:dia]>'
SUBJ [6:teman]
| | | | 50[PRED ‘'dia’
teman:6 +nya:28 mencoba:31 V':419 esaiin oBT ZE;GLOSS ﬁFFHS pronominaﬂ
/\ 41 571[VUM sg, PERS 3, PRON-TYPE pers
V:246 DP:271 246 )
419|GLOSS [TRANS kil]]
| 52 302|VOICE-TYPE AV

membunuh:41 NP:265
56|GLOSS [TRANS try)
615
| 922|TNS-ASP  [MOOD indicativd

ERONESE 354|CLAUSE-TYPE decl, VOICE-TYPE AV

dia:50

To sum up, our Indonesian grammar has the ability to handle not only the standard or
ordinary-control construction of the type found in English, but also the complex crossed-control
constructions involving voice alternations.

5 Discussion

The goal of the ParGram project was to have a common grammar development platform and
a unified methodology of grammar writing to develop large-scale (parallel) grammars for
typologically different languages (Butt and King 2007). Such an endeavour is, in fact, at the heart of
the lively debate in linguistics with respect to the two opposing ideals given in (35), and is therefore
a constant challenge both from a theoretical perspective in linguistics and from a practical standpoint
in its implementation in ParGram.

(35). a. The generativist-universalist ideal: Having explicit formal representations of universal
linguistic properties/features within some kind of generative system;

b. The descriptivist-typologist ideal: Capturing language-specific, possibly distinctive genius
and/or typologically different patterns.

In this section, | briefly discuss further theoretical points and challenges on the basis of voice
alternations and CCCs in Indonesian presented in this paper.

On voice, grammatical function (GF) and features

The f-str representation is supposed to capture a universal level of language analysis, showing
parallelism or universalism. Indonesian grammar has brought in the richness of voice systems of AN
languages, and raised theoretical and implementational challenges in incorporating it into the
ParGram framework.

Linguistically, as discussed in section 3, a symmetrical voice system as exemplified by
Indonesian is typologically distinct from the nonsymmetrical type shown by English. Any theory of
syntax should be able to capture both this distinct property and other shared properties with English.
In LFG, the theory of voice adopted in this paper makes use of the notion of a syntactic argument
structure distinct from surface grammatical functions (GFs) such as SUBJ and OBJ, and voice
alternations are handled by a linking theory (Manning 1996; Arka and Manning 2008; Arka 2003).
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Before IndoGram joined the group, there was a simple feature of voice, namely [PASSIVE
+/-] to capture voice in English-like languages. Surely this feature cannot satisfy the descriptive-
typological ideal because Indonesian has a multi-way voice system. A new voice feature should be
introduced, namely [VOICE-TYPE], whose value can be one of these in Indonesian: actor-voice,
undergoer-voice, passive-voice and middle-voice. Thus, the parallelism is captured by having the
same feature attribute VOICE-TYPE, whereas typological variation is captured by allowing different
languages having to have different voice values.

A serious theoretical issue is the nature of parallelism in relation to GFs. The relevant
question to raise here is how tenable it is to adopt GFs such as SUBJ and OBJ as universal functions
residing in the f-str. Given the descriptive-typological ideal, how should these GFs labels be
interpreted? They are assumed to be ‘universal’ in LFG. Should we qualify the notion of
universalism, particularly given the nature of voice types and related GFs in Austronesian languages
like Indonesian? I argue that we should. One reason for this is the fact that the notion of OBJ, for
example, is broader in Indonesian (and other AN languages like Tagalog and Balinese) than in
English. OBJ in these languages can be linked not only to the undergoer as in AV, but also to actor
as in UV. An OBJ-actor is not possible in Indo-European languages like English. In other words,
while we use the same GF labels such as OBJ, their exact grammatical space across languages is not
the same. In addition, the status of a GF in the grammar is not exactly the same across languages.
While both Indonesian and English have SUBJ, SUBJ in English is obligatory, as seen in the
existence of dummy/expletive ‘it’ as in it rained, it’s hot, etc.; in contrast, SUBJ is not obligatory in
Indonesian. Therefore, the grammatical space of GFs and the related voice types in Indonesian are
not the same as in English. The UV structures, for instance, have no exact parallel in English.

To capture both universalist-typologist ideals (35), the notion of parallelism should not be
taken in its strict sense. The same GF with its related structure and features might be assigned a
slightly different interpretation in different languages.

On the implementation of linking and different layers of syntactic representation

The existing ParGram platform makes use of the earlier conception of LFG, where surface
constituency (c-str) and rich the syntactic functional (f-)structure are distinguished. The latter
contains syntactic and semantic information. In this earlier conception of LFG, GFs such as SUBJ
and OBJ are primitive/basic notions listed in the entries. LFG theory has developed, particularly with
the emergence of mapping theories. It is theoretically necessary, as evidenced from languages that
exhibit voice alternations such as Indonesian, to recognise the surface SUBCAT frame containing
SUBJ/OBJ as distinct from the argument structure level containing syntactic-thematic information
such as core/non-core, actor/non-actor in order to capture the principled syntax-semantics interface
in relation to the universalist and typologist’s ideal. We now have a good analysis of how linking
works across languages, including AN languages like Indonesian.

The challenge is how to implement recent analyses within ParGram’s XLE framework, cast
in an earlier version of LFG. One particular question is how to capture the notion of deep(er) a-str,
where actor (ACT) and undergoer (UND) are relevant. Note that in the earlier LFG version
implemented in XLE, the deep a-str (KRACT, UND>) and surface syntactic a-str are conflated in the
SUBCAT frame, e.g. the verb bawa ‘bring’ would have the SUBCAT frame of ‘bawa<SUBJ OBJ>’,
with SUBJ and OBJ interpreted as both as SUBJ/actor and OBJ/undergoer by default.

The tricky part is capturing principled argument alternations (i.e. alternative linking) as in
voice and applicativisation/causativisation. As discussed in sections 3—4, we have made use of the
restriction operator in the implementation, manipulating the SUBCAT list in the f-str, e.g. in
applicativisation and CCC analysis. In this way, we can talk about the underlying arguments
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SUBJ/actor/experiencer that become (surface) OBL in crossed reading constructions®. However, if
we look further afield at other Austronesian languages of eastern Indonesia (and the Papuan
languages of Indonesia), there seems to be good reason to keep the idea of deep SUBJ/OBJ (i.e.
ACT/UND) without distinguishing between surface and underlying relations. These languages show
no voice alternations. If we maintain the idea of linking in these languages, then the linking is fixed
(i.e. actor is always SUBJ and undergoer is always OBJ). Again, the interpretation of SUBJ in these
languages is slightly different from that in Indonesian and English, where SUBJ can carry any
semantic role. In short, the parallelism/universality of very basic notions of GFs remains an issue
theoretically if more AN languages are taken into account in the ParGram project.

Handling constraints interaction and ambiguity

As the grammar becomes larger, the rules and related constraints become more complex.
Handling constraint interactions between parts of the grammar poses a challenge in the analysis and
implementation. The grammar often produces multiple parses. The IndoGram experience suggests
that most of these are not wanted, but certain others are. However, as we know, natural language is
full of ambiguity. Certain ambiguity that is attested should be recognised by our grammar. This is the
case with the ambiguity of the ordinary and crossed-control reading in (36), when the subject is
animate, dia ‘3SG’.

(36). Dia/pintu itu mau di-tendang oleh John.
3s/door that want PASS-kick by John
i) a.He wanted or was willing to be kicked by John. (ordinary control)
b. #The door wanted to be kicked by John. (ordinary control)
ii) John wanted to kicked him/the door. (cross-reading)

A deep intelligent grammar should be able not only to recognise the ambiguity but also to
select one reading (i.e. disambiguate) (36) when the subject is inanimate, pintu itu ‘the door’. The
inanimate subject renders only the crossed-control reading (36)ii. This does not appear to be a big
challenge, but nouns should be semantically tagged with ‘animacy’. At the moment, our Indonesian
grammar has no ability to sort out this kind of animacy-based disambiguation.

Indeed, the interaction between lexical class properties and syntactic behaviour is important
in the grammar of Indonesian. One task not yet fully implemented in the IndoGram project at the
moment (despite a good linguistic analysis) is the semantically driven causative-applicative
polysemy. For example, the same suffix -i can appear as a causative (as in sakit-i ‘make hurt’) or an
applicative (as in datang-i ‘come to X’) depending on the semantic type of the root, whether it is
agentive/motion or patientive. In principle, the analysis is implementable: Roots need to be tagged
appropriately with their semantic classes, and then the morphosyntactic components of the grammar
recognise the tags and respond accordingly in the parsing process. This is one of the items in
progress at the moment that needs further work.

Grammatical constraints also interact with the pragmatic information structure. For example,
focussing the control verb by fronting it also results in disambiguation, as illustrated by (37)a-b. The
declarative sentence (37)a is ambiguous between the two readings of control. However,
fronting/focussing the verb with the focus marker kah, as in (37)b, gives rise to only one reading,
namely the ordinary-control reading. In addition, there is also a slight nuance of temporal difference,
with the fronted maukah focussing on present/future event in (37)b.

8 one problem with this is that, with the current setup of XLE, the implementation can typically only parse, but not
generate.
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(37). a. Kau mau dicium oleh orang itu? (ambiguous:
2s want PASS-kiss by person that both ordinary and crossed reading)
i) ‘Did/do you want to be kissed by the person?
ii) ‘Did the person want to kiss you?’

b. Mau=kah kau di-cium oleh orang itu? (unambiguous)
want=KAH 2Ss PASS-kiss by person that (ordinary reading only)
‘Do you want to be kissed by the person?’

We have a good explanation based on the theory of control developed in this paper as to why the
crossed-control reading disappears in (37)b: Fronting the matrix verb in effect breaks up the SVC
structure. The argument fusion of (YSUBJ)=( +XCOMP OBL) is licensed only by an SVC structure,
and is therefore inapplicable here. The verb mau is the main matrix verb imposing the lexical
semantic control specified in its entry, that is, the experiencer is SUBJ, i.e. (TSUBJ)=(TXCOMP
SUBJ). Our grammar has not yet able to capture this pragmatic-syntactic constraint interaction,
however; while we have a good analysis of the disappearance of the crossed-control effect, some
more work needs to be done to implement the analysis, and this is not always easy.

6 Concluding remarks

Developing a large-scale, deep, intelligent grammar is expensive in terms of both time and
resources, mainly due to the complexity of natural languages. This complexity has been illustrated
by discussing how to handle two types of structures — voice alternations and crossed-control
constructions — in our computational development of IndoGram within the ParGram project. We are
primarily concerned with theoretically well-grounded analyses of the structures which meet the
universalist and descriptivist-typologist ideals in linguistics.

We are also concerned with implementational issues such as efficient and intelligent parsing.
We want the grammar to be able to give us the most wanted parse(s), reducing unintended ones.
However, at the same time, we want the grammar to be able to recognise and maintain natural
ambiguity, as demonstrated in cases of multiple readings associated with control structures. For this,
and for other cases such as the causative-applicative polysemy of -i, the grammar needs to able to
check the semantics of lexical items.

There is also a challenge to the complexity of the grammar due to its interaction with
pragmatics. We have demonstrated that focussing by fronting the control verb renders an
unambiguous control reading.

While there has been progress in our understanding of how lexical classes play a role in the
grammar, and how the grammar interacts with pragmatics, much of the precise interplay among them
is still unknown. This is indeed a real challenge, particularly in a project that aims to produce a deep
intelligent large-coverage grammar.
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1. Introduction

A mark of erudition in verbal communication is the use of idiomatic language employing metaphors
and figurative speech. Its study is important not only for linguistic research but also for the study of
language, rhetorics, literacy studies and cultural history, and the relationship amongst them.

The rhetorical distinction between literal and metaphorical meanings and so semantic and
discoursal opacity often associated with idioms is universal. But the format of idioms can stand out,
and the means by which the expressions are formed, often drawing on the use of notable objects or
events relevant to the native society concerned are often culture bound. These objects and events
can often be drawn from relatively closed sets.

Idioms are commonly used in metaphors and figurative speech in all languages and in daily
communication. They have not only attracted the attention of specialists interested in language,
rhetorics and literary studies (Black 1962, Makkai 1972, Xiang 1979), but even visiting national
leaders to China from USA and Japan in recent years have cited them in their speeches. In the
last few decades, several major areas associated with idioms and metaphors have become
noticeable: (a) Syntax and Semantics, e.g. Chafe’s well-known 1968 paper on syntactic
decomposability issues of frozen idioms; (Katz and Postal (1963) and Jackendoff (1995)); (b)
Cognitive studies, e.g. Gibbs (1980, 1985, 1987), Nippold et al. (1989), Zuo (2006), Zhang (1984);
and (c) Cultural studies, e.g. Lakoff (1987) [gender], Tang (2007) [food related items], Nall (2008)
[numbers], Fontecha and Catalan (2003) [animals], Liu (1984), Fan (2007) [color terms], Mo
(2001) [Chinese culture and idioms]. There are also notable anthologies on the relevant approaches,
e.g. Everaert (1989, 1992, and 1995).

We note that when some salient linguistic features are found to be shared across two languages, the
question often arises as to whether their origin might be due to: (a) shared genetic affinity, or (b)
borrowing across language boundaries. Furthermore, they could be also (c) universal features if
shared by all other languages, or (d) typological linguistic features if shared by structurally similar
natural languages, as well as (e) areal or regional features if they are found only in a particular
geographical region. Moreover, they are not mutually exclusive.

' This research is supported by the Research Grants Council Committee of the University Grants Council of Hong
Kong ((1) General Research Fund (GRF) Project No. 844012 “Quadrasyllabic Idiomatic Expressions (QIEs) in Chinese
and neighboring Languages: An Investigation into Linguistic and Cultural History” and (2) GRF Project No.148908 “A
Quantitative and Qualitative Comparison of Word Formation in Modern Standard Chinese and Early Modern Chinese™).
I am grateful for comments leading up to this paper from co-investigators in the two projects: Andy Chin, Hintat
Cheung, and particularly Shin Kataoka who has drawn my attention to many of the examples in this paper.
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On the other hand, when two related languages have dissimilar terms to express similar objects or
events, then the difference could well represent salient non-linguistic variations. For example, the
word for government in Indonesia is Pemerintah and in Malay Kerajaan. In the latter case of
Malay, the word reflects the structure of government involving constitutional monarchy (as
indicated by “Rajah’) whereas the case of Indonesian reflects an organization structure presided
over by a leader. The form Selamat means ‘“hello” in Indonesia and Malaysia, originating from
Semitic languages: Arabic Salam “peace” e.g. Salaam Alaikum “peace be with you” and Hebrew
Shalom (peace). But in the Philippine languages, it means “thank you”. This shift of meaning may
not be unreasonable if we consider the broader context of language contact interaction in which we
find the universal and customary conversation opening and closing moves, which are the same in
Islamic societies (Salaam Alaikum), in stark contrast to English (with hello-hi and goodbye
respectively) and other languages. In the exchange of identical but multifunctional pragmatic
expressions during the opening and closing communicative moves among participants, a possible
semantic switching taking place could be understandable.

In Asia, two long standing major classical traditions have been recognized:
D Sanskrit base [Indosphere’]

Devanagari, on which the Sanskrit writing system is based, has influenced the writing systems of
Indosphere languages of the South Asian subcontinent, Burmese, Thai, Lao, Tibetan etc, but not
Indonesia and Malaysia in which once dominant Hindu Kingdoms in the Indonesian archipelago
have given way to Islamic sultanates, with exceptions to be found in Bali, for example. In these
languages, there has not been much evidence of the Indic past in non-materialistic terms, other than
loan words, while Jawi, the script derived from Arbic, still survives.

(I)  Sinitic base [Sinosphere]

Its emblematic logographic writing system has greatly influenced the historical development of
Sinosphere writing systems in Japan, Korea, Vietnam, and among other ethnic groups like the Nasi
etc, on which the associated classical traditions, including the Chinese classical language have had
significant impact. Thus their students to this day are often exposed to literary classics of Chinese
origin such as the Chronicles of Three Kingdoms (Z[Bl/EZ) and Water Margin or All Men and
Brothers (7Kj#{2). This tradition bears interesting comparison with the lesser trend of students in
Thailand, Laos, and Cambodia (but not Indonesia or Malaysia) studying the Indic epic Ramayama.
One distinctive feature of languages associated with Sinosphere is the importance given to
relatively unique idiomatic expressions such as “f =“~[PU [not-3-not-4] “improper”, similar to
English “neither fish nor fowl” but with stronger negative connotations. For example, civil servants
in Japan, Korea and Vietnam, in order to gain promotion, have to take language examinations in
which there are expectations on familiarity with such expressions. This is often seen as a difficult
and arduous task because of the drastic typological linguistic differences between Japanese, Korean
and Vietnamese on the one hand, and Chinese on the other hand. Thus, considerable efforts have to
be made by the civil servant aspiring to promotion.

It is interesting to note that whereas Korea and Japan, for example, have adopted the Chinese
logographic writing system, and have even incorporated it into basically at one time or another

* Miatisoff (1990) proposed the terms Sinosphere and Indosphere to distinguish between two major and often
superimposed cultural traditions within Asia.
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bimodal writing systems. On the other hand, related languages such as Mongolians and Manchus
switched to the Chinese language when they conquered all of China, rather than imposed their own
language as the native language, with possible adaptation or adoption of the logographic script.
There were some minor unsuccessful attempts such as that by the Kitan Kingdom (32f}) which
developed a demotic script, and the use of Phags-Pa script of the Mongols, which though squarish
in shape and written from right to left, was much more influenced by the writing system of the
Tibetans who have shared Lamaism as a common religion.

2. Background on Quadrasyllabic Idiomatic Expressions (QIEs) of Chinese origin

Idioms have (a) relatively stable and unusual parallel phonological, syntactic and/or semantic
patterns, (b) semantic sophistication (metonymy, hyponymy, locus classicus, etc.), requiring
background knowledge and draws on (c) metalinguistic ability to differentiate between
metaphorical literate versus literal meanings and projected positive or negative sentiments, as in the
above English example of “neither fish or fowl” and “~ =T [not-3-not-4] “improper”, or logical
deduction, such as “(as) poor as a church mouse” in English’. While similar structures are found in
different idiomatic expressions, one unusual type of idiomatic expressions with origins in
Sinosphere stands out from the others and they have pervasive presence in the region.

It would be rewarding to systematically explore: (a) The extent of spread of such similar idiomatic
expressions in the region; (b) The sociolinguistic and historical status and extent of Chinese as a
"High" or "Supreme" status language (Tsou and You 2007) in the relevant language communities,
including the significance of the logographic writing systems or its absence; and (c) The degree of
structural compatibility between the relevant regional languages and Chinese, and how it might
influence horizontal transfer. There is considerable value to examining their emergence, alteration,
innovation, or selection in the context of cultural equilibrium or punctuated equilibrium
(Aikhenvald and Dixon 2001) and in terms of a hierarchy of borrowable elements (Curnow 2001)
to shed light on the development and expansion of Sinosphere. More details on the structure of this
type of Chinese idiomatic expressions are given below.

Even though the Chinese language has the tendency to be monosyllabic and its writing system
morpho-syllabic, a large portion of its words consist of disyllables which can be aggregated as
longer linguistic expressions.

The following table provides a comparison of very likely equivalent English and Chinese idiomatic
expressions:

1. I’m all ears B ELF&IE [wash-ear-polite-listen]

2. Strike while the iron is hot FTEEZEN [strike-iron-during-heat]

3. Take the rough with the smooth Wik lH~57 [negative-come-positive-take]
4. Walls have ears [@f% /5 H. [through-wall-have-ears]

5. Advice most needed is least heeded TS H. [honest-words-negative to-ears]
6. After a storm comes a calm EirZEH [negative-extreme-calm-come]
7. An eye for an eye PIHRZEHR [take-eye-respond-eye]

8. [

Birds of a feather flock together Y LUEEER [thing-take-class-gather]

? This is because in puritanical times, churches would have been good examples of frugality and so there would not
have been much leftover for the resident mice there.
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9. Blood is thicker than water A 7K [blood-thick(er)-than-water]

10. Do in Rome as the Romans do A4TFE(S [enter-village-follow-custom]
11. Don't cry over spilt milk 78 7KEEUYZ [upset-water-hard-recover]

| ||

12. A man may dig his grave with his teeth | f{¢ 14| [calamity-from-mouth-come]

Table 1. Some Equivalent English and Chinese Idiomatic Expressions

It is quite clear from the above comparison that the English expressions are of uneven length but
Chinese are quadrasyllabic (and quadra-logographic) expressions of even length.

The use of QIE in Chinese is pervasive in many domains of discourse and language use. For
examples:

(13) Greetings: #F /A A H, [very-long-no-see] “long time no see”, “f FAEY [no-see-no-
disperse] “wait until we meet”

(14) Slogans: %455 — [safe-whole-number one] “safety is top priority”, JF{% 77 &
[drink-after-don’t-drive] “don’t drive if you drink”

(15) Movie names: 53 [slim-fit-gentle-lady] “My Fair Lady”, &5 EE 4=
[calamity-again-alive] “Cast Away”

(16) Advertisement (Real Estate): 2=75AR5E [all-sea-beautiful-renovation] “full
seaview”, 1 & 5Kk [building-emperor-air-atmosphere] “imperial bearing”

Chinese QIEs are relatively distinct linguistic structures, standing out from regular language,
comparable to the use in English of Latin or Latinate expressions Lacuna/ lacunae; Caveat emptor.
Specifically, some defining characteristics of QIEs may be summarized as follows:

a) Four syllables or logographs
b) Relatively fixed structure and patterns
c) Figurative meaning and semantic opacity

The quadrasyllabic structure draws on a basic disyllabic propensity in Chinese, reflecting, for
example, a common reduplicative tendency in addressing close relatives:

T ma = ELE ma-ma “mother”
& ba 2 B ba-ba “father”
U jie = HHIH jie-jie “sister”

The quadrasyllabic propensity is further evidenced by contractions from pentasyllabic expressions,
for examples:

(17) B EE > (A1
[Silly-person-has-silly-blessing] = [silly-has-silly-blessing]
“Innocence is blessing”

(18) B > OB
[New-bottle-contains-old-wine] = [new-bottle-old-wine]
“New wine in old bottle”
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(19  FHEEER > HIRFLI
[Event-after-Zhu-ge-liang*] > [event-after-Kong-ming]
“Wisdom in hindsight”

Quadrasyllabic expressions can result from systematic compression of well-known lines from the
classics, as can be seen from examples derived through such compression of verse taken from 7he
Book of Odes 5548 (10" — 7" B.C.):

A B + C

(20) 2RI R & TR Rk

[dream-sleep-to-seek]

“desiring in dreams”
1) e derp SR > B S

[love-cannot-able-help] &

“unable to help”

(22) AATEH BRS L  SCEDE

[person-talent-crowd-crowd] &
“bountiful talents”

It can be seen from the above examples that QIEs are pervasive and deeply entrenched within the
Chinese cultural tradition since historical times.

QIEs contain relatively stable patterns of syntactic, semantic and phonetic parallelism, full or partial
syllabic reduplication (i.e. phonetic parallelism) which are universal in language, such as pera pera
meaning “fluent” in Japanese, and can cover alliteration, rhyming, and onomatopoeia e.g. hanky-
panky in English, xilihuala FHEEH “noisy, messy” in Mandarin, bingling-bamlam “noisy” in
Cantonese. However there can be more complex syntactic and semantic parallelism (e.g.
synonymy) as well as antithetical parallelism (Tsou 1968) (e.g. contrasting or antonym pairs as in
X £ #t A [sky-long-earth-lasting] “perpetual” or 7K X “f %25  [water-fire-not-contain]
“incompatible”). The rich and complex instances of parallelism are quite extensive.

QIE’s complex semantic content is usually much greater than the aggregated meaning of the
constituent morphemes and disyllabic words. They typically carry deeper connotations than their
simple paraphrases, and can involve, if not project, awareness of shared cultural background and
familiarity with Classical Chinese, for example: =EH>-& [three-glance-thatch-cottage], literally
meaning “(paying) three visits to the thatched cottage”. This QIE conveys an earnest invitation to
someone to assume important responsibility, and is based on King Liu Bei’s Zfff three famous
attempts to draw his chief strategist Kong Ming f[,H§ (3rd Century AD) out of self-imposed

isolation, as recorded in the Chronicles of Three Kingdoms.

* Zhu-ge-liang 5% 5,2 and Kong-ming 1 are names of the same minister whose wisdom is legendary from the
Chronicles of the Three Kingdoms. In everyday language, quadrasyllabic, pentasyllabic expressions or expressions of
other length may be found but the more frequent use of the former, especially in more formal discourse, would signify
erudition.
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QIEs involve discoursal opacity, which entails metalinguistic ability to differentiate between literal
and metaphorical usage, which in turn can draw on logical deduction and can project positive or
negative polar sentiments as rhetorical devices. For instance, the QIE fll53EZ. [lonely-man-
single-woman] “unmarried couple” has negative connotations arising from Confucian disdain for
interaction among unmarried male and female. It is found among inappropriate sentences composed
by secondary school students drawn from the author’s previous fieldwork in China: “3LRAEE » it

MR EE 2L - MR e B ERER 478" |, literally “after the death of her husband, the

widow and son, being “lonely man and single woman”, relied on each other and lived a hard life”.
In such an example, metalinguistic ability is absent to distinguish between literal and metaphorical
meanings as well as the negative connotations, and there are hints of malapropism.

The traditional and extensive native Chinese literature on QIEs has been preoccupied with whether
QIEs are words or set phrases, and with the proper classification of such expressions (Liu 1984;
Zhou 1994, 1997; Xu 1997) into subcategories. For example:

* Idioms [(EE, often involving Locus Classicus, e.g. No. (11) ZB/KEEUL [poured-water-hard
to-recall] “irreversible case”, which is based on a Han dynasty wife, who had left a poor
husband, and who later could not reinstate herself as his wife after he passed the Imperial
examination and became a high official. In this QIE, the conclusion of irreversibility could
also be logically deduced without Locus Classicus;

*  Common sayings #GE, e.g. N =Rl [not-three-not-four] “improper”;

*  Colorful terms FE3E, e.g. {RIEFE [you-die-I-live] “(fighting) fiercely”, JR/K{E &
[muddy-water-catch-fish] “opportunistic”’; and

* Idiomatic riddles &{1%:E, e.g. Fl&¥T4x [Buddhist-priest-hold-umbrella] implies 44K
[no-hair (law) (homophonic)-no-sky]. Here hair and law are homonyms in Chinese, and
sky, the symbol of justice in Chinese culture, is blocked by the umbrella, therefore “a
lawless society”. Here, the first QIE is paired with a second, which is often unexpressed but
appreciated after the puns are resolved.

3. QIEs in some East Asian languages

In comparison to tone and monosyllabicity, these QIEs are much more representative of a likely
unique linguistic trait of the Chinese language and are much more emblematic of Sinitic
civilization. Their use in Chinese has much more significant rhetorical and sociolinguistic status
when compared with the parallel use for foreign expressions in English and other European
languages. Their judicious use provides an indication of desirable erudition and cultured status of
the user and, as maybe expected, they are commonly found in socio-culturally elevated
speech registers. Such expressions have been imported and calqued in Japanese, Korean, and
Vietnamese, etc (i.e. QIE-prone languages) with which Chinese has had intensive contact.
Moreover they are found in great abundance among the non-Sinitic languages of Southwest China,
such as the Zhuang-Dong and Loloish and there is overlap with Southern Chinese dialects,
especially Cantonese.

Examples given below are taken from other Asian languages, constituting distinctive and often
autonomous linguistic expressions, which stand out from the usual language but which are
integrated with the full discourse structure, much as the Latin expressions in English, as mentioned
earlier.
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(23)

a)
b)
c)
d)
e)
f)

g)
h)

(24)

a)
b)
c)
d)
e)
f)

g)
h)

(25)

b)

c)
d)

e)

g)
h)

(26)

QIE examples from Japanese:

IIRAKHE (AL THDHL)
ABFRR (LALIHEW)
BREE 00Tl L)
MHEEH (SASHE L <CED)
ISR (2O EAA)
BURSIR (L Einn)
MAKE (CACAAL D)
BEAER ZADLZL%K)

QIE examples from Korean:

kA (I E#D)
7& /é} (GAFIEVERY)
AT (BINTF)
A (BRI
AR (B = B E)
c}/] (WA )
0] (22 5558)
A (FEADEFED)

QIE examples from Vietnamese

dong bénh tuong lan (I_JF FHTE)
ngu ong dac loi FESA)
ty tinh hoi thin CEF %ﬁlﬂ)
thiy trung lao nguyét (Z7K$% )
hitu danh v thuc (B dEE)
phu xuéng phu tty  CGRIEHEES)
nhap gia tuy tuc (AZKPE)
Da thao kinh xa (TEERR)

QIE examples from Zhuang

Dem gyaeuj demrieng (A7 INEE)
Dub gu fong rek (FEAHE)
Duh caeg sim diuq (L)
Bae naj yawj laeng (HERTEZ)
Nyaeb sip haeuj rwz (HETEHIZ)
Sam sim song hoz ELHE)
Langh bit roengz raemx  (IEH )
Ep meuz gwn meiq (58 A\ FITE)
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(27)  QIE examples from Cantonese

a) JLA4—F [9-ox-1-hair] “adrop in the ocean”

b) ALLUAJE [people-mountain-people-sea] “a large crowd”

c) APEFERS [human-head-pig-brain] “a stupid person”

d) JUBEFE )/ [9-not-match-8] “completely nonsensical”

e) FA{THEPF [morning-set-night-demount] “industrious”

f) FEAREEAE [libra-not-leave-rudder] “inseparable”

g) WirRNE~ [negative-come-positive-take] “take the rough with the smooth”

It can be seen from the above examples that these languages are part of the logographic cultural
circle in Sinosphere with varying degrees of overlapping cultural traits, and with the presence of
QIEs.

According to Shibatani (1990), about 60% of entries in a modern Japanese dictionary are estimated
to be Sino-Japanese. QIEs (yojijukugo VUZZ4EE) are also an integral part of Sino-Japanese,
reflecting a millennium of contact since the adaptation of the Chinese logographic writing system.
They are part of the syllabus for the national language Kokugo [E[ZE and even for high school and
university entrance exams as well as civil-service exams. Interestingly, as early as 1007, Minamoto
Tamenori had already compiled a book of idioms Sezoku Genbun {332 for Japanese students.
Korean and Vietnamese also have many QIEs of Chinese origin, which are called AFAHd o] U=
k58 and thanh nglt Han %52 respectively.

It is not surprising that Japanese, Korean, and Vietnamese speakers would encounter significant
challenge to comprehend Chinese QIEs because of typological differences from their own
languages, e.g. opposite order of [Object + Verb] and [Attribute + Head] Therefore the common
adaptation of QIEs in Japanese and Korean present an unusual opportunity to study how and, more
importantly, why typologically different languages might overcome such severe linguistic barriers.
Given such linguistic handicap, there is a need to consider the sociolinguistic history and nature of
language contact China has had with Japan and Korea.

Structural accommodation is necessary in the indigenization of some Chinese QIEs in Japanese,
Korean and Vietnamese and their calques. We could note below 3 kinds of processes: (a)
Manipulation of word order: Japanese and Korean are SOV languages. Some QIEs with SVO order
have become SOV in Japanese and Korean: e.g. Chinese N4 A Z& [not-recognize-people-matter]
“fully unconscious” (VO) becomes AZEAR%E [people-matter-not-recognize] (OV) in Japanese.
Also Chinese 7% H FE M [expose-out-horse-leg] “betray oneself” (VO) becomes [ (FEHIEE
Hi) [horse-leg- expose-out] (OV) in Korean; (b) Paraphrase: {&;5] 7% [wait- Yellow river-attrib-
clarity] “wait for something that never happens” in Minamoto’s 1009 book appears now in
contemporary Japanese only after syntactic accommodation (reversal): JA[)& & {&= D [river-
clarity+acc. marker+wait]. Vietnamese has [HEAD+ATT.] whereas Chinese has the reverse order.
Chinese QIE FfJiE 7 15 [well-bottom-attrib-frog] “a person with limited vision” [ATT.+HEAD] has
two manifestations in Vietnamese: (i) tinh fié chi oa (FJES %) (original Chinese), but also (ii) éch
ngdi fidy giéng (EEAKJEFH) [frog-sit-bottom-well] “indigenized”; and (c) Innovation: Original
46



extensions of QIEs are found in Japanese, Korean, Vietnamese languages: e.g. ichigoichie —Hf—
2> [one-cycle-one- meeting] “an encounter with someone only occurs once in life” (Japanese),
A5 (FIRIAES) [gate-front-abundant-field] “well-off family” (Korean), or tinh nhap 1y (Af&
AHH) [enter-feeling-enter-logic] “reasonable” (Vietnamese). These examples suggest a hypothesis

that *structural incompatibility may be accommodated in purposeful indigenization by
restructuring.

On the other hand, there is relatively low adoption of QIEs among typologically similar, if not
genetically related, Mongolian (e.g. Tanaka 2005), Manchu and Uyghur, which shows great
contrast with QIE-prone Japanese and Korean and invites explanation. It is noteworthy that these
QIE-resistant languages had made short-lived attempts to develop different writing systems,
ranging from the Tibetan inspired Mongolian ‘Phags-pa’ script (Coblin 2006) and Uyghur inspired
Jurchen Script (Kane 2009), which showed Chinese influence mostly by being written vertically
down and from right to left, with essentially mono-syllabic symbols. The reasons for the demise of
these scripts deserve extensive studies in the context of this project.

Furthermore, in the south and as noted, there are many QIE-prone non-Sinitic languages which
have not seriously adopted Chinese logographic writing system, or any sustained writing tradition
(e.g. Li in Hainan, Bai in Yunnan and Zhuang in Guangxi). We note that QIE-prone Zhuang and
related languages have internal thyme and show evidence of related rhyming metathesis which bear
interesting comparison with Cantonese lexical metathesis not found in northern dialects. This
complex and unusual feature allows us to consider whether QIEs may not be a readily borrowed
feature but could be a possible shared genetic linguistic feature between Cantonese-Yue and
Zhuang, which will need to be fully examined and tested. Spoken Cantonese lexicon contains many
native QIEs, in addition to those shared with Mandarin. Of special interest would be constituent
switching or lexical metathesis found in Cantonese QIEs.

(28) Al A2+B1 B2=> Al B1+ A2 B2
PR 1EEK & [choose-select-eat-drink] =>
FRERIE & [choose-eat-select-drink]
“picky on food”

(29) Al A2+B1 B2=> Al B2+ Bl A2
FHFIETT [a.m.-dissemble-p.m.-assemble] =>
FH{THE S [a.m.-assemble-p.m.-dissemble]
“for convenience”

(30) A1 A2=>Al1+XY+A2
£H [fact] =
FEAEEE [matter-NOT-LEAVE-substance]
“factually speaking”

In No. (28), near-synonyms or hyponyms (drink, eat) have been juxtaposed and a play on the
normal Cantonese phrase & [choosy-food] “picky on food” by switching to the unusual FHEERX
[choosy-drink] “picky on drink”. No. (29) shows the interesting result of clear metathesis, which
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would be illogical to the discerning hearer because in cramped living quarters (as in Hong Kong), a
collapsible bed should be dissembled in the morning and reassembled at night (and not the reverse
order indicated by the surface structure). In No. (30), a disyllabic word Z5& [matter-substance]
“truth” has been paraphrased quadrasyllabically with infixing morphemes ZEREEE [matter-not-
leave-substance] thereby leading to the semi-productive creation of a new QIE. It is also an
analogic derivation from a traditional Cantonese rhyming paired QIEs drawing on the similie: /A
B2 [husband-not-leave-wife] (like) FEAREERE [scale-not-leave-weight] “the husband and wife
being together like the scale and its weight” i.e. “showing a close and intimate relationship” where
22 (po) and i (to) are rhymes.

4. The internal structure of QIEs

Chafe (1968) draws on the famous example of English idiom: kick the bucket and shows that it
shares the same part of speech as its idiomatic counterpart ‘to die’. Thus the sentence “the bucket
was kicked by him” can only have the literal meaning but not the metaphorical meaning of dying
because ‘to die’ is intransitive just as waterloo would be a mother noun like its literal counterpart
defeat. Similarly, Chinese QIE can also assume different parts of speech accordingly. For examples,

(31) as noun:

{R{FTEZ+ABCD

[you-are-all-ABCD] (ABCD = && 7 4k [dirty-group’s-gang] “motley crew”)
Ft+ABCD+—1%

[just-like-ABCD]  (ABCD = FJi£ 7 fE [well-bottom’s-frog] “frog under the well”)

(32) as adjective:

V 5+ABCD
[V-until-ABCD] (ABCD = % 1Lt 7K [fall-flower-flow-water] “like fallen flowers™)

JEEFABCD
[so-ABCD] (ABCD = fH/,[) A& [thick-heart-big-meaning] “careless™)
(33) as verb:

—E+ABCD
[definitely-ABCD] (ABCD = F= 71 & [all-effort-to-do] “with all (his) might”)

IR IERZ+ABCD
[you-should-ABCD] (ABCD = & [re-take-re-sharpen] “continue on and on”)

They are finite possibilities for the internal morphological and syntactic structures of QIE.

(34)
a) ABCD = ABC+D/ AB+CD = NP
b) ABCD = A+B+CD/AB+C+D =SV
c) ABCD = AB+CD = VP sequence
d) ABCD = AB+CD = coordination
e¢) ABCD = AB+CD = subordination
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It follows from the above that 3 kinds of linguistic knowledge are evident in QIEs: i.e. (a) structural
parallelism; (b) semantic saliency; (c) discoursal opacity.

Table 2 below provides some examples of structural parallelism:

G5F 1l W K  ‘1K-mountain-10K- T8~ K
waters’
(36) RHRH ‘not-bright-not-clear’ A4 -5
GHMPWP R “like-frost-like-snow’ -1 -
(38) S 148l “first-bitter-later-sweet’ Stk ~ -
(39) 43 FEH ‘no-arrest-no-restrict’ Jr-dm - -
Synonymy Hypernymy Antonymy

Table 2. Examples of structural parallelism

It can be seen that #I-{l [like-similar] “similar to” and #4)-3E [arrest-restrict] “control” are
synonymous and - [no-no] and ff-4 [without-without], being reduplications, are extreme
cases of synonymy. By comparison, [[[-7K [mountain-water] share the hypernym “terrestrial
objects”, HH-H [bright-clear] “clarify” share the hypernym “cognition”, F§-25 [frost-snow] share
the hypernym “weather”. Furthermore, Ji:-7& [precede-follow] “sequence” and #H- [bitter-sweet]

“life’s extremes” are antonymous. It can be seen that the rhetorical devices used involve synonymy,
hyponymy and antonymy and are commonly deployed in the projection of discoursal opacity.

More specifically, the relevant internal linguistic features may be further analyzed as in the
following:

a. Hypernymy

(40) =1 %EE [3-5-become-crowd] “in small groups”
(41) =755 [3-6-9-ete] “in different groups”

(42) =k [3-religion-9-branch] “the riff raff”

(43) =, Wi E [3-heart-2-mind] “undecided”

(44) 5E=Z=PY [Zhang-3-Li-4] “any Tom, Dick or Henry”

b. Classical language usage

(45) =F T &Y [3-year-5-year] “in-a-few-years”
(46) = 11T [3-think-then-act] “think before acting”
(47) =Z= T8 [3-error-5-mistake] “any deviation”

¢. Culture bound

(48) =4 H3Z [3-incarnation-have-luck] “forever indebted”
(49) =#¢VU{HE [3-obedience-4-virtue] “traditional loyalty (for women)”
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d. Locus Classicus

(50) =#HHFY [3-pass-his-door] “devoted to duty”

(51) EJ=#PU [morning-3-evening-4] “indecision”

(52) #—f 7 = [propose-1-reply-3] “good logical deduction”

(53) #FHHE=#8 [Mencius-mother-3-move] “moving to better environment’

2

e. Synonymy

(54) =I[8[PU=K [3-times-4-occasions] “many times”
(55) ER =781 [say-3-call-4] “mumbling insignificant things”

f. Word Morphology

(56) =F=T14E [3-error-5-mistake] “any deviation” (Z-)
(57) =3¢\ [3-calamity-8-difficulty] “disaster” ($£-#)
(58) =W [3-long-2-short] “accident” (£-4)

g. Homonymy (phonetic/semantic replication or rhyme)

(59) ==FF [3-3-5-5] “in small groups” (cf. ‘K =AKPL)
h. Antonymy

(60) ={=Wi%H [3-long-2-short] “accident”
(61) EJ=EPU [morning-3-evening-4] “Indecision”
(62) =%FWAjEk [3-good terms-2-apologies] “inconsistent relationship”

Table 3. Eight major linguistic features associated with QIE

Table 3 singles out eight special features of QIEs drawn from LIVAC®. From more than 30K entries
found there, 130 entries, involving the numeral 3, are used as examples:

a) The hypernymic relation is by far most commonly drawn on to convey metaphorical
meaning. Thus, No. (42) =Z{ JL/ii [3-religon-9-branches] signifying too many
diversified sects is used to project the image of disorganized ‘riff raff’. In No. (44)
Zhang 5§ and Li 2%, being common manifestations of the hypernym surname, alternate
with the hypothetical given names: sequential numbers 3 and 4, which belong to the
hypernym of number.

> The LIVAC (Linguistic Variations in Chinese Speech Communities) [http://livac.org] synchronous corpus has been
based at the Research Centre on Linguistics and Language Information Sciences of The Hong Kong Institute of
Education since 2010. It continuously draws on the analysis of texts from representative Chinese newspapers and
electronic media of major Chinese communities in Beijing, Hong Kong, Shanghai, Singapore, Taipei from 1995. By
2012, 450 million characters of texts have been analyzed and 1.5M words have been culled from them in the corpus.
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b)

d)

g)

h)

Classical Chinese knowledge is needed. For examples, No. (45) =4 F & (MSC), No.
47) =ZhsE MSC), where #{ and 7 are semi-bound nouns in Modern Standard
Chinese, but free morpheme in Classical Chinese.

Culture bound. No. (48) =4 refers to multiple sequential reincarnations and so
extended duration of gratitude. No. (49) =#¢PUfE refers to traditional obedience for
women toward her father, her husband, and her son, a reflection of customary culture of
loyalty of the past.

Locus Classicus. In addition to Chinese cultural tradition, some items are drawn from
historical events (compared to Achilles' heel, Waterloo (defeat) etc). In No. (53) HHE—
#8, the mother of the sage Mencius ;- moved three times in order to ensure her son
kept good company. No. (50) =iHE[ refers to Xiayu E & who was Minister in
charge of flood control and who was so devoted to duty that he did not stop by even
when passing by his own home.

Synonymy — terms with equivalent meaning are used as a way to reinforce the thrust of
the semantic content, e.g. 5 = #E U [say-3-call-4] “mumbling insignificant things”

Morphological structure of Modern Standard Chinese where the distinction between
free and semi-bound morphemes exists, e.g. =71 55, = /\ & where 7 and $ are
semi-bound morphemes in MSC.

Homophony - Identity in terms of phonological and semantic content is a simplistic
reinforcement of the parallelism in structure.

Antonymy - Ability to binary opposite distinction (in addition to lateral similarity as in
synonymy, and hierarchical similarity (in most cases of hyponymy) is important to
complement the linguistic, cultural, and cognitive skills.

The internal morphology of QIE can be represented as a coordinate and parallel structure.

(63)
A B
1 2 3 4
£ EE iE| 2
(duty-heavy) (Road-far)

“important and arduous mission”

The follow

ing table provides a breakdown of the different internal grammatical patterns in QIEs.
Types %
Coordinative 35.0
Attributive 21.5
Subject-predicate 17.5
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Verb-object 15.0
Other 11.0
Total 100.0
Table 3. Distribution of structural types

Following the common preference of structural parallelism, some likely and interesting structural
variations between underlying and surface forms are noted.

Thus, variations in terms of permutation or metathesis could involve different comparable syntactic
units and revisions in argument structure from a base structure, consider:

(64) EFE 55 [sustain-wife-alive-child]
“to maintain family”
(65) & EZ 5 [sustain-alive-wife-child]

The structural ambiguities in (64) and (65) can be structurally represented as (66) and (67) below:

(66) Al Bl + A2 B2 =

% %

sustain wife  alive son
V N V N

eV

(67) A1 A2 + BI B2 =
g & £ 7
V Result. N N

In (66), the static verb J& “alive” has apparently become a causative verb “to cause to be alive” with
5i “son” as object, in parallel with verb-object & 3% [sustain-wife] because of structural
parallelism, and poetic license, but in actual fact it could be also the simple metathesis between
resultative verb )& “alive” in the disyllabic verb & [feed-alive] “sustain” with the first object Z£
“wife” of the disyllabic compound 5, [wife-son] “family” in the underlying No. (67). Such a
case invites the hypothesis that the path of production of the QIE may be different from the path of
cognition. Preliminary investigation shows that Southerners like Cantonese quite readily accept
categorial shift between stative verb and transitive verb for J& “alive, cause to be alive” and so
they readily accept No. (66). But Northerners tend to see exceptional poetic license in No. (66),
which they would normally not accept.

Another relevant pair of examples can be seen in No. (68) and No. (69).

(68) [ ffEE% [fish-sink-duck-down]
“unusual beauty”

(69) ) fa3% M [sink-fish-down-duck]

No. (68) and No. (69) refer to the understood exposure to unrivaled beauty which could cause fish
to sink (to hide out of shame) and likewise wild geese to descend from flight (to hide). This
situation has been rendered more graphic and dynamic with the normally intransitive static verbs JJ[
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“sink” and 3% “fall” in No. (68) projecting dynamic development as transitive verbs before the
objects f& “fish” and Jff “wild geese” as objects respectively in No. (69), where rhetorical if not
poetic license has been exercised.

Our preliminary analysis from the above common Chinese QIEs involving numerals indicate that a
gradation exists amongst five top cognitive skills associated with the eight features discussed
earlier.

(1) Hyponymic relation

(2) Classical language usage

(3) Culture bound

(4) Locus classicus

(5) Similarity relationship (synonym and homonymy)

It would be useful to compare language acquisition among children with language attrition among
language handicapped adults, such as those who suffer from Alzheimer’s disease in relation to the
attributes noted here, especially to see if there are complementary trends between the two situations.

5. Conclusion®

The eight linguistic and rhetorical features of QIEs and the indulgence in syntactic ambiguities and
rhetorical niceties encouraged by poetic license are related to those often employed in traditional
Chinese verse and prosaic discourse. The parallel relationship between similar linguistic elements,
and the binary opposition of linguistic elements as well as their manipulation in QIEs are
fundamental in Chinese literary traditions, culminating in the famous Regulated Verse {55 form
and in rhetoric discourse, as in The Literary Mind and Carving of Dragons S0 HEFE (5th Century
AD). As such, they are an integral part of poetics: It is noted that “The poetic resources concealed
in the morphological and syntactic structure of language, briefly the poetry of grammar, and its
literary product, the grammar of poetry, have been seldom known to critics and mostly disregarded
by linguists but skillfully mastered by creative writers” (Jacobson, 1961). Given the popularity of
original and derived QIEs in the region (even for native Chinese speakers), but the immense
complexity in structure and consequently the efforts needed to overcome linguistic hurdles by
peoples within Sinosphere, a natural question can be readily posed: why should such cognitive
handicaps be retained, even after the traditional cultures in Sinosphere have been challenged if not
partially replaced by Western ones?
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Things between Lexicon and Grammar
(Extended Abstract)

Yuji Matsumoto
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A number of grammar formalisms were propose@ more preference to getting semantic or sentiment
in 80's, such as Lexical Functional Grammars, Geninformation than syntactic information. Though this
eralized Phrase Structure Grammars, and Tree Attend is attracting people’s attention and is getting
joining Grammars. Those formalisms then startedrowing importance, still syntactic analysis keeps to
to put a stress on lexicon, and were called as lexicghlay an important role. Simple extension of anno-
ist (or lexicalized) grammars. Representative exantated corpora and lexical statistics will not be able
ples of lexicalist grammars were Head-driven Phrade skyrocket parsers’ performance. Improvement of
Structure Grammars (HPSG) and Lexicalized Treparsing accuracy especially that of long sentences
Adjoining Grammars (LTAG). While grammars andrequires to tackle problems that are not on the cur-
lexicons were two major linguistic resources of synrent main stream of parser development.
tactic processing of natural languages, lexicons be- In this talk, | will take up three issues that lie be-
ganto play an important role in language processingween grammars and lexicons: Coordination struc-

Things have changed from early 90’s, wherures, multiword expressions and complex sentence
large scale language resources became available d@dterns. | will first give a brief overview of syntactic
corpus-based research started to dominate almostRiPcessing in past two/three decades, then will talk
aspects of natural language processing (NLP). Pagbout the issues one by one especially about our ex-
of-speech taggers and Syntactic parsers are the mperiences related with them. Finally, | will consider
well-studied topics in corpus-based research. Varfuture directions of sentence analysis taking those
ous parsers, based either on phrase structure graifito account.
mars or on dependency structures, have been de-
veloped, applying various machine learning techoordination Structures
niques on syntactically annotated corpora. State-ofoordination Structures are well-known and notori-
the-art parsers developed in this way have achieveflis phenomena observed in all languages, and espe-
very good performance. Those trends are also begially in long sentences. Not only pairs of phrases
eficial to lexicalist grammars since parsing withof the same category but also pairs of any sequences
those grammar formalisms is amenable to phrasg words that arsimilar in some sense can be coor-
structure-based parsing through abstraction of graiinated. No grammar formalisms, except for Cat-
matical schemata or a derivation process with thosgjorial Grammars, can give a comprehensive ac-
grammar formalism (i.e., a derivation tree) can beount and appropriate representation for coordina-
considered to correspond to a word dependency tragyn structures.

Recent trends in NLP have started to target di- There is a proposal to use dynamic programming
versely spread areas that require semantic and pragatching to find coordination structures as they tend
matic information. Some areas like social medi&o consist of similar sequences of words or phrases.
analysis, such as twitter or blog text analysis, hav®ne problem, however, is: When they are coordi-
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nated, some constructions such as noun phrasestioey usually parse a sentence in a bottom-up manner
sequences of complements for a predicates usualgsuming some type of locality.
have similar structures, other constructions such as!| will talk about our recent experiments to find
verb phrases or compound sentences may have vebordinate and embedded clause patterns in an
different structures. Another problem is: A coor-auto-parsed English corpus. Although there are a
dination structure may be embedded in another ctruge number of complex sentence patterns, once
ordination structure while they cannot overlap eacthey are attempted to merge into a smaller number
other. of patterns by ignoring redundant phrases and punc-
I will give our experiences to handle embeddeduations we found that a small number of complex
coordination structures and our experiments to se®ntence patterns can have a very wide coverage of
how coordination structure information helps im-whole complex sentences. | will introduce the re-
prove parsing accuracy. Through those, | will tallsults of our experiments and will discuss further pos-
about our findings. sibilities of extracting wider types of complex sen-

, , tence patterns.
Multiword Expressions

Multiword expressions (MWES) are those consistgons'derat'ons and Conclusions

ing of multiple words that have non-compositionallThe issues in sentence analysis discussed in this ar-
and/or idiosyncratic interpretations. Some of thentjcle are the remaining “things” we need to tackle
which appear in fixed forms, should be regisbetween standard grammars and lexicons. The main
tered in a dictionary. However, there are othedlifficulty related with these issues is that they are
types of MWEs that have syntactic flexibilities.intermingling phenomena with the standard syntac-
There are a series of workshops devoted to MWEiE analysis. Knowing coordination structures, mul-
(http://multiword.sourceforge.net/ ). tiword expressions and complex sentence patters in

Although construction of MWE lexicons andadvance in a given sentence is definitely useful to
MWE annotated corpora is done in some languag&entence parsing, while identifying those structures
such as French and Swedish, no large scale Efgquires some syntactic analysis.
glish MWE lexicon and MWE annotated corpus A natural conclusion is joint analysis of syntac-
have been developed. Some of the MWES have nofic parsing and those specific constructions. There
standard POS patterns and behave unpredictalliagve been a number of proposals for joint process-
from the constituent words, many of them should bing of different levels of language processing, such
registered in dictionaries for language processing. as joint POS tagging and phrase/NE chunking, joint

| will give an overview of language analysis re-POS tagging and parsing, joint syntactic and seman-
search with MWEs, and will give our current at-tic parsing, and so on. It is important and valuable
tempt to construct an English MWE dictionary ando seek for methods of joint processing of syntax and

its application to Part-of-speech tagging. the constructions taken up in this article.
Another important topic is how to acquire and
Complex Sentence Patterns represent the knowledge or expressions in a compre-

Simple sentences in a language have a rather utiensible and reusable format since those phenomena
form construction. However, there are a variety oghould be analyzed not only an independent manner
structures in complex sentences in any languageut also in an integrated module in other language
Subordinate structures and embedded clauses @f@cessing systems and tools. The know-how of ex-
typical structures of complex sentences, and thogeaction, construction and representation of those re-
structures could be produced in a recursive marsources should be transferable over languages.

ner, making an analysis of such structures very dif-
ficult. There are also some complex sentence a,%_cknowledgments

p p

terns that are difficult to define in existing grammat Would like to express my sincere appreciation to
formalisms. Such complex sentences are also velje staff and students in our laboratory for their co-

difficult to parse in existing parsing algorithms sinceoperation and valuable discussions.
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Social Media: Friend or Foe of Natural Language Processing?

Timothy Baldwin
The University of Melbourne, VIC 3010, Australia
tb@ldwin.net

Abstract

In this talk, I will outline some of the myr-
iad of challenges and opportunities that social
media offer for natural language processing.
I will present analysis of how pre-processing
can be used to make social media data more
amenable to natural language processing, and
review a selection of tasks which attempt to
harness the considerable potential of different
social media services.

There is no question that social media are fantas-
tically popular and varied in form — ranging from
user forums, to microblogs such as Twitter, to social
networking sites such as Facebook — and that much
of the content they host is in the form of natural lan-
guage. This would suggest a myriad of opportuni-
ties for natural language processing (NLP), and yet
much of the applied research on social media which
uses language data is based on superficial analysis,
often in the form of simple keyword search. This
begs the question: Are NLP methods not suited to
social media analysis? Conversely, is social media
data too challenging for modern-day NLP? Alterna-
tively, are simple term search-based methods suffi-
cient for social media analysis, i.e. is NLP overkill
for social media? In exploring these questions, I at-
tempt to answer the overarching question of whether
social media data is the friend or foe of NLP.

I approach the question first from the perspective
of what challenges social media language poses for
NLP. The most immediate answer is the infamously
free-form nature of language in social media, en-
compassing spelling inconsistencies, the free-form
adoption of new terms, and regular violations of En-
glish grammar norms. Unsurprisingly, when NLP
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tools are applied directly to social media data, the
results tend to be miserable when compared to data
sets such as the Wall Street Journal component of
the Penn Treebank. However, there have been re-
cent successes in adapting parsers and POS taggers
to social media data (Foster et al., 2011; Gimpel et
al., 2011). Additionally, lexical normalisation and
other preprocessing strategies have been shown to
enhance the performance of NLP tools over social
media data (Lui and Baldwin, 2012; Han et al., to
appear). Furthermore, social media posts tend to be
short and the content highly varied, meaning it is dif-
ficult to adapt a tool to the domain, or harness textual
context to disambiguate the content. There is also
the engineering challenge of real-time processing of
the text stream, as much of NLP research is carried
out offline with only secondary concern for through-
put. As such, we might conclude that social media
data is a foe of NLP, in that it challenges traditional
assumptions made in NLP research on the nature of
the target text and the requirements for real-time re-
sponsiveness.

However, if we look beyond the immediate text
content of social media, we quickly realise that there
are various non-textual data sources that can be used
to enhance the robustness and accuracy of NLP
models, in a way which is not possible with static
text corpora. For example, simple information on
the author of a post can be used to develop author-
adapted models based on the previous posts of the
same individual (at least for users who post suffi-
ciently large volumes of data). Links in the post can
be used to disambiguate the textual content of the
post, whether in the form of URLs and the content
contained in the target document(s), hashtags and
the content of other similarly-tagged posts, thread-
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ing structure in web user forums, or addressee infor-
mation and the content of posts from that individual.
Simple timestamp information may provide insights
into what timezone the user is likely to be based in,
allowing for adjustment of language priors for use
in language identification. User-declared metadata
may also provide valuable information on the prob-
able interpretation of a given post, e.g. knowing that
a person is from Australia may allow for adjustment
of lexical or word—POS priors. Multimodal content
such as images or videos included in the post may
also provide valuable insights into the likely inter-
pretation for particular words. Social network infor-
mation may also allow for user-specific adjustment
of language priors of various types. In this sense,
the rich context that permeates social media can very
much be the friend of NLP, in providing valuable as-
sistance in disambiguating content.

Turning to the question of why the majority of so-
cial media analysis makes use of simple language
analysis such as word counts for a canned set of
query terms, I suggest that the cause is largely be-
cause of the constraints imposed on the user by dif-
ferent social media APIs, and also the relative ac-
cessibility of such simple techniques, as compared
to full-strength NLP. I go on to claim that “the
tail has been wagging the dog” in social media re-
search, in the sense that while impressive results
have been achieved for particular application types,
the choice of application has been constrained by
what is achievable with relatively simple keyword
analysis. For example, searching for keywords re-
lating to earthquakes or influenza allows for impres-
sive results to be achieved in earthquake detection or
influenza outbreak analysis (Sakaki et al., 2010; Rit-
terman et al., 2009). However, this style of approach
presupposes a highly-constrained, predetermined in-
formation need which is expressible in a small num-
ber of relatively unambiguous query terms. In ap-
plications such as trend analysis, the information
need is more open-ended and it is unreasonable to
expect that a static set of keywords will capture
new trends. Even for highly-constrained informa-
tion needs, there may not be a high-precision set of
query terms which provide the necessary informa-
tion. While it is certainly not the case that full-blown
NLP is needed in all social media applications, it is
equally not correct to say that NLP is overkill for
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all social media analysis. Rather, the emergence of
more mature, robust NLP technologies tailored to
social media data will enable new opportunities for
social media analysis, earning new friends for NLP
in the process.
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Abstract

This paper presents work on the semantic
annotation of a multimodal corpus of
English television news. The annotation is
performed on the second-by-second-
aligned transcript layer, adding verb frame
categories and semantic roles on top of a
morphosyntactic ~ analysis  with  full
dependency information. We use a rule-
based method, where Constraint Grammar
mapping rules are automatically generated
from a syntactically anchored Framenet
with about 500 frame types and 50
semantic role types. We discuss design
decisions concerning the Framenet, and
evaluate the coverage and performance of
the pilot system on authentic news data.

1 Introduction and methodological

focus
Because the communicative information
contained in a multi-modal corpus is

distributed across different channels, it is
much more difficult to process automatically
than a classical text corpus. Large multi-
modal corpora, in particular, constitute a
challenge to quantitative-statistical
exploration or even comparative qualitative
studies, because they may be too big for
complete inspection, let alone extensive
manual mark-up. In some types of multi-
modal corpora, however, such as a film-
subtitle corpus, or the television news corpus
that is the object of this study, aligned
transcripts or captions offer at least a partial
solution, because this textual layer can be
used to search the corpus and extract
matching sections for closer inspection,
comparison or even quantitative analysis.
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The UCLA Communications Studies
Archive (UCLA CSA) is a so-called monitor
corpus of television news, where newscasts
from a large number of channels are recorded
daily in high-quality video mode, amounting
to ~ 150.000 hours of recorded news, and
growing by 100 programs a day (DeLiema,
Steen & Turner 2012). To date only English
language channels have been targeted, but the
author's institution has plans to join the
project with matching data for first the
Scandinavian languages and German, then
further European languages. This paper
focuses on the linguistic annotation of the
time-stamp-aligned textual layer of the
corpus. Optimally, such annotation should
address the following issues

* robustness in the face of spoken language
data

* low error rate for basic morphosyntactic
annotation

* conservation/integration of non-linguistic
meta-annotation (speaker, source, time ...)

* unified tag system across languages to
facilitate comparative studies

* a semantic annotation layer to support
higher-level communicative studies

A well-established annotation format is the
assignment of feature-attribute pairs to word
tokens, expressed as tag fields and convertible
to xml structures. A list of tokens with tags
guarantees that all information is local and
easy to filter or search, with meta-information
carried along on separate lines between
tokens. For the tagging/parsing task as such
we have chosen the Constraint Grammar (CG)
formalism (Karlsson et al. 1995, Bick 2000)
which has proven robust enough for a large
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variety of corpus annotation task, including speech
annotation (Bick 2012). An added advantage is the
fact that comparable CG systems, with similar tag
sets and annotation conventions, already exist not
only for English, but also for many other European
languages, among them almost all Germanic and
Romance languages (http://visl.sdu.dk/
constraint_grammar.html). ~CG  systems are
modular, hierarchical sets of rule-based grammars
targeting different linguistic levels, and while
higher level analysis can be performed within the
same formalism, it is a challenging task. Thus,
most of the existing CG systems perform only
morphosyntactic and dependency annotation, with
some notable exceptions in the area of NER and
semantic role annotation. The system that comes
closest to the task at hand, is the Danish DanGram
system which implements a framenet-based verbal
classification and semantic role annotation (Bick
2011), with a category inventory of ~500 verb
frames and ~50 semantic roles. For our present
task, we have attempted to port lexical material
from this system, and adopted its verb
classification scheme, which in turn was inspired
by the VerbNet classes proposed by Kipper et al.
(2006), ultimately with roots in (Levine 1993), and
a smaller and thus more tractable granularity than
PropBank (Palmer et al. 2005). Our semantic role
inventory, following the one implemented for
Portuguese by (Bick 2007), is also much smaller
than PropBank's, the rationale being that medium-
sized category sets allow for a reasonable level of
abstraction compared to the underlying lexical
items, and by roughly matching the granularity of
other linguistic abstractions (syntactic function
inventory, PoS/morphological categories) are well
suited to be integrated with the latter in automatic
disambuguation systems.

2 Frame role distinctors: valency,
syntactic function and semantic classes

In this vein, the distinctional backbone of our
frame inventory are syntactic valency frames like
<vt> (monotransitive), <vdt> (ditransitive),
<toAvp-forward> (prepositional transitive with the
preposition “to” and a verb-incorporated 'forward'-
adverb). Each of these valency frames is assigned
at least one (or more') verb senses, each with its

'In 717 cases, there is more than one role combination for the
same sense with the same valency, and in 11.2% multiple verb
senses share the same valency frame, reflecting cases where
semantic prototype or other slot filler information is needed to
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own semantic frame. Depending, for instance, on
the number of obligatory arguments, several
valency or semantic frames may share the same
verb sense, but two different verb senses will
almost always differ in at least one syntactic or
semantic aspect of their argument frame -
guaranteeing that all senses can in principle be
disambiguated exploiting a parser's argument tags
and dependency links.

Currently, the EngGram FrameNet (EFN) contains
7820 verb sense for 4774 verb types, with 10.800
valency frames. For each frame, we provide a list
of arguments with the following information:

. Thematic role (Table 1)

. Syntactic function (Table 2)

. Morphosyntactic form (Table 4)

. for np's, a list of typical semantic prototypes
to fill the slot (Table 3)

5. An English language gloss / skeleton sentence

A WN R

For about 2/3 of the frames, a best-guess link to a
BFN verb sense is also provided, based on semi-
automatic valency matches on EngGram-parsed
BFN example sentences.

Our FrameNet uses ca. 35 core thematic roles
(or case/semantic roles, Fillmore 1968), with a
further 10-15 adverbial roles that are added by the
semantic tagger based on syntactic context without
the need of a verb frame entry (e.g. subclause
function based on conjunction type). These roles
are far from evenly distributed in running text.
Table 1 provides some live corpus data, showing
that the top 5 roles account for over half of all role
taggings in running text. Note that the distribution
is for all roles, not just verb frame roles, since the
semantic tagger also tags some semantic relations
based on nominal or adjectival valency (e.g.
abolition of X, full of Y).

Table 1: Top 25 Semantic (Thematic) Roles

Thematic Role in corpus
§TH Theme 21.91%
§ATR Attribute 13.76%
SAG Agent 7.07%
§L.OC Location 6.78%
S§LOC-TMP Point in time 5.44%
§PAT Patient 4.20%
§DES Destination/Goal 3.56%
§MES Message 3.13%

make the distinction.



§COG Cognizer 3.00%
§Sp Speaker 2.58%
§BEN Beneficiary 2.48%
§ID Identity 2.16%
§TP Topic 1.97%
SACT Action 1.91%
§INC Incorporated particle 1.91%
SEXP Experiencer 1.73%
S§RES Result 1.49%
§STI Stimulus 1.37%
S§FIN Purpose 1.31%
SEV Event 1.56%
§CAU Cause 0.98%
§ORI Origin 0.97%
SREC Recipient 0.80%
S§EXT-TMP Duration 0.74%
§INS Instrument/Tool 0.62%

Other roles: §COND condition, §COM co-agent, §HOL
whole, §VOC vocative, §COMP comparison, §SOA
state of affairs, $MNR manner, §PART part, §VAL
value, §ASS asset, SEXT extension, §PATH path, §DON
donor, §CONT contents, §CONC concession, §REFL
reflexive, §POSS possessor, SEFF effect, $ROLE role,
SMAT material, §ROLE role, $§DES-TMP temp.
destination, §ORI-TMP temp. origin

Even in a case-poor language like English, we
found some clear likelihood relations between
thematic roles and syntactic functions (table 2).
Thus, agents (8AG, 8§COG, 8§SP) are typical
subject roles, while patients (§PAT), messages
(8MES) and results (S§8RES) are typical direct
object roles, and recipients (§8REC) and
beneficiaries (§8BEN) call for dative object
function.

Table 2: Major syntactic Functions with most
likely roles

Function
@SUBJ Subject
TH (44.5%) > AG (21.3%) > COG (9.6%) > SP
(8.1%) > EXP (5.2%)
@ACC Direct object
TH (26.9%) > PAT (11.6%) > MES > RES > STI
> ACT
@DAT Dative object
BEN (52.8%) > REC (41.9%)
@PIV, @SA, Prepositional complements
@OA,@ADVL
LOC (30.1%), DES (11.9%) > PAT (10.0%) >
BEN > TP > ORI > ATR > COM > COMP
@SC Subject complem.
ATR (95.7%) > RES

62

@0C Object complem.
ATR (80.7%) > RES

The prototypical verb frame consists of a full verb
and its nominal, adverbial or subclause
complements. Like most other languages,
however, English has also verb incorporations that
are not, in the semantical sense, complements. The
simplest kind are adverb incorporates, which we
mark in the valency frame, but not in the argument
list:

give up - <vi-up>, turn off - <vt-off>

More complicated are support verb constructions,
where the semantic weight and - to a certain degree
- valency reside in a nominal element, typically a
noun that syntactically fills a (direct or
prepositional) object slot, but semantically
orchestrates the other complements. While adverb
incorporates are marked as such by the EngGram
parser already at the syntactic level (@M V<), noun
or adjective incorporates receive an ordinary
syntactic tag (@ACC, @SC), but are marked with
an empty 8INC (incorporate) role tag at the
semantic level. This is why, currently, about 14.6%
of EFN valency entries include incorporated
material, but the percentage of non-adverbial
incorporates is still small (about a 1/10 of all
incorporations).

The examples below also show the
corresponding valency tags, where 'vt' means
transitive and 'vi' intransitive. = Governed

prepositions are prefixed (e.g. <ofA..>) and
incorporated material is postfixed (e.g. <...-stock>)

take place - <vt-place>,
take stock of - <of’vt-stock>

Some of the constructions can be rather complex
and involve dependents of an incorporated noun,
prepositional phrases or a combination of particles
and adverbs:

take it out on - <on’vp-it-out>,
lay in waiting - <vi-in=waiting>
call in sick - <vi-in_sick>,

take care of - <of’vp-care>

One could argue that the real frame arguments
(like the noun expressing what is catered for in
take care of) should be dependency-linked to the
8§INC noun care and the frame class marked on the
latter, but for consistency and processing reasons
we decided to center all dependency relations on
the support verb in these cases, and also mark the



frame name on the verbal element of support
constructions.

3 Frame annotation

One would assume that using argument
information from our verb frame lexicon on the
one hand and a functional dependency parser on
the other, it should in theory be possible to
annotate running text with verb senses and frame
elements, simply by checking verb-argument
dependencies for function and semantic class. To
prove this assumption, we implemented our
annotation module in the Constraint Grammar
formalism, choosing this particular approach in
part because that made it easier to exploit the
DanGram-parser's existing CG annotation tags, but
also to allow for later manual fine-tuning of rules
and contextual exceptions — something that would
be impossible in a probabilistic system based on
machine learning. In our view, this is a clear
methodological advantage, and also saved us the
cost of hand-annotating a training corpus. And
though the creation of EFN itself does involve
manual work in its own right, we prefer this
method not only because. for a linguist, it is more
satisfying to express lexical knowledge directly in
a lexicon format, rather than indirectly through
manual corpus annotation, but also because the
latter is, as a method, less effective, since it will
mean repetitive work for some verbs and coverage
problems for others, due to the sparse data problem
inherently linked to the limited size of hand-
annotated corpora.

As a first step, we adapted a converter program
(framenet2cgrules.pl, Bick 2011) that turned each
frame into a verb sense mapping rule - a relatively
simple task, since argument checking amounts to
simple LINKed dependency contexts in the CG
formalism. The somewhat simplified rule example
below targets the verb “tune”:

SUBSTITUTE (V) (<v:forAvtp> <fn:adjust>
<r:SUBJ:AG> <r:ACC:PAT>)

TARGET ("tune" V7

IF (c @SUBJ LINK 0 <H>) .... find daughter
dependent (c) subject, check its class

OR (0 PAS/INF) ... though this isn't necessary for
passives and infinitives

OR (0 PCP1 + @ICL-N<PRED LINK p <H>) ...
for postnominal gerund clauses, check their
mother dependent (p, parent) for human class

AND IF (c @ACC LINK 0 <mach> OR <V>) ...
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find accusative daughter (c), check its class

OR (0 PAS LINK c @SUBJ LINK 0 <pass-acc>
LINK 0 <mach> OR <V>) ... for passives,
check subject class instead

OR (0 <acc-ellipsis> LINK 1 (*) LINK *-1 @FS-
N< BARRIER NON-V ... in an object-less
(<acc-ellipsis>) relative clause (FS-N<)

LINK p <rel-acc> LINK 0 <mach> OR <V>) ...
find the mother (p) and check its class for
machine or vehicle

OR (0 PAS + @ICL-N< LINK p <mach> OR
<V>) ... do the same for postnominal passive
clauses

In this rule, apart from the <fn:adjust> framenet
class (implicitly: sense), argument relation tags
(<r.....>) are added indicating an AG role (agent)
for the subject and a PAT (patient) role for the
object, IF the former is human (<H>) and the latter
a vehicle (<V>) or machine (<mach>). In the
definition section of the grammar, such semantic
noun sets are expanded to individual semantic
prototype classes (table 3), individual words or a
combinations of category tags.

LIST <H> = <H.*>r <hum> <inst> <org> <media>
<party> <civ> <Lciv> <Ltown> <Lcountry> <Lregion>
"anybody" "anyone" "everybody" "everyone" "who"
"one" 1S 2S 2S/P 1P 2P (<fem> PERS) (<mask>
PERS) (<masc> PERS) ("he" PERS) ("she" PERS)

("they" PERS) (<heur> <Proper>) ;

Table 3: Semantic prototypes

Semantic (prototype) noun class

<H> Human: <Hprof>, <Hfam>, <Hnat>
<Hideo> ....

<cc> concrete object: <cc-stone>, <cc-rag>,
<cc-cord> ...

<act> Action: <act-s> speech-act, <act-do>
... cp. -CONTR: <event> <process>

<L> Location: <Lh> human place, <Ltop>,
<Lwater>, <Labs>, <Lsurf> surface ...

<A> Animal: <Azo> land animals, <Aorn>
birds, <Aich> fish ...

<sem> Semanticals: <sem-r> book, <sem-1>
song, <sem-c> concept , <sem-s>
speech ...

<food> Food: <food>, <food-c>, <food-m>,
<fruit> ...

<tool> Tools: <tool-nus>, <tool-cut> ...

<cm> Substance: <cm-lig> liquid, <cm-

gas>, <cm-chem> ..



<mon> money

<sit> situation

<V> vehicle (<Vground>,<Vair> ...)

<conv> convention

<HH> Group: <org>, <media>, <inst>
institutions

<an> anatomical (body part): <anmov>,

<anorg>, <anzo>, <anbo> ...
(about 200 classes)

Apart from semantic classes, the frame mapping
rules in step one may exploit word class or phrase
type (table 4). With noun phrases being the default,
special context conditions will be added for finite
or non-finite clausal arguments, adverbs and
pronouns. Special cases are the 'pl' plural marker
(implying np at the same time), and the 'lex’
category used for incorporated “as is” tokens.

The second step consisted of the assignment of
thematic roles to arguments. Current CG compilers
do not allow mappings on multiple (argument)
contexts, but with GrammarSoft's open-source
CG3 compiler it is possible to unify tag variables
with regular-expression string matches, so rules
were written to match argument functions with
head verb's new <r:....> tags in order to retrieve
(and map) the correct thematic role from the latter.

MAP KEEPORDER (VSTR:§$1) TARGET @SUBJ
(*p V LINK -1 (*) LINK *1 (<r:.*>r) LINK 0 PAS
LINK 0 (<r:ACC:\(.:*\)>1)) ;

The rule above is a simple example, retrieving a
thematic role variable from the verb's accusative
argument tag (<r:ACC.:..>) and mapping it as a
VSTR expression onto the subject in case the verb
is in the passive voice. Complete rules will also
contain negative contexts (omitted here), for
instance ruling out the presence of objects for
intransitive valency frames.

The following rule is a generalisation over the
@FUNC set (defined in the grammar as objects,
predicatives etc. Note that pp roles are mapped on
the noun argument of the preposition (@P<) rather
than the (semantically “empty”) preposition itself,
in spite of the latter being the immediate
(syntactic) dependent of the verb. In our CG
formalism, such a multi-step dependency relation
is expressed as "*p' (open scope parent relation,
ancestor relation). The TMP: tags are intermediate
tags used for string matches. Thus the additional
TMP:8§$2 role tag will be used by rules handling
coordination of same-role arguments.
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MAP KEEPORDER (VSTR:<TMP:§$2> VSTR:§$2)
TARGET @FUNC OR @P< OR @>>P OR <mv>
(0 (KTMP:.*?\([A-Z\-]+<?\).*?>?>r) LINK *p V
LINK 0 (VSTR:<r:$1:\(:*\)>1)) ;

While helping to distinguish between verb senses
with the same syntactic argument frame, using
semantic noun classes as context restrictions raises
the issue of circularity in terms of corpus example
extraction, and also reduces overall robustness of
frame tagging, not least in the presence of
metaphor. Therefore, all frame mapping rules are
run twice - first with semantic noun class
restrictions in place, then - if necessary - without.
This way “skeletal-syntactic”’ (semantics-free)
argument structures can still be used as a backup
for frame assignment, allowing corpus-based
extension of semantic noun class restrictions.

In a vertical, one-word-per-line CG notation, the
frame-tagger adds <fn:sense> and <v:valency>
tags on verbs, and §ROLE tags on arguments. Free
adverbial adjuncts are only partially covered, a few
by the frames themselves, but most by separate,
frame-independent mapping rules exploiting local
grammatical information such as preposition type
and noun class. The example demonstrates a frame
sense distinction for the English verb lead.
Dependency arcs are shown as #n->m ID-links.

European [European] <*> <jnat> ADJ POS @>N #11-
>12

powers [power] <HH> N P NOM §AG=LEADER
@SUBJ> #12->13

should [shall] <aux> V IMPF @FS-<ACC #13->8

be [be] <vch> <aux> V INF @ICL-AUX< #14->13

leading [lead] <mv> <v:vt> <fn:run_obj>
<fnb:73:Leadership> V PCP1 @ICL-AUX< #15-
>14

the [the] <def> ART S/P @>N #16->18

Western [Western] <jideo> <jgeo> ADJ POS @>N
#17->18

response [response] <event> <act-s> N S NOM
S§ACT=ACTION @<ACC #18->15

to [to] PRP @N< #19->18

Russia's [Russia] <*> <Proper> <Lcountry> N S GEN
S§AG @>N #20->21

invasion [invasion] <act> N S NOM @P< #21->19

of [of] PRP @N< #22->21

Georgia [Georgia] <*> <Proper> <Lcountry> N S
NOM §PAT @P< #23->22

In the example, BFN tags were added to EFN tags,
in the form of double role tags, and <fnb:..> frame
tags. Independently of the verbal frame lexicon,



the semantic tagger was able to assign an §AG tag
to Russia, based on the semantic prototype of
<act> provided by EngGram with it's head noun
invasion. However, the §PAT tag is a (wrong)
default tag — with a true, nominal <fn:invade>
frame, it should have been §DES (destination). A
future noun frame lexicon should also cover
response, assigning 8CAU (or §STI) to its
argument daughter invasion.

The second example contains another sense of
lead, that of cause, with §CAU (cause) and §RES
(result) as frame arguments. Note the <TRO...>
meta tag line providing a time stamp for video
alignment. Similar meta mark-up, not shown here,
is maintained for speaker, source, topic, news
channel etc.

A [a] <*> <indef> ART S @>N #1->3

blown [blown] ADJ POS @>N #2->3

tire [tire] <cc-tube> N S NOM §CAU=CAUSE
@SUBJ> #3->4

may [may] <aux>V PR @FS-STA #4->0

have [have] <v.contact> <vtk+ADJ> <aux> V INF
@ICL-AUX< #5->4

led [lead] <mv> <v:toAvp> <fn:cause>
<fnb:5:Causation> V PCP2 AKT @ICL-AUX< #6-
>5

to [to] PRP @<PIV #7->6

<TR0="20080808170708.458">

this [this] <dem> DET S @>N #8->10

deadly [deadly] ADJ POS @>N #9->10

scene [scene] <sem-w> N S NOM §RES=RESULT
@P< #10->7

Yet another sense of lead is that of a path leading
somewhere (the meander-frame), with §AG and
8DES (destination) argument roles. Note that in this
third example, the subject agent is not a dependent of
lead — rather it is the head of the non-finite relative
clause in which lead is the main verb. We mark such
referred roles with an R- prefix (§R-PATH). Also,
the first frame in the example illustrates the
phenomenon of transparent np's: The direct
dependent of control is the syntactic object 'all’, but
semantically this is a transparent (<norole>) modifier
part of the argument np, so we raise the semantic
function to its 'of X' granddaughter, marking 'roads’
as §BEN (beneficiary) of the run_obj (control)
frame. Finally, this is an example of how two roles
are necessary on the same token (roads), which fill a
semantic argument slot in two different frames.

They [they] <*> PERS 3P NOM @SUBJ>

SAG=CONTROLLING_ENTITY #1->2
control [control] <mv> <v:vt> <fn:run_obj>
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<fnb:1799:Control> V PR -3S @FS-STA #2->0

all [all] <quant> <norele> INDP S/P @<ACC #3->2

of [of] PRP @N< #4->3

the [the] <def> ART S/P @>N #5->6

roads [road] <Lpath> N P NOM @P< §R-
PATH=PATH §BEN=DEPENDENT_ENTITY
#6->4

leading [lead] <mv> <v:va+DIR> <fn:meander>
<fnb:61:Path_shape> V PCP1 @ICL-N< #7->6

into [into] PRP @<SA #8->7

that [that] <dem> DET S @>N #9->10

town [town] <Lciv> N S NOM @P< §DES #10->8

N=noun, V=verb, ADV=adverb, INDP=independent
pronoun, ART=article, DET=determiner,
KC=coordinating conjunction, PRP=preposition,
@SUBJ=subject, @ACC=accusative object,
@ADVL=adverbial, @PIV=prepositional object,
@SA=subject adverbial, @ CO=coordinator, @>N
prenominal, @N<=postnominal, @FS=finite clause,
@ICL=non-finite clause, @STA=statement,
§AG=agent, §PAT=patient, SRES=result,
§CAU=cause, §DES=destination

4 Evaluation

4.1

The reason for using a custom-made Danish-
derived FrameNet (EFN) rather than the Berkeley
FrameNet (BFN, Baker et al. 1998, Johnson &
Fillmore 2000) were not only the better integration
of the latter with CG tags and valency frames, but
also coverage issues (Palmer & Sporleder 2011). In
order to quantify BFN coverage for our
speech/news domain, we used an annotated sub-
corpus of about 145050 words (of these 19900
punctuation tokens). Due to fall-back strategies,
almost all (99.5%) of the 20,343 main verbs in the
corpus had been assigned an EFN frame, indicating
good basic lexical coverage of the domain. We
then checked both the verbs and the frames against
BFN v. 1.5. For 26.4% of verb types and 4.1% of
verb tokens BFN did not have any frame entry at
all’>. To measure frame coverage, we used BFN
frame classes mapped from the assigned EngGram
frame categories, checking if the frame in question
was associated with a BFN sense for the verb in
question. If the wverb's wvalency instantiation
matched a valency found in a BFN example
sentence, that particular frame had to be one of the
EngGram frame classes, making matches more
likely. At least with our somewhat heuristic

Coverage

2 Examples were betray, campaign, guarantee, involve, limit
etc.



matching technique, BFN did not have a matching
frame in its frame inventory for a given verb in
33.6% of frame instances and for 33.4% of the
1647 frame types in the corpus. This finding
supports the analysis by Erk & Padé (2006) that
BFN has an unbalanced coverage problem for
word senses, with fewer senses per word than the
German FrameNet, because it is built one frame at
a time, not one verb at a time.

4.2 Performance

To evaluate the coverage and precision of our
frame tagger, we annotated a chunk of 882.500
tokens from the UCLA CSA television news
corpus, building on an EngGram dependency
annotation (Bick 2009) as input, and using only the
rules automatically created by our FrameNet
conversion program, with no manual rule changes,
rule ordering or additions.

Out of 120,843 words tagged as main verbs,
99.9% were assigned a verbal frame sense, though
20.18% of the assigned categories were default
senses for the verb in question because of the lack
of surface arguments to match for sense-
disambiguation. 18.6% of frames were subject-less
infinitive and gerund constructions, but of these,
57,2% did have other, non-subject arguments to
support frame assignment. The corpus contained
2473 verb lexeme types, and the frame tagger
assigned 5840 different frame types, and 4234 verb
sense types. Type-wise, this amounts to 2.36
frames, and 1.71 senses per verb type (similar to
the distribution in the frame lexicon itself), but
token-wise ambiguity is about double that figure,
as we will discuss later in this chapter.

Table 4: Frame slot distribution and surface

expression probabilities

frame expressed percentage of filled
slots surface slots
arguments
with frame
roles

SUBJ 95194 65780 69.1% (da 51.45)

(1061 PCP1

@ICL-N<)
ACC 41765 36629 87.7% (da 77.03)

(978 PAS

@ICL-N<)
DAT | 1470 1005 68.4% (da 53.72)
PIV 9049 5275 58.3% (da 99.23)
SC 17690 17670 99.9% (da 100.00)
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ocC 657 446 67.9% (da 100.00)
SA 2809 2762 98.3% (da 100.00)
OA 2231 2021 90.6% (da 100.00)
ADVL 29 27 93.1% (da 100.00)

Table 4 contains a break-down of surface
expression percentages for individual argument
types. Subject (SUBJ), dative objects (DAT) and
prepositional objects appear to be the least
obligatory categories, though the latter is lower
than it would be in the face of a more unabridged
valency lexicon, since the frame mapping grammar
also allows pp adverbials to match PIV object
slots, to cover cases where the EngGram valency
lexicon lacked an entry that the frame mapping
grammar did have. It should also be born in mind
that both subjects and object slots may be filled not
by direct daughters of the main verb, but — for
instance — by the heads of non-finite postnominal
or finite relative clauses. In these cases, the frame
mapping grammar may encounter a slot filler
without leaving a mark on the syntactic function
counter used for to compute the above table.
Predicative arguments (SC), of verbs like be and
become, are 100% expressed, as are valency-bound
adverbials (SA). and prepositional arguments
(PIV) have almost as high an expression rate
simply because most verbs have alternative
valency frames of lower order (intransitive or
monotransitive accusative) that the tagger would
have chosen in the absence of a PIV argument. In
other words, PIV arguments are strong sense
markers, and their absence will sooner lead to
false-positive senses of lower valency-order than to
PIV-senses without surface PIV. Among the safest
markers for frame senses are incorporated particles
(8INC), as in give up, take place etc., which are
almost 100% obligatory for the valency pattern in
question, and which the frame mapping grammar
therefore will try to match these before more
general verbal complementations.

On a random 5000-word chunk of the frame-
annotated data, a complete error count was
performed for all verbs. All in all, there were 629
main verb tags, of which 13 should have been
auxiliaries and one had been wrongly verb-tagged
by the parser (even). Our frame tagger assigned
624 frames, missing out on only 4 regular verbs (2
X vetted, unquote, harkens), and (wrongly) tagging
the false-positive verb. This suggests a very good
coverage in simple lexical terms (99.6%). In 20.7%
of cases, the frame tagger assigned a default frame,



usually a low-order valency frame without
incorporates®. Of 615 possible frames, 495 were
correctly  tagged, yielding the following
correctness figures:

Table 5: Performance of the frame sense tagger on
television news

Recall Precision F-score
total 80,49 79.32% 79.91
(da 85.05) (da 85.20)
ignoring 80.49% 81.01% 80,75
pos/aux
errors

These figures are an encouraging result, despite the
“weak” (inspection-based) evaluation method. The
performance falls 5 percentage points short of the
results achieved for our point of departure, the
Danish FrameNet (Bick 2011), but it has to be
borne in mind that the current English system is
work in progress, as indicated in rough terms by
the smaller lexicon size of the new, derived
framenet. More important than lexicon size as
such, is granularity — the coverage of frequent
verbs in term of valency frames and incorporations
— and here the method of trying to port frames
across languages was bound to miss out on many
English constructions simply because translations
tend to be many-to-one, i.e. conflating several rarer
SL constructions to one or few more general TL
constructions. Using ML techniques, the best
participating systems in the SemEval 2007 frame
identification task (Baker, Ellsworth & Erk 2007)
achieved F-scores between 60% and 75%, though
because of the stricter evaluation system any direct
comparison will have to wait for future work based
on a category mapping scheme, using the same
data. Shi & Mihalcea (2004), also using FrameNet-
derived rules, report an F-score of 74.5% for
English, while Gildea & Jurafsky (2002), using

3 The default frame is not currently based on statistics,
but decided upon when converting the framenet lexicon
into a Constraint Grammar, as the first intransitive or
monotransitive valency frame by order of appearence in
the lexicon,. Other valency categories may also be
default-rated, but need a special manual tag (atop="1").
Similarly, frames can be downgraded by assigning them
higher atop numbers — in effect meaning they will only
be used if all context slot conditons are present in the
sentence. This way, the ultimate ranking of frames, and
the decision on a default frame is fully controllled by
the lexicographer.
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statistical methods, report F-scores of 80.4% and
82.1% for frame roles and abstract thematic roles,
respectively. For copula and support verb
constructions, not included in the -earlier
evaluations, Johansson & Nugues (2006) report
tagging accuracies for English of 71-73%,
respectively, but a comparison is hard to make,
since we only looked at support constructions that
our FrameNet does know, with no idea about the
theoretical lexical “coverage ceiling”.

A qualitative look at the errors shows that the
underlying part-of-speech tagging was very robust
— thus only 2 verb class errors were found, one
false positive and one false negative. The
confusion of auxiliary and main verb for be and
have, however, did play a certain role (10% of
false positive frames), and so did incomplete
valency frames or wrong syntactic attachments,
resulting in missing slot fillers for the frame-
mapping rules. Some of these underlying errors
were ultimately domain-dependent and due to non-
standard language in our (spoken) corpus. Thus,
half of the auxiliary/main verb-confusion occurred
due to missing words (have bombing instead of
have been bombing) or unfinished sentences or
retractions (I don't - I think my people ...). Ignoring
these errors, i.e. assuming correct tagging input,
would influence precision, in particular, and raise
the overall F-score by 1-2 percentage points®.

A break-down of error types revealed that about
40% of all false positive errors (but only 8% of all
frames) were cases where the human “gold sense”
was not (yet) on the list of possible senses in the
our EFN database. As one might expect, default
mappings accounted for a higher percentage
(26.4%) among error verbs than in the chunk as a
whole (20.2%), and contributed to almost a third of
the “frame-not-in-lexicon” cases.

Frequent verbs have a high sense ambiguity, and
verbs with a high sense ambiguity were more
error-prone than one-sense verbs, as can be seen
from the table below. Thus, the verbs occurring in
our evaluation chunk had 4.7 potential senses per
verb (6.54 for the ambiguous ones), and the verbs
accounting for frame tagging errors had a
theoretical 10.26 senses each. While these numbers
and their proportions closely matched the findings
for Danish, there is a marked difference in the
“sense density” for the verb  lexica as such,
reflecting the fact that the larger size of the Danish

4 Given the syntactic and semantic knowledge base of our
system, it would be feasible to design rules for identifying
"false" main verbs at a later stage, to remedy this problem.



Framenet in terms of verb types is achieved by
including the Zipf tail of verbs — i.e. rare verbs
with one or few readings — while the overall sense
count is not so different. Concluding from this, one
can assume that an enlargement of EFN in terms of
verb types will decrease rather than increase the
ambiguity strain on tagging performance.

Table 6: Sense ambiguity per verb

Verb type = theoretical
count sense count
EFN framenet lexicon 4774 10800
verb types in chunk 205 964
sense ambiguous 140 916
frame error verbs 56 576

5 Conclusions and Outlook

We have shown that a robust semantic tagger for
English television news can be built by converting
a valency-anchored frament into Constraint
Grammar mapping rules, turning syntactic and
semantic selection restrictions into dependency-
linked context conditions. Though the system has a
reasonable lexical coverage and frame sense recall
for verbs, a great deal of work needs to be done on
nominal frames and verbo-nominal incorporations.
Also, evaluation should be carried out for semantic
role tagging accuracy in addition to verb senses,
optimally in a  standardized evaluation
environment.
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Abstract

Generative Lexicon theory (GL) establishes
three mechanisms at work when a predicate
selects an argument, i.e. pure selection,
accommodation and type coercion. They are
widely used in verbal selection of nouns in the
entity domain. However, little attention has
been devoted to the compositionality of
[N;+event noun] type NN compounds. This
paper extends the usage of these mechanisms in
two ways: 1) the eventive nominal head
selection of a nominal modifier, and 2) their use
in the eventive domain, through the case study
on [N+t Fbisai ‘competition’]. Moreover, it
reveals a new compositional mechanism sub-
composition. It also discovers the domain
contribution in type coercion. This work
enriches the study on compositionality and GL.

1 Introduction

Event nouns in Mandarin Chinese
have generated extensive interest (Han 2007, 2011;
Liu 2004; Ma 1995; Wang & Huang 2011a, 2011b,
2012a, 2012c, 2012d). However, little research has
concerned about the compositional mechanisms at
work in [N;+event noun] type [N;N;]y compounds.

Generative Lexicon theory (GL) provides a rich
compositional representation through generative
devices (Pustejovsky 1993, 2001, 2006, 2011;
Pustejovsky & Jezek 2008). Under a tripartite
system of the domain of individuals, including
natural types, artifactual types and complex types
(Pustejovsky 2001, 2006; Pustejovsky & Jezek
2008), GL establishes three mechanisms at work
when a predicate selects an argument.
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1) Pure Selection (Type Matching): the type a
function requires is directly satisfied by the
argument;

2) Accommodation: the type a function requires
is inherited by the argument;

3) Type Coercion: the type a function requires is
imposed on the argument type. This is
accomplished by either:

(i) Exploitation: taking a part of the
argument’s type to satisfy the function;
(i1) Introduction: wrapping the argument
with the type required by the function.

Following Pustejovsky (2001, 2006) and
Pustejovsky & Jezek (2008), Wang & Huang
(2012e) establish a type system for event nouns,
including natural types, artifactual types, natural
complex types and artifactual complex types. The
current paper only focuses on artifactual-type
event nouns and explores the compositional
mechanisms of nominal modification to these
nouns in NN compounds. Furthermore, the domain
information contribution to the reading of a NN
compound is surveyed.

2 Data Collection

The data of this study are mostly extracted from
Chinese Gigaword (second edition)' and Sinica
Corpus” accessed through Chinese Word Sketch
Engine®, with a few examples collected online
through the search engines Google and Baidu.

Uhttp://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogld
=LDC2009T14

2 http://db1x.sinica.edu.tw/kiwi/mkiwi/

3 http://158.132.124.36/, hitp://wordsketch.ling.sinica.edu.tw/

Copyright 2012 by Shan Wang, Chu-Ren Huang, and Hongzhi Xu
26th Pacific Asia Conference on Language,Information and Computation pages 70-79



3 Compositional Mechanisms of [N; +
Artifactual-Type Event Nouns]

The internal structure of NN compounds has been
widely investigated (Jackendoff 1975;
Laurie Bauer 2008; Packard 2004; Warren 1978).
In recent years, some research uses GL to analyze
the relation between N; and N, (Johnston & Busa
1996; Lee et al. 2010; Qi 2012). The research
using the GL gives a compositional treatment to
capture the N; and N, relations, but it only
concerns the situation when N is a qualia role of
N,. It does not explain cases when N, is a qualia
role of N;. Moreover, it does not give a
generalization for the qualia modification relation.
The  following analyses  the
compositional mechanisms of NN compounds. To
make the discussion more concentrate, Section 3.2
and 3.3 use [N\+[LEE bisai ‘competition’] as a

case

section

study. To introduce a new way of

compositionality, sub-composition, Section 3.4

uses a wider range of data.

3.1 Interpreting [LZF bisai ‘competition’

A [LEE bisai ‘competition’ is an activity in which
one try to win against the opponents. Its semantic
type system is depicted below.
(EE%E bisai ‘competition’
ARGSTR =[D-ARG; = x: individual
D-ARG,; = y: individual
D-ARG; = z: organizer
D-ARGy4 =r:rule
EVENTSTR =(E; =e;: process )
QUALIA =|FORMAL = a: activity
CONSTITUTIVE = {x,y,z,1,C}
TELIC = [e satisfiesr — (x V y) win]

AGENTIVE = organize (z, a) )
A competition usually sets rules so that the
participant who has the best performance will be
the winner. Therefore, the purpose of [LEE bisai

~

‘competition’, which is the telic role, is to win with
some rules satisfied during the competing process
€.
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A competition could be either on the process of
an event that participants involved in or the
resultative product made during an event. In an
[N+ [L 28 bisai ‘competition’] compound, N
specifies the subject of the competition. That is, it
signifies the process on which people are judged or
the product that people create in a competition.
Wang & Huang (2012b) classify nouns into pure
event nouns, nominals (event nominals and result
nominals) and entity nouns. Following this
classification, the following will examine which
kinds of nouns fit the Nj.

If the competition is about the process, then the
competition is based on the behavior of
participants during the event. Three kinds of N; fit
this case: 1) pure event nouns: #% ¥ ticdo
‘gymnastics’, By mdshi ‘horsemanship’, FEH
zdji ‘acrobatics’, [&l#s quancao ‘hoop gymnastics’;
2) event nominals: 28 jizhong ‘weightlifting’,
BME saiting ‘boat racing’, 2 % panydn ‘rock
climbing’; 3) entities: FEf} longzhou ‘dragon boat’,
WRLAR fanchudn “yacht’,

If the competition is about the final product,
then the rule to decide the winners will be based on
the quality of the product. Two kinds of N, fit such

H.

as a case: 1) event nominals: % 52 shéying
‘photography’; 2) entities: & shihua ‘painting
and calligraphy’, ffiif& hdngmo ‘model airplane’.

Summarizing, this section has illustrated the
semantic type system of [LZ% bisai ‘competition’.
A competition can be either on the process or
result. If the competition is about the process, N;
can be a pure event noun, an event nominal or an
entity. If the competition is about the result, N; can
be an event nominal or an entity (coerced to be an
event). To achieve the goal of a competition (the
telic role), usually to win, one should satisfy some
rules.

A Iéngzhou ‘dragon boat’ and iRy fanchudn ‘yacht’ can
be treated either as an entity or activity in themselves. Here we
treat them as an entity which is coerced to be an event through
qualia exploitation. This is discussed in Section 3.3 in more
details.



3.2 Pure Selection

When N; is an event nominal, the head [[Z¥ bisai
‘competition’ selects N; through pure selection.
Because the verbal morpheme in the nominal N,

already specifies what event it is. Examples are
shown in Table 1 and Table 2.

Words | Pinyin English Frequency | Saliency
W5’ | sheying | photography 1074 51.01
248 | jizhong | weightlifting 957 4831
I saiting boat racing 314 47.85
s panyan | rock climbing 80 31.35
A tidojiti | wine mixing 13 20.26

Table 1: VO Type Event Nominals in Gigaword

For instance, in Table 1, within the N, %z
shéying ‘photography’, the verbal morpheme
she ‘take a photograph of’ is embedded in the

Formal < Telic. In [N+[LEE bisai ‘competition’],
N; can involve in more than one event. Type
coercion of N; includes the combination of ordered
events from different qualia roles. When N; is an
entity, it sometimes requires the pre-existence of a
creation event, which comes from the agentive role
of N;. The entity is produced through the creation
event. [LEE bisai ‘competition’ is to compare the
quality of different products. The product quality
can be decided according to either the formal or
telic role.

In an art competition, what is being compared is
the design, shape, color, etc., which are the formal
role of the objects. These forms exist after the
creation of the objects, which is the agentive role.
Table 3 shows some examples.

photographing action.

Words Pinyin English | Frequency | Saliency
LT shuangdd | doubles 1775 62.01
BHIT dandd singles 1799 59.5

Table 2: Adj-V Type Event Nominals in Gigaword

Similarly, in Table 2, the verbal morpheme ¥J
da ‘play’ in both B4 shuangda ‘doubles’ and
I danda ‘singles’ already specify the playing
event.

3.3 Type Coercion through Qualia Exploitation
of N]

3.3.1 N; as an Entity

If N, is an entity, there will be two possibilities: 1)
the competition is dependent on the process of a
potential event that is related to the entity; 2) the
competition is dependent on the final product Ny,
where a potential event is also involved which is
an agentive role of the entity. In both cases, we
would like to say that there is type coercion from
the entity to their potential events.

3.3.1.1 Type Coercion with Ordered Events
(Type Coercion with Event Combination)
Pustejovsky (2000) finds that the qualia provide
three relations: <, o and >. According to temporal
properties, the partial orderings of qualia roles are:
Agentive < Formal, Constitutive o Formal, and
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Wo | Pin | Engii Fred | Sal :
rds | yin sh uenc | enc Qualia Roles
: y Yy
7K | bing e 353 agentive (ff{ zuo
[#t | diao Stculilep B 5 ‘make’) +formal
W sha sanld 23 27.9 agentive (i zuo
[ | diao St(;[;;) = 6 ‘make’) +formal
1t ZZZ lanter 59 26.5 agentive (ff zuo
fE P n - 6 ‘make”) +formal
painti
& | o | D8 19.9 agentive (BlIfF
| ansi 79 9 chuangzuo ‘create’)
= callig +formal
raphy

Table 3: Examples of Type Coercion with Ordered
Events in Gigaword: Agentive > Formal

For instance, in table 3, VK[t LLEE bingdido
bisai ‘ice sculpture competition’ involves an event
of making ice sculpture (the agentive role), and
then the quality of yKfiff bingdiao ‘ice sculpture’
(the formal role) is compared to determine the
winner.

In a competition of an application field, what is
compared is the function of the objects, which is
the telic role. The function exists after the creation
of the objects. Examples are as shown in Table 4.

Wo any E:,ngl Frequ | Salie Qualia Roles

rds in ish ency ncy

#i | hdng mod agentive (f§{ zuo
i mo el 3 28.38 ‘make”) +telic
-~ airpl




ane

BE | moxi agentive (ff{ zuo

mod
pil] ng 11 22.48 ‘make”) +telic

el —

Table 4: Examples of Type Coercion with Ordered
Events: Agentive > Telic
For example, in Table 4, fiii 1% Lk ¢ hdngmé
bisai ‘model airplane competition’ first requires
the creation of a model airplane (the agentive role),
and then the function of different models (the telic
role) is compared.
3.3.1.2 Type Coercion with one Individual
Event
In 7KEZLLEE shuijido bisai ‘dumpling competition’,
K& shuijido ‘dumpling’ can be coerced to three
events, eating, making, or tasting through the telic
role, agentive role, and formal role respectively, as
illustrated below.
Ok shuijido ‘dumpling’ h
EVENTSTR =(E;=e;: process
E,= e,: process
D-E; = e;: state
ARGSTR = [ARG1= x: human ]
ARG,=y: dumplings
QUALIA=(TELIC = eat (e X, y)
AGENTIVE = make (e, X, y)
L FORMAL = taste (e3,y)
K& ELEE shuijido bisai ‘dumpling competition”

has three readings through type coercion of
dumplings’ different qualia roles: 1) through the
telic role: x wins if x eats most dumplings; 2)
through the agentive role: x wins if x makes most
dumplings; 3) through the formal role: x wins if
x’s dumplings tastes best. These readings indicate
that the context for /K & LG % shuijido bisai
‘dumpling competition’ is that if you meet some
rules, then you win. This can be depicted below:

Telic role for /KERLLEE shuijido bisai ‘dumpling
competition’: R — [¢] win

R: rules

For 7K B¢ b #
competition’, [¢] is competing by eating or making
or tasting. That is, 7KL shuijido ‘dumpling’ can be

shuijido bisai ‘dumpling

coerced to any of the three events. Reading 1) and
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2) have only one event involved respectively,
while reading 3) comprises of an agentive event
and the following formal role related event.

3.3.2 N; as a Pure Event Noun

Similar to N; as a entity in Section 3.3.1, when N;
is a pure event noun, coercion is still at work. That
is because just like an entity, an artifactual event
comes into being (the agentive role) for some
purpose (the telic role). Different from the
diversity of Nj-as-an-entity coercion (including
ordered events or an individual event), in [N+[b
¢ bisai ‘competition’], N;-as-a-pure event noun
coercion normally only has one coerced event
through the agentive role.

in #% #% L &
‘gymnastics competition’, the
‘perform gymnastics’ is through exploiting the

For example, ticao bisai

coerced event

agentive role of #55 ticao ‘gymnastics’. During a
gymnastics competition, the existence of the
gymnastics is the same as the process of the
performance. Other examples of such N; include
FEAT mashu ‘horsemanship’, i zdji ‘acrobatics’,
and [&l#E quancao ‘hoop gymnastics’.

Summarizing, pure selection and type coercion
have been used in verbal selection of nouns in the
entity domain (Pustejovsky 1993, 2001, 2006,
2011; Pustejovsky & Jezek 2008). Section 3.2 and
3.3 have extended their usage in two ways: 1)
nominal head selection of a nominal modifier, and
2) their use in the eventive domain, though a case
study on [N+ [L %8 bisai ‘competition’]. The
results are shown in Table 5.

EEEE bisai Compositional
[N, +EGEE bisai | ‘competition’: Mechanism: Pure
‘competition’] Process or Selection or Type
Result Coercion
Pure Event
Nounv+‘l: t§ Process Type Coercion
bisai
‘competition’
Event Nominal+ p
‘ R b.is'di ’ rg;zzsltor Pure Selection
competition
Emlt}:ﬂ:.[:% Process or .
) bzsa_t . Result Type Coercion
competition

Table 5: Interpreting [L.EF bisai ‘competition’




Table 5 shows that a competition can be either
about the process or the result. For a process
competition, N; can be a pure event noun, an event
nominal or an entity. For a result competition, N,
can be an event nominal or an entity. When N, is
an event nominal, pure selection is usually at work,
while when N; is a pure event noun or an entity,
type coercion happens.

3.4 Sub-Composition

Pustejovsky (1995, 2012) co-
compostion. A typical example is bake the cake.
The operation of co-composition results in a qualia
structure for the VP that reflects aspects of both
constituents. These include: 1) the governing verb
bake applies to its complement; 2) the complement
co-specifies the verb; 3) the composition of qualia
structures results in a derived sense of the verb,
where the verbal and complement agentive roles
match, and the complement formal quale becomes
the formal role for the entire VP.

introduces

This section introduces a new way of
compositionality, sub-composition, through
exploring [N;+Artifactual-Type Event Noun].

There are two types of sub-composition: 1) N; as
an argument and N, as a function, and 2) N; as a
function and N, as an argument.

y=5/x)

A function fis a relationship which links a set of
input and a set of potential output. The input x is
called a variable or an argument, while the output y
is named as a dependent variable. The requirement
of a function is that each variable should have and
only have exactly one output.

We define the qualia role of a word as a function.
Pustejovsky (1995) analyses how lexical items
encode semantic information in the qualia structure.
This structure has four roles, each with some
values. 1) The constitutive role is about the
relation between an object and its constituents or
parts. Its role values include material, weight, parts
and component elements. 2) The formal role can
distinguish an object within a larger domain.

Orientation, magnitude, shape, dimensionality,
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color, and position are its role values. 3) The telic
role is about the purpose and function of the object.
4) The agentive role describes factors involved in
the origin of an object, such as creator, artifact,
natural kind, and causal chain.

We treat the four qualia roles as the four
functions of a word:

f,: FORMAL
f,: CONSTITUTIVE
f;: TELIC

f4: AGENTIVE

In some cases, there is a verb in the telic or
agentive role. For example, the telic role of 3} %
xudnbasai ‘selection contest’ is [TELIC=select(x)],
where x is an argument that is selected. Therefore
the function of i i Z& xudnbdsai ‘selection
contest’ is fi.[TELIC=select(x)]. For convenience,
we will hide the predicate ‘select’ and use the
qualia role to represent the function,
f:TELIC(x).

In a sub-compositional NN compound, either N;
or N, can be a function, remaining the other as an
argument (variable). The following section
examines both Argument-Function Type and

ie.

Function-Argument Type [N;+Artifactual-Type
Event Noun].
34.1 Argument-Function Type [N+

Artifactual-Type Event Noun]

Qualia structure encodes the lexical information of
a lexical item. When N, has qualia modification to
an NN, N, is the argument and N, is function.

1) fin2: FORMAL

NiN; =N,[FORMAL (N))]

ZRIEHE taishi quadnji ‘Thai-style boxing’

Ax3y [boxing (x) A Tai-style(y) A a style of (y, x)]
=¥ quanji ‘boxing’

QUALIA =(FORMAL = style)

A style is a formal role of boxing. Thus in the
compound Zg T\, 43 ¥& raishi qudnji ‘Thai-style
boxing’, the N; Z& =\, taishi ‘Thai-style’ is the
formal role of the N, 288 gudnji ‘boxing’. This
compound can be
[FORMAL (Tai-Style)].

represented as Boxing



2) fin2 : CONSTITUTIVE

NN, =N,[CONSTITUTIVE (N))]

el 38 E 8% chudngguan youxi ‘crashing-through-
barrier game’

Ax3Jy [game (x) A crashing-through-barriers (y) A
subevent-of (y, x)]

SIS, youxi < game’

EVENTSTR= [Elzelzprocess:{ subevent;,subevent,, ...... } ]
QUALIA = CONSTITUTIVE = ¢,

A lFBX ydouxi ‘game’ is an activity that is
composed of some subevents. In the above
compound, the Ny [ B chudngguan ‘crashing
through a barrier’ is a subevent of the N, i/
youxi ‘game’, so this compound can be represented
as Competition [CONSTITUTIVE (Crashing-
through-Barriers)].

3) fin2 : TELIC

NN, = N, [TELIC (N})]

B oh &% = qinggong yishi ‘celebrating-victory
ceremony’

Ax3y [ceremony (x) A celebrating-a-victory (y) A
purpose-of (y, x)]

A ceremony is a formal event held with certain
purpose. In the compound &I = ginggong
yishi ‘celebrating-victory ceremony’, the N; BZ1f)
qinggong ‘celebrating a victory’ states the aim of
the N, {#& =X, yishi ‘ceremony’, so N is the telic role
of N,. This compound can be represented as
Ceremony [TELIC (Celebrating-a-Victory)].

4) fin2 : AGENTIVE

NiN, = N[AGENTIVE (N))]

W29 zhive bing ‘occupational disease’

Ax3Jy [disease (x) A occupation (y) A cause (y, X)]

A disease is an illness caused by some reasons.
In the compound §%ZEJ5K zhiyé bing ‘occupational
disease’, the N| fZ zhiye ‘‘occupation’ is the
cause of the N, Ji bing ‘disease’, so N acts as the

agentive role of N,. This compound can be

represented as Disease [AGENTIVE (Occupation)].

1)-4) illustrate four types of argument-function
type NiN,, with N; as an argument and N, as a
function. N; is a qualia role of N, and thus has
qualia modification to N».
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3.4.2 Function-Argument
Artifactual-Type Event Noun]
When N, is a qualia role of N;, N, is the function
and N, is the argument.

1) fi,Nll FORMAL

NN, =N;[FORMAL (N,)]

W BEIGE) xidoging huddong ‘school celebration

Type [N; +

activity’

Ax3Jy[activity(x) A school-celebration (y) A a kind
of (y, x)]

1B xiaoging ‘school celebration’

QUALIA =(FORMAL = activity) ]

The N, #BZ xidoging ‘school celebration’ is a
kind of activity, so it has a formal role ‘activity’,
which is the N, V&) huddong ‘activity’. This
compound can be represented as School-
Celebration [FORMAL (Activity)].

2) fi.n1 : CONSTITUTIVE

NN, =N;[CONSTITUTIVE (N,)]

SEBNErBASE yimdonghui kaimushi ‘sports meet
opening ceremony’

Ax3y[opening ceremony (x) A sports meet (y) A
part of (x, y)]

SEBENE yundonghui ‘sports meet’
E}UALIA—[CONSTITUTIVE—{opening ceremony, ...... }]]

SEEN® yindonghui ‘sports meet’ is an event
that includes many subevents, such as the opening
ceremony, competitions and the closing ceremony.
Therefore, in the compound 3 B & bd H =
yundonghui  kaimuishi ~ ‘sports meet opening
ceremony’, the N, B % X, kaimishi ‘opening
ceremony’ is a constituent of the N; & Bjj &
yundonghui ‘sports meet’. This compound can be
represented as Sports-Meet [CONSTITUTIVE
(Opening-Ceremony)].

3) fine @ TELIC
NiN; = Ny[TELIC (Ny)]
K ELIHNRy huoché yunshi ‘train transportation’
Ax3Jy[transportation (x) A train (y) A purpose-of (X, y)]
K huoché ‘train’®
ARGSTR =(D-ARG; = z: entity
QUALIA =|FORMAL = r: vehicle
TELIC = transport (T, z)



JKEL hudché ‘train’ is a vehicle that is usually
used for transportation, carrying people and goods
from one place to another. Thus, in the compound
K BE3EER) hudché yunshi ‘train transportation’, the
N, ;&EHf; yimshii “transportation’ is the telic role of
the N, ‘K hudché ‘train’. This compound can be
represented as Train [TELIC (Transportation)].

4) fin2 : AGENTIVE

NN, = NiJAGENTIVE (N,)]

B, dianying paishé ‘movie shooting’

Ax3y[shooting (x) A movie (y) A produce (X, y)]

5 dianying ‘movie’

ARGSTR =(D-ARG, = z: human]

QUALIA = E;ORMAL =r event-physobj]
GENTIVE = shoot (z, r)

] & dianying ‘movie’ is produced by the

P mo
shooting action. Hence in the compound & g2 f1#%
dianying paishé ‘movie shooting’, the N, %
paishé ‘shooting’ is the agentive role of the N, &
52 dianying ‘movie’. This compound can be
represented as Movie [AGENTIVE (Shooting)].

It is common that NN compounds
ambiguous. For example, ‘K i & i hudche

are

yunshii  ‘train transportation’ may have these
readings: 1) trains are used for transportation; and
2) trains are a means of transportation.

Section 3.4.2 of this paper has dealt with the
reading 1), treating it as a Function-Argument
relation. The semantic representation is Train
[TELIC (Transportation)]. For reading 2), the N;
JKEE huoché ‘train’ is taken as the formal role of
N, 3&#iify yunshii ‘transportation’. Thus this is an
Argument-Function relation, and this compound
can be represented as Transportation [FORMAL
(Train)].

In sum, this section has introduced a new
mechanism of compositionality sub-composition.
The structure NN, has two ways of sub-
composition: 1) argument-function, when N,; has
and 2) function-
argument, when N, is a qualia role of N;. Because

qualia modification to Ny;

NN compounds are often ambiguous, they can
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have wvarious relations according to different
readings.

4 Domain Relevance of Type Coercion

Wang & Huang (2011a) has established the
relation between type coercion and domain
information. They reveal that type coercion can be
dependent on a specific domain, because 1)
intuitively, each domain often establishes a
different type of event convention and NN
compounds are always domain specific terms; 2)
domain information can help to predict coercion
types. Following this analysis, we argue that the
coerced event is also domain relevant for eventive
NN. We further observe that some domains have
well-known conventional events, while some
others do not. The former leads to a most probable
and default reading, while the latter results in
ambiguity. This point can be explained by the
B OBk b & ‘football

competition’ and 5[BE|LLEE tangyudn bisai ‘rice

examples zuqiu  bisai
ball competition’.

Through qualia exploitation, both & ERK zigiu
“football” and ¥[8 tangyudn ‘rice ball’ have the
events demonstrated by the telic and agentive role.
JEER zugi ‘football’ has the playing event and
producing event, while ¥[E| tangyudn ‘rice ball’
has the eating event and making event as illustrated
below.

(RER ziigiti “football’ R
ARGSTR =[D— ARG, = y: manufacturer]
D-ARG;, = z: human
QUALIA =[{FORMAL = x: ball
TELIC = play (z, x)

\_ AGENTIVE = produce (y, x)) /

° In Mandarin Chinese, Bk zuqiu “football’ can be treated
either as an activity or an entity. When it is treated as an
activity, J& BR [h & zidqit bisai ‘football competition’
combines through pure selection and there is no type coercion.
When it is treated as an entity, there is type coercion through
qualia exploitation. In this section, we treat it in the second
way.



( = - oGt ) N _
18l tangyuan *rice ball 1| | chidio | EOov. 3 1422 | telic
ARGSTR =[D-ARG; = y: individual cook
D-ARG, = z: individual HE | zhishi and 2 14.17 telic
QUALIA =( FORMAL = x: food s cat
TELIC = eat (y, X) =H ng enjoy 3 12.96 telic
L AGENTIVE = make (z,x) ) WZIZ | chichi | eateat 1 8.27 telic
Corpus data support the above analysis. Table 6 | ching | taste 1 6.18 telic
) L . gongxid .
demonstrates [Verb+ J& Bk zigi football’] in M ng share L 5.06 telic
Gigaword. [ # ‘kick’, Bt wdn ‘play with’, ¥] da | == xid:fSh enjoy 1 3.48 telic
‘play’, 538 figuo ‘kick-experiential ASPECT’, | %1 | zhizuo | make 18 24.15 | agentive
and 5 A tirt ‘kick into’ are the telic role of £ Ek w bao Wrap 2 21.89 | agentive
L, , . . , § bRk cuochén | knead 5 17.73 i
zugin ‘football’ , while B! zhl ‘make’, §& Bl g _RVC 2 . agentive
[ - s . L > knead
n T r .
féngzhi ?.ew , and ZEFE shéngchdn ‘produce’ are B | cuopdoc | and ] - g
the agentive role. it hii shake - ' agentive
Wor .. . Freque | Salien | Qualia out
ds Pinyin | English ney cy Role e cué knead 1 13.06 agentive
% I kick 199 | 7433 telic i nié pinch 2 12.32 | agentive
s _ . _ | knead .
5t wan E/lii 37 36.05 telic BEH | cuochi RVC 1 11.45 agentive
T dd play 15 17.04 telic LT | cuohdo kVI;Z?ld 1 11.45 | agentive
kiCkf i Zuo make 7 9.61 agentive
S | o | tal |2 15.04 I knead
B3t figuo tia £ : telic BEEE | cuordu and 1 9.07 agentive
AS?EC rub
=g zizhi ;eal(t;e 1 4.77 agentive
A tiru kick into 1 8.18 telic ot Zhichén | make- ]
R g RVC 1 4.77 agentive
U ; i > Z IR " : :
#< zhi make 4 1146 | agentive Table 7: 58 tangyudn ‘rice ball’ as Objects in
&3l 2 ) .
WEBL | fengzhi sew 2 10.83 | agentive Gigaword
i Sh;;fc produce 7 751 | agentive However, as modifiers of [ £ bisai
Table 6 Bk siaii Tootball’ 25 OB . ‘competition’, their activated coercions are
able 6: 2 =R zigitt “football’ as Objects in different. @ Bk [L 22 zigin bisai “football
q

Gigaword
Table 7 shows [Verb+i5[E| tangyudn ‘rice ball’]
in Gigaword. 17, chi ‘eat’, SHlE pinchdng ‘taste’,
£ shiyong ‘eat and use’, and so on are the telic
role of % tangyuan ‘rice ball’, while B{E
zhizuo ‘make’, 4, bao ‘wrap’, and % cuo ‘knead’,
and so on are the agentive role.

Wor .. Engli | Frequen | Salien Qualia
ds Ll sh cy cy Role
7 chi eat 152 56.04 telic

g | P mcghan taste 10 24.5 telic

eat

B | shivong | and 9 20.73 telic

use
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competition’ has a strong convention of occurring
in the sports domain, so the most possible reading
comes from the telic role. That is, a competition of
playing football rather than producing a football.
By contrast, &5 [E|[LEE tangyudn bisai ‘rice ball
competition’ does not show a preference for either
the telic or agentive event, which renders both
eating and making rice balls as possible readings.
This finding is confirmed by corpus data of
Gigaword Corpus. We set window size as 5 tokens
between N; and N,. The result is indicated in Table
8.
| NN

‘ Telic Event ‘ Agentive | To |




Event tal
Fi L3f Fi Hi
Hit req | req |
uenc uenc
S t
y S y
JTEER [LEE zdqiv bisai | 443 | 100.0 0 0.00 | 44
‘football competition’ 2 0% % 32
JE. 5 == = 4
. Ltb%bt”ﬁgy uan , (2857 | a4z
isdi ‘tice ba % %
competition

Table 8: Coerced Event Difference in Gigaword

In Table 8, /& BRLLEE zugiu bisai ‘football
competition’ has 4432 occurrences, with all of
them indicating telic events and none as agentive
events. % Bl [L 2
competition’ has seven hits in total, with two as
telic events and five as agentive events, so this
compound do not show strong tendency towards
any of the two events.

tangyuan bisai ‘rice ball

5 Conclusions and Future Work

This paper discovers that [N;+Artifactual-Type
Event Noun] type compounds usually get a
syntagmatic relation through three mechanisms:
pure selection, type coercion and sub-composition.
In GL, pure selection and type coercion have
been used when a predicate selects an argument
(Pustejovsky 1993, 2001, 2006, 2011; Pustejovsky
& Jezek 2008). This paper extends their usage in
two directions: 1) nominal head selection of a
nominal modifier, and 2) their usage in the
nominal event domain, though the case study on
[N\ +LLEE bisai ‘competition’].
this paper proposes a
compositional mechanism sub-composition. It is a
relation between a function and an argument. The
four qualia roles are treated as four functions. Two
kinds of [N;+ artifactual-type event noun] type
[N;N,] compounds are composed through sub-
composition: 1) N; as an argument and N, as a
function, and 2) N; as a function and N, as an
argument. In type 1), N; is a qualia role of N,, and
thus N, has enriched the function behavior; in type
2), N, is a qualia role of N;, and thus N, has
enriched the function behavior. Because a NN
compound is often ambiguous, it may have several

Moreover, new
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kinds The
composition can be generalized as follows.
In order for a and P to combine as [af],
you need to extract some sub-elements
from a or B depending on which is the
function. If [af] is an argument-function
relation, then [of}] = B [f; (a)]. If [of] is a
function-argument relation, then [af)] = a
[£; (B)]-

Following Wang & Huang (2011a), this paper
further demonstrates that some domains have
strong conventional events, while some others do
not. The former gives a default reading, while the
latter brings about ambiguity.

This research has not only enriches the study on
compositionality and GL, but also reveals the

of relations. theorem for sub-

domain information contribution in type coercion.
In future work, we would extend the compositional
mechanisms discussed here in two directions: 1)
their usage to other types of event nouns, i.c.,
natural types, natural complex types and artifactual
complex types, and 2) their usage to other
constructions, such as ‘adjective + noun’.
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Abstract

Domain adaptation (DA), which involves
adapting a classifier developed from source to
target data, has been studied intensively in re-
cent years. However, when DA for word sense
disambiguation (WSD) was carried out, the
optimal DA method varied according to the
properties of the source and target data. This
paper proposes automatic DA based on com-
paring the degrees of confidence of multiple
classifiers for each instance. We compared
three classifiers for three DA methods, where
1) a classifier was trained with a small amount
of target data that was randomly selected and
manually labeled but without source data, 2)
a classifier was trained with source data and
a small amount of target data that was ran-
domly selected and manually labeled, and 3)
a classifier was trained with selected source
data that were sufficiently similar to the tar-
get data and a small amount of target data
that was randomly selected and manually la-
beled. We used the method whose degree of
confidence was the highest for each instance
when Japanese WSD was carried out. The av-
erage accuracy of WSD when the DA methods
that were determined automatically were used
was significantly higher than when the origi-
nal methods were used collectively.

1 Introduction

Classifiers in standard supervised machine learning
have been trained for data in domain A using manu-
ally annotated data in domain A, e.g., to train classi-
fiers for newswires using newswires. However, clas-
sifiers for data in domain B have sometimes been
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necessary when there have been no or few manu-
ally annotated data, and there have only been man-
ually annotated data in domain A, which has been
related to domain B. Domain adaptation (DA) in-
volves adapting the classifier that has been trained
from data in domain A (source domain) to data in
domain B (target domain). This has been studied in-
tensively in recent years.

However, the optimal method of DA varied ac-
cording to the properties of the data in the source
domain (the source data) and the data in the target
domain (the target data) when DA for word sense
disambiguation (WSD) was carried out.

There are many methods of DA for WSD but we
assume that the optimal method varies according to
each instance. This paper proposes automatic DA
based on comparison of the degrees of confidence of
multiple classifiers for each instance when Japanese
WSD is performed. Our experiments show that the
average accuracy of WSD when the DA methods
that were determined automatically were used was
significantly higher than when the original methods
were used collectively.

This paper is organized as follows. Section 2 re-
views related work on DA and Section 3 explains
how a DA method is automatically determined. Sec-
tions 4 and 5 describe the methods and the data we
used, respectievly. We present the results in Section
6 and discuss them in Section 7. Finally, we con-
clude the paper in Section 8.

2 Related Work

The DA problem can be categorized into three types
depending on the information for learning, i.e., su-

Copyright 2012 by Kanako Komiya and Manabu Okumura
26th Pacific Asia Conference on Language,Information and Computation pages 80-88



pervised, semi-supervised, and unsupervised ap-
proaches. A classifier in a supervised approach is
developed from a large amount of labeled source
data and a small amount of labeled target data with
the aim of classifying target data better than a classi-
fier developed only from the target data. A classifier
in a semi-supervised approach is developed from a
large amount of labeled source data and unlabeled
target data with the aim of classifying target data bet-
ter than a classifier developed only from the source
data. Finally, a classifier is developed from a large
amount of labeled source data with the aim of clas-
sifying target data accurately in an unsupervised ap-
proach. We focused on the supervised DA for WSD
in this paper.

Many researchers have investigated DA within
or outside the area of natural language processing.
Chan and Ng (2006) carried out the DA of WSD by
estimating class priors using an EM algorithm. Chan
and Ng (2007) also conducted the DA of WSD by
estimating class priors using the EM algorithm, but
this was supervised DA using active learning.

In addition, Daumé III (2007) worked on the
supervised DA. He augmented an input space
and made triple length features that were general,
source-specific, and target-specific. This was easy to
implement, could be used with various DA methods,
and could easily be extended to multi-DA problems.

Daumé IIT et al. (2010) extended the work in
(Daumé III, 2007) to semi-supervised DA. It inher-
ited the advantages of the supervised version and
outperformed it by using unlabeled target data.

Agirre and de Lacalle (2008) worked on the semi-
supervised DA for WSD. They applied singular
value decomposition (SVD) to a matrix of unlabeled
target data and a large amount of unlabeled source
data, and trained a classifier with them. Agirre and
de Lacalle (2009) worked on the supervised DA us-
ing almost the same method, but they used a small
amount of labeled source data instead of the large
amount of unlabeled source data.

Jiang and Zhai (2007) demonstrated that perfor-
mance increased as examples were weighted when
DA was applied. This method could be used with
various other supervised or semi-supervised DA
methods. In addition, they tried to identify and
remove source data that misled DA, but they con-
cluded that it was only effective if examples were
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not weighted.

Zhong et al. (2009) proposed an adaptive kernel
approach that mapped the marginal distribution of
source and target data into a common kernel space.
They also conducted sample selection to make the
conditional probabilities between the two domains
closer.

Raina et al. (2007) proposed self-taught learning
that utilized sparse coding to construct higher level
features from the unlabeled data collected from the
Web. This method was based on unsupervised learn-
ing.

Tur (2009) proposed a co-adaptation algorithm
where both co-training and DA techniques were
used to improve the performance of the model. The
research by (Blitzer et al., 2006) involved work
on semi-supervised DA, where they calculated the
weight of words around the pivot features (words
that frequently appeared both in source and tar-
get data and behaved similarly in both) to model
some words in one domain that behaved similarly
in another. They applied SVD to the matrix of the
weights, generated a new feature space, and used the
new features with the original features.

McClosky et al. (2010) focused on the problem
where the best model for each document is not obvi-
ous when parsing a document collection of hetero-
geneous domains. They studied it as a new task of
multiple source parser adaptation. They proposed a
method of parsing a sentence that first predicts ac-
curacies for various parsing models using a regres-
sion model, and then uses the parsing model with the
highest predicted accuracy. The main difference is
that their work was about parsing but ours discussed
here is about Japanese WSD. They also assumed that
they had labeled corpora in heterogeneous domains
but we have not. We determined the best DA method
for each instance.

Harimoto et al. (2010) measured the distance be-
tween domains to conduct DA using a suitable cor-
pus in parsing. In addition, van Asch and Daele-
mans (2010) reported that performance in DA could
be predicted depending on the similarity between
source and target data using automatically annotated
corpus in parsing. They focused on how corpora
were selected for use as source data according to the
distance between domains, but here we have focused
on how to select a method of DA depending on the



degrees of confidence of multiple classifiers.

The closest work to this work is our previous
work: (Komiya and Okumura, 2011) which deter-
mined an optimal DA method using decision tree
learning given a triple of the target word type of
WSD, source data, and target data. It discussed
what features affected how the best method was de-
termined. The main difference was that (Komiya
and Okumura, 2011) determined the optimal DA
method for each triple of the target word type of
WSD, source data, and target data, but this paper
determined the method for each instance.

3 Automatic determination of DA method
for each instance

We assumed that the optimal method would vary ac-
cording to each instance. The DA method is auto-
matically determined for each instance as follows:

(1) Train multiple classifiers based on various meth-
ods,

(2) Compare the degrees of confidence of multiple
classifiers for each instance,

(3) Employ the classifier whose degree of confi-
dence is the highest for the instance.

The degrees of confidence we used here are the
predicted values that indicate how confident classi-
fication is and are often used to select instances to
be labeled in active-learning. We focused on the
fact that these degrees of confidence are output from
classifiers as the probability, and we can carry out
ensemble learning by comparing them.

We would be able to determine the best DA
method automatically using ensemble learning
based on the degrees of confidence for each instance.
Hence, we expected the average accuracy of WSD,
when DA methods that were determined automati-
cally were used for each instance, to be higher than
when the original methods were used collectively.
Navigli (2009) introduced this method as ensemble
method for WSD and called it probability mixture.
We used the probability mixture assuming that each
classifier is trained for each DA method, rather than
for each WSD method.
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4 DA methods for WSD

Three methods were used as the DA methods for
WSD in this study. All the methods except Similar-
ity Filtering were adapted from (Komiya and Oku-
mura, 2011) and Similarity Filtering was adapted
from (Komiya and Okumura, 2012).

e Target Only: Train a classifier with a small
amount of target data that is randomly selected
and manually labeled but without source data.

e Random Sampling: Train a classifier with
source data and a small amount of target data
that is randomly selected and manually labeled.

e Similarity Filtering: Train a classifier with
source data and a small amount of target data
that is randomly selected and manually labeled.
Only the source data that are sufficiently simi-
lar to the target data are selected by filtering and
used.

The source data were selected as follows in Sim-
ilarity Filtering. Here, the instances in the source
and target data are represented as a vector in the
WSD feature space. Each instance of WSD repre-
sents a word token whose word sense should be dis-
ambiguated.

(1) For every instance of target data Vt; € T', calcu-
late sim; ;, i.e., the cosine similarity to every
instance of source data Vs; € S.

(2) For every instance of source data Vs; € S, find
1§ nearests 1.€., the nearest instance in all the tar-
get data.

(3) For every instance of source data Vs; € .S, de-
termine if it will be included in the training data
set. Only source data s; whose si1m; nearest 15
higher than 0.8 are used for the training data in
this paper.

Ten instances of the target data were randomly se-
lected and manually labeled in all the experiments.

Libsvm (Chang and Lin, 2001), which supports
multi-class classification, was used as the classifier
for WSD. We trained three classifiers and employed
the classifier whose degree of confidence was the
highest. A linear kernel was used according to the



results obtained from preliminary experiments. Sev-
enteen features were introduced to train the classi-
fier.

e Morphological features

— Bag-of-words
— Part-of-speech (POS)
— Finer subcategory of POS

e Syntactic feature

— If the POS of a target word is a noun, the
verb which the target word modifies

— If the POS of a target word is a verb, the
case element of ‘7’ (wo, objective) for
the verb

e Semantic feature

— Semantic classification code

Morphological features and a semantic feature
were extracted from the surrounding words (two
words to the right and left) of the target word. POS
and finer subcategory of POS can be obtained using
a morphological analyzer. We used ChaSen ! as a
morphological analyzer, the Bunruigoihyo thesaurus
(National Institute for Japanese Language and Lin-
guistics, 1964) for semantic classification codes (e.g.
The code of ‘program’ is 1.3162.), and CaboCha >
as a syntactic parser. Five-fold cross validation was
used in the experiments.

5 Data

Three data which are the same as (Komiya and Oku-
mura, 2011) were used for the experiments: (1) the
sub-corpus of white papers in the Balanced Corpus
of Contemporary Japanese (BCCWJ) (Maekawa,
2008), (2) the sub-corpus of documents from a Q&A
site on the WWW in BCCW]J, and (3) Real World
Computing (RWC) text databases (newspaper arti-
cles) (Hashida et al., 1998). DAs were conducted
in six directions according to different source and
target data. Word senses were annotated in these
corpora according to a Japanese dictionary, i.e., the
Iwanami Kokugo Jiten (Nishio et al., 1994). It has
three levels for sense IDs, and we used the fine-level

"http://sourceforge.net/projects/masayu-a/
*http://sourceforge.net/projects/cabocha/

&3

Genre

Min.

Max. Ave.

BCCWI white papers 58
BCCWIJ Q&A site 82
RWC newspaper 50

7,610 2074.50
13,976  2300.43
374 164.46

Table 1: Minimum, maximum, and average number of
instances of each word type for each corpus

Source data | Target data | No. of instances
Q&A site white paper 49,788
Q&A site newspaper 4,276
white paper | Q&A site 60,930
white paper | newspaper 4,034
newspaper | Q&A site 63,805
newspaper | white paper 49,283

Total 232,116

Table 2: The number of instances of WSD for all combi-
nations of corpora

sense in the experiments. Multi-sense words that ap-
peared equal or more than 50 times in both source
and target data were selected as the target words in
the experiment. There were 24 word types for white
papers < Q&A site, 22 for white papers <> newspa-
per articles, and 26 for Q&A site <> newspaper arti-
cles. Twenty-eight word types were used in the ex-
periments in total. Table 1 lists the minimum, maxi-
mum, and average number of instances of each word
type for each corpus and Table 2 summarizes the
number of instances of WSD for all combinations
of corpora. Table 3 shows the list of target words.
(Komiya and Okumura, 2011) found that the opti-
mal method of DA varied depending on each ‘case’
(i.e., a triple of the target word type of WSD, the
source data, and the target data). Here, we have as-
sumed that it varies according to each instance.

6 Results

Table 4 lists the micro and macro averaged accura-
cies of WSD for the whole data set and Tables 5 and
6 summarize the micro and macro averaged accura-
cies of WSD according to the corpora and DA meth-
ods, respectively. > The DA methods in bold are

3The macro-averaged accuracies were always lower than
micro-averaged accuracies in the three tables. We think this



Number | Target words | Sense example

of senses | (in Japanese) | in English

2 Be case
H5 self

3 £ 3 project
TEER information
Hh7y area
= society
5%} suppose
Tt child

4 Th% understand
EAB think

5 =X contain
fis use
Fetf technique

6 ESLEA connection
Rz time
— i general
BITE present
€% make

7 3 now

8 Hij before

10 [229) have

11 HTs advance

12 13 see

14 A% enter

16 Bl say

21 Hg serve

22 ES hand
H% leave

Table 3: The list of target words

our proposed methods. RS and TO selected the DA
method for each instance from Random Sampling
and Target Only, RS and SF selected it from Ran-
dom Sampling and Similarity Filtering, SF and TO
selected it from Similarity Filtering and Target Only,
and All selected it from Random Sampling, Target
Only, and Similarity Filtering in Tables 4, 5, and 6.
We used the -b option of libsvm when the method
was Random sampling, Target Only, and Similar-
ity Filtering to train a model for probability estima-
tion. MFS, which is most frequent sense of fully
annotated target data, Source Only, which is stan-

is because the tasks with many data tend to give high accuracy.
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dard supervised learning only with the source data,
Self, which is standard supervised learning with the
whole target data, assuming that fully annotated data
were obtained and could be used for learning, ora-
cle(i), which is oracle(instance) assuming that the
system knows the optimal DA method for each in-
stance, and oracle(c), which is oracle(case) assum-
ing that the system knows the optimal DA method
given a ‘case’, were tested as references.

DA method Micro Macro
Random Sampling 79.85% 73.39%
Target Only 79.66% 72.09%
Similarity Filtering 78.47% 71.24%
RS and TO *83.50 % | *75.60%
RS and SF *81.22 % | 74.09%
SF and TO *80.97 % | 72.87%
All *82.96 % | *74.77 %
MFS 77.05% 72.23%
Source Only 76.61% 69.82%
Self 92.82% 84.10%
oracle(i)_RS and TO 89.15% 83.31%
oracle(i)_RS and SF 89.15% 81.81%
oracle(i)_SF and TO 86.71% 79.82%
oracle(i)_All 91.74% 85.81%
oracle(c)_RS and TO 84.57% 77.73%
oracle(c)_RS and SF 84.03% 76.41%
oracle(c)_SF and TO 81.67% 75.17%
oracle(c)_All 85.14% 78.25%

Table 4: Average accuracies of WSD for the whole data
set

The underline in these three tables means the
highest accuracy for each combination of the source
and target corpus and the bold means the proposed
method outperformed the original methods. For ex-
ample, the accuracy of RS and TO is in bold when
it outperformed Random Sampling and Target Only.
The asterisk means the difference between accura-
cies of the proposed and original methods is statisti-
cally significant according to a chi-square test. The
level of significance in the test was 0.05.

7 Discussion

Table 4 indicates that our proposed method of au-
tomatic DA based on comparison of multiple clas-
sifiers always outperformed the original methods



Source data Q&A site | Q&A site | white paper | white paper | newspaper | newspaper
Target data white paper | newspaper | Q&A site newspaper | Q&A site | white paper
DA method Accuracy
Random Sampling 87.21% 73.95% 83.97% 72.09% 76.61% 72.66%
Target Only 88.35% 66.46% 75.74% 67.75% 74.46% 84.57%
Similarity Filtering 88.20% 71.14% 70.04% 70.45% 75.04% 84.77%
RS and TO 88.54% 72.80% *83.03% 72.48% | *78.10% *87.81%
RS and SF *88.65 % 73.20% *80.14% 72.46% | *77.83% *80.86%
SF and TO *90.17 % 70.39% *74.53% 70.72% | *75.78% *88.09 %
All *89.96 % 72.54% *80.66% 72.63% | *77.22% *87.90 %
MFS 78.81% 67.35% 76.70% 68.59% 75.88% 78.74%
Source Only 80.64% 73.46% 83.37% 71.02% 75.50% 66.36%
Self 95.98% 78.09% 91.75% 79.57% 90.69% 96.07%
oracle(i)_RS and TO 91.09% 83.33% 90.59% 85.32% 83.18% 93.96%
oracle(i)_RS and SF 92.21% 81.48% 87.65% 79.35% 85.20% 94.47%
oracle(i)_SF and TO 93.85% 76.75% 83.70% 81.46% 81.42% 91.34%
oracle(i)_All 94.41% 84.87% 92.38% 87.63% 87.22% 95.06%
oracle(c)_RS and TO 88.58% 75.80% 85.41% 76.67% 76.66% 88.62%
oracle(c)_RS and SF 89.40% 75.28% 84.02% 73.53% 79.42% 86.21%
oracle(c)_SF and TO 89.83% 71.75% 76.35% 74.07% 76.66% 87.98%
oracle(c) All 89.87% 75.84% 85.43% 77.09% 79.46% 88.80%

Table 5: Micro-averaged accuracies of WSD according to the corpora and the DA methods

when the average accuracies for all the directions
of DA were compared. All the differences between
micro-averaged accuracies of the proposed and orig-
inal methods were statistically significant accord-
ing to a chi-square test. When macro-averaged ac-
curacies were compared, some differences were no
longer significant due to the decrease of the samples
of the test. Tables 5 and 6 denoted the same tenden-
cies.

Table 4 also shows the micro and macro averaged
accuracies of all the proposed method outperformed
baseline methods, Source Only and MFS, as well as
the three original methods. Particularlly, our pro-
posed methods have beaten MFS, the baseline which
needs fully annotated target data although our meth-
ods do not need them.

In addition, Tables 5 and 6 indicate that the au-
tomatic DA method based on comparison of multi-
ple classifiers outperformed the original methods in
four directions except when the source data were a
Q&A site and the target data were newspapers and
when the source data were white papers and the tar-
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get data were a Q&A site. * These results mean
that our proposed method is not always effective for
every combination of all corpora but it is generally
effective.

However, the results of oracle(i) are much better
than those of the proposed methods. This indicates
that the degree of confidence does not always predict
the correct answer.

In addition, Table 4 shows the accuracy of All, i.e.,
the proposed method where the DA method was se-
lected from three methods, is not the highest; the
accuracy of RS and TO, the proposed method where
the DA method was selected from two methods, is
higher than this. According to Tables 5 and 6, the
accuracies of All are not always the highest as seen
in Table 4. In fact, the highest accuracy varies ac-
cording to the combination of the source and target
corpora and even depending on how they were aver-
aged (micro vs. macro). Tables 5 and 6 show that

“However, RS and TO gives the highest accuracy when the
source data were white papers and the target data were a Q&A
site in Table 6.



Source data Q&A site | Q&A site | white paper | white paper | newspaper | newspaper
Target data white paper | newspaper | Q&A site newspaper | Q&A site | white paper
DA method Accuracy

Random Sampling 84.45% 71.06% 72.56% 69.54% 69.25% 73.74%
Target Only 83.74% 63.76% 68.99% 67.31% 68.04% 82.18%
Similarity Filtering 83.85% 68.17% 58.75% 69.20% 67.16% 81.62%
RS and TO 84.48% 69.40% 73.21% 71.04% | *72.04% *84.64 %
RS and SF 84.64 % 69.99% *68.53% 70.12% | *72.18% 79.73%
SF and TO 85.69% 67.08% *63.59% 69.44 % 68.84 % 84.07 %
All 85.70% 68.84% *69.25% 70.73 % 71.41% 83.91%
MFS 78.21% 66.28% 71.46% 70.27% 69.81% 77.58%
Source Only 75.27% 70.71% 70.66% 68.07% 67.86% 65.96%
Self 91.13% 74.79% 85.24% 78.59% 84.23% 91.53%
oracle(i)_RS and TO 88.32% 79.80% 82.55% 83.09% 77.66% 89.75%
oracle(i)_RS and SF 89.27% 78.61% 74.69% 76.89% 79.94% 92.36%
oracle(i)_SF and TO 89.83% 72.85% 77.19% 79.33% 74.81% 86.39%
oracle(i)_All 91.92% 81.39% 84.22% 85.56% 82.25% 90.53%
oracle(c)_RS and TO 85.71% 72.78% 76.44% 75.10% 73.07% 84.41%
oracle(c)_RS and SF 86.61% 72.36% 72.711% 71.66% 73.14% 82.72%
oracle(c)_SF and TO 85.89% 68.74% 70.39% 73.39% 69.71% 84.52%
oracle(c) All 87.08% 72.88% 76.53% 75.82% 73.34% 85.06%

Table 6: Macro-averaged accuracies of WSD according to the corpora and the DA methods

only one combination for each table had the high-
est accuracy with All (white paper = newspaper in
Table 5 and Q&A site = white paper in Table 6).
They indicate that the accuracy does not always in-
crease with the augmentation of the methods to be
compared.

We think the reasons why RS and TO outper-
formed All are as follows. First, it is because the ac-
curacy of Similarity Filtering was not as high as that
of the other two methods according to Table 4. The
accuracies of RS and SF, and SF and TO were also
lower than that of RS and TO. Therefore, it seems
that the accuracy of All decreased because the accu-
racy of the third method, Similarity Filtering, was
lower than that of the others.

Moreover, we think that RS and TO achieved the
highest accuracy because the two DA methods, Ran-
dom Sampling and Target Only, were sufficiently
different. In contrast, Similarity Filtering is similar
to Target Only when the source and target data are
not similar to each other and it is similar to Random
Sampling when the source and target data are sim-
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ilar to each other. In other words, the DA method
Similarity Filtering is intermediate between Random
Sampling and Target Only and is similar to either of
them in some way. We think that the experiments
revealed that the accuracy of WSD increases when
the DA methods are selected from those that are suf-
ficiently different to one another.

Furthermore, we think that the property of Tar-
get Only affected the high accuracy of RS and TO.
The accuracy of Target Only is very high especially
when the percentage of occurrences of the most fre-
quent sense is high as Khapra et al. (2010) stated
that “Sense distributions of words are highly skewed
and depend heavily on the domain at hand. This
fact makes it very difficult for WSD approaches to
beat the corpus baseline.” On the other hand, the
method Target Only will never be able to output the
correct word sense for the instances whose word
senses do not appear in the training data. Thus,
the method with more training data, i.e., Random
Sampling, should be used for these instances. We
think the accuracy of RS and TO is high because the



degree of confidence of Target Only is low for the
instances whose word senses do not appear in the
training data (because their features are not similar
to those of instances in the training data) .

We compare these results with those of Komiya
and Okumura (2011). Even though we cannot have a
direct comparison because the svm-predict -b 0 and -
bl (with/without probability estimation) give differ-
ent accuracy values, the best result of the proposed
method (83.50) is comparable to that of Komiya and
Okumura (2011) (83.50). In addition, oracle(i) al-
ways outperformed oracle(c) in all the experiments,
which indicates that our assumption where the op-
timal method of DA varies according to each in-
stance seems to be better than that of Komiya and
Okumura (2011) where it varies according to each
‘case’. Even though the degree of confidence does
not always predict the correct answer, we think the
proposed method is sufficiently useful because it is
much simpler than the previous method.

Finally, this paper compared only three methods,
Target Only, Random Sampling, and Similarity Fil-
tering, and we used the method whose degree of
confidence was the highest for each instance. It re-
mains unanswered and should be investigated in the
future how effective this method is when the DA
methods used changes or when the number of DA
methods increases.

8 Conclusion

This paper proposed automatic DA based on com-
paring the degrees of confidence of multiple clas-
sifiers for each instance. We compared three clas-
sifiers for three DA methods, Target Only, Ran-
dom Sampling, and Similarity Filtering and used the
method whose degree of confidence was the highest
for each instance. Target Only was a method where
a classifier was trained with a small amount of tar-
get data that was randomly selected and manually
labeled but without source data, Random Sampling
was a method where a classifier was trained with
source data and a small amount of target data that
was randomly selected and manually labeled, and
Similarity Filtering was a method where a classifier
was trained with selected source data that were suffi-
ciently similar to the target data and a small amount
of target data that was randomly selected and man-
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ually labeled. The average accuracy of WSD when
the DA methods that were determined automatically
were used was significantly higher than when the
original methods were used collectively. However,
the experiment revealed that the accuracy of All,
the proposed method where the DA method was se-
lected from the three methods, was not the high-
est. The accuracy of RS and TO, i.e., the proposed
method where the DA method was selected from the
two methods, was higher than this. We think that the
accuracy of WSD increases when the DA methods
are selected from the methods that are sufficiently
different. Even though the degree of confidence does
not always predict the correct answer, we think the
proposed method is sufficiently useful. It remains
unanswered and should be investigated in the fu-
ture how effective this method is when DA methods
used changes or when the number of DA methods
increases.
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Abstract

This study calculates the selectional prefer-
ence strength between transitive verbs and
their co-occurring objects, and thereby in-
vestigates how much they are co-related to
each other in Korean. The selectional pref-
erence strength is automatically measured in
a bottom-up way, and the outcomes are eval-
vated in comparison with a manually con-
structed resource that indicates which verb
takes which class(es) of nouns as its depen-
dents. The measurement offered by this study
not only can be used to improve NLP appli-
cations, but also has a theoretic significance in
that it can play a role as distributional evidence
in the study of argument structure.

1 Introduction

Selectional Preference Strength (henceforth, SPS)
refers to the degree of correlation between two co-
occurring linguistic items. This study, exploiting
some Korean language resources and employing the
Kullback-Leibler Divergence model formulated by
Resnik (1996), aims to calculate SPS between tran-
sitive verbs and the classes of co-occurring nouns
that function as objects.

As far as we know, there has been no previous
study to calculate SPS in Korean. Now that sev-
eral Korean resources constructed on a comprehen-
sive scale are currently available, it would be very
interesting to conduct a systematic analysis of SPS
in Korean and to see what kind of significant pat-
terns and results can be found through such analysis.
This research is an endeavour in that direction, and
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reports some results of our analysis of SPS between
predicates and their object argument, which is based
on language resources like treebanks, wordnets, and
electronic dictionaries. We also expect that our anal-
ysis would make a meaningful contribution to our
understanding of the semantic interaction between
verbal items and argument structure in Korean.

This paper is structured as follows. Section 2
discusses why it is necessary to look into SPS in
NLP, and offers a brief explanation of the back-
ground knowledge. Section 3 covers the computa-
tional model that this study employs, and Section 4
measures SPS using a Korean wordnet (i.e. KorLex)
and a development corpus (i.e. the Sejong Korean
Treebank). The results are evaluated quantitatively
as well as qualitatively in Section 5. This paper
closes in Section 6 with a brief look at our further
work to help NLP systems perform better.

2 Background

The Korean language, as is well-known, is an agglu-
tinative language with a large number of grammat-
ical function morphemes. It also has features like
the right-headness, scrambling, and virtually free
deletion of any element from a sentence. On the
more semantic side, Korean shows the usual restric-
tion between a predicate and its selection of argu-
ments. The sentence pair in (1) exemplifies the syn-
tactic and semantic behaviours in Korean. The verb
masi ‘drink’ can take as its object only a small set of
nouns which can roughly defined as the ‘drinkable’,
while rejecting a whole lot of other nouns. While
maykcwu ‘beer’ would be a typical object, chayk
‘book’ is inappropriate as the object of the verb.

Copyright 2012 by Sanghoun Song and Jae-Woong Choe
26th Pacific Asia Conference on Language,Information and Computation pages 89-98



(1) a. maykcwu-ul masi-ta
beer-OBJ  drink-DECL
¢ ... drink beer’

b. #chayk-ul masi-ta
book-0OBJ drink-DECL
‘# ... drink book.’

Notice that the two sentences are of the same mor-
phological and syntactic configuration. It is thus
clear that parsing sentences depends heavily on lex-
ical semantics of the words involved. The major
question addressed in this study is how we can cap-
ture the preferences that hold between a predicate
and its arguments in Korean in a systematic way.
Following Resnik (1996), this study contends that
the questions can be properly answered by SPS,
which defines the relationship between a verb and
the entire noun class hierarchy.

2.1 Selectional Preference Strength

SPS, an information theoretic concept modeled by
Resnik (1996), can be defined as a kind of relative
entropy, which indicates how much interrelationship
an entity has with another entity. The basic notion of
SPS is exemplified in two structurally similar Q/A
pairs (Resnik, 1996, pp. 127).

(2) a. Experimenter: Could a cow be green?

b. Subject: I think they’re usually brown or white.

(3) a. Experimenter: Could an idea be green?

b. Subject: No, silly! They’re only in your head.

Green cows do not necessarily exist in the real
world, but we can figure them out by drawing a pic-
ture. In contrast, since we can hardly come up with
‘a green idea’, the question in (3) sounds strange.!
That means ‘cow’ which is a kind of animals has
a closer relationship with ‘green’ than ‘idea’ that
comes under an abstraction. If we use a scale to
represent the difference between the two relational
pairs, we can say {cow o green} > {idea o green},
given that o stands for the relational property. Here
we can define the relational property that an operator

"This paper does not take metaphorical expressions into con-
sideration. For example, ‘green’ sometimes refers to a social is-
sue related to the protection of the environment as exemplified
as ‘the green movement’. The current work is not concerned
with those kinds of expressions.
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o represents as Selectional Preference, and the val-
ues that each relation has can be computed as num-
bers; for example, {cow o green = 100}, {idea o
green = 5}.

Furthermore, we can make the relationship more
abstractive. If we switch one item with another
which conveys a similar meaning, almost the same
preference goes for the other pair. For instance, el-
ements in {green, purple}, {cow, dove}, and {idea,
opinion} respectively are in the sister relations with
each other within the lexical hierarchy (i.e. Word-
Net), whereby they are in complementary distribu-
tion as shown in (4).

(4) a. agreen cow / a purple cow / a green dove

b. #a green idea / #a purple idea / #a green opinion

That means each element in each (4a-b) has the very
similar or even the same relational values; for exam-
ple, {cow o green} is near equivalent to both {dove
o green} and {cow o purple}. With reference to the
English WordNet, ‘cow’ belongs reflexively to ‘an-
imals’, ‘object’, and ‘physical entity’, whose hier-
archy differs from that of ‘idea’. In a nutshell, the
so-called Selectional Preferences hinges on the se-
mantic properties that a class of words shares.

2.2 Data

Basically three types of resources are required to
calculate SPS: (i) a lexical hierarchy (e.g. WordNet),
(ii) a development corpus, and (iii) comparable data
for evaluation.

As discussed in the previous subsection, a lexi-
cal hierarchy that represents the kinship of words
as a tree (or graph) structure plays an essential role
in measuring SPS. Several Korean lexical hierar-
chies have been created so far, which include Kor-
Lex2, U-WIN?, CoreNet*, etc. This study, among
them, makes exclusive use of KorLex for two rea-
sons. First, KorLex contains a table that connects
each synset with the corresponding synset on the
English WordNet. This mapping table would be
of great merit, when we plan to extend the current
work to multilingual studies in the future. Second,
there exists a table that links lexical items in the

http://korlex.cs.pusan.ac.kr

*http://nlplab.ulsan.ac.kr/club/u-win

*http://semanticweb.kaist.ac.kr/home/
index.php/CoreNet



Sejong electronic dictionary with each correspond-
ing meaning of the synsets on KorLex (Park et al.,
2010). Given that the Sejong electronic dictionary
consists of a wide coverage of lexical items with a
fine-grained linguistic description, if we take advan-
tage of the table, we can systematically design fur-
ther studies on the syntax/semantics interfaces.

A development corpus (preferably, naturally oc-
curring texts) also play a critical part in computing
SPS because there should be a data-oriented obser-
vation that shows which verbs take which nouns as
the objects. A more in-depth and accurate analy-
sis of the corpus can be expected to result in a bet-
ter understanding of the syntax and semantics of the
language. In particular, because the linguistic gener-
alization of this study has to be drawn relying on the
occurrence of functional tags (e.g. SBJ, OBJ), texts
annotated at the syntactic layer (i.e. treebanks) are
much more preferred. There are two available tree-
banks for Korean; one is the Sejong Korean Tree-
bank, and the other is the Penn Korean Treebank.
This study takes the former, mainly because the for-
mer is about three times larger than the latter. This
study uses Xavier (Song and Jeon, 2008) as a tool to
exploit the Sejong Korean Treebank.

This study makes a comparative analysis with the
Sejong electronic dictionary for the purpose of eval-
uation, which has been manually encoded by lin-
guists. The dictionary specifies the linguistic fea-
tures of each argument in the XML format. For ex-
ample, the second argument of masi ‘drink’, playing
the theme role, has the selectional restriction (tagged
within ‘<sel.rst ... >’) as ‘beverages’. Compar-
ing the selectional preferences of the current work
with the selectional restrictions given in the Sejong
electronic dictionary, this study offers a quantitative
evaluation (i.e. precision, recall, and f-measure).

3 Model

The verb and its argument(s) would be one of the
representative categorical pairs that display Selec-
tional Preferences clearly. Particularly, the classes
of nouns that function as objects have been stud-
ied in many ways and in many languages because
resolving objects performs a significant role in am-
biguity resolution as well as syntactic parsing. For
instance, Resnik (1995), who conducts several ex-

91

periments using WordNet and English corpora such
as BNC, compares the semantic characteristics of
object nouns of ‘drink’ and ‘find’. It is borne out
by the experimental result that the object nouns of
‘drink’ cluster densely together, while those of ‘find’
are very scattered. The same goes for Korean as pre-
sented in (5).

(5) a. maykcwulkhephil#chayk-(l)ul masi-ta
beer/coffee/book-OBJ drink-DECL

b. chaykl/sinmwun/#maykcwu-(Dul ilk-ta
book/newspaper/beer-OBJ read-DECL

c. maykcwulchayk-(l)ul chac-ta
beer/book-0OBJ find-DECL

3.1 Lowest Common Subsumer

Computational models for measuring similarity be-
tween words are roughly divided into two major
types. One makes use of the definition of dic-
tionaries (a.k.a. Lesk algorithm (Lesk, 1986)), and
the other employs the Lowest Common Subsumer
(hereafter, LCS) between two words. This study em-
ploys the latter because more algorithms have been
implemented on the basis of it. LCS, according
to Resnik (1995), means the lowest ancestor node
that simultaneously subsumes its children nodes, by
which the distance between the children can be mea-
sured. For instance, in a hierarchical tree (6), the
LCS of ‘a’ and ‘a”’ is ‘A’, that of ‘b’ and ‘b”’ is B,
and that of ‘a’ and ‘b’ is C.
(6) C

A B

T

N
a a b b’

With reference to KorLex, (5) can be abstractly
converted into (7). Each number in parenthesis in
(7) stands for the index of LCS of the words given
in (5), which denotes ‘beverage’, ‘production’, and
‘entity’, respectively.

(7) a. (07406270)-0BJ masi ‘drink’
b. (03856368)-0BJ ilk ‘read’
c. (00001740)-0BJ chac “find’

3.2 Power Set

LCS is virtually located by creating a power set for
each verbal item. A power set means a set whose
elements are all the subsets of a given set, which can



be conceptualized as a lattice structure. Given that
a set S consists of three elements such as {a, b, c},
the lattice structure which represents the power set
is sketched out in (8a), and thereby the power set of
the set S is calculated as (8b), ignoring an empty set.

®) a adbbdc
apb apc bdc
a b C

b. {{a}, {b}, {c}, {ab} {ac}, {bec}, {abc}}

If it is observed that a verbal item v takes three
elements {a, a’, b} as its object nouns, the verb in-
volves seven mappings to subsets of the set as shown
in (9) with respect to a relational operator o that de-
fines SPS and another operator e that represents the
LCS of the operands.’ Note that {(aea’) = A, (aeb)
= C, (a’eb) = C}, as sketched out in (6).

9) a.voa
b. voa
c.vob
d. vo(aea)=vo A
e. vo(aeb)=voC
f. vo(deb)=voC
g. vo(aea’eb)=voC

If we make an assumption that the verb v is masi
‘drink’ and the three elements (i.e. a, a’, and b) are
maykcwu ‘beer’, khephi ‘coffee’, and chayk ‘book’
respectively, we can obtain five relations as given in
(10).5 The numbers in parenthesis are the same as
the ones given before.”

(10) a. masi ‘drink’ o maykcwu ‘beer’
(07411192, 07411517)

b. masi ‘drink’ o khephi ‘coffee’
(07452170, 14434748)

c. masi ‘drink’ o chayk ‘book’
(02768681, 02769059)

d. masi ‘drink’ o beverage (07406270)
e. masi ‘drink’ o entity (00001740)

5The operator e satisfies the associative law.

®Note the different usages between ‘w’ and just w. The for-
mer represents a word, while the latter does a synset.

"A single word can be included in different synsets. For
example, ‘coffee’ has two meanings; one is a kind of beans, and
the other is a kind of beverages. Thus, words (i.e. ‘w’) can have
multiple synsets as shown in (10a-c).
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3.3 Hill Climbing

The cardinality of a power set of a set that includes n
elements is represented as 2""—1, excluding ¢. That
implies the cardinality grows exponentially. For ex-
ample, if a verbal item takes 100 different nouns as
its objects, 2100_1 subsets will be examined, which
is too huge to calculate within a common develop-
ment environment.® Thus, it is highly necessary to
devise a means to overcome the problem in calcula-
tion.

This study, for this purpose, makes use of hill
climbing, which refers to a computational technique
that attempts to solve the whole problem by incre-
mentally associating the partial solutions. Though it
sounds like an ad-hoc method, if we are able to re-
peat it until no further improvements can be found,
the better solution to the problem can be offered.”

Our model to compute LCS starts hill climbing
with two parameters m and #, if the number of object
nouns is more than n. Our model randomly chooses
n elements out of the whole elements, and calcu-
lates LCS of the subset consisting of n elements.
This procedure is iterated m times whereby the set
of LCSs grows incrementally. For example, if a ver-
bal item takes 100 nouns such as {ai, ag, ..., @100},
(11) is one of the instances that our model can cre-
ate, given that m=4, n=3.

(11) {as, agg, a71}
{314, as5, 386}
{326, a49, 390}
{313, a65, 377}

If we use parameters big enough to cover the greater
part of the whole elements (for this study, m=30,
n=16), we can obtain fairly plausible results.

3.4 Kullback-Leibler Divergence

The algorithm that this study makes use of is
largely adapted from the Kullback-Leibler Diver-
gence model presented in Resnik (1996), which
plays a part to discriminate which LCS is the most
significantly relevant to the given verbal item. (12)

8 Actually, it is observed that some frequently used verbs
such as mek ‘eat’ take more than 100 nouns.

°In particular, it is merited in the cases in which the ulti-
mate conclusions are not likely to be drawn with an ordinary
approach.



measures each strength that a verbal item has, in
which § means ‘strength’, v stands for a ‘verb’, and
c is short for a ‘class’ of nouns in the given lexical
hierarchy.
(12)

P(c; +1
P(civ) log

% P(clv) log %

S(v, ¢)

Consequently, LCSs acquired in the previous two
subsections can be ordered by SPSs the formula (12)
defines. The top-ranked one among them (i.e. the
LCS that has the strongest Selectional Preference
with v) is called the Association Strength (hereafter,
AS), which distributionally represent the semantic
properties of the verbal item.

4 Calculation

This study establishes the following guidelines to
conduct an experiment of calculating SPS. First, the
calculation is performed in a bottom-up way (i.e.
a data-oriented approach), mainly because there al-
ready exists a resource constructed in a top-down
way (i.e. the Sejong electronic dictionary). Second,
we try to measure SPS on a large scale exploiting
as much data as we can. Korean, as aforesaid, al-
ready has various types of linguistic resources, but
there are few secondary products based on the re-
sources. Third, the system is implemented with an
eye towards running in an automatic way, which fa-
cilitates applying the whole procedure to the future
work that deals with other resources or other rela-
tional pairs (e.g. verbs and subjects).

4.1 Procedures

The first step of the current work is to make a list of
verbal items with reference to the development cor-
pus. In the Sejong Korean treebank, there are two
types of verbal items in terms of annotation formats.
The first one is tagged with ‘VV’, which includes
common verbs. The second one is formatted as [
NNG + ha ], in which NNG belongs to verbal nouns
and ha functions as a light verb. The first one con-
tains 1,447 verbal entries, the second one does 1,313
entries; thus in total 2,760 verbal entries are included
on the list.

The second step is to extract nouns which are
dependent on the verbal items. The Xavier mod-
ule extracts object nouns of the verbal entries from
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Table 1: Basic Measures

# of verbal entries 2,760
# of verbs 1,447
# of verbal nouns 1,313
# of tokens of objects | 42,099
# of types of objects 6,948
# of collected LCSs 32,557

the Sejong Korean treebank, which are tagged as
‘NP_OBJ’. After that, nouns that do not appear on
KorLex are excluded, because it is not possible to
calculate their SPS without any information from the
lexical hierarchy. In this way, a total of 6,948 types
and 42,099 tokens of nouns are acquired. Then the
type/token ratio is 16.5%, and each verbal item takes
2.52 types of 15.25 nouns as its objects on average. '’

The next step is to collect LCSs of each verbal
item, building upon the model presented in the pre-
vious section. 2,561 verbal items have one or more
LCS(s). 32,557 LCSs are collected, which means
each verb involves 11.8 LCSs on average. The sta-
tistical measures presented so far are summarized in
Table 1.

The final step is to measure SPS, and determine
the strongest one (i.e. AS) for each verbal item,
whose average and standard deviation are .0667 and
.0756 respectively.

4.2 Outcomes

The outcomes acquired thus far are analyzed from
two viewpoints. The first one is about whether fre-
quency has a distributional effect on the outcomes or
not. The second one is to look at the representative
cases in which SPS can be obviously vs. hardly cap-
tured, and to set up a working hypothesis building
upon the findings.

4.2.1 Frequency

This subsection deals with the relevance between
frequency and Selectional Preferences. The analy-
sis will be made in terms of four factors that can
potentially have a correlation with each other. The
first two are concerned with verbal items; one is (i-
a) the frequency of verbal items themselves and (i-b)
the type/token ratio of object nouns of verbal items.
The other two include (ii-a) the size of LCSs and

"For this reason, we use n=16 in hill climbing.



Figure 1: frequency (i-a) vs. # of LCSs (ii-a)
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Figure 2: frequency (i-a) vs. AS (ii-b)
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(ii-b) the value of each AS.

Figure 1, first, indicates the correlation between
(i-a) the frequency on the X-axis and (ii-a) the num-
ber of LCSs on the Y-axis, in which each diamond
represents (i-a, ii-a) on the coordinates. As can be
expected, the high frequent items also show a high
size of LCSs. Table 2 contains cases of the high,
middle, and low frequent items that also show the
corresponding sizes of LCSs.

Table 2: frequency vs. LCSs

verbs [ freq [ LCSs [ synset (index) ]
ilwu ‘achieve’ 181 110 | status (00024568)

ilk ‘read’ 180 101 | production (03856368)
cwucangha ‘claim’ 46 48 | knowledge (00020729)
ssis ‘wash’ 44 45 | body parts (04924211)
koylophi ‘bother’ 6 human (00006026)
sunginha ‘accredit’ 3 1 | action (00026194)

Figure 2 stands for the correlation between (i-a)
frequency and (ii-b) the value of AS, which implies
that verbal items that very less frequently appear can
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Figure 3: t/t (i-b) vs. # of LCSs (ii-a)
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have full range of values, whereas the ASs of most
other items, namely the higher frequent ones, are un-
der .1.

Next, Figure 3 and Figure 4 illustrate the corre-
lation between (i-b) the type/token ratio of object
nouns and (ii-a) plus (ii-b), respectively. At a glance,
Figure 3 and Figure 4 imply that there seems to be
no clear relevance between (i-b) and (ii-a/b), except
that the smaller the type/token ratio is, the less vari-
ety of nouns are used as the objects.

4.2.2 Strengths

Figure 5 to 7 indicate the distributional properties of
SPSs of verbal items in (5). Figure 5 stands in stark
contrast to Figure 7, and Figure 6 is somewhere be-
tween them. In each figure, the number of bars is the
same as the number of LCSs, which represents how
many synsets have SPS with the verbal item. The
more bars a chart has, the more LCSs are collected
with respect to the verbal item. On the other hand,



Table 3: SPS

| verb | SPS [ AS (index) \
masi ‘drink’ .04 | beverage (07406270)
ilk ‘read’ .028 | production (03856368)
chac ‘find’ .0218 | entity (00001740)

the height of bars stands for SPS, which means the
taller a bar is, the more preferably the class of nouns
(on the X-axis) co-occur with the verbal item. There
are not so many bars on Figure 5, but they are rel-
atively taller than those on Figure 6 and Figure 7.
That means masi ‘drink’ has a tighter relation with
only a few number of synsets (i.e. LCSs). In con-
trast, there are quite a number of bars on Figure 7,
mostly short, which implies chac ‘find’ can co-occur
with a wide variety of nouns but their relationships
are quite looser.

The verbal items exemplified in (5) have Associa-
tion Strengths as given in Table 3. Among the verbal
items that occur more than 10 times, the most typical
masi-like items (i.e. high SPSs with few LCSs) and
the most typical chac-like items (i.e. low SPSs with
many LCSs) are exemplified in Table 4 and Table 5,
respectively. The difference between masi ‘drink’
and chac ‘find’ can also be found in the list of candi-
dates that are not selected as the AS, which are given
in Table 6 and Table 7, respectively. The closely
associated synsets with masi are relatively concrete
and specific, whereas those with chac are the higher
ones in the lexical hierarchy, namely, more abstrac-
tive and comprehensive.

Table 4: high SPSs with fewer LCSs

[ verbs [ tt [ LCSs | SPS | AS (index) ]
kkwul ‘kneel” | .09 2 | .132 | kneel (02375920)
chwu ‘dance’ 13 6 | .083 | dance (00498636)
sso ‘shoot’ .57 6 | .082 | arms (04387884)

Table 5: low SPSs with many LCSs

[ verbs [ tt [ LCSs | SPS [ AS (index) ]
tul ‘carry’ .38 131 | .014 | linguistic unit (05901081)
phiha ‘avoid’ 75 100 | .012 | entity (00001740)
pwuthi ‘stick’ 53 94 | .011 mentality (00020333)

Figure 8 indicates the relationship between the
number of LCSs and the value of SPSs of the cor-
responding verbal items. For example, the dia-
mond corresponding to masi ‘drink’, whose LCSs
are small but whose SPS values are relatively high,
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Figure 5: SPSs of masi ‘drink’
0.1

0.08
0.06
0.04

0.02

0| Il .Iﬂ. . t‘

Figure 6: SPSs of ilk ‘read’
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Figure 7: SPSs of chac ‘find’
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lies around the upper left area. In contrast, the mark
for chac ‘find’, which has many LCSs and small val-
ues of SPSs, lies on the lower right corner. Figure 8
implies that verbal items that yield more than about
ten LCSs show a tendency not to have so strong pref-
erence with co-occurring nouns.



Table 6: Other SPSs of masi

] synset (index) SPS ‘
alcoholic drinks (07408983) | .0345
nutrient (00018827) .0335
medicine (03129572) .0316
ingredient (00017572) .0295
ornament (03054637) .0195

Table 7: Other SPSs of chac
] synset (index) SPS ‘
object (00016236) .0175
abstraction (00020486) | .0141
mentality (00020333) | .0136
knowledge (00020729) | .0112
relation (00027929) .0107

Figure 8: # of LCSs vs. SPS
1.0

0.8

5 Evaluation

5.1 Quantitative Evaluation

The quantitative evaluation in this study is based
on the comparison of the results with the Sejong
electronic dictionary, which consists of 32,714 verbs
plus 6,998 adjectives. The dictionary covers various
linguistic levels, including selectional restrictions of
verbal items. The comparative analysis of this study
checks out how well the SPS values of this study
matches with the lexical information.

The quantitative measurements that this study
uses are precision, recall, and f-measure, which are
respectively formulated as follows. Precision means
the fraction of extracted instances which has a rel-
evance with the corresponding item, whereas recall
means the fraction of relevant instances which are
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extracted. F-measure associates these two measures
simultaneously to show the compatibility.

(13) a.
.. tp
precision =
tp+ fp
b. ;
recall = P
tp+ fn
c.
¥ 2x precision X recall
“measure =

precision + recall

If a certain class of nouns is specified for the ob-
ject position of a predicate in the Sejong electronic
dictionary, and is also computed as one of the LCSs
of the corresponding verbal items, the value p (i.e.
true positive) increases. If a class of nouns appears
in the results of this study but not in the dictionary,
the value fp (i.e. false positive) increases. Finally,
if a class of nouns is specified only in the Sejong
electronic dictionary, the value fn (i.e. false nega-
tive) becomes greater by that much. The distinction
among them is presented in the Table 8 for the ease
of exposition.

Table 9 gives the evaluation measurement con-
ducted by formula (13) and Table 8. It turns out
the measures are pretty low, the f-measures being
around 10%, which means that the two resources
match with each other rather poorly. We suspect the
poor results are mainly due to the difference in the
lexical hierarchies assumed in KorLex and the Se-
jong electronic dictionary in the first place. It is true
that the lexical hierarchies can be built upon differ-
ent theoretical assumptions. The ontologies in the
Sejong electronic dictionary and KorLex are much
different from each other (Bae et al., 2010), so a
proper comparison and evaluation should be done
after the mapping between the two heterogeneous

Table 8: True/False Positive/Negative
] [ Sejong | —Sejong |
LCSs tp fp
=LCSs fn tn

Table 9: Quantitative Evaluation
precision | 12.98%
recall 8.99%
f-measure | 10.62%




ontologies is properly established. Bae et al. (2010)
is an endeavour in that direction, but we could not in-
clude it in the current work. Another reason for the
poor evaluation results, which is basically the same
problem as the first, is that the terms used in both on-
tologies are different from each other in many cases.
For instance, the concept ‘abstraction’ can be spec-
ified as an ‘abstractive concept’ in one resource and
as just an ‘abstraction’ in the other; actually, Kor-
Lex takes the former, and the Sejong electronic dic-
tionary takes the latter. The evaluation in this study
was based on the surface match, and thus could not
accommodate the mismatch in the terms used, which
means when the mismatches are well taken care of,
the f-measures would increase that much. Suffice it
to say at the moment that the results given in Table 9
can be taken as a baseline values for the future stud-
ies.

5.2 Qualitative Evaluation

For a qualitative evaluation of this study, a manual
checkup was done on some of the results of this
study. We point out three issues that are found in
the process, which need to be properly addressed in
the future study.

First, it is discovered that homonyms sometimes
have an adverse effect on the outcomes. For ex-
ample, it is reported that ketepwuthi ‘roll up’ has a
strong preference with a homonym phal, which can
convey a meaning of either ‘eight’ or ‘arm’ in Ko-
rean. Although it is much more natural that ‘roll up’
has a relevance to ‘arm’ rather than ‘eight’ in the
sense of ‘roll up one’s sleeves’, the outcomes pro-
vide only phal ‘eight’ as the AS of ketepwuthi. This
problem would be solved, if some sense-tagged texts
are available as the development corpus, which has
been partially studied by Park et al. (2010).

Second, causative forms which often bring about
argument alternations are not taken into account in
the process of extracting object nouns from the de-
velopment corpus (i.e. the Sejong Korean Treebank).
The causative forms in Korean, which are in the for-
mat of ‘-key/tolok ha’, need to be analyzed from
a fine-grained syntactic standpoint (Alsina et al.,
1996), because NPs with theme-roles may not be in
situ in the constructions.!! The variation in form-

""'We had tried to get rid of the form ‘-key/tolok ha’ from the
observed data and conducted the experiment from the beginning
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meaning mapping in Korean causatives needs to be
deeply explored in a corpus-oriented way, which we
would like to reserve for another inquiry.

Finally, two closely relevant words sometimes ex-
ist far from each other within the hierarchy, which
eventually causes a problem. For example, michi
‘exert’ takes two major types of nouns; one is
yvenghyang ‘influence’ and the other is yenghyang-
lyek ‘power of influence’. It is obvious that these
two words are closely relelated to each other, but
they are not in the sister relation with each other in
KorLex; the former is specified as an action, while
the latter is a kind of abstractive concept. Since
the verbal item michi ‘exert’, for this reason, can-
not be preferably associated with these two words in
the current processing model, we cannot construct
the pattern like ‘exert an influence on’ from our re-
sults.'?

6 Conclusion

In this paper, we calculated the SPS between verbal
items and the classes of their co-occurring nouns.
The SPS has been automatically measured with ref-
erence to two Korean language resources; (i) Ko-
rLex as the lexical hierarchy of noun classes, and
(ii) the Sejong Korean Treebank as the development
corpus. The acquisition model is grounded upon
the LCS that represents the closest common ances-
tor node for the given two nodes within the hierar-
chy. The SPS is defined by Kullback-Leibler Di-
vergence, which depends on the collection of LCSs.
The results are evaluated with reference to the Se-
jong electronic dictionary which has been manually
constructed.

This study, on the other hand, has certain limita-
tion, especially in the evaluation process. It needs to
again, but we learned that there were more causative forms that
involve argument alternations, other than ‘-key/tolok ha’. For
example, an auxiliary cwu, whose original meaning comes from
‘give’, sometimes behaves like a causative marker and alters the
argument structure.

2The two words, of course, are not always in the same distri-
butional condition. For example, a verb cwu ‘give’ does not tend
to co-occur with yenghyanglyek ‘power of influence’, while it
does with yenghyang ‘influence’. Given that KorLex has been
constructed with some reference to those kinds of relational
properties (i.e. collocations), it is not unusual that two or more
words apparently related to each other sometimes come under
different nodes in the hierarchy (Aesun Yoon, personal commu-
nication).



be done on the basis of resources that would over-
come some clear limitations of the evaluation pro-
cess adopted in this study. However, in spite of the
limitations, we believe the results reported in this
study can have some implications for future studies,
including extending the results to other grammatical
functions like subject, or making use of other Ko-
rean ontologies like U-WIN or CoreNet.
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Abstract

In this paper, we study how to
automatically extract and visualize food (or
nutrition) and disease relationships from
Chinese  publications of  Nutritional
Genomics.  Different from  previous
approaches that mostly apply handcrafted
rules or co-occurrence patterns, we propose
an approach using probabilistic models and
domain knowledge. In particular, we first
utilize encyclopedia to construct a domain
knowledge base, and then develop a
sentence simplification model to simplify
complicated sentences  we meet.
Afterwards, we treat relation extraction
issue as a sequence labeling task and adopt
Conditional Random Fields (CRFs) models
to extract food and disease relationships.
Finally, these relationships are visualized.
Experimental results on real-world datasets
show that the proposed approach is
effective.

1 Introduction

Advancements in biomedical science has led to
large volume of published research articles,
especially in Nutritional Genomics, an emerging
interdisciplinary that studies the relationship
between human genome, food and diseases
(Hakenberg et al., 2010; Sharma et al., 2010;
Tsuruoka et al., 2011). For example, many
researches in Nutritional Genomics study the
relationships between “green tea”, “soy”, “fish oil”
and “tumor diseases”. Mining and drawing a full
picture of these relationships can be adopted in
many practical fields, such as public health
services, drug discovery, etc. However, due to the
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considerable number of unstructured data, it is
unrealistic to go through and obtain the panoramas
of  relationships  manually.  Consequently,
automatically relation extraction and visualization
techniques become ever more important and
necessary. Some prior work has studied how to
extract food and disease relationships from English
biomedical text (Yang et al., 2011). On Chinese
biomedical text, however, there is relatively little
investigation conducted on food and disease
relation mining. In this paper, we focus on
extracting and visualizing food and disease
relationship from Chinese biomedical text.

SI" ERAEAMY LW TR OZH N KN E
K, Pl %A LI DNAR LR .
"Genistein could affect the growth of malignant
melanoma in vitro and inhibit ultraviolet light
-induced oxidative DNA damage."

S2 "BF UK Wl gk K R W OB AN 4 HepG2.
"It suggests that green tea could prevent Human
hepatoma cell HepG2."

Figure 1: Example of relation-bearing sentences in
Chinese and their English translation.

Figure 1 shows two examples of Chinese
biomedical sentences and their English translation.
The objective of semantic relationship mining is to
extract all the binary semantic relationships
between food and diseases, such as <4:%8 i %,
R, M6 2% > (<genistein, affect malignant
melanoma>), <Zg%%, Tk, A4l HepG2>
(<green tea, prevent, human hepatoma cell
HepG2>).

In order to facilitate the explanation, we first
introduce two basic terminologies of relation-
bearing sentences.

Definition 1: Multiple Relation-bearing Sentence

Multiple relation-bearing sentence (MRS) contains
more than two entities and mutual relationships.

Copyright 2012 by Qingliang Miao, Shu Zhang, Bo Zhang, Yao Meng, and Hao Yu
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Take Sentence 1 for example, there is one food
entity—genistein, and two disease entities—
malignant melanoma and DNA damage, and two
relationships. Generally speaking, MRS could be
represented by the following patterns, where M-M,
O-M and M-O respectively represent many-to-
many, one-to-many and many-to-one relationships.
Table 1 below shows the multiple relation patterns,
where e represents entity, r represents relation
words/phrase.

Pattern Multiple relation patterns
M-M {e,.e,,..., em,r,ell,e'2 ..... e‘n}
{e . e,,....e_,(r).e,(r,).e,..(r)e}
Oo-M {e.r,e,e,,....e}
{e.(r).e,.(r,) e,,....(r,). e}
M-O {e,.e,,..., em,r,e'}

Table 1: Multiple relation patterns.

Definition 2: Single Relation-bearing Sentence

Single relation-bearing sentence (SRS) contains
two entities and one relationship. Take Sentence 2
for example, we can see there are two entities (one
food entity and one disease entity) and one
relationship.

Mining semantic relationships from Chinese
biomedical text is very challenging, because the
sentence structure is complicated and most of the
sentences  contain  multiple  relationships.
According to our statistic analysis of 3000
sentences from Chinese biomedical text, about
66% of the sentences are multiple relation-bearing
sentences. Worse still, fewer biomedical resources
such as USDA food database® and UMLS Meta
thesaurus® are available in Chinese. Due to the
complicated structure of multiple relation-bearing
sentences, traditional methods could not perform
effectively to extract food and disease relationships.
Consequently, we have to simplify them, and then
adopt extraction models to obtain food and disease
relationships.

The remainder of the paper is organized as
follows. In the following section we review the
existing literature on semantic relation extraction.
Then, we introduce the proposed approach in

! http://ndb.nal.usda.gov/ndb/foods/list
2 http://www.nlm.nih.gov/pubs/factsheets/umlsmeta.html
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section 3. We conduct comparative experiments
and present the results in section 4. At last, we
conclude the paper with a summary of our work
and give our future working directions.

2 Related Work

In the field of semantic relation mining, there are
three dominant methods, namely, rule-based,
pattern-based and learning-based  methods
(Finkelstein-Landau, M. and E. Mori, 1999; Bach
and Badaskar, 2007; Weikum and Theobald, 2010;
Zweigenbaum et al., 2007). Next we will introduce
these methods respectively.

Rule-based methods utilize predefined rules to
extract relationships based on part of speech
information (Weikum and Theobald, 2010). For
example, if we want isInstanceOf relation, we can
design extraction rules like <NP, such as {NP,
NP,,...NP.}>. Some more sophisticated methods
exploit syntactic information. For example, Fundel
et al., first used a lexicalized parser to generate the
dependency trees of each sentence, and then
adopted four extraction rules to find protein and
gene interactions (Fundel et al., 2007). Rinaldi et
al., (2007) also utilized dependency parsing and
lexicon to extract protein and gene relationships.
However, rule-based methods mainly rely on
handcraft rules, and suffer from low recall due to
the sparseness of extraction rules. In addition, rule-

based methods that incorporate syntactic
information can be computationally costly in larger
corpus.

Due to the sparseness issue in handcraft rules,
pattern-based methods aim to  construct
comprehensive rules automatically (Hearst, 1992).
Specifically, they are based on the duality of
relationships, and usually adopt bootstrapping
paradigm. For example, Brin (1998) proposed a
pattern-based relation extraction system named
DIPRE, which starts with a small set of seed facts
for one or more relations of interest. Then it
automatically looks for linguistic patterns in
underlying sources as indicators of facts. Finally it
utilizes these patterns to identify new fact
candidates as further hypotheses to populate
relationships. Agichtein and Gravano (2000)
proposed a system called Snowball, which adopts
similar strategy with DIPRE. However, Snowball
does not use exact match, but a similarity function
to group similar patterns instead. Snowball’s



flexible matching system allows for slight
variations in token or punctuation. In pattern-based
methods, the initial patterns may shift during
iterative processes, consequently it is inevitable to
bring in noise. Girju and Moldovan (2002) extract
lexico-syntactic patterns that refer to the causal
relation.

Machine learning-based methods such as SVM and
CRFs (Bundschus et al., 2008; Lafferty et al., 2001)
can also be used in relationship extraction. Some
work views relation extraction as classification
issue, and adopt kernel features to train extraction
models (Bunescu and Mooney, 2005; Zelenko et
al., 2003). Others treat relation extraction as a
sequence labeling issue, and adopt HMM or CRFs
to extract relationships. Bundschus et al., (2008)
adopted CRFs model to extract treatment and
disease relationships. However, effective learning
features of these supervised approaches are derived
from syntax parsers. Unfortunately, due to the
complicated structure of biomedical sentences, few
parsers perform well in Chinese biomedical
sentences. When the sentence structure is
complicated or the sentence contains multiple
relationships, traditional methods cannot perform
well (Jonnalagadda et al., 2009).

3 The Proposed Approach

In this section, we will first introduce the
architecture of the mining system, and then
illustrate how to build domain knowledge base.
After that, sentence simplification model will be
introduced. In the end, we will explain how to
utilize CRFs model to extract food and disease
relationship on the basis of sentence simplification.

3.1 System Architecture

Figure 2 shows the architecture of the mining
system. The inputs are unstructured biomedical
texts, and the outputs are food and disease
relationships. The system consists of four modules:
(1) biomedical data server (BDS); (2) knowledge
mining engine (KME); (3) relationship mining
engine (RME); and (4) relationship visualization
engine (RVE).
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BDS collects biomedical texts by crawling
scientific literature website such as wanfang.com.
Then, web pages are cleaned to remove HTML
tags, after that, abstracts in biomedical articles are
extracted and splitted into sentences according to
punctuations. Finally, word segmentation and part
of speech tagging are conducted.

KME utilizes encyclopedia and biomedical
corpus to construct knowledge base. Firstly, KME
extracts food and disease entities from
encyclopedia. Treating food and disease entities as
anchor, KME adopts association rules to discover
relation words from biomedical corpus. Finally,
KME combines entities with relation words to
construct domain knowledge base.

RME is the key part of the system, which
includes three steps. Firstly, RME utilizes CRFs
models and domain knowledge to extract food and
disease entities. Secondly, it uses food and disease
entities as anchors to simplify multiple relation-
bearing sentences. Finally, CRFs models equipped
with domain knowledge and other learning features
are trained to extract relation words from
simplified biomedical sentences.

RVE visualizes food and disease relationships.
Figure 3 illustrates the visualization results of
green tea and tumor disease relationships.

Preprocess
Segmentation, Part of Speech
|

Food&Disease

Encyclopedia & . .
Entity Extraction

v

Sentence
Simplification

v

Association Rules
Food&Disease

Background
Know ledge - -
Know ledge Relation Extraction

auibug Butur |y abpajmouyy

| Food & Disease Relationship Visualization

Figure 2: Flowchart of the proposed approach.
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Figure 3: Food and disease relationship visualization results, red nodes represent green tea and its
extractions, while green ones represent tumor disease entities.

3.2  Knowledge Base Construction

To construct a knowledge base, we need to extract
food and disease entities and relation words. In
particular, we first extract food and disease entities
from three original data sources: Wikipedia
Chinese version, Baidu Baike, and Hudong Baike.
In these encyclopedias, concepts belonging to the
same class are organized together. Therefore, we
select 11 related categories such as “fid FE/X &
(healthy food)”, “’& 7% % (nutrition)” and % J
(disease)”. After that, we collect food and disease
entities from these 11 categories and assign each
entity a Uniform Resource Identifier (URI). The
URI is defined according to the following schema
“kb/category/entityName”. In the schema, field
“category” is used to alleviate homonyms issues.
For example, in our knowledge base, the URI of
“apple” is defined as “kb/fruit/apple” instead of
“kb/company/apple”.

Through analyzing the content of each page,
we extract 5 types of contents to construct domain
knowledge,  “Title”,  “Alias”,  “Category”,
“Redirect”, “Related Term”. Besides the above 5
types of contents, we also extract “Function” and
“Primary Constituent” for food entities. We use
Dublin Core (DC) metadata and Simple
Knowledge Organization System (SKOS) to

102

manage these contents. We will explain them in
details as follows:

Title:

The titles in Hudong Baike are used as labels for
the corresponding food and disease entities directly.
Field “entityName” in URI is the same as title,
which is represented by dc:title.

Alias:

In Wikipedia, editors may use alias to represent the
same entity. For example, [[#%| #£#8E]] ([[cherry]
prunus]]) will produce a link to \E#k while the
displayed anchor is \#%. We call the displayed
anchors as the aliases and represent them using
skos:exactMatch.

Category:

Categories describe the subjects of a given entity,
and we use dcterms:subject to present categories
for the corresponding entities. skos:broader and
skos:narrower are used to represent hyponymy
relationships.

Redirection:

Encyclopedias usually use redirections to solve the
synonymous problem. Redirection relations are
described by skos:closeMatch to connect two
entities.



<rdf:RDF

</rdf:Description>
</rdf:RDF>

<?xml version="1.0" encoding="UTF-8"?>

xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlins:owl="http://www.w3.0rg/2002/07/owl#"
xmins:skos="http://www.w3.0rg/2004/02/skos/core"
xmlns:dc="http://purl.org/dc/elements/1.1/"
xmlns:dcterms="http://purl.org/dc/terms/"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance">
<rdf:Description rdf:about="http://kb/food/soy_isoflavones">
<dc:title>soy_isoflavones</dc:title>
<skos:exactMatch>http://kb/food/isoflavones</skos:exactMatch>
<dcterms:subject>food</dcterms:subject>
<skos:relatedMatch>http://kb/food/soybean_saponin</skos:relatedMatch>
<kb:function>http://kb/disease/osteoporosis</kb:function>
<kb:constituent>http://kb/food/daidzin</kb:constituent>
<kb:relationWord=>http://kb/relationWord/prevent</kb:relationWord>

Figure 4: A snippet of domain knowledge base.

Related Term:

In Hudong Baike and Baidu Baike, there are
related entities of a given entity. For example,
related entities of “ N5 73] (soy isoflavones)”
are “_ K172 1F(soybean saponin)”, & H 57 4 i
(pueraria isoflavones)”. skos:relatedMatch is used
to represent Related Terms.

Function:

Function represents therapeutic efficacy of
corresponding food. For example, K &7 5 B4 i
(soy isoflavones)” has effect on “ B JiT B f2
(osteoporosis)” and “ ¥, Jif J& (breast cancer)”.
kb:function is used to represent Function.

Primary Constituent:

Primary constituent of a given food are represented
by kb:constituent, for example the primary
constituent of “ K 5. 5 ¥ fil] (soy isoflavones)”
includes “ K i(daidzin)”, “ K 5 i Jt(daidzein)”
and “Jk A ((genistin)”.

After concepts extraction, we utilize food and
disease entities as anchor to extract relation words
from biomedical corpus. In relation-bearing
sentences, relation words are usually verbs, verb or
prepositional phrases, such as “prevent”, “reduce
mortality” and “with the increased risk of”, etc.
Specifically, we use extraction patterns like “<F
verb D>”; “<F verb phrase D>” and “<F
prepositional phrase D> to extract relation words.
“F” and “D” represent food and disease entity,
respectively. After relation words extraction, we
filter out relation words those less than 5 times. We
also assign a URI kb/relationWord/word to each
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relation word and use kb:relationWord to represent
relations.

Finally, we wuse Resource Description
Framework (RDF) to describe the knowledge base.
Due to the limited space, Figure 4 shows a snippet
of domain knowledge base.

3.3 Sentence Simplification

As discussed above, the characteristic complexity
of the sentences in biomedical text challenges the
relationship mining task. Recently, researchers
have paid attention to simplifying sentences (Bach
et al., 2011; Jonnalagadda et al., 2009). However,
these approaches usually use syntax information as
learning features or to generate rules. This is a
chicken and egg problem. Inspired by (Bach et al.,
2011), we develop a new sentence simplification
model without using syntax parser. Moreover, ours
uses domain knowledge to incorporate more
constrains to reduce the search space and
computational complexity. Benefits of this
sentence simplification model are twofold: 1)
Sentence structure is simplified, second, 2) Since
we can obtain more simple sentences that contain
only one-one relationship, it alleviates the data
sparseness problem.

For a given multiple relation sentence, let SF
and SD be food and disease entity set and SV be
verb set. By combination, we have n=[SF [*|SV
|*|SD| simple sentences in candidate set C. HSS
uses Function (1) and (2) to find out m=|SF |*|SD|
qualified simple sentences as the simplified results.
Where s; is simple sentence candidate and c is the
complicated sentence. w' is the weight vector,



which needs to be estimated from training data. f(s;)
is the feature function vector.

m

argmax Y p(si | c)
i=1

exp(w! f(s.))
p(s; le) = — : .S,

1
s exp(w' f(s.))
j=1 .

eC

Besides the word count and distance features in
(Bach et al., 2011), we adopt several other learning
features such as semantic features to model where
the verb is semantic related to the relation words in
domain knowledge base; entity class features to
ensure that subject and object of simple sentences
are food and disease entities; context features to
model the part-of-speech information in relation
words’ contexts.

The workflow of the sentence simplification
model is as follows: First, we extract all the food
and disease entities by CRFs model and domain
knowledge, and then we combine the food and
disease entities with verbs to form simple sentence
candidates. If we get n entities and m verbs, we can
obtain n*m*(n-1) simple sentence candidates.
Finally, we use the constraints to find true simple
sentences.

Figure 5 illustrates an example of the sentence
simplification procedure. In Figure 5, the initial
sentence contains two disease entities “HepG2”
and “gastric cancer”, one food entity “green tea”
and two verbs “suggest” and “prevent”. Therefore,
we have 3*2*2=12 simple sentence candidates as
shown in Figure 5. Through semantic feature and
entity class feature constraints, sentences using
verb “suggest” as predicate verbs and sentences
using disease entities as subject are filtered out
from the candidate set. Finally, two sentences in
shaded rectangles are obtained as single relation-
bearing sentences.

It suggests that green tea could prevent HepG2 and gastric cancer
_% g!eentea

5 HepG2

gastric
cancer

Workflow of the sentence

Figure 5:
simplification model.
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3.4 Semantic Relation Mining

3.4.1 Extraction Model

We adopt CRFs models to extract relation words,
because CRFs models are considered to be
effective to solve the sequence labeling problem
(Lafferty et al., 2011). In addition, we can adopt
flexible and abundant features such as lexical
features, linguistic features and contextual clues to
the process of CRFs model learning. Given a
simple sentence of tokens, Xx=x;X;...x,, we need to
generate a sequence of labels y=yyy,...y,. We
define the set of possible label values as BIO to
represent relation word.

We use a linear-chain CRF based on an
undirected graph G=(V, E), where V is the set of
random variables. Y={Y;|/<i<n}! and E={(Yi1,Yi)|
1<i<n } is the set of edges forming a linear chain.
For a given sentence X, the conditional probability
of a sequence of labels y is defined as follows:

fk(e,yl )+ X ukgk(v,y\v,X)l
veV, k J

wol 5 2

1
p(ylx)=
Z( [ee E, k

k

200-ze0] 3 Af eyl 0s 3 ykgk(v,wv,x)L

y [eeE,k Kk veV, k
where f, and gy are binary feature indicator functio
ns and Ay and z are weights assigned for each featu
re functions. Z(x) is a normalization factor of all st
ate sequences.

3.4.2 Features Sets

One character that makes CRFs so attractive is that
they transform the sequence labeling problem into
finding an appropriate training feature set. In this
paper, we define the following training features for
each token/word x; in an input sentence Xx.

Word Features:

We use two types of word features: unigram and
bigram as learning features. In particular, we first
remove stop words and then extract every single
word as unigram feature and every two adjacent
words as bigram feature. Bigram features can
capture useful relation information, such as
“reduce risk” and “decreased mortality”, etc.

Part of Speech Features:

As relation words are mainly verbs, prepositional
and verb phrases, part of speech might also play an
important role in contributing to relation extraction.



In particular, we adopt Stanford tagger® to produce
part of speech features.

Lexical Features:

In addition to word features and part of speech
features, the model could also benefit from domain
knowledge. In this research, we incorporate
domain knowledge in the form of lexical features.
For each token x;, we include a binary feature that
indicates whether or not the token is in our domain
knowledge base.

4  Experiments

In this section, we first describe the dataset used in
the experiments and then we report our experiment
results to demonstrate the effectiveness of our
approach.

4.1 Datasets and Evaluation Criteria

Since there is no open and available dataset for
food and disease relationship mining task available
in Chinese, we collect experimental dataset from
wanfang.com and annotate it by three interns. We
collected 3108 relation-bearing sentences, and used
them as Dataset 1 to evaluate the performance of
food and disease entity extraction. We randomly
selected 706 sentences as Dataset 2 to evaluate the
performance of food and disease relation extraction.
The statistics of the annotated results are shown in
Table 2.

In order to verify the degree of agreement
among three annotators, we adopted Fleiss’ Kappa
(Sim and Wright, 2005) to evaluate the consistency
of annotated results. The Fleiss’ Kappa of Dataset
1 and Dataset 2 are 0.87 and 0.82, which shows
strong consistency. To construct the final gold
standard, we adopted the following procedure. For
sentences that have received the same labels from
all three annotators, we assigned this agreed-upon
label. For a small number of sentences that have
received different assessments, we had all three
annotators go through these sentences and discuss
their assessments with each other in a face-to-face
meeting. We then used their consensual assessment
as the final label.

Based on the above manually constructed gold
standard, precision, recall and F-Measure are used
in our experiments to evaluate the proposed
approach, in which precision is defined as the ratio

® http://nlp.stanford.edu/software/tagger.shtml
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between the number of correctly extracted
entities/relationships and the total number of
entities/relationships extracted by the system,
while recall is calculated as the number of
correctly extracted entities/relationships divided by
the total number of entities/relationships in the
original sentences and F-measure is the weighted
harmonic mean of the precision and recall.

2 precision *recall
F —measure = ————

precision + recall

#Sentence | #Entities | #Relationships
Dataset 1 | 3108 2035 /
Dataset 2 | 706 629 1485

Table 2: Statistics of the datasets.

4.2 Food and Disease Entity Extraction
Results

We use Dataset 1 to evaluate food and disease
entity extraction performance. Specifically, we
randomly select 50% as training data and the rest
as testing data and repeat the experiment 10 times.
We adopt CRFs as extraction models. Table 3
shows the average precision, recall and F-measure.
From Table 3, we can see that CRFs model
achieves promising results. Since sentence
simplification model exploits entity type
information as anchors to simplify multiple
relation-bearing  sentences, effective  entity
extraction model is very important for relation
extraction.

Precision Recall F-measure
Food
Entity 98.7 84.6 91.1
Disease
Entity 99.2 84 91

Table 3: Food and disease entity extraction results.

4.3 Food and Disease Relation Extraction
Results

We implement a pattern-based method using
strategy (Brin, 1998) and Yang’s method as
baselines. Table 4 shows the average precision,
recall and F-measure. From Table 4, we can see




FDRM outperforms both PB and Yang’s method,
and FDRM increases precision, recall and F-
measure by 2.4%, 2.3% and 2.4% respectively.

Ave Ave Ave
Method Precision Recall F-measure
PB 0.681 0.689 0.677
Yang 0.738 0.747 0.732
FDRM 0.762 0.77 0.756

Table 4: Food and disease relation extraction
results.

Figure 6 shows the F-measure in 10 experiments.
From Figure 6, we can see that FDRM outperforms
the baselines across all experiments.

08 - ~&—FDRM

0.78 == Yang

0.76 4 PB
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Figure 6: Relation mining results on F-measure.

We also conduct pairwise t-test to evaluate the
improvement is significant or not. The p-values of
FDRM and Yang, PB are 1.6E-04 and 3.75E-06
respectively and indicate the improvement is significant.

5 Conclusion

In this study, we propose a hybrid approach to
extract and visualize food and disease relationships
from Chinese biomedical text. As part of our work,
we construct a domain knowledge base and
develop a sentence simplification model.
Experimental results on real-world datasets show
the approach is promising. In addition, we find
some interesting relationships, such as “<fresh
milk, increase risk, lung cancer>". We believe that
this study is just the first step in food and disease
relationship mining and much more work needs to
be done to further explore the issue. In our ongoing
work, we will utilize more sophisticated nature
language processing techniques such as co-
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reference resolution in the mining process. And we
also plan to analyze polarity and strength of food
and disease relationships.
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Abstract

We propose a new method for entity set expan-
sion that achieves highly accurate extraction
by suppressing the effect of semantic drift; it
requires a small amount of interactive infor-
mation. We supplement interactive informa-
tion to re-train the topic models (based on in-
teractive Unigram Mixtures) not only the con-
textual information. Although the topic infor-
mation extracted from an unsupervised corpus
is effective for reducing the effect of seman-
tic drift, the topic models and target entities
sometimes suffer grain mismatch. Interactive
Unigram Mixtures can, with very few interac-
tive words, ease the mismatch between topic
and target entities. We incorporate the inter-
active topic information into a two-stage dis-
criminative system for stable set expansion.
Experiments confirm that the proposal raises
the accuracy of the set expansion system from
the baselines examined.

1 Introduction

The task of this paper is entity set expansion in
which the lexicons are expanded from just a few
seed entities (Pantel et al., 2009). For example,
the user inputs the words “Apple”, “Google” and
“IBM”, and the system outputs “Microsoft”, “Face-
book” and “Intel”. Many set expansion and relation
extraction algorithms are based on bootstrapping al-
gorithms (Thelen and Riloff, 2002; Pantel and Pen-
nacchiotti, 2006), which iteratively acquire new en-
tities from corpora. These algorithms suffer from
the general problem of “semantic drift”. Semantic
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drift moves the extraction criteria away from the ini-
tial criteria demanded by the user and so reduces the
accuracy of extraction.

Recently, topic information is being used to alle-
viate semantic drift. Topic information means the
genre of each document as estimated by statistical
topic models. Sadamitsu et al. (2011) proposed a
bootstrapping method that uses unsupervised topic
information estimated by Latent Dirichlet Alloca-
tion (LDA) (Blei et al., 2003) to alleviate semantic
drift. They use a discriminative method (Bellare et
al., 2006) in order to incorporates topic information.
They showed that the use of topic information im-
proves the accuracy of the extracted entities.

Although unsupervised topic information has
been confirmed to be effective, the topic models
and target entity sometimes demonstrate grain mis-
match. To avoid this mismatch, we refine the topic
models to match the target entity grain. Deciding
the entity grain from only positive seeds is diffi-
cult (Vyas et al., 2009). For example, the positive
seed words are “Prius” and “Civic”. In this situa-
tion, whether “Cadillac” is positive or negative de-
pends on the user’s definition. If the user thinks that
“Japanese car” is positive grain, “Cadillac” should
be placed into the negative class but if “car” is the
positive grain it should be placed into the positive
class. Note that we use the term “class” to refer to a
set of entities denoted as Cp.

We control the topic models using not only pos-
itive seed entities but also a very small number of
negative entities as distinguished from the output of
the preliminary set expansion system. To implement
this approach, we need topic models that offer con-
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trollability through the addition of negative words
and high response speed for re-training. We utilize a
variation of interactive topic models: interactive Un-
igram Mixtures (Sadamitsu et al., 2012). In a later
section, we show that proposed method improves the
accuracy of a set expansion system.

2 Set expansion using Topic information

2.1 Basic bootstrapping methods with
discriminative models

In this section, we describe the basic method
adopted from Bellare et al. (2006) since it offers
easy handling of arbitrary features including topic
information. At first, N, positive seed entities and
Ngur seed attributes are given. The set of posi-
tive entity-attribute tuple, T’p, is obtained by taking
the cross product of seed entity lists and attribute
lists. Tuples Tp are used as queries for retrieving
some documents, those that include a tuple present
in T’p. Document set Dey,t q14r that includes the tu-
ple {ent, attr} is merged as an example to alleviate
the sparseness of features.

Candidate entities are restricted to just the named
entities that lie in close proximity to the seed at-
tributes. Discriminative models are used to calcu-
late the discriminative positive score, s(ent, attr),
of each candidate tuple, {ent, attr}. Their system
extracts N,¢,, new entities with high scores at each
iteration as defined by the summation of s(ent, attr)
for all seed attributes (A p); the condition is

Z s(ent, attr) > 0. (1)
attre Ap
Note that we do not iteratively extract new attributes
because our purpose is entity set expansion.

2.2 Bootstrapping with Topic information

The discriminative approach is useful for handling
arbitrary features. Although the context features
and attributes partly reduce entity word sense am-
biguity, some ambiguous entities remain. For ex-
ample, consider the class “car” with the attribute
of “new model”. A false example is shown here:
“A new model of Android will be released soon.
The attractive smartphone begins to target new users
who are ordinary people.” The entity “Android” be-
longs to the “cell-phone” class, not “car”, but ap-
pears with seed attributes or contexts because many
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“cell-phones” are introduced in “new model” as oc-
curs with “car”. By using topic, i.e. the genre of
the document, we can distinguish “Android” from
“car” and remove such false examples even if the
false entity appeared with positive context strings or
attributes.

Sadamitsu et al. (2011), the most relevant work
to our current study, can disambiguate entity word
senses and alleviate semantic drift by extracting
topic information from LDA and adding it as dis-
criminative features. The topic models can calculate
the posterior probability p(z|d) of topic z in docu-
ment d. For example, the topic models give high
probability to topic z ="cell-phone” in the above
example sentences'. This posterior probability is ef-
fective for discrimination and is easily treated as a
global feature of discriminative models. The topic
feature value ¢.(z,ent,attr) is calculated as fol-

lows,
>

deDent,attr

¢z, ent, attr) o« p(z|d). 2)

They also use topic information for selecting nega-
tive examples which are chosen far from the positive
examples according to the measure of topic similar-
ity.

There are other similar works. Pagca and Durme
(2008) proposed clustering methods that are effec-
tive in terms of extraction, even though their clus-
tering target is only the surrounding context. Ritter
and Etzioni (2010) proposed a generative approach
to allow extended LDA to model selection prefer-
ences. Although their approach is effective, we
adopt the discriminative approach and so can treat
arbitrary features including interactive information;
moreover, it is applicable to bootstrapping methods.

3 Set expansion using Interactive Topic
Information

3.1 Interactive Topic Information

Although topic information is effective for alleviat-
ing semantic drift, unsupervised topic information
raises several problems. For example, Sadamitsu et
al. (2011) reported that their set expansion system
reached only 50% in the fine grained class “car”;

'z is a random variable whose sample space is represented
as a discrete variable, not explicit words.



an analysis showed that the nearest topic was mixed
with “motorcycle”. These classes are hard to distin-
guish even when both context and topic information
are used simultaneously because they have similar
context and topic information. One reason for the
ineffectiveness of topic information is that the top-
ics in topic models have grain sizes that are inap-
propriate for the target class in set expansion. Even
when we use seed entities for modeling the semi-
supervised topic models, as in (Andrzejewski et al.,
2009), estimating the appropriate grain size is dif-
ficult because of a lack of information about other
topics and contra-examples.

In order to control grain size in topic models, this
section introduces interactive topic models that per-
mit free control via human interaction. This interac-
tion also includes some negative examples which are
very effective in modifying the topic models. Topic
model modification is now possible with the recent
proposal of the Interactive Topic model (ITM) (Hu
and Boyd-graber, 2011), which is based on LDA
with the Dirichlet Forest prior (Andrzejewski et al.,
2009). ITM makes it possible to accept the alter-
ations input by users and to revise the topic model
accordingly. Although ITM can modify a topic
model, the calculation cost is high because it uses
Gibbs sampling. The factor of processing overhead
is very important because the user must wait for sys-
tem feedback before interaction is possible. If user-
interactivity is to be well accepted, we need to raise
the response speed.

3.2 Interactive Unigram Mixtures

To obtain faster response, we utilize interactive Un-
igram Mixtures (IUMs) (Sadamitsu et al., 2012).
This section details IUMs. IUMs are based on
the simplest topic model, Unigram Mixtures (UMs)
(Nigam et al., 2000) which are defined as

D
p(D) =1 D_p) [[pl2)"™P, )
d=1 =z v

where D is a set of documents, d a document, z a
hidden topic of a document, v is word type, n(v, d)
is the word count of v in document d. p(z) and
p(v|z) are the model parameters of UMs. Their ap-
proach is to use the standard EM algorithm to esti-
mate UMs. The estimation is achieved by comput-
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Figure 1: The abstract of interactive Unigram Mixtures
with their characteristic topic words. The words in col-
ored boxes are supervised words and the words in white
boxes are the characteristic words extracted automati-
cally. Note that, some characteristic topic words are not
entity words.

ing the following formulae,

_ Zdn(vvd)p(z‘d)
i) = S e Y
5 o(eld)

p(z) = D] )

where p(z|d) is called the posterior probability of
topic z for document d. For UMs, posterior proba-
bility p(z|d) is calculated in E-step by the following
formula,

sl — POMLpEred
> p(2) [T, p(vl2)" 9
UMs are not only faster than Gibbs sampling be-
cause only the standard EM algorithm is used, but
they also make it easy to employ parallel processing
(e.g. Map-Reduce).

IUMs are extended UMs and control each topic by
utilizing a small set of interactive supervised words.
Interactive updating involves using the interactive
supervised words to re-model target topics as the
set of child topics; for example, the interactive su-
pervised words {Harley, Vespa} and {Civic, Cadil-
lac} are used in order to re-model the target parent
topic “vehicle” and construct the child topics “mo-
torcycle” and “car”, respectively, as shown in Figure
1. Note that, the words in white boxes in Figure 1
are example of characteristic topic words extracted
by a score function such as p(v|t)/puni(v), where




Puni(v) is a unigram model parameter for all doc-
uments. Note that, some characteristic topic words
are not entity words because topic models describe
all of words not only entity words (e.g. “clutch” in
the “motorcycle” class).

In IUMs, we can focus on just a single parent
topic which includes a subset of all documents e.g.
vehicle. After creating unsupervised UMs, each
document is clustered in topic z if its posterior prob-
ability satisfies p(z|d) > 0.5. Most documents meet
this condition because UMs are uni-topic models un-
like LDA, which offers multi-topic models. IUMs
can be updated faster by this hard constraint because
they process only the subset of documents.

In order to construct controlled topic models us-
ing very few supervised words, IUMs use supervised
posterior probability ps(z|ds). ps(z|ds) is the prob-
ability of topic z according to document d that in-
cludes supervised words and is calculated as

nq,(2)

Ps(Z!ds) = N, )

)

where ng, (2) is the number of supervised words in
document d; that belong to topic z. Ny, is the num-
ber of supervised words that belong to any topic,
Ng, = >, n4,(2). ps(z|ds) is used instead of the
E-step in estimating UMs (Eq. 6). For example, we
consider two documents, {Civic, Cadillac} € dg;
and {Civic,Vespa} € dsp. The supervised pos-
terior probability of ds; and dso is calculated as
ps(z = “Car’’|ds1) = 1 and ps(z = “Car’’|ds2) =
0.5, ps(z = “Motorcycle”|ds2) = 0.5, respectively.
These hypotheses can expand the supervised infor-
mation from the word level to the document level.

The supervised posterior probability, ps(z|ds), is
too radical to be believed completely, so it is inter-
polated from the calculated posterior probabilities
by the standard E-step in later iterations in the EM
algorithms. The interpolated posterior probability
pi(z|ds) is calculated as

pi(2lds) = w - ps(z|ds) + (1 — w) - pe(2]ds). (8)

In the initial EM iteration, the interpolation weight
w is set to 1, which means that only the supervised
posterior probability is used. Interpolation weight
w 1is decreased with each iteration. In early itera-
tions, w takes a high value to permit model learning
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Figure 2: The structure of our system.

to closely approach the supervised structure. In later
iterations, w is given a low value to adjust the total
balance of model parameters from the perspective of
probabilistic adequacy.

We note that the initial parameters are very impor-
tant for modeling interactive topics appropriately. If
the initial parameters are given at random, the model
might converge on an inadequate local minima. To
avoid this, the initial parameters are set to the parent
topic model parameters.

3.3 Applying interactive Unigram Mixtures to
set expansion

In this section we describe how to apply IUMs to set
expansion in agreement with user’s intuition. Our
system’s diagram is shown in Figure 2.

After the preliminary standard set expansion (“I”
in Figure 2) outputs some entities, we can choose
interactive negative entities “Ern” (e.g. “Harley,
Vespa” in previous sections) found by either au-
tomatic methods (McIntosh and Curran, 2009) or
manual selection (“II”’ in Figure 2). Because this pa-
per focuses on interactive control, it is out of scope
as to which approach, automatic method or manual
selection, should be used. In this paper, we choose
few negative entities manually (in our experiments,
we select two entities for each negative class). We
choose not only E7y but also their class names
“Cin” (e.g. “motorcycle” in previous sections) and
treat them as negative “attributes” in the same way as
seed attributes. IlUMs are modeled using very little
interactive information (E7p, Crn) as well as initial
positive seed entities and attributes (F'p, Ap) as the
supervised words for each child topic of target par-
ent topic z,. The target parent topic z, is the one that



Table 1: Seed entities and seed attributes. The words surrounded by bracket are translation English. The words without

brancket are appeared in Katakana or English itself.

class seed entities seed attributes
Civic, Swift, Vitz, Corolla, kuruma (car), CM, shashu (car line),shinsha (new car),
Car Fit, Lexus, That’s, Wagon R, nosha (delivering a car), shingata (new model),
Passo, Demio engine, sedan, bumper, shaken (automobile inspection)
Kita no Kuni kara, Tokugawa Yoshinobu, dorama, meisaku (master piece), sakuhin (product),
Mito Koumon, Nodame Cantabile, zokuhen (sequel), kantoku (director),
Dorama Dragon Sakura, Hana yori Dango, shuen (leader actor), shutsuen (appearance),
Furuhata Ninzaburo, ROOKIES, getsu-9 (dorama started by Monday 9PM),
Aibou, Asunaro hakusho shichouritsu (audience rate), rendora (miniseries)
Urawa Red Diamonds, Verdi,
Avispa Fukuoka, Yokohama F Marinos, )
. soccer, J-League (soccer league in Japan),
Soccer Barcelona, Real Madrid, Intel, .
. 1-bu (Division I),goal
Rome, Liverpool

gives the highest score(z),

Zp = argmax score(z), )
_ p(2)p(vlz)
score(z) = Z S p(Z)p(0]7) (10)

veEEp

where p(z), p(v|z) are unsupervised UMs model pa-
rameters. Finally, the posterior probability calcu-
lated by IUMs is used as topic features as per the
description in Sec 2.2.

Also we utilizes interactive negative entities not
only for re-estimating the topic model but also for
training the discriminative models as negative exam-
ples. Since there are only few interactive negative
entities, we expand them by assuming that an en-
tity co-occurring with an interactive negative class
(Crn) can be taken as negative entity “Frn:”. To
summarize, interactive negative entity-attribute tu-
ples “T7x” are defined as in

Tinv = Einv x (Cin + Ap) + Ern x Crn,

where x indicates cross product. 17y and Tp (de-
scribed in Sec.2.1) are used as training data for dis-
criminative models, negative and positive examples,
respectively.

For using interactive information effectively, we
adapt two stage discrimination. The first stage is
the same as the original set expansion system with
unsupervised topic model (described in Sec. 2.2);
it achieves coarse grain general selection (“I * in
Figure 2). In the second stage, the system trains a
discriminative model using the same number of pos-
itive and negative tuples selected from Tp and 17y
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respectively with interactive topic information cal-
culated by IUMs (“IV” in Figure 2). The system
uses the trained discriminative model in the second
stage to re-score the selected candidates from the
first stage.

Although the single step discriminative approach
can be utilized by using 77 in the first stage as the
supervised data, this would degrade discrimination
performance. The discriminative models could not
train fine and coarse grain simultaneously as same as
UMs. In preliminary experiments on the one stage
method, we confirmed that the system outputs many
inadequate entities belonging to wrong topics in the
sense of coarse grain.

Mclntosh (2010) proposed the method most sim-
ilar to ours. In Mclntosh (2010), only negative en-
tities are clustered based on distributional similarity.
We cluster not only the entities themselves but also
their topic information.

Vyas and Pantel proposed an interactive method
for entities refinement and improved accuracy of set
expansion (Vyas and Pantel, 2009). They utilized
the similarity method (SIM) and feature modifica-
tion method (FMM) for refinement of entities and
their local context features.

As far as we know, our proposal represents the
first interactive method designed for the set expan-
sion task with topic information. By incorporat-
ing interactive topic information, we can expect that
the accuracy is improved since an improvement is
achieved with unsupervised topic information.
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4 Experiments

4.1 Experimental Settings

The experimental parameters follow those of the ex-
periments in Sadamitsu et al. (2011). We used 30M
Japanese blog articles crawled in May 2008. The
documents were tokenized, chunked, and labeled
with IREX 8 named entity types (Fuchi and Tak-
agi, 1998; Suzuki et al., 2006), and transformed into
context features. The context features were defined
using the template “(head) ent. (mid.) attr. (tail)”.
The words included in each part were used as sur-
face, part-of-speech, and named entity label features
with added position information. Maximum word
number of each part was set at 2. The features have
to appear in both the positive and negative training
data at least 5 times.

In the experiments, we used three classes, “car”,
“dorama” and “soccer team” since they often suf-
fer semantic drift. The adjustment numbers for the
basic setting are N,y = 10, Nyggr = 10, Ny, =
100, |Crn| = 2. Note that, for confirmation in a
more severe situation, we set Ny = 4, |Crn| = 1
in “soccer” class. After running 10 Bootstrapping
iterations, we obtained 1000 entities in total. The
seed entities and attributes for each class are shown
in Table 1

SV M9kt (Joachims, 1999) with a second or-
der polynomial kernel was used as the discrimina-
tive model. Unsupervised UMs and unsupervised
LDA were used for training 100 mixture topic mod-
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els. Parallel LDA, which is LDA with MPI (Liu et
al., 2011), was used for training and inference for
LDA. For training IUMs, we set the mixture num-
ber of child topics to 5, that covers both interactive
and other unsupervised topics about each class. The
other unsupervised topics, (5 — (|Crn| + |Cpl)),
catch the other structure in the parent topic z,, where
|C'p| always equal to 1.
Four settings were examined.

e First is a baseline method using unsupervised
topic information with LDA (without interac-
tion); it is described in Sec. 2.2.

e Second is similar to first but the topic models,
LDA, are replaced by unsupervised UMs.

e Third is the second setting with the addition of
the set of interactive tuples, 17, for re-training
discriminative models using only context infor-
mation. This setting allows confirmation of just
the IUMs effect by comparison to fourth set-
ting which also models interactive topic infor-
mation.

e Fourth, proposed, is the third setting with the
addition of the IUMs learned from the set of
interactive tuples, Ty .

Each extracted entity is labeled with correct or in-
correct by two evaluators based on the results of
a commercial search engine. Some of the results



Table 2: Examples of extracted entities (first column) and characteristic topic words extracted from UMs and IUMs
(fourth column). This table also shows interactive supervised positive and negative classes (second column) and their
supervised entities (third column). The words with underline are incorrect extracted entity in the first column and
incorrect characteristic topic words in the fourth column.

Extracted entities

Interactive classes

Interactive entities

Extracted topic words

baseline(UM)&proposed(IUM) | (Cp&Cry) (Ep&ErN) from each topic

Y parent posi. —seed entities tosou (paint), secchaku (bond),
Class = “car (2p) ( ) plug, junsei (genuine)
baseline: interactive posi. (=seed entities) turbo, kuruma (car),
Sylvia, Harley, E700 Cp=car wheel, shijou (test drive)

proposed:

interactive nega. 1
C1n,=motorcycle

Harley, CB400

baiku (motorcycle),
plug, bolt, clutch

Sylvia, 117 coupe,
nubi250 (car navigation system)

kado (movable),
ganpura (plamodel of robot),

interactive nega.2 | E700, E531
Crn,=train (train names) puramo (plamodet),
Bandai (plamodel company)
parent posi. Juri Ueno, Masami Nagasawa,
Class = “dorama” (2) (=seed entities) (actoresses), Cannes,

Hachiwan Diver (anime title)

baseline:
Prison Break,
Iron Man, Konan

interactive posi.
Cp="dorama”

Juri Ueno, Masami Nagasawa,
Last Friends (dorama title),
shichouritsu (viewer rate)

(=seed entities)

proposed:
Prison Break, Shinsengumi!,
Tokudane! (news program)

interactive nega.1
Crn,= movie

Cannes, Masami Nagasawa,
Akunin (movie title),
shishakai (preview)

Kung Fu Panda
Iron Man

interactive nega.2
Crn,="anime”

TV Tokyo

(broadcasting many animes),
OVA (original video anime),
Oricon, Yatta-man (anime title)

Konan, Negima
(anime titles)

parent posi.

(2p)

Class = “soccer”

Chelsea, toushu (pitcher),

(=seed entities) | 41 da (hir), shitten (loss a point)

baseline:
A Madrid, Giants

interactive posi.
Cp="soccer”

Manchester United,
DF, FW, FC Tokyo

(=seed entities)
(soccer team name)

proposed:
A. Madrid, Manchester C,
Football Association (not team)

interactive nega.
Cin="baseball”

anda (hir), toushu (pitcher),
kai omote (fop of),
shikyuu (ball four)

Giants, Tigers
(baseball teams)

(1231 entities) were double checked and the x score
for agreement between evaluators was 0.843.

4.2 Results

Figure 3 compares the accuracy of the four methods.
If the number of extracted examples is lower than
1000, i.e. Eq. 1 was unsatisfied, the figure shows the
number of extracted examples and the correct num-
ber in brackets. At first, we compare two baseline
methods, first and second bar, that use different un-
supervised topic models. The result is that “UMs”
are superior to “LDA” in “dorama” but inferior in
“car”. They yield more variability than “LDA”. One
reason for this is that UMs are uni-topic models
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which leads to over-fitting. Uni-topic models de-
scribe most documents by one topic. For uni-topic
models, setting a small number of topics (topic grain
size is large) suits large topics rather than than small
topics because the latter would have to be merged
to match the grain size. Conversely, setting a large
number of topics suits small topics rather than large
topics because the latter would have to split. This
restriction can degrade accuracy significantly. LDA
smoothes the topics due to its multi-topic modeling.
The third setting shows that the interactive tuples
T7n used for re-modeling with only context infor-
mation is not effective. We consider this result indi-



cates that context is not effective in terms of discrim-
ination with fine grain, because at this grain posi-
tive context is similar to negative context. Proposed,
on the other hand, offers improved accuracy in all
classes significantly. These results show the effec-
tiveness of the interactive method that uses topic in-
formation. The interactive methods are more effec-
tive than the selection of topic model type.

To confirm whether our proposal works properly,
we show characteristic topic words extracted from
IUMs with interactive classes (Cp, Cyry) and enti-
ties (E'p, Ern) in Table 2. Because each topic z
is not explicitly understandable, we use the charac-
teristic topic words which are representative words
for each topic z. The characteristic topic words are
ranked by a score function p(v|t) /puni(v).

e The first column shows target classes and the
resulting entities yielded by using set expan-
sion of baseline with UM and proposed method
with [UM.

e The second column shows the parent positive
topic (zp) selected by Eq.(9), seed class (Cp)
and the interactive supervised classes (Cry) as
interactive topic information.

e The third column shows the seed entities (E'p)
and the interactive supervised negative entities
(EIN).

e The fourth column shows the characteristic
topic words of each topic. In this experiment,
we extracted 4 topic words from the words
listed in top 10.

Table 2 shows that the characteristic topic words
are strongly related to the interactive positive (neg-
ative) classes and their entities. For example, in the
parent positive topic of “dorama” class in Figure
2, there are some characteristic topic words, “Juri
Ueno”, “Masami Nagasawa” (actresses), “Cannes”
and “Hachiwan Diver (anime title)”. The words with
underline are inadequate topic words for “dorama”
class. After applying IUM, in the interactive pos-
itive topic, the topic words are refined as adequate
words, “shichouritsu (viewer rate)” and a dorama
title. IUMs also model appropriately for the inter-
active negative topic “movie” whose extracted topic
words are “Cannes’” and “shishakai (preview)”.
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On the other hand, in the “motorcycle” class
which is the first interactive negative class for
“car” class, topic words include “plug”, “bolt” and
“clutch”. Although these words are not uniquely
“motorcycle” words, they tend to appear with “mo-
torcycle” class in the corpus used. There are many
inadequate characteristic topic words extracted for
the “train” class, which is the second negative class
of the “car” class. The characteristic topic words
are placed into the “plamodel” (plastic model) topic.
We consider that the “frain” words were extracted
by the “plamodel” topic via semantic drift. This sit-
uation is assumed as an example of human’s mis-
predication for a negative topic. Even if IUMs
model a class (plamodel) different from user pre-
diction topic (train), interactive topic information is
also effective for alleviating semantic drift. As a re-
sult, “car” class as the interactive positive topic, its
topic words are more pure like “turbo” and “shijou
(test drive)” than in the parent positive topic.

A similar observation is confirmed from the “soc-
cer” class. Because the interactive negative infor-
mation is smaller than other classes, the improve-
ment of accuracy is smaller. We can expect that
much more interactive information achieve further
improvement for the accuracy.

5 Conclusion

We proposed an approach to set expansion that uses
interactive information for refining the topic model
and showed that it can improve expansion accuracy.
In our set expansion system, 2 stage discriminations
are applied to discriminate coarse from fine grain in
each stage. Since we also applied interactive Uni-
gram Mixtures for treating interactive information,
our set expansion system makes interaction highly
effective.

The remaining problem is how to automatically
determine the most appropriate threshold in set ex-
pansion. Also, we intend to compare the effective-
ness of using manually detected negative examples
(which were used in this paper) and automatically
detected interactive negative examples.
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Improving Chinese-to-Japanese Patent Translation

Using English as Pivot Language

Xianhua Li Yao Meng Hao Yu
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Abstract

This paper implements and compares three
different strategies to use English as pivot
language  for  Chinese-Japanese  patent
translation: corpus enrichment, sentence pivot
translation and phrase pivot translation. Our
results show that both corpus enrichment and
phrase pivot translation strategy outperform the
baseline system, while the sentence pivot
translation strategy failed to improve the system.
We apply the strategies on large data set and
figure out approaches to improve efficiency.
Finally, we perform Minimum Bayes Risk
system combination on the different results of
direct translation system and pivot translation
systems, which significantly outperforms the
direct translation system by 4.25 BLEU scores.

1 Introduction

Statistical machine translation (SMT) has made
rapid progress in recent years with the support of
large quantities of parallel corpora. It’s quite
common that we use millions of bilingual parallel
sentences to train a statistical machine translation
system. Unfortunately, large parallel corpora are
not always available for some language pairs, or
for some specific domains. For example, there are
few available bilingual corpora for Chinese-to-
Japanese patent translation. Many research labs
and companies face data bottleneck when they do
research on scare-resourced language pairs or
domains.
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Much work has been done to overcome the data
bottleneck problem. For example, Lu et al. (2009)
exploited the existence of bilingual patent corpora
and constructed a Chinese-English patent parallel
corpus. Resnik and Smith (2003) took the web as a
parallel corpus and mined parallel data from it.
Munteanu and Marcu (2005) trained a maximum
entropy classifier to extract parallel corpus from
large non-parallel newspaper corpora. Our work
differs in that we make use of the currently
available bilingual corpora, without exploiting
extra bilingual data to improve machine translation
quality. In other words, we employ pivot
translation strategies to improve the performance
of SMT systems.

® How to apply pivot translation strategies to
help scare-resourced language translation?

® How to take advantages of different pivot
translation strategies to further improve
machine translation quality?

In this paper, we introduce and implement three
pivot translation strategies for SMT. The first is
corpus enrichment strategy. It translates the pivot
side of source-pivot corpus and pivot-target corpus
into target and source language respectively to
construct source-target language pairs. With these
sentence pairs, it builds up a new SMT system so
as to outperform the basic system. As the corpora
we employ are quite large, we select sentence pairs
according to their sentence value and do
experiments on different size of parallel corpus.
The second is sentence pivot translation strategy.

Copyright 2012 by Xianhua Li, Yao Meng and Hao Yu
26 th Pacific Asia Conference on Language, Information and Computation pages 117-126



It builds two SMT systems on source-pivot and
pivot-target corpus respectively. When translating
a source sentence into target language, it first
translates it into pivot language with the source-
pivot system. Then the generated sentence is
translated into target language with the pivot-target
system. Here, we can keep N-best for each source
sentence and see the influence of different N. The
third is phrase pivot translation strategy. It trains
two phrase tables on source-pivot corpus and
pivot-target corpus respectively. Then, it uses the
rules with the same pivot side to induce a new rule.
To limit rule table size, we only keep top M best
rules, so as to reduce computational cost.

Our main contributions are as follows. Firstly,
we are the first to apply pivot translation strategies
on Chinese-Japanese patent SMT translation.
Though similar strategies have been implemented,
most of them are applied on language pairs which
are from the same nature. As far as we know, no
one has applied pivot translation strategies on
Chinese-Japanese patent translation. Secondly, we
make use of three patent corpora which are
independent of each other, due to the fact that
multilingual corpora are usually not easy to exploit,
while others usually use corpora in which the
sentences are aligned to each other across all
languages, such as Europarl (Koehn, 2005).
Besides, as we use large Chinese-English and
English-Japanese corpora to help Chinese-Japanese
SMT translation, we figure out approaches to make
these pivot translation strategies practicable on
such big data set. Finally, we implement three
pivot translation strategies and apply minimum
bayes risk (MBR) system combination on the
translation results to further improve translation
guality, which achieves an absolute improvement
of 4.25 BLEU4 (Papineni et al., 2002) points over
baseline system.

The rest of this paper is organized as follows.
We describe related work making use of pivot
languages (Section 2), and introduce direct SMT
system and three kinds of pivot translation
strategies, as well as minimum bayes risk system
combination (Section3). Then, we present our
experimental data and pivot translation strategy
results (Section 4). Discussion on our work is in
Section 5. The last section draws our conclusion
and future work.
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2 Related work

Pivot languages have been used for different
purposes. Gollins and Sanderson (2001) used
multiple pivot languages to improve cross
language information retrieval. Ramirez et al.
(2008) makes use of existing English resources as
a pivot language to create a trilingual Japanese-
Spanish-English thesaurus. Wang et al. (2006)
improved word alignment for scarce-resourced
languages pairs using bilingual corpora of pivot
languages. Zhao et al. (2008) extracted paraphrase
patterns from bilingual parallel corpora with a
pivot approach.

Concerning the contribution of pivot languages
to SMT, researchers have done a lot of work on it.
Al-Hunaity et al. (2010) used English as pivot
language to enhance Danish-Arabic SMT. Babych
et al. (2007) compared the direct translation
method with pivot translation strategy and
confirmed that better translation quality could be
achieved with pivot translation strategy. Bertoldi et
al. (2008) provided theoretical formulation of SMT
with pivot languages and introduced new methods
for training alignment models through pivot
languages. Costa-jussa et al. (2011) implemented
two pivot translation strategies (the cascade system
and the pseudo corpus) and performed a
combination of these strategies to outperform the
direct translation system. Habash and Hu (2009)
compared two pivot translation strategies and gave
an error analysis on their best system to show
improvement. Utiyama and Isahara (2007)
implemented two pivot strategies (phrase
translation and sentence translation) and did
experiments on the Europarl corpus to evaluate
system performance. Wu and Wang (2009)
revisited three pivot translation strategies and
employed a hybrid method to combine RBMT and
SMT systems, which significantly improved
translation quality. Paul and Sumita (2011)
exploited eight factors that affect the quality of
pivot language and investigated the impact of these
factors on pivot translation performance.

To the best of our knowledge, we are the first to
apply pivot translation strategies on Chinese-
Japanese patent translation. We implement three
pivot translation strategies and perform a sentence
level system combination on different translation
results to further improve translation quality.



3 Direct phrase-based SMT and pivot
translation strategies

3.1 Direct phrase-based SMT

Moses ! is a freely available statistical machine
translation system, which is also the most popular
open-source platform for researchers working on
SMT. Currently, Moses offers two types of
translation models: phrase-based translation model
(Koehn et al., 2003) and tree-based translation
model. We use phrase-based Moses to build up our
direct phrase-based SMT system.

In phrase-based SMT model, there are mainly
three kinds of translation resources: translation rule
table, language model and reordering table. Both
translation rule table and reordering table are learnt
from segmented sentence aligned bilingual corpus.
Language model is learnt from target monolingual
corpus. We employ the phrase-based Moses which
uses different feature functions, such as direct
phrase translation probability, inverse phrase
translation probability, direct lexical weighting,
inverse lexical weighting, phrase penalty, language
model, distance penalty, word penalty, distortion
weights et al. Feature weights are tuned on
development set by Minimum Error Rate Training
(MERT) (Och, 2003), using BLEU as the
objective function.

When translating a source sentence f into target
sentence e, the source sentence f is firstly
segmented into phrases. Each phrase can be
translated into different target language phrases.
Phrases can be reordered. The system chooses the
output € which satisfies

€ =argmax Pr(e| )

N
=argmax > A.h, (e, f)

e m=1

@

where A denotes feature weights and h, (e, f)
denotes feature functions used in phrase-based
Moses.

3.2 Corpus enrichment strategy

A straightforward strategy to improve translation
quality is to enrich the training corpus of the direct

! http://www.statmt.org/moses/
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translation system. However, it is not always
convenient for us to collect such bilingual parallel
data. Instead, we can generate source-target corpus
by either translating the pivot side of source-pivot
corpus into target language, or translating the pivot
side of pivot-target corpus into source language,
given the translation systems built on already
available source-pivot corpus and pivot-target
corpus respectively. For corpus translation, we can
also make use of publicly available statistical
machine translation systems such as Google
translator et al.

In this paper, we employ Google translator API
to translate the pivot side of source-pivot corpus
and pivot-target corpus. One problem is that the
translation process may take a long time due to our
corpus size and disturbance from Google translator.
Meanwhile, too many sentence pairs constructed
by machine translation are not always promising
because of the not-that-good translation quality of
SMT systems. We should take in a reasonable size
of qualified corpus to keep a balance of efficiency
and effect.

We can select an amount of sentences according
to sentence value which distinguishes different
sentences. After that, we translate the selected
sentences and add the translated parallel corpus
into original training data in direct translation
system. Then, we train a new system with the
enriched corpus.

The sentence value is measured by sentence
similarity shown in Equation (2).

sentSimi(sentl, sent2)

count |, count |4\
= +
((Ien(sentl)) (Ien(sentZ)) )
count

(2)

- len(sentl) + len(sent2)

where countdenotes the number of shared words
in the two sentences, len(sentl) and len(sent2)

denote the length of the two sentences respectively.

We can take in sentence pairs part by part to see
the influence of corpus size on machine translation
quality. We believe corpus enrichment strategy can
improve SMT system performance as it makes use
of more translation resources.



3.3 Sentence pivot translation strategy

In sentence pivot translation strategy, there must be
available source-pivot and pivot-target translation
systems. A source sentence s is firstly translated

into n pivot sentences p,(i=1,2..n) . Then, all
pivot sentences are translated into nxm target
sentences t; (i=1,2..n; j=12..m) . we choose

the best translation among the nxm candidates
for source sentence by employing the method
described in (Utiyama and Isahara, 2007). The
process is shown in Figure 1.

pe—— _—
sentence

Figure 1. sentence pivot translation strategy

Suppose we use M and N features in source-
pivot and pivot-target SMT systems which are

h*(i=12..M)and h(j =12...N) respectively,

the score of target translation tij is defined as
M N " "

S(tij) = Z(ﬂ;phksp (s, p)) + Z(/’LE h (p,t)) (3)
k=1 k=L

where A4° and A are feature weights tuned on

development set by MERT.
The best translation is that with the highest score

E =argmax(S(t;)) (4)

3.4 Phrase pivot translation strategy

In phrase pivot translation strategy, a new phrase
table T, is generated from two existing phrase

tables: one is source-to-pivot phrase table T, , the

other is pivot-to-target phrase table T, . If the

pivot side of two translation rules in these two
tables are the same, these two rules can generate a
new rule, in which the source side is the source
side of the source-pivot rule and the target side is
the target side of the pivot-target rule.

According to (Utiyama 2007), we estimate
phrase and lexical translation probabilities for each
rule as follows.
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p(s|t) = E;Tp(SI P)P(P|1) (5)
p(t]s)= péi}(tl P)P(p|s) (6)
#(s|t) = peig(SI P)A(p (1) (7
g(t]s)= Zeig(tl p)#(pls) @)

Here, p(s|t)and p(t|s)are phrase translation
probabilities.  @#(s|t) and ¢(t|s) are lexical
translation probabilities. p € T, N T means pivot
phrase p is included in T, as target side, and in
T, as source side.

In phrase pivot translation strategy, the size of
generated new rule table depends on the number of

common phrases in target-side of T, and source-
side of T, . If the number of phrase p in target
side of TSp is N, and in source side of Tpt is M, we

may get N*M rules maximally. The frequencies
of the top 15 commonest rules in T, and T, are

shown in table 1.

target-side | frequency | source-side | frequency
of Ty of Ty

the 446189 the 848951
, 390232 , 471986
and 357239 a 309369
of 277004 of 251167
. 263823 and 250847
a 200072 o 231264
to 186682 is 191362
is 179179 in 179264
for 147076 . 145182
- 127692 , the 103469
in 123632 an 86151
with 90840 of the 82243
which 70257 by 82019
are 69505 - 77824
by 62827 , and 77554

Table 1: frequency of top 15 commonest rules in T, and
Tot



Corpus Sentence pairs Words
Source Target

Training set 105615 879953 1010620
Chinese-Japanese (CJ) | Tuning set 500 4674 5969

Test set 1000 18552 18348/ 19122

Training set 6174088 110116118 121837549
Chinese-English (CE) | Tuning set 1000 15963 17486

Test set 1000 19465 17337/ 18456/ 17429

Training set 3159152 107601189 123917909
English-Japanese (EJ) | Tuning set 1000 34171 40338

Test set 1000 34342 38866

Table 2: Corpus details. For CJ, CE and EJ test set, we have two/three/one reference respectively

Here, we can limit the size of rule table by
setting up a number limit K to filter low quality
rules. We only keep the top K rules for the new
rule table. The quality of the rules in the new rule
table is measured by summarizing its translation
and lexical probabilities.

Q(rule) = p(s[t) + p(t]s) +¢(s|t) +¢(t]s)(9)

3.5 System combination

We use sentence level system combination to
further improve the translation quality. Sentence
level combination selects the best translation out
from an N-best list and does not generate new
translations.

With the 1-best translation results generated by
direct translation system and different pivot
systems, we can construct an N-best list for the
source corpus. We employ MBR as a post-process
to calculate the final translation.

E e = arg min > P(E|F)L(E,E") (10)

where P(E|F) is the posterior probability of
candidate translation E,and L(E|E") is the loss

function. Here, we consider all the candidate
translations equal, so P(E | F) is a constant and
can be omitted. We use 1-BLEU as the loss
function. Thus, Equation 10 can be rewritten as

Enor =argmin > (1- BLEU (E, E")) 11D
E' E

BLEU(E, E") is sentence level BLEU score.
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4  Experiments

4.1 Datasets

We performed experiments on Chinese-Japanese
(CJ), Chinese-English (CE), and English-Japanese
(EJ) corpora. Corpus details are described in table
2. The training and tuning set of CJ corpus were
collected from patent title and abstracts, so the
sentences are quite short, while the 1000 sentence
pairs of test data were extracted from patent
contents, which are nearly twice as long as the
ones in training and tuning set. For the CE corpus,
training set consists of an in house corpus, and 1
million sentence pairs from NTCIR2011. We
extracted the tuning set and test set from the
training set. The EJ corpus is from NTCIR2011.

Beside these standard corpora, we also
employed Google translator to translate the English
side of the EJ corpus into Chinese, so as to
construct a flawed CJ corpus. This flawed CJ
corpus was used to enrich the original CJ corpus.

We used ICTCLAS (Zhang et al., 2003) to
segment all Chinese corpora and standard Moses
tokenizer to tokenize all English corpora. Mecab
(Kudo 2006) was used to segment all Japanese
corpora. We used GIZA++ to generate word
alignment and training scripts in Moses to extract
phrase pairs with maximum length 7. We
employed Moses decoder to do translation with its
default settings. We used Minimum Error Rate
Training to tune the feature weights. SRILM
(Stolcke, 2002) was employed to train a 5-gram
language models with all Japanese corpus in CJ
corpus and EJ corpus. Case insensitive BLEU4
was used to measure system quality.



4.2 Direct translation

We built a phrase-based Chinese-Japanese patent
translation system on Chinese-Japanese corpus
with Moses. As the training corpus only contained
105615 sentence pairs and most of them were
rather short, the translation quality of the system
was quite low, as shown in table 3.

BLEU4
10.05

Direct translation

Table 3: BLEU of direct translation system

The direct translation system had a low quality
because of the lack of training data, as well as the
data quality problem as the training sentences were
extracted from patent title and abstract, which were
quite short and contained limited words, while the
test data was from main context of patent
documents.

We compared system performance with this
baseline system in terms of BLEU4 scores. The
percentages in later tables are relative to the
BLEU4 score of this direct translation system.

4.3 Corpus enrichment

We used Google translator to translate the English
side of the English-Japanese corpus into Chinese,
so that to construct a Chinese-Japanese corpus, to
enrich training data in 4.1. The reason why we
translated English side in EJ corpus into Chinese,
but not English side in CE corpus into Japanese
was that we believed translation quality was much
better for E-C translation than E-J translation, so
the corpus we got by translating English into
Chinese would be of better quality. After filtering
the corpus, we got 2846799 sentence pairs.

We added the new corpus into training data in
4.1 and trained another translation system. The
translation quality of this new system was
measured by BLEU4 as follows.

BLEU4
9.22

Corpus Enrichment-All -8.26%

Table 4: BLEU of corpus enrichment strategy

To our disappointment, adding the entire corpus
into the original training corpus did not improve
system performance. Contrarily, BLEU4 decreased
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by 0.83. Still, this result was acceptable after we
looked into the new corpus. Due to SMT system
limit, the new corpus introduced in more noise
than knowledge.

We ranked the sentences according to sentence
value and added corpus step by step into original
training corpus. Then we retrained the Moses
system. The results are shown in table 5.

Corpus size added | BLEU4

+100K 10.17 +1.19%
+200K 10.24 +1.89%
+300K 10.36 +3.08%
+400K 11.11 +10.55%
+500K 12.86 +27.96%
+600K 9.91 -1.39%
+700K 9.09 -9.55%

Table 5: BLEU of corpus enrichment strategy

As we added in more data, BLEU score
improved slowly until it reached a peak point
where we added in 500K sentence pairs. Then
BLEU score decreased. Since we had ranked the
sentences according to sentence value, we didn’t
test the rest sentences. We took this as the best
result for corpus enrichment strategy.

4.4

We built two SMT systems for Chinese-English
and English-Japanese translation with CE and EJ
corpus respectively. Translation quality of these
two systems was measured in terms of BLEU4 as
shown in table 6.

sentence pivot translation strategy

BLEU4
Chinese-to-English 27.84
English-to-Japanese | 31.85

Table 6: BLEU of CE and EJ SMT system

For Chinese-Japanese translation, we first used
Chinese-English system to translate Chinese into
English. Then we used English-Japanese system to
translate English into Japanese. According to
Utiyama and Isahara (2007), the improvement of
sentence pivot translation strategy with n = 15 is
not significant compared to that with n = 1, so we
kept 1 best translation for each sentence. The
results are shown in table 7.



BLEU4
9.91

-1.39%

Table 7: BLEU of sentence pivot translation strategy

As we can see from table 7, due to error
accumulation, translation quality decreased a lot
from BLEU4 10.05 to BLEU4 9.91. So sentence
pivot translation strategy failed to improve
translation quality in our experiments.

4.5 phrase pivot translation strategy

We trained two rule tables respectively on CE and
EJ corpus. For each CE rule, we found the rule
with the same English side in EJ rule table, and
generated a new rule with C side of CE rule and J
side of EJ rule. Each probability of the CJ rule was
computed by minus the corresponding probabilities
in CE rule and EJ rule, assuming these
probabilities are independent. We kept 20 Japanese
candidates for each Chinese phrase at most, and
obtained a CJ rule table with 433276 rules.

We added these rules into the original rule table
in direct translation system and retuned the system.
The results are shown in table 8.

BLEU4
13.65

+35.82%

phrase pivot

Table 8: BLEU of sentence pivot translation strategy

As we can see from table 8, introducing in more
rules could obviously improve translation quality.

4.6

For each sentence in test set, we could get four
different translation results from direct translation
system and three pivot systems. We used sentence
level system combination to get the final best
translation. After system combination, the results
are shown in table 9.

system combination

BLEU4
14.30

System combination +42.29%

Table 9: BLEU of system combination

As we can see in table 9, system combination
could improve translation quality significantly by
4.25 BLEU4 points compared to baseline 10.05.
This is also the best result we could ever obtain.
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5 Discussions and Analysis

BLEU4 *®

systems

Figure 2. main results of different systems

Figure 2 shows the best machine translation
performance of five different systems: baseline
system, corpus enrichment system, sentence pivot
translation system, phrase pivot translation system
and a combined system. As we can see from Figure
2, baseline system performs better that sentence
pivot translation system, while corpus enrichment
system surpasses baseline system. Phrase pivot
translation system obtained better BLEU score
than corpus enrichment system. The combined
system beat all other systems and achieved the best
result. Thus, Figure 2 indicates that

systemcomb > phrase pivot > corpus enrichment
> baseline > sentencepivot

where > means the system at the left hand side of it
performs better that the one at the right hand side.

The reason why corpus enrichment system and
phrase pivot translation system surpassed baseline
system was mainly because they introduced in
more translation resources into baseline system.
As phrase pivot translation system introduced in
selected translation rules from all pivot corpora,
while corpus enrichment system only introduced in
limited selected sentences, phrase pivot translation
system achieved a better result. Sentence pivot
translation system failed to improve translation
quality, as it didn’t make use of the original CJ
training data, but translated the sentences only with
the CE and EJ data. Its performance was also
influenced by accumulative error during translation.
System combination overtook all other systems as
it selected the best translation from these systems
for each sentence.



Source sentence

GOR DX K B3 (B0) T HoR

English reference

Embankment (dam) construction technology at the bottom of deepwater area

Reference

YR Uk O K BB (7 4 ) iR B

Baseline result

wWesKe o =y7 () T E#

System comb

e ok © 0 HUsR O R IR (4 &) it L £k

Source sentence

W — % 314 b B0 0 BN MR

English reference

Transparent or semitransparent materials are signed with three oblique lines.

Reference

Plag & Fe 25 XEH 503 L BHME < b5,

Baseline result

BOEDE LT IEN 55L& FEN O ME

System comb

EE % 858 » B b o 0 B 0 MR

Source sentence

M R DT R R S WUR B A I 5k

English reference

Preparation of aromatic polyisocyanate compounds in gaseous phase

Reference

H AT HEHEAMAE W £ A T ik

Baseline result

KA B K TR~ =270 kv W) @ Jiik

System comb

KA HBL B/ KV A Y ST A—F a0 ik

Source sentence

L Ry AR e, BAT HE B UK SR I AR .

English reference

Filtration unit is made of synthetic resin, with the characteristics of light weight and
high mechanical strength.

Reference

7 AN HECEE s fES
%

TR & BGOSR O R A b

Baseline result

7;»9 VYU IE =T A Y FFo AR L &L B R & Bk R

=)

System comb

TANS Y AR V=T Y 5 SRS e .
L AN 5

@ EE B LM

Source sentence

AR W R A4 Al MR H R OB I,
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80% in experiment 1
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Figure 3. Examples of Chinese-Japanese translation results. The differences between baseline result and our best
result are highlighted in bold. English references are given to ease readability.

Figure 3 shows some translation examples of
baseline system and system combination. As we
can see from the examples, the results of system
combination recognized more lexicons and
achieved better translation quality.

6 Conclusions and Future Work

In this paper, we implemented three strategies
(corpus enrichment, sentence pivot translation,
phrase pivot translation) to make use of pivot
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languages to help statistical machine translation.
We also introduced approaches to make these
strategies practicable on large data set. MBR
sentence level system combination was employed
to further improve translation quality. We applied
these strategies on Chinese to Japanese patent
translation using English as a pivot language. The
results showed that corpus enrichment and phrase
pivot translation strategies both could improve
SMT quality, while sentence pivot translation



failed. After employing MBR sentence level
system combination, we achieved significant
improvement of SMT quality by 4.25 points in
terms of BLEU. This is an absolute improvement
over baseline.

Our future work would focus on exploiting pivot
strategies on more advanced models (such as HPB
model) to further improve Chinese-Japanese patent
translation quality. Also, we would like to enhance
our pivot strategies. We believe that phrase pivot
translation strategy is quite promising and we
would obtain more useful translation rules through
phrase pivot strategy. Besides, we plan to collect
more Chinese-Japanese patent corpus as the
currently available corpus size is still too small.
The corpus obtained would enrich the training data
S0 as to help the learning process. We aim at high
guality in Chinese-Japanese patent translation.
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Abstract

With the rapid development of social media
and social networks, spontaneously user gen-
erated content like tweets and forum posts
have become important materials for tracking
people’s opinions and sentiments online. In
this paper we investigate the limitations of tra-
ditional linguistic-based approaches to senti-
ment analysis when applied to these informal
genres. Inspired by various social cognitive
theories, we combine local linguistic features
and global social evidence in a propagation
scheme to improve sentiment analysis result-
s. Without using any additional labeled da-
ta, this new approach obtains significant im-
provement (up to 12% higher accuracy) for
various genres in the domain of presidential
election.

1 Introduction

Sentiment analysis is an important step for both Nat-
ural Language Processing (NLP) tasks such as opin-
ion question answering (Yu and Hatzivassiloglou,
2003) and practical applications such as commercial
product reputation mining (Morinaga et al., 2002),
movie review mining (Pang et al., 2002) and politi-
cal election prediction (Tumasjan et al., 2010).
With the prevalence of social media, spontaneous-
ly user generated content such as tweets or forum
posts have become an invaluable source of people’s
sentiments and opinions. However, as with other
NLP tasks, sentiment analysis on such informal gen-
res presents several challenges: (1) informal text ex-
pressions; (2) lexical diversity (e.g., for example, in
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our training data only 10% of words in the discus-
sion forums and tweets appear more than ten times,
while in movie reviews over 20% of words appear
more than ten times); (3) unpredictable shift in top-
ics/issues. The prevalence of debate in both forum
posts and tweets leads to the use of more compli-
cated discourse structures involving multiple targets
and sentiments, as well as the second-person voice.
These difficulties are magnified in tweets due to nec-
essarily compressed contexts (tweets are limited to
140 characters).

In this paper, we tackle these challenges from t-
wo perspectives. First, we approach the sentiment
analysis task by identifying not only a specific “tar-
get” (e.g., presidential candidate) but also its associ-
ated “issues” (e.g., foreign policy) before detecting
sentiment. This approach is similar to the idea of
modeling “aspect” in product reviews (Titov and M-
cDonald, 2008; Wang et al., 2011).

Second, a detailed error analysis has shown that
currently available sentiment lexicons and various
shallow linguistic features are not sufficient to ad-
vance simple bag-of-words baseline approaches due
to the diverse ways in which sentiment can be ex-
pressed as well as the prevalence of debate in social
media. Fortunately, documents in informal genres
are often embedded in very rich social structures.
Therefore, augmenting the context available for a
target and an issue based on social structures is likely
to provide a much richer context. We propose three
hypotheses based on social cognitive theories and
incorporate these hypotheses into a new framework
of propagating consistent sentiments across docu-
ments. Without using any additional labeled data

Copyright 2012 by Hao Li, Yu Chen, Heng Ji, Smaranda Muresan, and Dequan Zheng
26th Pacific Asia Conference on Language,Information and Computation pages 127-136



this new approach obtained significant improvement
(up to 12% higher accuracy).

2 Related Work

Most sentiment analysis has been applied to
movie/product reviews, blogs and tweets. Very lit-
tle work has been conducted on discussion forums.
Hassan et al. (2010) identified the attitudes of par-
ticipants toward one another in an online discussion
forum using a signed network representation of par-
ticipant interaction. In contrast, we are interested
in discovering the opinions of participants toward a
public figure in light of their stance on various polit-
ical issues.

Sentiment Analysis can be categorized into target-
independent and target-dependent.  The target-
independent work mainly focused on exploring var-
ious local linguistic features and incorporating them
into supervised learning based systems (Pang and
Lee, 2004; Zhao et al., 2008; Narayanan et al., 2009)
or unsupervised learning based systems (Joshi et al.,
2011). Recent target-dependent work has focused on
automatically extracting sentiment expressions for
a given target (Godbole et al., 2007; Chen et al.,
2012), or incorporating target-dependent features in-
to sentiment analysis (Liu et al., 2005; Jiang et al.,
2011). In this paper we focus on the task of jointly
extracting sentiment, target and issue in order to pro-
vide richer and more concrete evidence to describe
and predict the attitudes of online users. This bares
similarity to the idea of modeling aspect rating in
product reviews (Titov and McDonald, 2008; Wang
etal., 2011).

When sentiment analysis is applied to social me-
dia, feature engineering is a crucial step (Agarwal
et al., 2011; Kouloumpis et al., 2011). Most pre-
vious work based solely on lexical features suffers
from data sparsity. For example, Saif et al. (2012)
observed that 90% of words in tweets appear less
than ten times. The semantic clustering approach
they have proposed (e.g. grouping “Iphone” , “Ipad”
and “Itouch” into “Apple Product”) can alleviate the
bottleneck, but it tends to ignore the fine-grained
distinctions among semantic concepts. To address
the lexical diversity problem, we take advantage of
the information redundancy in rich social network
structures. Unlike most previous work which only
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exploited user-user relations (Speriosui et al., 2011;
Conover et al., 2011) or document-document rela-
tions (Tan et al., 2011; Jiang et al., 2011), we use
user-document relations derived from social cogni-
tive theories to design global features based on the
interrelations among the users, targets and issues.
Guerra et al. (2011) measured the bias of social
media users on a topic, and then transferred such
knowledge to improve sentiment classification. In
this paper, we mine similar knowledge such as the
bias of social media users on target-issue pairs and
target-target pairs.

3 Experimental Setup

Our task focuses on classifying user contributed
content (e.g., tweets and forum posts) as “Positive”
or “Negative”, for the domain of political election-
s. Tweet messages usually contain sentiments relat-
ed to specific targets (e.g., presidential candidates),
while forum posts often contain both specific targets
and related issues (e.g., foreign policy) because par-
ticipants often debate with each other and thus need
to provide concrete evidence. Therefore, we define
the sentiment analysis task as farget dependent for
tweets and target-issue dependent for forum post-
s. Consequently, we automatically extract targets
and issues before conducting sentiment analysis. Ta-
ble 1 presents some examples labeled as “Positive”
or “Negative” for each genre.

3.1 Data

The tweet data set was automatically collected by
retrieving positive instances with #Obama2012 or
#GOP2012 hashtags', and negative instances with
#Obamafail or #GOPfail hashtags.  Similar to
Gonzalez-Ibanez et al (2011), we then filtered all
tweets where the hashtags of interest were not locat-
ed at the very end of the message.

The discussion forum data set was adapted from
the “Election & Campaigns” board of a political
forum?, where political candidates, campaigns and
elections are actively discussed. We have collected
the most recent posts from March 2011 to December
2011. About 97.3% posts contain either positive or

1“GOP” refers to the U.S. republican party which includes
presidential candidates such as Ron Paul and Mitt Romney
“http://www.politicalforum.com/elections-campaigns



Genre Sentiment Target Issue Example
Review Positive N/A N/A The film provides some great insight into the neurotic mindset of all comics --
even those who have reached the absolute top of the game.
Negative N/A N/A Star trek was kind of terrific once, but now it is a copy of a copy of a copy.
Tweet Positive Ron Paul Foreign Policy | Ron Pauls Foreign Policy Puts War Profiteers out of Business
http://t.co/VGWTqcbs #ronpaul #tcot #tlot #gop2012 #FITN
Negative Mitt Romney | Economics Mitt Romney said the "economy is getting better" fool!!! \#GOPFAIL
Forum Positive Ron Paul Foreign Policy | I also find it interesting that so many people ridicule Ron Paul's foreign policy
yet the people that are directly affected by it, our troops, support Ron Paul
more than any other GOP candidate combined and more than Obama.
Negative Barack Obama | Economics Obama screwed up by not fixing the economy first and leaving health care
reform for a second term.

Table 1: Sentiment Examples of Different Genres

negative sentiments as opposed to neutral, therefore
we only focus on the polarity classification problem.

We also used a more traditional set for sentiment
analysis — the movie review polarity data set shared
by (Pang et al., 2002) — to highlight the challenges
of more informal texts.

Table 2 summarizes the statistics of data sets used
for each genre. All experiments in this paper are
based on three-fold cross-validation.

Genre | Positive | Negative
Review | 5691 5691
Tweet | 2323 2323
Forum | 381 381

Table 2: Statistics of Data Sets
4 Linguistic-based Approach

In this section, we present our baseline approach us-
ing only linguistic features.

4.1 Pre-processing

We have applied the tool developed by Han and
Baldwin (2011) together with the following addi-
tional steps to perform normalization for informal
documents (tweets and forum posts).

e Replace URLs with “@URL”.
e Replace @username with “@USERNAME”.
e Replace negation words with “NOT” based on

the list derived from the LIWCLexicon (Pen-

nebaker et al., 2001).
e Normalize slang words (e.g. “LOL” to “laugh

out loud”) (Agarwal et al., 2011).
e Spelling correction using WordNet (Fellbaum,

2005) (e.g. “cooooool” to “cool’)

In addition, each document has been tokenized
and annotated with Part-of-speech tags (Toutanova
et al., 2003).
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4.2 Target and Issue Detection

After pre-processing, the first step is to detect doc-
uments which include popular targets and issues. A
popular target is an entity that users frequently dis-
cuss, such as a product (e.g. “Iphone4”), a person
(e.g. “Ron Paul”) or an organization (e.g. “Red
Cross™). A popular issue is a related aspect asso-
ciated with a target, such as “display function” or
“economic issue’.

We have applied a state-of-the-art English entity
extraction system (Li et al., 2012; Ji et al., 2005) that
includes name tagging and coreference resolution
to detect name variants from each document (e.g.
“Ron”, “Paul”’, “Ron Paul” and “RP” are all name
variations for the presidential candidate Ron Paul).
In order to detect issues, we mined common key-
words from the U.S. presidential election web sites.
The two most frequent issues are “Economic” which
includes 647 key phrases such as “Debt”, “Deficit”,
“Money”, “Market”, “Tax” and “unemployment”,
and “Foreign Policy” which includes 27 key phrases
such as “military”, “isolationism”, “foreign policy”,
“Israel”, “Iran” and “China”. Sentiment analysis is
applied on the documents that include at least one
target and one issue.

We have evaluated the target and issue detec-
tion performance and the accuracy scores obtained
99.0% and 92.0%, respectively.

4.3 Sentiment Detection

We have developed a supervised learning model
based on Support Vector Machines to classify sen-
timent labels for each document (a post, a tweet
message or a movie review document), incorporat-
ing several features such as N-grams, POS, various
lexicons, punctuation, capitalization (see Table 3).



Feature Description
N-grams All unique unigrams, bigrams and trigrams
Part-of-Speech | Part-Of-Speech tags generated by Stanford Parser (Toutanova et al., 2003)
Gazetteer Lexical matching based on (Joshi et al., 2011), SentiWordNet (Baccianella et al., 2010), Subjec-
tivity Lexicon (Wiebe et al., 2004), Inquirer (Stone et al., 1966), Taboada (Taboada and Grieve,
2004), UICLexicon (Hu and Liu, 2004), LIWCLexicon (Pennebaker et al., 2001)
Word Cluster | Use synset information provided by Wordnet to expand the entries of each gazettteer; Lexical
matching based on the expanded gazetteers
Punctuation | Whether the document includes any exclamation mark or question mark
Capitalization | Unique words which include all capitalized letters

Table 3: Linguistic Features Used in the Baseline System

The classification results are normalized to proba-
bility based confidence values via a sigmoid kernel
function (Wu et al., 2004).

4.4 Results and Analysis

Figure 1 presents the performance of the baseline
system as we add each feature category. In gener-
al, N-gram based features provide a strong baseline,
and thus it is difficult for local linguistic features
(e.g., POS, gazetteers, punctuation) to make signif-
icant improvement. In addition, discussion forums
prove to be the most challenging among these three
genres. We provide a more detailed analysis for the
impact of N-gram features as well as a discussion of
the “long-tail” problem prevalent for informal gen-
res.
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Figure 1: Baseline Performance

N-gram Features. Table 4 investigated various
combinations of n-gram (n=1, 2 and 3) features.
The unigram features were proven to be dominan-
t for reviews and tweets, which is consistent with
the observations by previous work on these two
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genres (Bermingham and Smeaton, 2010; Pak and
Paroubek, 2010). However, bigram and trigram fea-
tures significantly outperformed unigram features
for the forum data, because forum posts tend to
be longer and contain more complicated linguistic
structures used to formulate arguments.

Features Forum | Tweet | Review
Unigram 543% | 81.6% | 75.0%
Bigram 589% | 79.3% | 70.6%
Unigram+Bigram | 58.2% | 83.7% | 75.8%
Unigram+Trigram | 58.3% | 84.0% | 75.6%
Bigram+Trigram | 59.6% | 79.7% | 69.7%

Table 4: Impact of N-gram Features on Accuracy

“Long-Tail” Problem. The limited gain (1%-2%)
from gazetteer based features is due to long-tailed
distribution of lexicon coverage. 53.3% of gazetteer
entries do not cover any movie review documents,
but about 8§7% of entries do not cover any forum
posts or tweets, which clearly indicates that social
media includes more diverse way to express senti-
ment. Similarly, 16% of entries cover 1 movie re-
view document, but only about 6%-7% of entries
cover 1 tweet message or 1 forum post; 6% of en-
tries cover more than 10 movie review documents,
but only about 0.8%-0.9% of entries cover more than
10 tweet messages or forum posts. All of the various
gazetteers only cover 16.5% of movie documents,
12.4% of tweets and 17.6% of forum posts. The
Word Cluster features (see Table 3) can cover more
documents and achieved slight improvement (0.83%
for forum posts and 0.40% for tweets) but it may re-
quire much deeper understanding and global knowl-
edge to generalize to diverse lexical contexts.



S Combining Linguistic Features with
Global Social Evidence

The linguistic-based approach provided discourag-
ing results. Fortunately, sentiment analysis is an
inter-disciplinary task in that it attempts to cap-
ture people’s social behavior. Sentiment differences
within a group can result in social mitosis, leading
to the emergence of two groups (Wang and Thorn-
gate, 2003). In this section, we explore a different
direction by applying social cognitive theories and
propose three hypotheses that take user behavior in-
to account in order to improve sentiment analysis.

5.1 Hypotheses based on Social Cognitive
Theories

We formulate the following three hypotheses based
on social cognitive theories, which we aim to prove
for the domain of presidential election:

Hypothesis 1 (One sentiment per Indicative
Target-Issue Pair). The sentiment for a particular
target is globally consistent across users because of
the target’s stance on some particular issue.

The impression formation theory (Hamilton and
Sherman, 1996) postulates a global coherence in
perception, namely that users assume consistency in
traits and behavior, such that observations about cur-
rent behavior lead to causal attributions regarding
past and future behaviors. Certain target-issue pairs
are consistently associated with a particular senti-
ment across most users. For example, when a user is
commenting on the target “Ron Paul” about his pol-
icy on “Economy” issue, the post usually indicates
a positive sentiment. In contrast, the sentiments to-
ward “Barack Obama’’s policy on “Foreign Issue”
are usually negative.

Hypothesis 2 (One sentiment per Indicative
Target-Target Pair). The sentiment for a particu-
lar target is globally consistent when he or she is
compared with another particular target.

The social categorization process (Mason and
Marcae, 2004) states that we mentally categorize
people into different groups based on common char-
acteristics. As a result, when commenting on an
individual target, a user often compares the target
with another target to express implicit sentiments
or strengthen the opinions, which brings addition-
al challenges for detecting the boundaries of sen-
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timent words associated with specific targets. For
example, the following sentence: “NONE of the
GOP candidates have a significant advantage on na-
tional polls against Obama.” includes two different
targets “Obama” and “GOP” and therefore a mix-
ture of positive words (e.g. “significant” and “‘ad-
vantage”) and negative words (e.g. “against” and
“NONE”). However, some common pairs often re-
tain consistent sentiments. For example, when com-
pared to “McCain” or “Nixon”, the sentiment to-
wards “Barack Obama” is usually positive, while
compared to “Washington”, the sentiment is most-
ly negative.

In order to incorporate the above two hypotheses,
we use a simple propagation approach. For each u-
nique target-target pair or unique target-issue pair in
the training data, we count the frequency of the sen-
timent labels in the training data, f;, for positive and
fn for negative. Then we adopt the following con-
fidence metric to measure the degree of sentiment
consistency for this pair:

c=maz(fp, fn)/(fp+ fn) (D

Confidence value ranges from 0.5 to 1 and
higher confidence value implies higher probabili-
ty that the learned indicative pair is correct. If
the con fidence value is larger than a threshold §
(0 = 0.8 results in the best performance), we con-
sider it as an indicative pair. Then we re-label all of
the corresponding test instances which include this
indicative pair with its most frequent sentiment.

Hypothesis 3 (One sentiment per User-Target-
Issue during a short time). One user’s sentimen-
t toward one target or his/her stance on one issue
tends to be consistent during a short period of time.

The social balance theory (Heider, 1946) aims to
analyze the interpersonal network among social a-
gents and see how a social group evolves to a possi-
ble balance state. Situngkir and Khanafiah (2004)
extended Heider’s theory to many agents. Exam-
ple of possible balance states are given in Figure 2,
where “+4+” means positive relations/sentiments a-
mong agents, while “-” means negative relation-
s/sentiments among agents.

When applying social balance theory to our do-
main of presidential election, we consider the user
as one agent and the two presidential candidates (tar-
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Figure 2: Social Balance Theory: Balanced States among
Three People

gets) as the other two agents (see Figure 3). Since
the two targets are competing in the election we as-
sume the sentiment between them is negative; there-
fore, the only balanced state consists of two mutual
negative and one mutual positive sentiment. In ad-
dition, a user often imposes sentiment upon a target
because his or her stance on a particular political is-
sue. The extended theory is presented in Figure 3.

targetl

user

- ' issue

target2

Figure 3: Balanced States for Presidential Election Do-
main

The Halo Effect or Halo Error theory (Thorndike,
1920) states that there exists a cognitive bias in
which once we form a general impression of some-
one, we tend to assume that additional information
will be consistent with that first impression. Abel-
son (1968) has proposed theories of cognitive con-
sistency, which suggest that people will try to main-
tain consistency among their beliefs. Based on these
social cognitive theories we have formulated Hy-
pothesis 3. This hypothesis is valid for 90% of the
training instances. The consistency of a user’s sen-
timent regarding a target’s stance on an issue is not
a property of a single document, and it depends on
the label for each document that mentions the target-
issue pair in question. Therefore this property is not
appropriately expressed as an SVM feature; instead,
we incorporate Hypothesis 3 as follows: we clus-
ter the documents authored by the same user and
target (for tweets) or the same user, target, and is-
sue (for forum posts) into one cluster. Then, within
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Approach Accuracy
(1). Baseline 83.97%
(2). (1) + Propagating the Most | 84.87%
Confident Sentiment

(3). (1) + Majority Voting 84.87%
(4). (1) + Weighted Majority Voting | 85.35%

Table 5: Impact of Hypothesis 3 on Tweets

each cluster we apply one of three ways of correct-
ing baseline results:

e Most Confident Sentiment Propagation:
within each cluster, propagate the most confi-
dent sentiment through all instances.

e Majority Voting: within each cluster, re-label
all the instances with the sentiment that appears
most often.

e Weighted Majority Voting: the same as Ma-
jority Voting, but use the confidence values
from the baseline system for possible sentiment
labels during voting.

5.2 Experiment Results

In the following we will present the performance of
the enhanced approach on tweets and forum posts.

5.2.1 Impact on Tweets

The contexts of tweets are artificially compressed
(each tweet message limited to 140 characters), so
each single tweet message rarely includes a target-
target pair or a pair target-issue pair. Therefore in
this section we focus on evaluating the impact of
Hypothesis 3 on tweets. The experimental results
of applying Hypothesis 3 are presented in Table 5.

The results demonstrate that each voting method
can provide consistent gains, with the majority vot-
ing method achieving significant gains at 99% con-
fidence level over the baseline (using Wilcoxon
Matched-Pairs Signed-Rank test). For example,
the following three tweet messages about the target
“Obama” were sent by the same user:

1. #Obama rebuilding America using Chinese
workers! http://t.co/Pk4HkvtL
2. But we had to rush #Obamacare thru? In the

pipeline? Obama has it both ways on a contro-

versial plan http://t.co/rb65LIx3
3. Small business owners confirm #Obamacare is

a job killer: http://t.co/lf7yNgVo



Approach Accuracy
Baseline 59.61%
+ Hypothesis 1 62.89%
+ Hypothesis 2 62.64%
+ Hypothesis 3 67.24%
+ Hypothesis 1+2 64.21%
+ Hypothesis 1+2+3 | 71.97%

Table 6: Impact of New Hypotheses on Forum Data

The baseline approach misclassified the first mes-
sage as “Positive”, but correctly classified the other
two as “Negative” with high confidence. Therefore
the voting approach successfully fixed the sentiment
of the first message to “Negative”.

5.2.2 TImpact on Forum Posts

We conducted a systematic evaluation on the en-
hanced approach by gradually adding each hypothe-
sis to improve sentiment analysis of the forum posts.
As we have shown in Section 4, the baseline results
for forum data are worse than for tweets. Apply-
ing the majority voting methods based on Hypothe-
sis 3 to forum data would lead to compounding er-
rors. Therefore, we only use the “most confident
sentiment propagation” to incorporate Hypothesis 3.
Table 6 presents the experimental results and shows
that each hypothesis provides significant gain over
the baseline. The overall new approach achieves up
to 12.3% improvement in accuracy.

For the following post: “If I threw you in a room
with 400 corrupt politicians who each had mandates
to expand government spending, I guarantee you
that you could shout all you wanted for 20 years
about cutting the deficit and they wouldn’t hear y-
ou. Does that make Paul wrong? Does it make him a
failure?”, the baseline system mistakenly labeled the
sentiment for the target “Ron Paul” as “negative” be-
cause of the context words such as “shout”, “would-
n’t”, “wrong” and “failure”. However, based on Hy-
pothesis 1, since in most cases the posts including
the target “Ron Paul” and the issue “Economics” in-
dicate a positive sentiment, we can correct the label
successfully.

Similarly, Hypothesis 2 can correct instances
when local linguistic features are misleading. For
example, in the following post: “Actually I see Newt
as being more of an effective leader than Mitt with
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this speakership role and all, but Mitt has the busi-
ness realm sealed tightly in his hip pocket, and job-
s and economic progress are what we desperately
need now.”, simply incorporating the context enti-
ty features from the first sub-sentence, this baseline
system mistakenly labeled the sentiment on the tar-
get “Mitt Romney” as “negative”. In addition, due
to the lack of discourse features, the baseline sys-
tem failed to recognize the scope of identification
(the second sub-sentence). However more than 80%
instances in the training data indicate that the senti-
ment on “Mitt Romney” is positive when he is com-
pared to ‘Newt”, therefore we can correct the senti-
ment of this post to “positive”.

Hypothesis 3 can effectively exploit information
redundancy and propagate the high-confidence re-
sults from posts with relatively simpler linguistic
structures to those posts with more complicated
structures. For example, it is difficult for the base-
line system to determine the sentiment on the tar-
get “Mitt Romney” from the following post: “Paul
is the complete opposite of Romney. Romney has
a political history that can be examined..and debat-
ed.. Paul has 22 years of voting No..but nothing else.
Romney has 30 years of business experience. Paul
was a doctor a long time ago.” But the same us-
er posted other messages that include simpler struc-
tures and therefore the baseline system can detect
correct “positive” sentiment with high confidence:
“Romney saved failed business and political model-
s. Paul merely participated.”. As a result, the senti-
ment analysis results of all the posts within the same
cluster (posted by the same user, and including the
same target and issue) can be corrected.

5.2.3 Parameter Tuning

Figure 4 shows the overall performance of our ap-
proaches when the indicative pairs are learned from
training data with different thresholds set for confi-
dence estimation given in 1. Figure 4 shows con-
sistent performance improvement as the threshold
is larger than 0.5. We also noticed that when the
threshold is low (0.5), the overall approach performs
a little worse than the baseline due to the propaga-
tion of erroneous results with low confidence values.

6 Remaining Challenges

Although the proposed approach based on social
cognitive theories has significantly enhanced the
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performance of sentiment analysis, some challenges
remain. We analyze the major sources of the remain-
ing errors as follows.

Sarcasm Detection. For both tweets and forum
posts, some remaining errors require accurate detec-
tion of sarcasm (Davidov et al., 2010; Gonzalez-
Ibanez et al., 2011). For example, “LOL..remember
Obama chastising business’s for going to Vegas. Ve-
gas would have cost a third of what these locations
costs. But hey, no big deal... ” contains sarcasm,
which leads our system to misclassify this post.

Domain-specific Latent Sentiments. The same
word or phrase might indicate completely different
sentiments in various domains. For example, “big”
usually indicates positive sentiment, but it indicates
negative sentiment in the following sentence: “fell
me how the big government, big bank backing, war
mongering Obama differs from Bush?”. Most of
these domain-specific phrases do not exist in the cur-
rently available semantic resources and thus a sys-
tem is required to conduct deep mining of such la-
tent sentiments.

Thread Structure. A typical online forum discus-
sion consists of a root post and the following posts
which form a tree structure, or thread. Performing
sentiment analysis at post level, without taking into
account the thread context might lead to errors. For
example, if a post disagree with another post, and
the first post expresses “Positive” sentiment, we can
infer that the second post should be “Negative”. I-
dentifying who replies to whom in a forum might not
be straightforward (Wang et al., 2011). In addition,
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we would need to identify agreement/disagreement
relations among posts.

Multiple Sentiments. Due to the prevalence of de-
bate in discussion forums, the users tend to list mul-
tiple argument points to support their overall opin-
ions. As a result, a single post often contains a mix-
ture of sentiments. For example, the following post
indicates “Positive” sentiment although it includes
negative words such as “disagreement”: “...As a
huge Ron Paul fan I have my disagreements with
him........ but even if you disagree with his foreign
policy.......the guy is spot on with everything and
anything else.....”. This requires a sentiment analyz-
er to go beyond lexical level analysis and conduct
global logic inferences. This is not a challenge in
social media genres that impose stringent length re-
strictions such as Twitter.

Figure 5 summarizes the distributions of the re-
maining errors for tweets and forum posts.
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Figure 5: Remaining Challenges

7 Conclusion and Future Work

We have presented a novel approach to social cog-
nitive theories to enhance sentiment analysis for us-
er generated content in social media. We have in-
vestigated the limitations of approaches based solely
on shallow linguistic features. We have introduced
three hypotheses that incorporate global consistency
within the rich social structures consisting of users,
targets and associated issues, and have shown that
using such social evidence improve the results of
sentiment analysis on informal genres such as tweets
and forum posts.

In the future, we aim to address the remain-
ing challenges discussed in Section 6, especially



to exploit the implicit global contexts by analyzing
thread structures and discovering cross-post agree-
ment/disagreement relations.
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Abstract

We introduce and describe ongoing work in
our Indonesian dependency treebank. We de-
scribed characteristics of the source data as
well as describe our annotation guidelines for
creating the dependency structures. Reported
within are the results from the start of the In-
donesian dependency treebank.

We also show ensemble dependency pars-
ing and self training approaches applicable
to under-resourced languages using our man-
ually annotated dependency structures. We
show that for an under-resourced language,
the use of tuning data for a meta classi-
fier is more effective than using it as ad-
ditional training data for individual parsers.
This meta-classifier creates an ensemble de-
pendency parser and increases the dependency
accuracy by 4.92% on average and 1.99% over
the best individual models on average. As the
data sizes grow for the the under-resourced
language a meta classifier can easily adapt. To
the best of our knowledge this is the first full
implementation of a dependency parser for In-
donesian. Using self-training in combination
with our Ensemble SVM Parser we show adi-
tional improvement. Using this parsing model
we plan on expanding the size of the corpus by
using a semi-supervised approach by applying
the parser and correcting the errors, reducing
the amount of annotation time needed.

1 Introduction

Treebanks have been a major source for the advance-

ment of many tools in the NLP pipeline from sen-

tence alignment to dependency parsers to an end
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product, which is often machine translation. While
useful for machine learning as well and linguistic
analysis, these treebanks typically only exist for a
handful of resource-rich languages. Treebanks tend
to come in two linguistic forms, dependency based
and constituency based each with their own pros and
cons. Dependency treebanks have been made pop-
ular by treebanks such as the Prague dependency
treebank (Hajic, 1998) and constituency treebanks
by the Penn treebank (Marcus et al., 1993). While
some linguistic phenomena are better represented in
one form instead of another, the two forms are gen-
erally able to be transformed into one another.

While many of the world’s 6,000+ languages
could be considered under-resourced due to a lim-
ited number of native speakers and low overall popu-
lation in their countries, Indonesia is the fourth most
populous country in the world with over 23 million
native and 215 million non-native Bahasa Indonesia
speakers. The development of language resources,
treebanks in particular, for Bahasa Indonesia will
have an immediate effect for Indonesian NLP.

Further development of our Indonesian depen-
dency treebank can affect part of speech taggers,
named entity recognizers, and machine translation
systems. All of these systems have technical bene-
fits to the 238 million native and non-native Indone-
sian speakers ranging for spell checkers, improved
information retrieval, to improved access to more of
the Web due to better page translation.

Some other NLP resources exist for Bahasa In-
donesia as described in Section 2. While these are
a nice start to language resources for Indonesian,
dependency relations can have a positive effect on

Copyright 2012 by Nathan Green, Septina Dian Larasati, and Zdenek Zabokrtsky
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word reordering, long range dependencies, as well
as anaphora resolution. Dependency relations have
also been shown to be integral to deep syntactic
transfer machine translation systems (Zabokrtsky et
al., 2008).

2 Related Work

There was research done on developing a rule-base
Indonesian constituency parser applying syntactic
structure to Indonesian sentences. It uses a rule-
based approach by defining the grammar using PC-
PATR (Joice, 2002). There was also research that
applied the above constituency parser to create a
probabilistic parser (Gusmita and Manurung, 2008).
To the best of our knowledge no dependency parser
has been created and publicly released for Indone-
sian.

Semi-supervised annotation has been shown to be
a useful means to to increase the amount of anno-
tated data in dependency parsing (Koo et al., 2008),
however typically for languages which already have
plentiful annotated data such as Czech and English.
Self-training was also shown to be useful in con-
stituent parsing as means of seeing known tokens in
new context (McClosky et al., 2008). Our work dif-
fers in the fact that we examine the use of ensemble
collaborative models’ effect on the self-training loop
as well as starting with a very reduced training set of
100 sentences. The use of model agreement features
for our SVM classifier is useful in its approach since
under-resourced languages will not need any addi-
tional analysis tools to create the classifier.

Ensemble learning (Dietterich, 2000) has been
used for a variety of machine learning tasks and
recently has been applied to dependency parsing
in various ways and with different levels of suc-
cess. (Surdeanu and Manning, 2010; Haffari et
al., 2011) showed a successful combination of parse
trees through a linear combination of trees with var-
ious weighting formulations. Parser combination
with dependency trees have been examined in terms
of accuracy (Sagae and Lavie, 2006; Sagae and
Tsujii, 2007; Zeman and Zabokrtsky, 2005). POS
tags were used in parser combination in (Hall et
al., 2007) for combining a set of Malt Parser mod-
els with an SVM classifier with success, however we
believe our work is novel in its use an SVM classifier
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solely on model agreements.

3 Data Description

The treebank that we use in this work is a collec-
tion of manually annotated Indonesian dependency
trees. It consists of 100 Indonesian sentences with
2705 tokens and a vocabulary size of 1015 unique
tokens. The sentences are taken from the IDENTIC
corpus (Larasati, 2012). The raw version of the sen-
tences originally were taken from the BPPT articles
in economy from the PAN localization (PAN, 2010)
project output. The treebank used Parts-Of-Speech
tags (POS tags) provided by Morphlnd (Larasati et
al., 2011). Since the Morphlnd output is ambigu-
ous, the tags are also disambiguated and corrected
manually, including the unknown POS tag. The dis-
tribution of the POS tags can be seen in Table 1.
The annotation is done using the visual tree edi-
tor, TreD (Pajas, 2000) and stored in CoNLL format
(Buchholz and Marsi, 2006) for compatibility with
several dependency parsers and other NLP tools.

4 Annotation Description

Currently the annotation provided in this treebank is
the unlabeled relationship between the head and its
dependents. We follow a general annotation guide-
lines as follows:

e The main head node of the sentence is attached
to the ROOT node.

e Similarly as the main head node, the sentence
separator punctuation is also attached to the
ROOT node.

e The Subordinate Conjunction (with POS tag
‘S—’) nodes are attached to its subordinating
clause head nodes. The subordinating clause
head nodes are attached to its main clause head
nodes.

e The Coordination Conjunctions (with POS tag
‘H-") nodes, that connect between two phrases
(using the conjunction or commas), are at-
tached to the first phrase head node. The sec-
ond phrase head nodes are attached to the con-
junction node. It follows this manner when
there are more than two phrases.



e The Coordination Conjunctions (with POS tag
‘H-") nodes, that connect between two clauses
(using the conjunction or commas), are at-
tached to the first clause head node. The second
clause head nodes are attached to the conjunc-
tion node. It follows this manner when there
are more than two clauses.

e The prepositions nodes with the POS tag ‘R—’
are the head of Prepositional Phrases (PP).

e In Quantitative Numeral Phrases such as “3
thousand”, ‘thousand’ node will be the head
and ‘3’ node attached to ‘thousand’ node.

In general, the trees have the verb of the main
clause as the head of the sentence where the Sub-
ject and the Object are attached to it. In most cases,
the most left noun tokens are the noun phrase head,
since most of Indonesian noun phrases are con-
structed in Head-Modifier construction.

mengatakan

szn

Ia
PS3

digunakan

VSP

pen jagasn

teKJadi
RSO

I\

stabilitas agar tidak dampak

FSD 5-- G-- FSD
rupish meruzikan dalam
5D !vsa R--
tersebut yang perekonomian
E-- 5-- ASD

Figure 1: Dependency tree example for the sentence “He
said that the rupiah stability protection is used so that
there is no bad effect in economy.”
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POS tag | Description Freq
NSD Noun Singular 1037
Z— Punctuation 278
VSA Verb Singular Active 248
CC- Cardinal Number 226
R- Preposition 205
D- Adverb 147
ASP Adjective Singular Positive 127
S— Subordinating Conjunction 104
VSP Verb Singular Passiver 91
H- Coordinating Conjunction 62
F- Foreign Word 60
B- Determiner 43
CO- Ordinal Number 19
G- Negation 17
PS3 Pronoun Singular 3rdPerson 12
W- Question 7
O- Copula 6
PP1 Pronoun Plural 1stPerson 6
ASS Adjective Singular Superlative 4
PS1 Pronoun Singular 1stPerson 2
APP Adjective Plural Positive 1
CD- Colective Number 1
VPA Verb Plural Active 1
VPP Verb Plural Passive 1

Table 1: The distribution of the Part-Of-Speech tag oc-
currence.
5 Ensemble SVM Dependency Parsing

5.1
5.1.1 Process Flow

Methodology

When dealing with small data sizes it is often
not enough to show a simple accuracy increase.
This increase can be very reliant on the train-
ing/tuning/testing data splits as well as the sampling
of those sets. For this reason our experiments are
conducted over 18 training/tuning/testing data split
configurations which enumerates possible configu-
rations for testing sizes of 5%,10%,20% and 30%.
For each configuration we randomly sample with-
out replacement the training/tuning/testing data and
rerun the experiment 100 times, each time sampling
new sets for training,tuning, and testing. These 1800
runs, each on different samples, allow us to better
show the overall effect on the accuracy metric as



Indonesian
Treebank

systems.

For the experiments in this paper we only use Malt
Parser, but we use different training parameters to
create various parsing models. For Malt Parser we
use a total of 7 model variations as shown in Table

N VA
Random
Sample
U D [}
Testing Training Tuning
Parse Testing Train N | Parse Tuning
Data = Parsers 1 Data
Generate A SVM
Agreement - gg:{ame Train SVM
Features Ensemble

2.

Training Parameter | Model Description
nivreeager Nivre arc-eager
nivrestandard Nivre arc-standard
stackproj Stack projective
stackeager Stack eager
stacklazy Stack lazy
planar Planar eager
2planar 2-Planar eager

Calculate UAS .:;)

Figure 2: Process Flow for one run of our SVM Ensemble
system. This Process in its entirety was run 100 times for
each of the 18 data set splits.

well as the statistically significant changes as de-
scribed in Section 5.1.5. Figure 2 shows this pro-
cess flow for one run of this experiment.

5.1.2 Parsers

Dependency parsing systems are often optimized
for English or other major languages. This opti-
mization, along with morphological complexities,
leads other languages toward lower accuracy scores
in many cases. The goal here is to show that while
the corpus is not the same in size as most CoNLL
data, a successful dependency parser can still be
trained from the annotated data and provide semi-
supervised annotation to help increase the corpus
size.

Transition-based parsing creates a dependency
structure that is parameterized over the transitions
used to create a dependency tree. This is closely
related to shift-reduce constituency parsing algo-
rithms. The benefit of transition-based parsing is the
use of greedy algorithms which have a linear time
complexity. However, due to the greedy algorithms,
longer arc parses can cause error propagation across
each transition (Kiibler et al., 2009). We make use of
Malt Parser (Nivre et al., 2007), which in the CoNLL
shared tasks was often tied with the best performing
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Table 2: Table of the Malt Parser Parameters used during
training. Each entry represents one of the parsing algo-
rithms used in our experiments. For more information see
http://www.maltparser.org/options.html

5.1.3 Ensemble SVM System

We train our SVM classifier using only model
agreement features. Using our tuning set, for
each correctly predicted dependency edge, we cre-

ate features where N is the number of parsing

models. We do this for each model which predicted
the correct edge in the tuning data. So for N = 3
the first feature would be a 1 if model 1 and model 2
agreed, feature 2 would be a 1 if model 1 and model
3 agreed, and so on. This feature set is widely ap-
plicable to many languages since it does not use any
additional linguistic tools.

For each edge in the ensemble graph, we use our
classifier to predict which model should be correct,
by first creating the model agreement feature set
for the current edge of the unknown test data. The
SVM predicts which model should be correct and
this model then decides to which head the current
node is attached. At the end of all the tokens in a
sentence, the graph may not be connected and will
likely have cycles. Using a Perl implementation of
minimum spanning tree, in which each edge has a
uniform weight, we obtain a minimum spanning for-
est, where each component is then connected and cy-
cles are eliminated in order to achieve a well formed
dependency structure. Figure 3 gives a graphical
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representation of how the SVM decision and MST
algorithm create a final Ensemble parse tree which
is similar to the construction used in (Hall et al.,
2007; Green and Zabokrtsky, 2012). Future itera-
tions of this process could use a multi-label SVM
or weighted edges based on the parser’s accuracy on
tuning data.

5.1.4 Data Set Split Configurations

Since this is a relatively small treebank and in or-
der to confirm that our experiments are not heavily
reliant on one particular sample of data we try a va-
riety of data splits. To test the effects of the training,
tuning, and testing data we try 18 different data split
configurations, each one being sampled 100 times.
The data splits in Section 5.2 use the format training-
tuning-testing. So 70-20-10 means we used 70% of
the Indonesian Treebank for training, 20% for tun-
ing the SVM classifier, and 10% for evaluation.

5.1.5 Evaluation

Made a standard in the CoNLL shared tasks com-
petition, two standard metrics for comparing depen-
dency parsing systems are typically used. Labeled
attachment score (LAS) and unlabeled attachment
score (UAS). UAS studies the structure of a depen-
dency tree and assesses how often the output has the
correct head and dependency arcs. In addition to the
structure score in UAS, LAS also measures the accu-
racy of the dependency labels on each arc (Buchholz
and Marsi, 2006). Since we are mainly concerned
with the structure of the ensemble parse, we report
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only UAS scores in this paper.

To test statistical significance we use Wilcoxon
paired signed-rank test. For each data split config-
uration we have 100 iterations of the experiment.
Each model is compared against the same samples
so a paired test is appropriate in this case. We report
statistical significance values for p < 0.01.

5.2 Results and Discussion

65 60 22

35
75 70
409y 85 80 Training Size

Figure 4: Surface plot of the UAS score for the tuning
and training data split.

For each of the data splits, Table 3 shows the per-
cent increase in our SVM system over both the av-
erage of the 7 individual models and over the best
individual model. As the Table 3 shows, we obtain
above average UAS scores in every data split. The
increase is statistical significant in all data splits ex-
cept one, the 90-5-5 split. This seems to be logical
since this data split has the least difference in train-
ing data between systems, with only 5% tuning data.
Our highest average UAS score was with the 70-20-
10 split with a UAS of 62.48%. The use of 20% tun-
ing data is of interest since it was significantly bet-
ter than models with 10%-25% more training data
as seen in Figure 4. This additional data spent for
tuning appears to be worth the cost.

The selection of the test data seems to have caused
a difference in our results. While all our ensemble
SVM parsings system have better UAS scores, it is
a lower increase when we only use 5% for testing.
Which in our treebank means we are only using 5
sentences randomly selected per experiment. This
does not seem to be enough to judge the improve-
ment.



Data Average % Increase | % Increase | Statistical
Split SVM UAS | over Average | over Best | Significant
50-40-10 | 60.01% 10.65% 4.34% Y
60-30-10 | 60.28% 10.35% 4.41% Y
70-20-10 | 62.25% 10.10 % 3.70% Y
80-10-10 | 60.88% 8.42% 1.94% Y
50-30-20 | 61.37% 9.73% 4.58% Y
60-20-20 | 62.39% 9.62% 3.55% Y
70-10-20 | 62.48% 7.50% 1.90% Y
50-20-30 | 61.71% 9.48% 4.22% Y
60-10-30 | 62.57% 7.89% 2.47% Y
90-5-5 60.85% 0.56% 0.56% N
85-10-5 61.15% 0.56% 0.56% Y
80-15-5 59.23% 0.54% 0.54% Y
75-20-5 60.32% 0.54% 0.54% Y
70-25-5 59.54% 0.54% 0.54% Y
65-30-5 59.76% 0.54% 0.54% Y
60-35-5 59.31% 0.53% 0.53% Y
55-40-5 57.27% 0.50% 0.50% Y
50-45-5 57.72% 0.51% 0.51% Y

Table 3: Average increases and decreases in UAS score for different Training-Tuning-Test samples. The average was
calculated over all 7 models while the best was selected for each data split. Each experiment was sampled 100 times
and Wilcoxon Statistical Significance was calculated for our SVM model’s increase/decrease over each individual
model. Y = p < 0.01 and N = p > 0.01 for all models in the data split
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6 Self-training

6.1 Methodology

The following methodology was run 12 independent
times. Each time new testing/tuning/and training
datasets were randomly selected without replace-
ment. In each iteration the SVM classifier and de-
pendency models were retrained using self-training.
Also for each of the 12 experiments, new random
self-training datasets were selected from the larger
corpus. The results in the next section are averaged
amongst these 12 independent runs. Figure 5 shows
this process flow for one run of this experiment.

The data for self-training is also taken from
IDENTIC and it consists of 45,000 sentences. The
data does not have any dependency relation informa-
tion but it is enriched with POS tags. It is processed
with the same morphology tools as the training data
described in section 3 but without the manual dis-
ambiguation and correction. This data and its an-
notation information are available on the IDENTIC
homepage'.

For self-training we present two scenarios. First,
all parsing models are retrained with their own pre-

"http://ufal.mff.cuni.cz/ larasati/identic/
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dicted output. Second, all parsing models are re-
trained with the output of our SVM ensemble parser.
Self-training in both cases is done of 10 iterations of
20 sentences. Sentences are chosen at random from
unannotated data. This allows us to examine self-
training to a training data size of twice the original
set.

The next section examines the differences be-
tween these two approaches and the effect on the
overall parse.

6.2 Results of Self-training

UAS Accuracy
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Figure 6: We can see that the self-trained Malt Parser
2Planar model that is trained with the ensemble output
consistently outperforms the self-trained model that uses
its own output. Results are graphed over the 10 self-
training iterations

As can be seen in Figure 6, the base models did
better when trained with additional data that was
parsed by our SVM ensemble system. The higher
UAS accuracy seems to of had a better effect then
receiving dependency structures of a similar nature
to the current model. We show the 2Planar model
in Figure 6 but this was the case for each of the
7 individual models. On an interesting note, the
SVM system had least improvement, 0.60%, when
the component base models were trained on its own
output. This seems warranted as other parser com-
bination papers have shown that ensemble systems
prefer models which differ more so that a clearer
decision can be made (Hall et al., 2007; Green
and Zabokrtsky, 2012). The improvements when
self-training on our SVM output over the individ-
ual parsers’ output can be seen in Table 3. Again
these are averages over 12 runs of the system, each
run containing 10 self-training loops of 20 additional



sentences.

Model % Improvement %
2planar 1.10%
nivreeager 0.40%
nivrestandard 1.62%
planar 0.87%
stackeager 2.28%
stacklazy 2.20%
stackproj 1.95%
svm 0.60%

Table 4: The % Improvement of all our parsing models
including our ensemble svm algorithm over 12 complete
iterations of the experiment.

7 Conclusion

We have shown a successful implementation of
self-training for dependency parsing on an under-
resourced language. Self-training in order to im-
prove our parsing accuracy can be used to help semi-
supervised annotation of additional data. We show
this for an initial data set of 100 sentences and an
additional self-trained data set of 200 sentences.

We introduce and show a collaborative SVM clas-
sifier that creates an ensemble parse tree from the
predicted annotations and improves individual ac-
curacy on average of 4.92%. This additional accu-
racy can release some of the burden on annotators
for under-resourced language annotation who would
use a dependency parser as a pre-annotation tool.
Using these semi-supervised annotation techniques
should be applicable to many languages since the
SVM classifier is essentially blind to the language
and only considers the models’ agreement.

The treebank is the first of its kind for the Indone-
sian language. Additionally all sentences and anno-
tations are being made available publicly online. We
have described the beginnings of the Indonesian de-
pendency treebank. Characteristics of the sentences
and dependency structure have been described.

8 Acknowledgments

The research leading to these results has re-
ceived funding from the European Commission’s
7th Framework Program under grant agreement n°
238405 (CLARA), by the grant LC536 Centrum

144

Komputaéni Lingvistiky of the Czech Ministry of
Education, and this work uses language resources
developed and/or stored and/or distributed by the
LINDAT-Clarin project of the Ministry of Education
of the Czech Republic (project LM2010013).

References

Sabine Buchholz and Erwin Marsi. 2006. CoNLL-
X shared task on multilingual dependency parsing.
In Proceedings of the Tenth Conference on Compu-
tational Natural Language Learning, CoNLL-X ’06,
pages 149-164, Stroudsburg, PA, USA. Association
for Computational Linguistics.

Thomas G. Dietterich. 2000. Ensemble methods in ma-
chine learning. In Proceedings of the First Interna-
tional Workshop on Multiple Classifier Systems, MCS
’00, pages 1-15, London, UK. Springer-Verlag.

Nathan Green and Zden&k Zabokrtsky. 2012. Hybrid
Combination of Constituency and Dependency Trees
into an Ensemble Dependency Parser. In Proceedings
of the Workshop on Innovative Hybrid Approaches to
the Processing of Textual Data, pages 19-26, Avignon,
France, April. Association for Computational Linguis-
tics.

R.H. Gusmita and R. Manurung. 2008. Some ini-
tial experiments with indonesian probabilistic parsing.
In Proceedings of the 2nd International MALINDO
Workshop.

Gholamreza Haffari, Marzieh Razavi, and Anoop Sarkar.
2011. An ensemble model that combines syntactic
and semantic clustering for discriminative dependency
parsing. In Proceedings of the 49th Annual Meet-
ing of the Association for Computational Linguistics:
Human Language Technologies, pages 710-714, Port-
land, Oregon, USA, June. Association for Computa-
tional Linguistics.

Jan Hajic. 1998. Building a syntactically annotated cor-
pus: The prague dependency treebank. Issues of va-
lency and meaning, pages 106—132.

Johan Hall, Jens Nilsson, Joakim Nivre, Giilsen Eryigit,
Bedta Megyesi, Mattias Nilsson, and Markus Saers.
2007. Single Malt or Blended? A Study in Mul-
tilingual Parser Optimization. In Proceedings of the
CoNLL Shared Task Session of EMNLP-CoNLL 2007,
pages 933-939.

Joice. 2002. Pengembangan lanjut pengurai struk-
tur kalimat bahasa indonesia yang menggunakan
constraint-based formalism. undergraduate thesis.
Master’s thesis, Faculty of Computer Science, Univer-
sity of Indonesia.



Terry Koo, Xavier Carreras, and Michael Collins. 2008.
Simple semi-supervised dependency parsing. In Pro-
ceedings of ACL-08: HLT, pages 595-603, Columbus,
Ohio, June. Association for Computational Linguis-
tics.

Sandra Kiibler, Ryan McDonald, and Joakim Nivre.
2009. Dependency parsing. Synthesis lectures on hu-
man language technologies. Morgan & Claypool, US.

Septina Dian Larasati, Vladislav Kubori, and Dan Zeman.
2011. Indonesian morphology tool (morphind): To-
wards an indonesian corpus. Systems and Frameworks
for Computational Morphology, pages 119-129.

Septina Dian Larasati. 2012. Identic cor-
pus:morphologically enriched indonesian-english
parallel corpus.

Mitchell P. Marcus, Mary Ann Marcinkiewicz, and Beat-
rice Santorini. 1993. Building a large annotated cor-
pus of english: the Penn Treebank. Comput. Linguist.,
19:313-330, June.

David McClosky, Eugene Charniak, and Mark Johnson.
2008. When is self-training effective for parsing? In
Proceedings of the 22nd International Conference on
Computational Linguistics (Coling 2008), pages 561—
568, Manchester, UK, August. Coling 2008 Organiz-
ing Committee.

Joakim Nivre, Johan Hall, Jens Nilsson, Atanas Chaneyv,
Gulsen Eryigit, Sandra Kiibler, Svetoslav Marinov,
and Erwin Marsi. 2007. MaltParser: A language-
independent system for data-driven dependency pars-
ing. Natural Language Engineering, 13(2):95-135.

Petr Pajas. 2000. Tree editor tred, prague depen-
dency treebank, charles university, prague. See URL
http://ufal. mff. cuni. cz/~ pajas/tred.

Localization Project PAN. 2010.
project.

Kenji Sagae and Alon Lavie. 2006. Parser combina-
tion by reparsing. In Proceedings of the Human Lan-
guage Technology Conference of the NAACL, Com-
panion Volume: Short Papers, pages 129—132, New
York City, USA, June. Association for Computational
Linguistics.

Kenji Sagae and Jun’ichi Tsujii. 2007. Dependency pars-
ing and domain adaptation with LR models and parser
ensembles. In Proceedings of the CoNLL Shared Task
Session of EMNLP-CoNLL 2007, pages 1044-1050,
Prague, Czech Republic, June. Association for Com-
putational Linguistics.

Mihai Surdeanu and Christopher D. Manning. 2010. En-
semble models for dependency parsing: cheap and
good? In Human Language Technologies: The 2010
Annual Conference of the North American Chapter of
the Association for Computational Linguistics, HLT
’10, pages 649652, Stroudsburg, PA, USA. Associ-
ation for Computational Linguistics.

Pan localization

145

Zdenék Zabokrtsk}'/, Jan Ptacek, and Petr Pajas. 2008.
TectoMT: Highly Modular MT System with Tec-
togrammatics Used as Transfer Layer. In Proceedings
of the 3rd Workshop on Statistical Machine Transla-
tion, ACL, pages 167-170.

Daniel Zeman and Zdenék Zabokrtsky. 2005. Improving
parsing accuracy by combining diverse dependency
parsers. In In: Proceedings of the 9th International
Workshop on Parsing Technologies.



Handling Indonesian Clitics: A Dataset Comparison for an
Indonesian-English Statistical Machine Translation System

Septina Dian Larasati
Charles University in Prague, Faculty of Mathematics and Physics
Institute of Formal and Applied Linguistics
Prague, Czech Republic
SIA TILDE
Riga, Latvia
larasati@ufal.mff.cuni.cz, septina@tilde.lv

Abstract

In this paper, we study the effect of incorporat-
ing morphological information on an Indone-
sian (id) to English (en) Statistical Machine
Translation (SMT) system as part of a prepro-
cessing module. The linguistic phenomenon
that is being addressed here is Indonesian cliti-
cized words. The approach is to transform
the text by separating the correct clitics from
a cliticized word to simplify the word align-
ment. We also study the effect of applying
the preprocessing on different SMT systems
trained on different kinds of text, such as spo-
ken language text. The system is built using
the state-of-the-art SMT tool, MOSES. The
Indonesian morphological information is pro-
vided by Morphlnd. Overall the preprocessing
improves the translation quality, especially for
the Indonesian spoken language text, where it
gains 1.78 BLEU score points of increase.

1 Introduction

Incorporating linguistic information into statistical
Natural Language Processing (NLP) applications
usually helps to improve a particular NLP. Simpli-
fying the problem beforehand, for languages with
complex language constructions, is one of the ap-
proaches that is usually applied, especially when the
constructions cannot be represented by a statistical
model.

Incorporating morphological information as part
of a preprocessing module in the SMT pipeline has
been long studied, for instance in rich morphology
languages such as Arabic (Habash and Sadat, 2006)
or agglutinative languages such as Turkish (Bisazza
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and Federico, 2009) (Yeniterzi and Oflazer, 2010),
and many more. This paper shows an example on
how to use Indonesian morphological information
on an Indonesian-English SMT system by prepro-
cessing to gain better translation quality.

Indonesian has a complex morphology system, in-
cluding affixation, reduplication, and cliticization.
Here we address the problem of cliticized phrase
constructions in Indonesian that occur more frequent
in spoken language and social media text than in the
formal written text. Having more cliticized phrases
in a text makes a spoken dialogue text difficult to
translate. Here we also evaluate the effect of the pre-
processing on other different types of text.

2 Related Work

Indonesian or Bahasa Indonesia (‘“language of In-
donesia”), is the official language of the country. In-
donesian is the fourth most spoken language in the
world with approximately 230 million speakers in-
cluding its 30 million native speakers. In spite of
that fact, Indonesian is an under-resourced language
within the Austronesian language family. There is
still a lot of work that is needed to be done to collect
language resources or to build language tools for this
language. Given the lack of language resources, the
research on Indonesian Machine Translation (MT)
is not so prolific, although MT is one of the major
research topics in NLP.

Related MT research is mostly done for Malay, a
mutually intelligible language to Indonesian, which
has richer parallel language resources. Although In-
donesian and Malay share a similar morphological
mechanism, they mostly differ in vocabulary and in

Copyright 2012 by Septina Dian Larasati
26th Pacific Asia Conference on Language,Information and Computation pages 146—152



having several false friends.

There was a work done by (Nakov and Ng,
2009) for translating a resource-poor language, In-
donesian, to English by using Malay, the related
resource-rich language, as a pivot. There was an-
other related work on incorporating morphological
information for Malay-English SMT (Nakov and
Ng, 2011), that focused on the pairwise relationship
between morphologically related words for poten-
tial paraphrasing candidates. Unlike their previous
research that focused on word inflection and con-
catenation, here they focused on derivational mor-
phology. They used Malay Lemmatizer (Baldwin,
2006) and an in-house re-implementation of Indone-
sian Stemmer (Adriani et al., 2007) to get the para-
phrasing candidates.

3 Indonesian Clitic

“A clitic is a morpheme that has syntactic character-
istics of a word, but shows evidence of being phono-
logically bound to another word.”!. In this paper, we
focus on the Pronoun and Determiner clitics which
are mainly bound to Indonesian Verbs and Nouns.
Figure 1 shows examples on how these clitics are
bounded.

(1)  kumengirimkanmu
ku+ mengirimkan +mu

I send you
“I send you”

(2a)  bukunya (2b)  bukunya
buku +nya buku +nya
book his/her book the
“his/her book™ “the book”

Figure 1: Indonesian cliticized phrase examples. The suf-
fix ‘-nya’ is ambiguously translated to English, which can
be either a Possessive Pronoun or a Determiner depend-
ing on the context (2a and 2b).

A clitic can occur before its main words (proclitic)
or after (enclitic). Figure 2 shows some of the pat-
terns on how the clitics (proclitics and enclitics) are
usually bounded to Verbs and Nouns as their main
word.

"http://www.sil.org/linguistics/GlossaryOfLinguisticTerms
/WhatIsACliticGrammar.htm
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(1) @) ku+

(you) kau+

+ku (I)

+mu (you) )

+nya (him/her/it)
+-nya (him/her/it)

[Verbs]

(2) +ku (my)
+mu (your)
+nya (his/her/the/a)

+-nya (his/her/the/a)

[Nouns]

Figure 2: Examples of Indonesian clitic patterns on Verbs
(1) and Nouns (2).

Clitics can also be bound to other Parts-of-Speech
(PoS) as well, such as Adjectives, in a more complex
Verb Phrase or Noun Phrase constructions.

4 Data

We want to observe the different kinds text that gain
the most benefit, in terms of translation quality, from
applying a preprocessing on Indonesian clitics. In
order to do that, first we split the data into several
different datasets that contain different kinds of text.

4.1 Data Source

The corpus we use in this work is the IDENTIC
(Larasati, 2012) Indonesian-English parallel corpus.
We chose this corpus because it consists of various
types of text. We categorized the text in two cate-
gories by how it was produced, i.e. en-to-id trans-
lated text and id-to-en translated text. This corpus
consists of £45K sentences or 1M words. In those
categories, we also found different types or genres
of text that we exploit. Given below are the two
text categories, by how they were produced, and the
types of text they consist of.

e en-to-id translated text: the text that was pro-
duced by translating English text to Indonesian

and it consists of
(p) the Indonesian text that was translated

from PENN Treebank sentences (Mar-
cus et al., 1993)
(@) a small portion of comparable
Indonesian-English international
articles taken from the web
English movie subtitles in which the
texts are mainly in a spoken dialogue
style

(s)



e id-to-en translated text: the text that was pro-
duced by translating Indonesian text to English
and it consists of articles in Science (¢), Sport
(0), International (t), and Economy (e) genres.

The statistic of the text based on the sources are

keep the tuning and the testing data size similar (1K
sentences), while the training data varies depending
on the rest of the text available. We make the same
tuning data for F and H dataset and for their testing
data as well.

given in Table 1. distribution | training tuning testing
pas-cote pas-cote pas-cote
source | #sentences | id#token | en#token F 000-0000 000-0000 000-0000
P 17626 404540 424974 H * 000-0000 000-0000 o000-0000
a 164 3208 3566 S 000-0000 000-0000 000-0000
S 3161 24274 28544 E * 000-0000 000-0000 000-0000
c 6355 111065 123205 I 000-0000 €00-0000 ©00-0000
o 4465 112451 114155 e : included in the dataset
t 6641 167839 177164 o : excluded from the dataset
e 6532 168611 182795
Total 44944 991988 | 1054403 size training tuning testing
F 42944 1000 1000
Table 1: Text source statistics in terms of number of sen- H * 20951 1000 1000
tences and number of tokens on Indonesian and English S 41783 1000 1000
side. E * 20951 1000 1000
I 23993 1000 1000

4.2 Dataset

For our dataset comparison, we divide the text into
five different datasets (F,H,S,E.I) to be compared in
section 6. The division of the text for the datasets is
shown in Figure 3.

e F: a dataset with proportional mixed texts for
training, tuning, and testing data

e H: a dataset with proportional mixed texts for
training, tuning, and testing data, but with a
smaller training data compared to F

e S: a dataset with proportional mixed texts for
training data (excluding the subtitles) and sub-
titles text as the tuning and the testing data

e E: a dataset with en-to-id translated text as the
training data, and id-fo-en translated text as the
tuning and the testing data

o I: a dataset with id-to-en translated text as the
training data, and en-fo-id translated text as the
tuning and the testing data

For each datasets, the sentences are chosen ran-
domly without replacement, but keeping them in the
same proportion as to the original text source. We
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Figure 3: Division of the text for the datasets. Datasets
marked with * are dataset with much smaller training data
(£21-24K sentences) compare to the full size ones (£41-
43K sentences). p,a,s text type are en-to-id translated
text, while ¢,0,t.e are id-to-en translated text.

S Experiment

For the SMT experiment, we built five baseline
SMT systems each trained using different datasets
(F.H,S,E, and I) and compare each of them against
another system (unclitic) trained using its prepro-
cessed dataset version.

5.1 baseline system

The baseline SMT system is in lowercased-to-
lowercased Indonesian-to-English translation direc-
tion. We use the state-of-the-art phrase-based SMT
system MOSES (Koehn et al., 2007) and GIZA++
tool (Och and Ney, 2003) for the word alignment.
We build our Language Models (LMs) from the
seven English monolingual LM data provided by the
Seventh Workshop on Statistical Machine Transla-
tion (WMT 2012) translation task?. Those monolin-

“http://www.statmt.org/wmt12/translation-task html



input kumengirimkanmu bukuku

ku+ mengirimkan +mu buku +ku
analysis aku<p>_PSl+ meN+kirim<v>+kan_VSA +kamu_PS2 | buku<n>_NSD +aku<p>_PS1l
gloss I send you book I
english || I send you my book
output || ku mengirimkan mu buku ku
input buku kecilku buku-bukunya

buku kecil +ku REDP.buku +nya
analysis buku<n>_NSD kecil<a>_ASP +aku_PS1 buku<n>_NPD +dia<p>_PS3
gloss book small 1 books he/she/the
english || my small book his/her/the books
output || buku kecil ku buku-buku nya
input buku resepku kukirim

buku resep +ku ku+ kirim
analysis buku<n>_NSD resep<n>_NSP +aku_PS1 aku<p>_PS1l+ kirim<v>_VSA
gloss book recipe I I send
english || my recipe book I send
output || buku resep ku ku kirim

Figure 4: Morphlnd analysis examples for Indonesian phrases that contain cliticized word and the preprocessing output
after separating the clitic(s). The Verb Phrase’s clitics are the Subject or Object of the Verb, while the enclitic on the

Noun Phrase is a Possessive Pronoun of the Noun.

gual data are:
e Europarl Corpus
e News Commentary Corpus

e News Crawl Corpus (2007-2011)

We treat them as seven separate LMs, which cor-
respond to seven LM features in MOSES configura-
tion file. We use SRILM (Stolcke, 2002) to build the
LMs. The quality of the translation result is mea-
sured using the BLEU score metric (Papineni et al.,
2002).

5.2 unclitic system

As we have seen in Figure 2, Indonesian clitics have
a fairly simple pattern and each is aligned to a dif-
ferent individual word in English. We use a finite
state Indonesian morphological analyzer tool, Mor-
phlnd (Larasati et al., 2011) to find the correct clitics
instead of just using a simple pattern matching with
regular expression. This is to make sure that we do
not cut the word in a wrong morpheme segmenta-
tion.
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We preprocess the text by separating the cli-
tics given the Indonesian clitics schema and Mor-
phlnd correct clitics detection, to make the align-
ment model simpler. Figure 4 shows several Mor-
phlnd analysis examples. The input shows the orig-
inal words in Indonesian and the output shows the
new text after we apply the preprocessing.

The preprocessing is applied on the training, the
tuning, and the testing data. Then we build an-
other SMT system (unclitic) with the same setting as
the baseline system but using the new preprocessed
data.

6 Result and Discussion

For this study, we make three combinations of
dataset comparison (F-H, E-I-H, and F-S) to see how
is the translation quality differs by using different
datasets. Then we also observe the gain or loss
caused by the preprocessing on the Indonesian cli-
tics. The translation evaluation as a whole can be
seen in Figure 5.
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Figure 5: The baseline and unclitic SMT systems translation quality in terms of BLEU Score and their corresponding

OOV Rate (%) on different datasets (F-H-S-E-I).

6.1 Working with Smaller Training Data (F-H)

The Indonesian-English parallel data is relatively
small to begin with (£45K sentences or +1M
words). Here we try to push it even further to train
an SMT system with only half of the training data
that we have and observe the effect of applying the
preprocessing on the clitics.

In this experiment, we compare the systems that
are trained on F and H datasets, where the training
data is in the same type but differ in size. Consid-
ering the small number of the training data that H
has, having more data at this stage still helps to get
a better translation quality. Here we also see that the
smaller system gain more improvement by applying
the preprocessing.

6.2 Different Text Categories (E-I-H)

Here we compare three different systems trained on
three different smaller training data (21K-24K sen-
tences), i.e. E,I, and H datasets. Here we see that the
E dataset has a very high Out-of-Vocabulary (OOV)
rate, which makes a poor translation result, and even
the clitic preprocessing cannot help to improve the
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translation. In spite of that, the system trained on
H and I datasets gain a better translation quality by
applying the preprocessing.

6.3 Translating Spoken Indonesian (F-S)

Indonesian speakers tend to use more clitics in In-
donesian spoken language, than in a formal written
text. Here we put the focus on the spoken language
by comparing system trained on S dataset (subtitles
as the tuning and testing data) and compared it with
system trained on F dataset (the mixed types text).

The BLEU score for the baseline S is far below
the baseline F, although their training data sizes only
differ slightly (43K (F) and +42K (S) sentences).
This happens because Indonesian spoken dialogue is
more difficult to translate.

In spite of the score difference, here we see that
translating the subtitle text gains the most improve-
ment by applying the clitic preprocessing.

7 Conclusion

We showed one linguistically motivated example on
how to incorporate morphological information into



an NLP application for Indonesian. We used the
state-of-the art SMT tool, MOSES, and utilized the
information provided from an Indonesian morpho-
logical analyzer, MorphInd.

We compared five different SMT systems in three
different combinations, where we also applied a pre-
processing on the datasets. We saw that the prepro-
cessing overall improves the translation quality, ex-
cept on the E dataset (with en-to-id translated text
as the training data) where its OOV rate is too high.
The S (subtitle text) dataset benefited the most from
the preprocessing.

8 Future Work

There are still other straightforward Indonesian lan-
guage constructions that can be exploited to improve
Indonesian-English SMT system translation quality
as part of a preprocessing.

Moving a step further from morphology, incor-
porating additional syntactical information will be
an interesting approach to do. For example, since
Indonesian and English have an opposite depen-
dency for the Noun Phrase head-modifier construc-
tion, preordering Indonesian words in a Noun Phrase
before the translation takes place will be a good ap-
proach to improve the translation quality.

Having more Indonesian-English parallel sen-
tences for the training will hopefully improve the
translation quality, since currently the parallel data
is still very small. This will also increase the inter-
est to do research in this language pair.
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Abstract

The particle no in Japanese exhibits two
types of nominalization: “participant” and
“situation” nominalization. Despite several
motivations for a uniform account, only a
few attempts have been made to address
no-nominalization uniformly. In this paper,
I shall develop a unified account within the
formalism Dynamic Syntax, and show that
a number of properties of the phenomenon
follow from the analysis.

1 Introduction

The particle no in Japanese displays two types of
nominalization: “participant” nominalization (1)
and “situation” nominalization (2).

(1) [Akai nol-o Tom-ga nagu-tta.
[red NOJ-ACC Tom-NOM  hit-PAST
‘Tom hit a/the red one.’

(2) [Mary-ga kireina nol-o
[Mary-NOM  beautiful NOJ-ACC
Tom-ga shi-tteiru.

Tom-NOM know-PRES

‘Tom knows that Mary is beautiful.’

In participant nominalization, the particle no turns
a preceding clause into a nominal that denotes an
object or a person. In situation nominalization, the
particle no turns a preceding clause into a nominal
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that denotes an event or a proposition. A case of
ambiguity is presented in (3).

3) [Nai-ta  nol-o Tom-ga mi-ta.
[cry-PAST NOJ-ACC Tom-NOM see-PAST

a. ‘Tom saw someone who cried.’

b. ‘Tom saw the event of someone’s having cried.’

Participant nominalization is exemplified by (3a),
and situation nominalization by (3b).'

One issue that immediately arises is whether no
in (1, 2, 3) should be treated uniformly. In other
words, does 7o in (1, 2, 3) form a single item or are
there two nos one of which appears in (1, 3a) and
the other of which appears in (2, 3b)? Seraku (in
press) defends a uniform analysis based on several
motivations (e.g. methodological, cross-linguistic,
functional, diachronic). Despite these motivations,
a unified analysis of no has been largely untouched
(e.g. Kitagawa, 2005; Kitagawa and Ross, 1982;
Murasugi, 1991; Shibatani, 2009; Tonoike, 1990).

Against this background, the aim of the present
paper is twofold as follows. First, I shall articulate
a unified analysis of no-nominalization within the
grammar formalism Dynamic Syntax (Cann et al.,
2005; Kempson et al., 2001). Second, I shall show

! Seraku (in press) summarizes diachronic data that give
credence to the exclusion of such data as (i) from the
analysis to be developed in this paper.

(i) Tom-no
Tom-NO
‘Tom’s’

Copyright 2012 by Tohru Seraku
26th Pacific Asia Conference on Language,Information and Computation pages 153-162



that the analysis captures a range of characteristics
of the phenomenon.

2 Dynamic Syntax

Dynamic Syntax (DS) is a formalism that models
“knowledge of language”, which is conceived as a
set of constraints on language use (Cann et al.,
2005; Kempson et al, 2001). Language use consists
of production and comprehension. DS is shown to
model production (Cann et al., 2007; Purver et al.,
2006), but this paper focuses on comprehension.
DS is then said to provide a set of constraints on
how a parser builds up an interpretation gradually
as it processes a string word-by-word online.

DS models gradual growth of an interpretation
as successive updating of a semantic tree. A string
of words is directly mapped onto a semantic tree;
in this view, a separate level of syntactic structures
is not postulated. The initial state of semantic tree
growth is specified by the AXIOM, which sets out
an initial node to be subsequently developed.

AXIOM

“4)

2%, 0

?t is a requirement that this node be of type-t. That
is, DS tree growth is goal-driven, the goal being to
construct a type-t formula. This requirement must
be satisfied before tree transitions come to an end.
The pointer ¢ indicates a node under development.
Once the initial node in (4) is set out, it is gradually
updated by a combination of general, lexical, and
pragmatic actions.

For illustration, consider the string (5).
(5) Gakusee-ga  nai-ta.
student-NOM  cry-PAST
‘A/the student cried.’

The initial state (4) is updated into (6) by the parse
of gakusee-ga (= ‘student-NOM’). First, the general
action LOCAL *ADJUNCTION introduces an unfixed
node, and the lexical actions encoded in gakusee
decorate the node with semantic content and type.
This unfixed node is fixed as a subject node by the
lexical actions of the nominative case particle ga.
(“Unfixed nodes” is a central DS mechanism, but it
is not directly relevant to the present paper.)
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(6)

Parsing Gakusee-ga

7
(e, x, gakusee’(x)) : e, ¢

The content of gakusee is (€, X, gakusee’(X)), a
type-e term expressed in the Epsilon Calculus.

In the Epsilon Calculus, every quantified noun
is mapped onto a type-e term defined as a triple: an
operator, a variable, and a restrictor. Syntactically,
these type-e terms correspond to arbitrary names in
natural-deduction proofs in predicate logic. So, the
quantified noun gakusee (= ‘a student’)” is mapped
onto the epsilon term (7), a type-e term consisting
of the existential operator ¢, the variable x, and
the restrictor gakusee’ (x).

(7 (¢, x, gakusee’(x))

If the term (7) is combined with the predicate
gakusee’, as in (8), the equivalence relation holds
for (8) and the predicate-logic formula (9).

®)
€

gakusee’( € , X, gakusee’ (X))
dx.gakusee’ (x)

Semantically, the term (7) stands for an arbitrary
witness of the predicate logic formula (9).

The next item to be parsed is nai (= ‘cry’). As
Japanese is fully pro-drop (i.e. arguments do not
have to be explicitly uttered), a predicate builds up
a template for a propositional structure. In the case
of nai, it builds up an open propositional structure,
where a subject node is decorated with a place-
holding variable. Moreover, a la Davidson (1967),
it is claimed that all predicates take a type-e event
term as an argument (Gregoromichelaki, 2011). So,
the predicate nai constructs an open propositional
structure with the argument slots for a subject term
and an event term, as in (10). The subject node is
decorated with the place-holding variable V, and
the event node with the place-holding variable U.
In order to distinguish event terms from non-event
terms, the type for event terms is notated as es,
where “s” stands for a “situation”.

? Japanese lacks determiners, and the quantificational
force of a bare noun is contextually inferred (cf. §4.2).



(10)

N, 0

U:es ?(es—t)

V:e nai’ : e—>(es—t)
Notice that a subject node has already been created
in (6). Thus, the subject node in (6) and that in (10)
collapse. The content at the subject node in (10) is
the place-holding variable V, and it is weaker than
the content at the subject node in (6). Therefore,
the collapse of the two subject nodes is harmless.
At this stage, the tree (6) is updated into (11).

(11

Parsing Gakusee-ga nai

2, ¢

9

( €,s, E(S)) - Cs ?(eS_'t)

(e, x, gakusee’(x)) : e nai’ : e~ (es—t)
U is now replaced with the event term ( €, s, E(s)),
where E is an event predicate. For discussion of
event predicates, see Cann (2011).

As two daughter nodes are specified for content
and type, functional application and type-deduction
may occur. These processes are formalized as the
general action ELIMINATION. Thus, the tree (11) is
updated into (12) after ELIMINATION is run twice.

ELIMINATION

(12)
nai’( €, X, gakusee’(x))( € ,s,E(s)) : t, ¢

(e,s,E(5)):es mnai’( e, x, gakusee’(x)): es—t

(&, x, gakusee’(x)) : e nai’ : e—>(es—t)
Notice that the requirement ?t has been deleted at
the root node in (12) since the type-t formula has
appeared at this node.

Finally, the parse of the past tense suffix za adds
tense information to the tree. Tense is represented
as a restrictor within an event term (Cann, 2011),
but this issue is disregarded in this paper. Thus, for
the sake of simplicity, I take it that (12) is the final
state of the tree transitions for the string (5).
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The proposition in (12) contains two terms, and
their scope relation needs to be explicated.’ In a
fully articulated tree, a top node of a propositional
structure is decorated with a “scope statement”,
which is incrementally constructed as a string is
parsed. The detail is not pertinent; what is at stake
is that once tree transitions come to a final state, a
proposition at the root node and a complete scope
statement are subject to QUANTIFIER EVALUATION
(Q-EVALUATION). Through this process, each term
in the proposition is enriched so as to explicate the
scope dependencies in the whole proposition. For
illustration, consider the schematic formula (13).
(13) (e, xb()

Firstly, the predicates ¢ and ¥, with the term “a”
whose content is worked out below, are connected.
The type of a connective is determined by the type
of an operator; for the existential operator € , the
connective & is employed.

(14) d(a)&v(a)

Secondly, “a” is constructed so that it reflects the
predicates in the whole proposition.

(15) & @& ¥ (a)

a=(¢,x, dx)& V(X))

Now, let us return to the proposition in (12), which
is repeated here as (16).

(16)  nai’( €, x, gakusee’(x))( €, s, E(s))
Suppose that the scope statement declares that the

event term out-scopes the non-event term. In this
case, a parser first evaluates the non-event term.

(17)  Evaluating the non-event term

gakusee’(a)&nai’(a)( € , s, E(s))

a=(¢,x, gakusee’(X)&nai’(x)( €, s, E(s)))

3 In (12), different scope relations do not affect the
truth-conditional content, because only existential
quantifications are involved. But the issue is not trivial
when different types of quantifications are involved.



Next, the event term in (17) is evaluated.

(18)

Evaluating the event term
E(b)&[gakusee’(ap)&nai’(a,)(b)]

b=(¢, s, E(s)&[gakusee’(as)&nai’(as)(s)])
a, = ( €, X, gakusee’(xX)&nai’ (x)(b))
as=( €, x, gakusee’ (x)&nai’(x)(s))

The technical detail is not germane; what should be
noted is that the event term “b” and the non-event
term “a,” explicate the scope dependencies in the
whole formula. (“ay” is not a full-blown term since
the variable “s” is not bound in the term; “a,” is
just part of “b”.) The formula (18) represents the
indefinite reading of (5): ‘A student cried.’

To sum up, DS models the incremental nature
of language use; a parser progressively constructs
an interpretation in context on the basis of word-
by-word parsing. This exegesis has not mentioned
the mechanism of LINK, a core machinery of DS.
This is illustrated in the next section since it is
essential for the analysis of the particle no.

3 A Uniform Analysis

3.1 Proposal

A novel feature of DS tree transitions is a pair of
structures that are connected by a LINK relation. A
LINKed structure is an adjunct structure to a main
structure, and their relation is guaranteed by the
presence of a shared element.

Cann et al. (2005: p.285) analyze the particle no
as a LINK-inducing device.

(19)  Lexical entry of no

IF t

THEN IF ®[a]
THEN make(L™); go(L™); put(a : e)
ELSE  abort

ELSE abort

In general, every lexical item encodes a constraint
on tree growth. The IF-line specifies a condition; if
the condition is met, a parser looks at the THEN-
line; otherwise the ELSE-line. In (19), “abort” is
an action that quits tree transitions, in which case a
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string is said to be ungrammatical. “make(L)” is an
action that introduces a LINK relation, “go(L)” is
an action that moves the pointer ¢ to a LINKed
node, and “put(a : €)” is an action that decorates a
node with “a : €”. In plain English, the entry of no
amounts to the constraint (20); the corresponding
tree-update is shown in (21).

(20)  If a current node is decorated with a type-t
proposition, a parser copies a type-e term
in the evaluated proposition and pastes it at
a type-e node across a LINK relation.

21

— T
DJa]:t a:

In (21), a parser copies the type-e term “a” in the
evaluated version of the proposition @ and pastes
it at a type-e node across a LINK relation. The
LINK relation is shown by the curved arrow.

Given the entry of no in (19), my proposals are
formulated as (22).

(22)  The two types of no-nominalization can be
reduced to a parser’s choice of what type-e
term it copies in processing 7o.

a. Copying of a non-event term gives rise to
participant nominalization.

b. Copying of an event term gives rise to

situation nominalization.

3.2 Participant Nominalization

Let us start with the participant nominalization (1),
reproduced here as (23).

(23) [Akai nol-o Tom-ga nagu-tta.
[red NOJ-ACC Tom-NOM  hit-PAST
‘Tom hit a/the red one.’

The initial state is determined by the AXIOM:
(24) AxioMm

M, 0

)

The predicate akai (= ‘red’) in (23) constructs a
propositional template with subject and event slots.



The event node is decorated with ( €, s, E(s)), and
the subject node is decorated with ( ¢ , x, P(x)),
where P is an abstract restrictor (Kempson and
Kurosawa, 2009: p.65). Then, the general action
ELIMINATION is conducted twice, and the tree (24)
is updated into (25).

(25)  Parsing Akai

akai’( e ,x, P(x))(€,s,E(s)):t,¢

(e,s, E(s)):es akai’( € , X, P(X)) : es—t

(e,x,Px)):e akai’ : e—>(es—t)

Once a proposition emerges, it is subject to Q-
EVALUATION. As the proposition in (25), repeated
here as (26), involves two terms, Q-EVALUATION
is conducted twice.

(26)  akai(€,x P € ,s, E(s))

Let us suppose that the scope statement declares
that the non-event term out-scopes the event term;
in this case, the event term is evaluated first.

(27)  Evaluating the event term ( € , s, E(s))
E(a)&akai’( ¢, x, P(x))(a)
a=(¢,s, E(s)&akai’( €, X, P(x))(s))

The formula (27) still contains a type-e term. This
term is evaluated as follows:

(28)  Evaluating the non-event term ( € , X, P(x))

P(b)&[E(ay)&akai’ (b)(ay)]

b=(¢,x, PX)&[E(ay))&akai’(x)(ay)])
ap=( ¢, s, E(s)&akai’(b)(s))
a, = (¢, s, E(s)&akai’(x)(s))

The formula (28) is the final representation for the
interpretation of the pre-no clause akai.

Now, it is time to parse no; a parser copies a
type-e term and pastes it at a type-e node across a
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LINK relation. In (29), what is copied is the non-
event term “b” in the evaluated proposition.*
(29)  Parsing Akai no

L//\

akai’( e ,x,P(x))(¢e,s, E(s)):t b:e, ¢

b= (¢, X, P(x)&[E(a)&akai’(x)(ay)])
a, = (¢, s, E(s)&akai’(x)(s))

The node decorated with “b” becomes an object
node by the lexical actions of the accusative case
particle o. Then, the matrix predicate nagu (= ‘hit’)
constructs a propositional template; in (30), the
event node is decorated with ( € , t, F(t)), the
subject node is decorated with Tom’, and the object
node is decorated with “b”. (As for the object
node, the node decorated with “b” in (29) collapses
with the object node introduced by nagu.)

(30)  Parsing [Akai nol-o Tom-ga nagu
71,0
(e, F(@):es 2(es—t)
Tom’ : e 2(e—(es—t))
//\b 1e nagu’ : e—~>(e—>(es—t))

akai’( e ,x,P(x))(¢,s, E(s)):t

b= (¢, x, Px)&[E(ax)&akai’(x)(ax)])
a, = (¢, s, E(s)&akai’(x)(s))

Finally, the general action ELIMINATION is run
three times. The past tense marker #fa being set
aside, the tree (31) is the final state, and the top
node represents the indefinite reading of the string
(23): “Tom hit a red one.” (For the definite reading
of (23), see Section 4.2.)

* A parser could copy the event term “a,” but it leads to
tree transition crash, since the matrix predicate nagu (=
‘hit’) cannot take an event term as an argument. As for
“a,”, a parser cannot copy it, since it is not a full-blown
term in that the variable “x” is not bound within the

term; “a,” is part of the evaluated non-event term “b”.



ELIMINATION

(31

nagu’ (b)(Tom)( & , t, F() : t, 0
(e ,t,F®):es  nagu (b)(Tom’) : es—t
Tom’ : ¢

nagu’(b) : e—~(es—t)

b:e nagu’ : e—>(e—>(es—t))
akai’( ¢ ,x, P(X))(€,s,E(s)):t

b= (¢, x, PX)&[E(a)&akai’(x)(ax)])
ay= (¢, s, E(s)&akai’(x)(s))
3.3 Situation Nominalization

Let us move on to situation nominalization. The
example (2) is repeated here as (32).

(32) [Mary-ga kireina nol-o
[Mary-NOM  beautiful NOJ-ACC
Tom-ga shi-tteiru.

Tom-NOM know-PRES

‘Tom knows that Mary is beautiful.’

As always, the initial state of tree transitions is set
out by the AXIOM. Given the tree transitions in the
last sub-section, the parse of (32) prior to no yields
the tree (33).

(33)  Parsing Mary-ga kireina

kireina’(Mary’)( €, s, E(s)) : t, ¢

(e,s,E(s)):es kireina’(Mary’) : es—t

Mary’ : e kireina’: e—~>(es—t)
The lexical actions of kireina (= ‘beautiful’) builds
up a propositional structure with two slots. The
event slot is filled by the event term ( ¢, s, E(s)),
and the subject slot collapses with the node that
has been created by the parse of Mary-ga.

The top node in the tree (33) is decorated with
the proposition, which is re-cited here as (34). This
proposition is subject to Q-EVALUATION, and the
proposition (35) is engendered.

(34)  kireina’(Mary’)( ¢, s, E(s))
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(35)  Evaluating the event term ( € , s, E(s))

E(a)&kireina’(Mary’)(a)

a=(¢,s, E(s)&kireina’(Mary’)(s))
Next, no copies the evaluated event term “a”
and pastes it at a node across a LINK relation.’

(36)  Parsing Mary-ga kireina no

L//_\
kireina’(Mary’)( € ,s, E(s)) : t a:eg

a=(¢t,s, E(s)&kireina’(Mary’)(s))

The current node in (36) is fixed as an object
node by the accusative case particle o, and the
parse of Tom-ga creates a subject node. These two
nodes collapse with the nodes introduced by the
predicate shi (= ‘know’). After ELIMINATION is run
three times, the tree (36) is updated into (37).

(37)  Parsing [Mary-ga kireina nol-o Tom-ga
shi-tteitu

shi’(a)(Tom’)( & ,t, F(t)) : 1,
(e, t,F(D):es shi’(a)(Tom’) : es—t
Tom :e  shi’(a): e—(es—1)
a:es shi’ : es—(e—(es—1))
kireina’(Mary’)( € , s, E(s)) : t
a=(¢t,s, B(s)&kireina’(Mary’)(s))

This is a final state of the tree transitions, and the
root node represents the interpretation of the string
(32): “Tom knows that Mary is beautiful.’

> A parser could copy another type-e term: the evaluated
term for Mary. (For this purpose, Mary is mapped onto
an iota term.) In fact, copying of this term leads to Cann
et al.’s (2005) analysis of head-internal relatives.
However, the string in question cannot be so interpreted
due to the Relevancy Condition (Kuroda, 1992: p.147).



4 Consequences

4.1 No as a Dependent Item

Makino (1968: p.51) observes that no cannot stand

on its own. Compare (38) with (1)/(23).

(38) *No-o
NO-ACC

Tom-ga
Tom-NOM

nagu-tta.
hit-PAST

Makino considers only participant nominalization,
but it is also true of situation nominalization. (39)
should be compared with (2)/(32).

(39) shi-tteiru.
know-PRES

*No-o
NO-ACC

Tom-ga
Tom-NOM

These data are amenable to my analysis. The entry
of no requires that a proposition should have been
constructed before the parse of no. Formally, this
requirement is expressed in the two IF-clauses in
the entry of no in (19). In (38, 39), however, no
items precede no in the strings, and a parser cannot
build up a proposition before processing no.

4.2

Denotation of the no-headed part is indeterminate
in two respects. Firstly, as shown in (1), repeated
here as (40), it is indeterminate with regard to the
definiteness of the denotation.

Indeterminacy of Denotation

(40)  [Akai nol-o Tom-ga nagu-tta.
[red NOJ-ACC Tom-NOM  hit-PAST

‘Tom hit a/the red one.’

In Section 3.2, it was argued that the parse of Akai
no yields the epsilon term (41).

41)  (e,x, P(x)&akai’(x))

Since DS is not encapsulated in Fodor’s (1983)
sense, pragmatics comes in during DS tree growth.
For the model of pragmatics, I assume Relevance
Theory (Sperber and Wilson, 1995). Thus, if it is
inferable that the speaker has in mind a definite
entity, a parser may strengthen the epsilon operator
¢ in (41) as the iota operator U , as in (42).

(42) (v, x, P(x)&akai’(x))
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This models the definite reading of the string (40)
a la Russellian treatment of definite descriptions
(Russell, 1905).

Secondly, the content of the no-headed part is
indeterminate. So, when it is pragmatically inferred
that a speaker has in mind a specific entity, say, a
red person, the term (41) may be enriched as (43),
where hito’ is the content of hito (= ‘person’).

43) (¢,x, PxX)&[akai’(x)&hito’(x)])
These two types of indeterminacies are captured

in my analysis, since pragmatic inference interacts
with DS structure building.

4.3 Expressivity

It is well known that if the no-headed part denotes
a human in participant nominalization, derogatory
expressivity is observed (Kitagawa, 2005: p.1259).
Consider (1, 2, 3), repeated here as (44, 45, 46);
expressivity is found in participant nominalization
(44, 46a), but not in situation nominalization (45,
46b).

(44) [Akai nol-o Tom-ga nagu-tta.
[red NOJ-ACC Tom-NOM  hit-PAST
‘Tom hit a/the red one.’

(45) [Mary-ga kireina nol-o
[Mary-NOM  beautiful NOJ]-ACC
Tom-ga shi-tteiru.

Tom-NOM know-PRES
‘Tom knows that Mary is beautiful.’
(46)  [Nai-ta  nol-o Tom-ga mi-ta.

[cry-PAST NOJ-ACC Tom-NOM see-PAST
a. ‘Tom saw someone who cried.’
b. ‘Tom saw the event of someone’s having cried.

What has not been reported in the literature is that
expressivity is not always derogatory. To take (44)
as an example, if the denoted person’s face turns
red after a pint of beer and the speaker hits the
person in jest, expressivity may be “affectionate
familiarity with the denoted person”. Any adequate
account of no must model this context-dependency
of expressivity (Yuji Nishiyama, p.c.).

To account for the above data, I shall posit the
constraint that the denotation of the no-headed part
should be an object (rather than a human), the idea



being that if the no-headed part denotes a human,
expressivity emerges through pragmatic inference.’

First, in (44), given the predicate nagu (= ‘hit’),
a parser expects that akai no denotes a human, and
constructs, say, the term (47), which denotes a red
person (cf. §4.2).
47) (e, x, P(x)&[akai’(x)&hito’(x)])
That the term (47) denotes a human indicates that
the speaker treats a denoted person as if s’he were
a thing, which has a pragmatic implication that the
speaker does not treat the person respectfully. This
pragmatic inference yields derogatory expressivity.

This pragmatic analysis naturally accounts for
the context-dependence of expressivity. Consider
the context where the speaker is a good friend of
the denoted person. In this context, that the term
(47) denotes a human indicates that the speaker
frankly describes a person, which has a pragmatic
implication that the speaker shows a sign of close
friendship. In this case, the type of expressivity is
affectionate familiarity with the denoted person.
This pragmatic analysis is extendable to (46a).

It is predicted that if the no-headed part denotes
a non-human, expressivity should be absent:

tabe-ta.
eat-PAST

(48) [Akai nol-o Tom-ga
[red NOJ-AcC Tom-NOM

‘Tom ate a/the red one.’

In (48), due to the predicate tabe (= ‘eat’), the term
copied by no denotes a non-human (e.g. apple). So,
the pragmatic inference mentioned above is not
triggered, and expressivity is not engendered.

Next, how about the absence of expressivity in
(45, 46b)? In these cases, no copies an event term

% This constraint may be modeled along the lines with
Cann and Wu’s (2011) analysis of the bei construction
in Chinese. They argue that bei marks the pre-bei item
as the locus of affect; bei projects a propositional
structure where the Locus-of-Affect (LoA) predicate
takes as an internal argument the content of the pre-bei
item, and as an external argument the content of the rest
of the string. In their analysis, the LoA predicate is
underspecified for the type of affect, and thus it fits well
with the context-dependency of no-expressivity. I shall
assume that the entry of no has a constraint that if a term
to be copied does not denote an object, it projects a
structure involving the LoA predicate. This ramification
of the entry of no is not attempted in this paper.
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(cf. §3.3). Since an event is not a human, the
pragmatic inference mentioned above does not take
place, and expressivity does not emerge.

The present account has some implications for a
cross-linguistic study of nominalization. Consider
(49), the Korean counterpart of (46).

(49)  [Wu-nun kes]-ul
[cry-MOD KES]-ACC
Tom-i pwa-ss-ta.
Tom-NOM see-PAST-DECL

a. *‘Tom saw someone who cried.’
b. “Tom saw the event of someone’s having cried.

While (49b) is acceptable, (49a) is not’. Of note is
that, unlike 7o, the nominalizer kes derived from
the noun kes meaning ‘thing’, and that this lexical
meaning somehow persists in the nominalizer kes
(Horie, 2008: p.178). So, the restriction that the
denoted entity be an object is stronger in kes than
in no; this is why the reading (46a) in Japanese is
possible but the reading (49a) in Korean is not.

In closing, let me examine some previous works
that are relevant to the present discussion. Firstly,
McGloin (1985) also suggests, albeit very briefly,
a pragmatic analysis of expressivity. However, in
her analysis, neither situation nominalization nor
the context-dependency of expressivity is treated.

Second, from the perspective of the Principles-
and-Parameters Theory, Kitagawa (2005) suggests
that expressivity emerges only if the external-head
pro has an indefinite referent. However, suppose
that (50) is uttered with a pointing gesture; further,
the demonstrative sono (= ‘that’) is used in order to
ensure that the small pro has a definite referent.

(50) Sono [akai nol-o
that [red NOJ]-ACC
Tom-ga nagu-tta.
Tom-NOM hit-PAST

‘Tom hit that red one.’

In (50), expressivity is still observed, contrary to
what Kitagawa (2005) would predict. My analysis

7 The degraded status of (49a) does not mean that kes
lacks participant nominalization. In fact, if wu-nun in
(49) is replaced with kkayeci-nun (= break-MOD), the
string exhibits the participant-nominalization reading:
‘Tom saw something (e.g. machine) that was being
broken.’



postulates neither a null element nor an external-
head position; the presence of expressivity in (50)
is expected as a result of pragmatic inference.

4.4 Nature of Denotation

In Kamio (1983) and McGloin (1985), it is stated
that no in participant nominalization cannot refer
to abstract entities. Consider the contrast between
(51) and (52) (Kamio, 1983: p.82).

(51)  [[katai shinnen]-o motta] hito
[[solid belief]-AccC have] person
‘a person who has a solid belief’

(52) *[[katai nol-o motta] hito

[[solid NOJ-AcCC have] person
Int. ‘a person who has a solid belief’

The string (52) is acceptable if the no-headed part
is meant to denote some non-abstract entity, such
as a stone.

It seems, however, that the above generalization
is suspicious. In (52), the use of the predicate katai
(= ‘solid’) is metaphorical; it drives the interpreter
to look for a physical object to which the predicate
katai normally applies (e.g. stone). This is why it is
hard to get the intended interpretation in (52). If a
predicate that is congruous with an abstract object
is used, such as settokutekina (= ‘convincing’), the
no-headed part may denote an abstract entity:

(53) [gakkai-de [settokutekina nol-o
[conference-at [convincing  NOJ]-ACC
teijishita] hito
presented] person

‘a person who presented a convincing
one (e.g. argument) at a conference’

Given my unitary analysis of no, it is expected
that if the no-headed part may denote an abstract
entity in participant nominalization, it should also
hold of situation nominalization. This expectation
is confirmed. First, consider (54).

(54) Tom-wa [[ni tasu  nil-ga
Tom-TOP [[2 plus  2]-NOM
yon  dearu nol-o shitteiru
4 COPULA NOJ]-ACC  know

‘Tom knows that 2 plus 2 equals 4.’
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In this example, the no-headed part denotes the
abstract proposition that 2 plus 2 equals 4. Second,
as pointed out by an anonymous reviewer, modal
statements, which seem to denote propositions, can
be nominalized by ro. This is illustrated in (55).

(55) [Mary-ga kuru kamoshirenai
[Mary-NOM  come might
nol-o omoidashita.
NOJ-ACC remembered

‘I remembered that Mary might come.’

But there is some indication that no in situation
nominalization tends to denote a perceptible event.
Kuno (1973: p.222) notes that in (56), if no is used,
it denotes Tom’s death as a tangible event, whereas
if the situation nominalizer kofo is employed, it
denotes Tom’s death as a less tangible event. (See
also Watanabe (2008).)

(56) shinda nolkotol-wa
died NO/KOTO]-TOP

[John-ga
[John-NOM
tashika desu.
certain COPULA

‘It is certain that John has died.’

I contend that this difference between no and koto
reflects the origins of these two items. As noted in
Horie (2008: p.174), there are no confirmed lexical
origins for no, but koto is a diachronically bleached
development of the noun kofo, meaning ‘matter’ or
‘event’. It may then be assumed that kofo retains
the property of denoting an event as a matter, and
that this lexical residue is encoded as a constraint
in the nominalizer kofo (but not in the nominalizer
no). Then, the difference in (56) can be analyzed as
the difference in the encoded constraints of koto
and no. But this reasoning raises another proble