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Complex Predicates in Telugu: A computational perspective
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EFL University, India
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ABSTRACT

Complex predicates raise the question of how to encode them in computational lexicons. Their
computational implementation in South Asian languages is in its infancy. This paper examines
in detail the variety of complex predicates in Telugu revealing the syntactic process of their
composition and the constraints on their formation. The framework used is First Phase Syntax
(Ramchand 2008). In this lexical semantic approach that ties together the constraints on the
meaning and the argument structure of complex predicates, each verb breaks down into 3
sub-event heads which determine the nature of the verb. Complex predicates are formed by one
verb subsuming the sub-event heads of another verb, and this is constrained in principled ways.
The data analysed and the constraints developed in the paper are of use to linguists working
on computational solutions for Telugu and other languages, for design and development of
predicate structure functions in linguistic processors.

KEYWORDS: Complex Predicates, Dravidian, First Phase Syntax, Argument Structure, Telugu.
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1 Introduction

Complex predicates are predicates that are multi-headed; they are composed of more than
one grammatical element (either morphemes or words), each of which contributes part of the
information ordinarily associated with a head (Alsina et al. 1997). They exhibit word-like
properties in terms of argument structure composition and in sometimes having lexicalised
meanings (Lapointe 1980). They exhibit phrase-like properties in allowing certain syntactic
operations, such as movement, to manipulate their internal structure (Bresnan and Mchombo
1995). While complex predicates have two or more heads, these heads function as a single
predicate in a monoclausal configuration. Computationally, we need a mapping procedure in
order to account for the full set of predicate meanings that can be associated with monoclausal
structures, which derives both ‘word-like’ meanings, and ‘phrase-like’ meanings (Mohanan
2007).

2 Theoretical Framework: A super quick guide to First Phase Syntax

In First Phase Syntax (Ramchand 2008) terms, the verbal domain decomposes into 3 distinct
heads or subevent projections: init[iation]B proc[ess]P and res[ult]P Each subevent head enters
in a predicational relation with its specifier position. InitP introduces the causation event and
licenses the external argument — the Initiator. ProcP specifies the process or the nature of the
change and licenses the internal argument — the Undergoer. ResP introduces the result state
and licenses the holder of the result state — the Resultee. Depending on which subevent heads
a verb lexicalizes, it belongs to a particular verb class — <init, proc, res>, <proc,res>, etc.
Activities are <init, proc>. Achievements are <init, proc, res>. Unergatives have co-indexed
<init, proc>. Unaccusatives lack <init>. The DP argument can occupy two or more specifier
positions. For example, Initiator-Undergoer in John ran, Undergoer-Resultee in The vase broke,
and Initiator-Undergoer-Resultee in John arrived. Composite thematic roles are encoded in
the lexical entry of the verb — the verb determines whether a DP will raise from one specifier
to another or not. An event head can have verbal or non-verbal material (DB AB PP etc.)
occupying its complement position — Rheme. Rhemes are not subjects of events but part of the
description of the predicate. A DP in the rheme position builds one joint predication with the
verb. A DP in the specifier position of a subevent head is a verbal argument.

3 Verbal Complex Predicates in Telugu

There are 3 aspectual/completive light verbs in Telugu, shown in (1).

(1) poo ‘go’ veyyi ‘throw’ paDa.veyyi ‘throw down’
Sita paD.i.pooindi Sita pustakam cadi.veesindi Sita pustakam cadiv.i.paDesindi
Sita fall.perf.went Sita book read.perf.throw Sita book read.perf.throwdown
‘Sita fell (fully)’ ‘Sita read the book (fully)’ ‘Sita read the book (totally)’

Complex predicates like these have been analyzed in First Phase Syntax terms as underassocia-
tion of the main or heavy verb features under the light verb. This is shown for the Telugu data
that is given above in (2). The light verb bears tense and agreement. The heavy verb appears
as a perfective/conjunctive participle with the marker -i. The light verb has a very abstract
semantics. The semantic content of the complex predicate comes from the heavy verb. The
subevent feature specification of the light verb is the same as the subevent specification of that
verb when it is used as a heavy verb (Butt’s Generalization; see Butt 1997, 2003). The heavy
verb lexicalizes or occupies the rheme position. Together they form one joint predication.
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Of the 3 aspectuals in Telugu, poo is an unaccusative verb (<init>-less in First Phase terms)
and selects for other unaccussative verbs. The other two have an <init> head and select for
verbs with <init>. The <init>-less light verb cannot select <init> verbs and the <init> light
verb cannot select <init>-less verbs as shown in (3). This further strengthens the selectional
restrictions of light verbs that Ramchand (2008) identifies from Bangla data.

(3) poo + <init>
*Sita cadives.i.poindi
Sita read.perf.went
Intended: ‘Sita read’

rocP

Siifa

sP proc
/>\
pustaka

RHEME  res
1) I
[init, proc]

veyyi + <init>less

*Sita USA vell.i.veesindi
Sita USA go.perf.threw
Intended: ‘Sita went to USA
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paDa.veyyi + <init>less
*Sita USA vell.i.paDeesindi
Sita USA go.perf.throwdown
Intended: ‘Sita went to USA
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The constraints on underassociation that Ramchand (2008) derives from analyzing complex
predicates in Bangla and Hindi are the following: 1) Underassociation of category features of
any ‘main verb’ is possible, constrained by Agree. 2) Agreeing categorial features must unify
their conceptual content. This means that if the heavy verb is specified for [init] but the light
verb is not, the structure will not converge.

Among the 3 aspectual light verbs, paDa.veyyi is a complex light verb and involves ‘double’
complex predication of two verbs paDu and veyyi as shown in (4).
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The causative suffix in Telugu is -inc or -imp as shown in (5)a. An unaccusative verb can be tran-
sitivized using the causative as shown in (5)b. It can causativize further with underassociation
as shown in (5)c.
initP initP
(5) a. b. c.

neenu

initP proch ™ P N init

o />\ . .
=inc pulla
. ros P”’(>\ res[ .

But the causative cannot co-occur with an unaccusative (<init>less) light verb, as shown in
(6). This is because the [init] feature of -inc cannot underassociate with the <init>less light
verb, whereas it can underassociate with <init> light verbs, as predicted by the constraints on
underassociation.

*karig-inci-poo vs. karig-inci-veyyi *karig-inci-poo vs. karig-inci-veyyi
6) *karig-inci-p karig yyi karig-inci-p karig VY
[init] [init]-[init]
initP
initP
procP
neefhu /‘>\ proc
init 4
r proc />\
prac -poc proc
i
/>\ [/ RHEME re ice
karig-inc RH
[iniﬂ karig-inc :

The benefactive light verb in Telugu is peTTu ‘put’. In most languages it is ‘give’. It is an
applicative light verb. It always increase the valency, as shown in (7).

(7) Sita pustakam akkaDa peTTindi Sita Raviki cadiv.i.peTTindi
Sita book there put Sita Ravi read.PEREput
‘Sita put the book there’ ‘Sita read for Ravi (out loud or for his sake)’

The permissive light verb in Telugu is an + ivvu — aN is the infinitival marker, ivvu is ‘give’. It is
also an applicative light verb. But it doesn’t increase the valency, as shown in (8).

(8) Sita pustakam Raviki iccindi Sita Ravini cadav.an.iccindi
Sita book Ravi give Sita Ravi read.inf.give
‘Sita gave the book to Ravi’ ‘Sita let Ravi read’

In summary, there are three aspectuals in Telugu — one of these light verbs is itself complex.
There are three Transitivizers — light verbs with direct lexicalization. They provide inceptual
meaning. Non-aspectuals compose differently from aspectuals. There are other interesting
beasts in the Telugu light verb jungle. Causativization with light verbs differs syntactically and
semantically from that with the causative morpheme. Unlike the aspectual light verbs, the
applicative light verbs can combine with <init> and <init>less verbs.



4 Nominal Complex Predicates in Telugu

In nominal complex predication, the light verb lexicalizes the subevent heads and provides
the argument structure skeleton (Pantcheva 2007 et seq.). The light verb has a very abstract
semantics. The semantic content of the complex predicate comes from the preverb (Lazard
1957). The preverb lexicalizes the rheme. Together they form one joint predication. This is

shown in (9).
initP

© procP V°£‘>\
/}\ préep init
koTTu
re. proc />\
paDu red ™\ proec
neeriu '“
RMEME™ res

ReEME res
k T

As the light verb lexicalizes the verbal heads, the argument structure depends entirely on the
categorial specification of the light verb. Karimi-Doostan (1997) divides Persian light verbs
into two classes: initiatory and transition light verbs. Telugu light verbs also fall into these
two groups as shown in (10). In First Phase Syntax terms, initiatory light verbs have <init>
specification, transitory light verbs do not have an <init> subevent head.

(10) <init> light verbs <init>less light verbs
ceyyi ‘make’  ivvu ‘give’ paDu ‘fall’ avvu ‘happen’
peTTu ‘put’ tiyyi ‘remove’ kalugu ‘arose’ tegu ‘break’
koTTu ‘hit’ aaDu ‘play’ poo ‘g0’ digu ‘go down’
veyyi ‘throw’  cuupincu ‘show’ ekku ‘go up’ maaru ‘change’

When the <init> light verbs compose with a nominal element, they have an initiatory meaning
with an external argument. When the <init>less light verbs combine with a nominal element,
they have an experiential meaning only. This is shown in (11) and (12).

(11) paDu koTTu
neenu booltaa paDDaanu neenu booltaa koTTeenu
I flip fell I flip hit
41 flipped’ ‘1 did a cartwheel’
initP

procP />\
% précP init
re proc />\ keTTe
nec% o re: proc
R res koTTL

neeriv
RWEME res

(12) <init>less = experiential
baya paDu ‘get scared’
pedda avvu ‘grow up’
muuta paDu ‘closed down’

<init> = initiatory

baya peTTu ‘scare someone’

pedda ceyyi ‘bring up’

muuta veyyi ‘close something down’



Loan words productively enter into nominal complex predicate formation. The loan words are
overwhelmingly verbs in the language they are borrowed from. But in the nominal complex
predicates they enter as rhemes. This is shown in (13).

(13) Loanwords with <init> light verbs Loanwords with <init>less
ceyyi ‘make’, koTTu ‘hit’, ivwu ‘give’ light verb avvu ‘happen’
print/phone/call/defeat/post/apply  surprise/shock/excite/
hurt/help/type/madad/ready/brush  defeat/begin/irritate/

In sum, in nominal complex predicates in Telugu, the verb determines the argument structure.
The lexical-encyclopaedic information is smeared from the nominal element onto this skeleton.
<init>less to <init> change in light verb changes meaning from undergoer to initiator. The
nominal complex predicate behaves syntactically like the light verb that constitutes it.

Nominal predicates enter into constructions only with corresponding verbal predicates. This is
shown in (14). The nominal complex predicate behaves syntactically like the light verb that
constitutes it. A mismatch is not allowed in terms of sub-event heads. This is shown in (15).

(14) poo ‘go’ veyyi ‘throw’ paDa.veyyi ‘throw down’
Sita bay.paD.i.poindi  Sita guraka.peTT.i.veesindi Sita sutti.koTT.i.paDeesindi
Sita fear.fell.perf.went Sita snore.put.perf.threw Sita hammer.hit.perf.fall.threw
‘Sita got afraid’ ‘Sita snored away’ ‘Sita talked boringly’

(15) <init>less NomCPr + <init> verb  <init> NomCPr + <init>less verb

*Siita baya.paD.i.veesindi *Siita sutti.koTT.i.pooindi
Sita fear.fell.perf.threw Sita hammerhit.perf.went
Intended: ‘Sita got afraid’ Intended: ‘Sita talked boringly’

A comparison of nominal and verbal complex predicate formation in Telugu is given in (16).

(16) Nominal Complex Predication Verbal Complex Predication
a. No underassociation a. Underassociation
b. No inceptual meanings b. Inceptual meanings
c. Less compositional meaning c. More compositional meaning
(partly from N, partly from V) (‘skeletal’ light verb)
d. Nominal is without any wrapping. d. Heavy V has perfective wrapping

Conclusion and perspectives

This detailed analysis of complex predicates of all types, verbal and nominal, in Telugu, shows
that underlying their superficial differences and display of variety, they can be fruitfully analyzed
in a lexical decompositional approach like First Phase Syntax in a unified manner, which along
the way reveals the syntactic process of their composition and the constraints on their formation.
This is of interest to computational linguists working on languages that heavily employ complex
predicates in designing and developing solutions for predicate and argument structure and
function in linguistic processors. The data presented here is an initial exploration of the
approach towards a lexical semantic implementation of complex predicates together with the
constraints on the composition of their argument structure and meaning.
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ABSTRACT

Heloise is a reengineering of the specialised laggs for linguistic programming (SLLPs) of
Ariane-G5 running both Linux and Windows. Heloisaekes the core of Ariane-G5 available tc
anyone willing to develop “expert” (i.e. relying dmguistic expertise) operational machine
translation (MT) systems in that framework, usedhvwsuccess since the 80’s to build man
prototypes and a few systems of the “multilevehsfar” and “interlingua” architecture. This
initiative is part of the movement to reduce thgitdl divide by providing easily understandable
tools that allow the development of lingware foofdg-resourced languages-languages). This

demo article presents Heloise and provides sonmnmtion about ongoing development using

it.

KEYWORDS machine translation, specialised languages fauistic programming, SLLP, MT
lingware, online lingware building, collaborativimgware building, Ariane-G5, Heloisender-
resourced languages

TITRE ET RESUME EN FRANGAIS

Héloise — Un environnement compatible Ariane-G5 pau
développer des systemes de TA experte

Héloise est une réingénierie des langages sp&sdliSPL) d'Ariane-G5 tournant sous Linux et
Windows. Héloise rend le coeur d'Ariane-G5 accessibltoute personne désirant réaliser pe
elle-méme des systemes de traduction automatigie €Xperts (S'appuyant sur une expertise
linguistique) opérationnels dans cet environnenguita été utilisé avec succeés depuis les anné
80 pour construire de nombreux prototypes et qeslcgystemes adoptant une architecture (
“transfert multiniveau” et d"“interlingua”. Cetteédharche s’inscrit dans le mouvement visar
réduire la fracture numérique par la mise a disjpwsid'outils facilement appropriables, et
permettant de développer des linguiciels pour degues peu dotées (langugs-Cet article
démo présente Héloise et fournit quelques infoonatisur les développements actuels réalisi
avec Héloise.

MOTS-CLES EN FRANGAIS: traduction automatique, langages spécialisés @oprdgrammation
linguistique, LSPL, linguiciels de TA, constructiem ligne de linguiciels, Ariane-G5, Héloise,
langues peu dotées.

Proceedings of COLING 2012: Demonstration Papers, pages 9-16,
COLING 2012, Mumbai, December 2012.
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1 Introduction

Ariane-G5 is a generator of machine translatioriesys developed and improved by the GET/
group during the years 1970 and 1980. This frameworkpiie the numerous publications anc
cooperative projects that made it widely known, a@ma of difficult access because of the
“mainframe” environment under which it runs (zVM/@Wbon z390). Ariane-G5 can be accesse
either natively through a 3270 terminal emulatousing CASH, a portable “meta-environment”
(written in Revolution) which contains the sourciged (lingware, corpus), and which
communicates with Ariane-G5 that performs all theatments (compilations and executions o
“translation chains”).

Heloise is a reengineering of compilers and “ergjired Ariane-G5’s Specialized Languages for
Linguistic Programming (SLLPs), running both Linamd Windows. The aim of its author when
he developed this new version of Ariane-G5 SLLPas t0 make this system available to anyon
wishing to design his own operational expert MTtegs(i.e. an MT system relying on linguistic
expertise, as opposed to systems based on stdtigtimperties of languages). This approach i
part of the movement aiming at reducing the digiialde through the provision of tools, usable
by non-specialists, and enabling them to develep thwn language services.

This demo article aims at presenting Heloise armavides some information about ongoing
development using it.

2 Ariane-G5

2.1 General principles

Ariane-G5 is a generator of machine translatiortesys. It uses an expert approach (including
description of the languages handled) and the g&stbrsystems are generally based on
multilevel transfer linguistic architecture, and vdlmped using a heuristic programming
approach. It has also been used for “abstract’pamgroaches (IF semantico-pragmatic formula
for speech MT in the CSTAR and Nespole! project&d985-2003, and UNL linguistic-semantic
graphs since 1997).

Ariane-G5 relies on five Specialized LanguagesLioguistic Programming (SLLPs) operating
on decorated trees. The specificity of an SLLP hat tit offers high-level data structures
(decorated trees or graphs, grammars, dictionaaies)high-level control structures (1-ary or N-
ary non-determinism, pattern-matching in treesydee iteration).

A minimal translation system produced by Arianei8&8udes 6 phases (MA, SA, LT, ST, SG,
MG), grouped two by two into 3 steps:

* Morphological Analysis and Structural Analysis (bs#&s step),
e Lexical Transfer and Structural Transfer (transtep),
» Structural Generation and Morphological Generafgemeration step).
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TRANSFER
dictionary grammar
lexical Tree struchural
Tree fransfer transfer Tree
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" structural structural ]
b —= analysis generation |+ =
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> Tree Tree =
= | grammar grammar X
- dictionary dictionary
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= e analysis le—oo generation | «— ~
< (ATEF) (SYGMOR) oo
| I =
| ]
Chain Chain

FIGURE 1 — Ariane: analysis, transfer et generation.

2.2 Lingware available to L-developers

The following lingware source is available underBScensé since September 2010. This
code greatly facilitates the implementation of reystemd These lingware modules include:

« Large-scale prototype systems
0 Russian-French: RU5-FR5
o French-English: BV-aéro/FE
o English-French: B'VITAL
* Mockup systems
o English-French teaching mockup: BEX-FEX
French-English teaching mockup: FEX-BEX
French-English (DGT, Telecommunications)
Portuguese-English
French-Russian (LIDIA)
French-German (LIDIA)
French-English (LIDIA)
UNL-Chinese: WNL-HN3
UNL-French: UNL-FR5

O 0O O0OO0OO0OO0OO0O0

2 See http://en.wikipedia.org/wiki/BSD_licenses.
3 These lingware modules will soon be available for download.

11



French-UNL : FR6-UNL
English-Malay: ANG-MAL
English-Thai: IN4-TH4
English-(Chinese, Japanese, Arabic)
Chinese-(English, French, German, Russian, Japgnese
German-French
« Steps or groups of isolated phases
0 Analysis of Portuguese: AMPOR+ASPOR
0 Analyses of German: AMALX...
0 Analysis of Japanese (Annick Laurent’s PhD thesis)

O O0Oo0Oo0Oo0oOo

3 Heloise, screenshots and comments

Couple of languages

ARITANE tr:

Platform designed for Marathi

tions (Praj)

English-Marathi (ENG-MAR)  ~ s e o \
lish (Heloise SLLPs compilers)

[ Preprocess the source text
tin son a
B Postprocess the target teat

The computer i= on che table.

Origin of the ENG-MAR ngware
= o= == o=
AM

anslation in target languag

AS1
[Source) [Compie ]

Translation
area

Development
area

. _ - __

r________________ﬂ

FIGURE 2 — Lingware development environment of Heloise

Heloise is an on-line tool available from any brewsThe lingware developer (L-developer) is
offered three areas as shown in figure 2:

« A “Selection” area in which he can select the aurgair of languages,
« A “Development” area from which he controls the giling and testing process,
« A “Translation” area in which he can make his tiatisn trials.
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Couple of languages AI‘.'I

English-Marathi (ENG-MAR) v

Indian [Tran::es ] [Tree ]
[#]1 Marathi-English (MAR-ENG)

=k Eurepean

[ Source ] [ Compile ]

COrnign of the BMGG-R AR ngware

FIGURE 3 — Selection area FIGURE4 — Development area

The “Development” area provides four commands éoltideveloper for each phase:

« The “Source” button, to get access and to managérthware files,

« The “Compile” button, to compile the lingware oéthhase,

« The “Traces” button, to see the logs of a transfatiial for the phase,

« The “Tree” button, to display the output tree dfanslation for the phase.

Tree geometry

N ‘ ‘9:"'GN ‘ ‘ 12 ‘
! b
SLE ‘ G:CHAT-N | ‘ SVOIR-V | | 10LE | l 11 SOURIS-N
§VOIT
o UL : VOIRW
o CAT:V
o F§. 00V

o LOCKI .1
o LOCKZ 1
Mode decoration ——— ety
o ARGNES -1
o MODE: IND
o NB:ZINC
o PERS 3
© SEMI . COMCRET
o SEMZ CONCRET

FIGURE5 —Geometry and node decorations of an output tree
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Source files of the Praj directory
File name Heloise == Local Local == Heloise
FILASENG. FMATA. tit [ Download ] [ Choisissez un fichier ] Aucun fichier choisi | Upload
FILASENG. GRAMI txt [ Download ] [ Choisissez un fichier ] Aucun fichier choisi | Upload
FILASENG. VARBG. txt [ Download ] [ Choisissez un fichier ] Aucun fichier choisi | Upload

FIGURE 6 — From this table, the L-developer downloads @pidads his lingware source files
Conclusion
L-development works are currently undertaken faresal pairs of languages, including:

« Several -languages (under-resourced languages) such asrkKbhateand Marathi,
« European languages, such as English, French andaBer

The quality reached for the MT systems is the dot@ioed with Ariane-G5’s methodology and
tools, but without the size limitations of ArianésG-50 pages input text, 64Knodes trees...).
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ABSTRACT

This paper contains the detailed approach of automatic extraction of Keyphrases from scientific
articles (i.e. research paper) using supervised tool like Conditional Random Fields (CRF).
Keyphrase is a word or set of words that describe the close relationship of content and context in
the document. Keyphrases are sometimes topics of the document that represent the key ideas of
the document. Automatic Keyphrase extraction is a very important module for the automatic
systems like query or topic independent summarization, question-answering (QA), information
retrieval (IR), document classification etc. The system was developed for the Task 5 of SemEval-
2. The system is trained using 144 scientific articles and tested on 100 scientific articles.
Different combinations of features have been used. With combined keywords i.e. both author-
assigned and reader-assigned keyword sets as answers, the system shows a precision of 32.34%,
recall of 33.09% and F-measure of 32.71% with top 15 candidates.

KEYWORDS : Keyphrase Extraction, Topic Extraction, Information Extraction, Summarization,
Question Answering (QA), Document Classification.

Proceedings of COLING 2012: Demonstration Papers, pages 17-24,
COLING 2012, Mumbai, December 2012.
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1 Introduction

Keyphrase is a word or set of words that describe the close relationship of content and context in
the document. Keyphrases are sometimes simple nouns or noun phrases (NPs) that represent the
key ideas of the document i.e. topic. Keyphrases can serve as a representative summary of the
document and also serve as high quality index terms (Kim and Kan, 2009). Keyphrases can be
used in various natural language processing (NLP) applications such as summarization (Bhaskar
et al., 2012a, 2012b, 2010a, 2010b), information retrieval (IR) (Bhaskar et al., 2010c), question
answering (QA) (Bhaskar et al., 2012¢, 2012d; Pakray et al., 2011), document classification etc.
Specially for the query or topic independent summarization system, it’s a must needed module.
Keyphrase extraction also plays an important role in Search engines.

Works on identification of keyphrase using noun phrase are reported in (Barker and Cor-
rnacchia, 2000). Noun phrases are extracted from a text using a base noun phrase skimmer and an
off-the-shelf online dictionary.

Keyphrase Extraction Algorithm (KEA) was proposed in order to automatically extract
keyphrase (Witten et al., 1999). The supervised learning methodologies have also been reported
(Frank et al, 1999).

Some works have been done for automatic keywords extraction using CRF technique. A
comparative study on the performance of the six keyword extraction models, i.e., CRF, SVM,
MLR, Logit, BaseLinel and BaseLine2 has been reported in (Chengzhi et al., 2008). The study
shows that CRF based system outperforms SVM based system.

The CRF based Keyphrase extraction system is presented in Section 3. The system evaluation
and error analysis are reported in Section 4 and the conclusion is drawn in the next section.

2 Preparing the System

2.1 Features Identification for the System
Selection of features is important in CRF. Features used in the system are,

F = {Dependency, POS tag(s), Chunk, NE, TF range, Title, Abstract, Body, Reference, Stem
ofward, I/Vi-m) EXX3) VVE—IJ I'Vi, "VHI’.“ ) I/Vi-n }

The features are detailed as follows:

i) Dependency parsing: Some of the keyphrases are multiword. So relationship of verb with
subject or object is to be identified through dependency parsing and thus used as a feature.

ii) POS feature: The Part of Speech (POS) tags of the preceding word, the current word and the
following word are used as a feature in order to know the POS combination of a keyphrase.

iii) Chunking: Chunking is done to mark the Noun phrases and the Verb phrases since much of
the keyphrases are noun phrases.

iv) Named Entity (NE): The Named Entity (NE) tag of the preceding word, the current word
and the following word are used as a feature in order to know the named entity combination of a
keyphrase.

18



v) Term frequency (TF) range: The maximum value of the term frequency (max_TF) is divided
into five equal sizes (size_of range) and each of the term frequency values is mapped to the
appropriate range (0 to 4). The term frequency range value is used as a feature. i.e.

. max_TF
size_of_range= ’

Thus, Table 1 shows the range representation. This is done to have uniformed values for the term
frequency feature instead of random and scattered values.

Class Range
0 to size_of range 0
size_of range + I to 2*size_of range 1
2*size_of range + 1 to 3*size_of range 2
3*size_of range + 1 to 4*size_of range 3
4*size_of range + 1 to 5*size_of range 4

TABLE 1 — Term frequency (TF) range

vi) Word in Title: Every word is marked with T if found in the title else O to mark other. The
title word feature is useful because the words in title have a high chance to be a keyphrase.

vii) Word in Abstract: Every word is marked with A if found in the abstracts else O to mark
other. The abstract word feature is useful because the words in abstracts have a high chance to be
a keyphrase.

viii) Word in Body: Every word is marked with B if found in the body of the text else O to mark
other. It is a useful feature because words present in the body of the text are distinguished from
other words in the document.

ix) Word in Reference: Every word is marked with R if found in the references else O to mark
other. The reference word feature is useful because the words in references have a high chance to
be a keyphrase.

x) Stemming: The Porter Stemmer algorithm is used to stem every word and the output stem for
each word is used as a feature. This is because words in keyphrases can appear in different
inflected forms.

xi) Context word feature: The preceding and the following word of the current word are
considered as context feature since keyphrases can be a group of words.

2.2 Corpus Preparation

Automatic identification of keyphrases is our main task. In order to perform this task the data
provided by the SEMEVAL-2 Task Id #5 is being used both for training and testing. In total 144
scientific articles or papers are provided for training and another 100 documents have been
marked for testing. All the files are cleaned by placing spaces before and after every punctuation
mark and removing the citations in the text. The author names appearing after the paper title was
removed. In the reference section, only the paper or book title was kept and all other details were
deleted.
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3 CREF based Keyphrase Extraction System

3.1 Extraction of Positional Feature

One algorithm has been defined to extract the title from a document. Another algorithm has been

defined

to extract the positional feature of a word, i.e., whether the word is present in title,

abstracts, body or in references.

Algorithm 1: Algorithm to extract the title.

Step 1:

Step 2:
Step 3:
Step 4:
Step 5:

Read the line one by one from the beginning of the article until a '.'(dot) or '@' found in
the line. (".'(dot) occurs in author’s name and '@' occurs in author’s mail id).

If " found first in a line then each line before it is extracted as Title and returned.
If '@’ found first in a line then extract all the line before it.
Check the extracted line one by one from beginning.

Take a line; extract all the words of that line. Check whether all the words are not
repeated in the article (excluding the references) or not. If not then stop and extract all
the previous lines as Title and return.

Algorithm 2: Algorithm to extract the Positional Features.

Step 1:
Step 2:
Step 3:
Step 4:

Step 5:

Step 6:

Step 7:

Take each word from the article.
Stem all the words.
Check the position of the occurrence of the words.

If the word occurs in the extracted title (using algorithm 1) of the article then mark it as
'T' else ‘O’ in title feature column.

If the word occurs in between the word ABSTRACT and INTRODUCTION then mark
itas 'A' else ‘O’ in abstracts feature column.

If the word occurs in between the word INTRODUCTION and REFERENCES then
mark it as 'B' else ‘O’ in body feature column.

If the word occurs after the word REFERENCES then mark it as R' else ‘O’ in
references feature column.

3.2  Generating Feature File for CRF

The features used in the keyphrase extraction system are identified in the following ways.

Step 1:

Step 2:

Step 3:

The dependency parsing is done by the Stanford Parser'. The output of the parser is
modified by making the word and the associated tags for every word appearing in a line.

The same output is used for chunking and for every word it identifies whether the word
is a part of a noun phrase or a verb phrase.

The Stanford POS Tagger? is used for POS tagging of the documents.

1 http://nlp.stanford.edu/software/lex-parser.shtml
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Step 4: The term frequency (7F) range is identified as defined before.

Step 5: Using the algorithms described in Section 3.1 every word is marked as 7 or O for the
title word feature, marked as 4 or O for the abstract word feature, marked as B or O for
the body word feature and marked as R or O for the reference word feature.

Step 6: The Porter Stemming Algorithm® is used to identify the stem of every word that is used
as another feature.

Step 7: In the training data with the combined keyphrases, the words that begin a keyphrase are
marked with B-KP and words that are present intermediate in a keyphrase are marked as
I-KP. All other words are marked as O. But for test data only O is marked in this
column.

3.3 Training the CRF and Running Test Files

A template file is created in order to train the system using the feature file generated from the
tanning set following the above procedure described in the Section 3.2. After training the C++
based CRF++ 0.53 package® which is readily available as open source for segmenting or labeling
sequential data, a model file is produced. The model file is required to run the test files.

The feature file is again created from the test set using the above steps as outlined in Section 3.2
except the step 7. For test set the last feature column i.e. Keyphrase column, is marked with ‘O’.
This feature file is used with the C++ based CRF++ 0.53 package. After running the Test files
into the system, the system produce the output file with the keyphrases marked with B-KP and I-
KP. All the Keyphrases are extracted from the output file and stemmed using Porter Stemmer.

4  Evaluation and Error Analysis

The evaluation results of the CRF based keyphrase extraction system are shown in Table 3,
where P, R and F' mean micro-averaged precision, recall and F-scores. In second column, R
denotes the use of the reader-assigned keyword set as gold-standard data and C denotes the use of
combined keywords i.e. both author-assigned and reader-assigned keyword sets as answers.
There are three sets of score. First set of score i.e. Top 5 candidates, is obtained by evaluating
only top 5 keyphrases from evaluated data. Similarly Top 10 candidates set is obtained by
evaluating top 10 keyphrases and Top 15 Candidates set result is obtained by evaluating all 15
keyphrases.

Team |By Top 5 Candidates Top 10 candidates Top 15 candidates
P R F P R F P R F
R [36.33%| 15.09% |21.33%|27.41%|22.76% | 24.87% | 22.54% | 28.08% | 25.01%

C 152.08% | 17.77% | 26.49% | 39.69% | 27.07% | 32.18% | 32.34% | 33.09% [32.71%

JU CSE

TABLE 3 — Result for JU_CSE system with CRF

2 http://nlp.stanford.edu/software /tagger.shtml
3 http://tartarus.org/~martin/PorterStemmer/
+ http://crfpp.sourceforge.net/
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The scores for the top 5 candidates and top 10 candidates of keyphrases extracted show a better
precision score since the keyphrases are generally concentrated in the title and abstracts. The
recall shows a contrast improvement from 17.77% to 33.09% as the number of candidate
increases since the coverage of the text increases. The F-score is 32.71% when top 15 candidates
are considered which is 17.61% i.e. 2.17 times better from the best baseline model with F-score
of 15.10%. Different features have been tried and the best feature we have used in the system is:

F = {Dependency, POS;;, POS;, POS;.;, NE..;, NE;, NE;.;, chunking, TF range, Title, Abstract,
Body, Reference, Stem of word,W;_;, W; Wi}

Here, POS;.;, POS; and POS;; are the POS tags of the previous word, the current word and the
following word respectively. Similarly W.; W;and Wy, denote the previous word, the current
word and the following word respectively. This POS;and W; give a contrasting result when only
the word and the POS of the word are considered.

A better result could have been obtained if Term Frequency * Inverse Document Frequency
(TF*IDF) range is included (Frank et al., 1999; Witten et al., 1999). TF*IDF measures the
document cohesion. The maximum value of the 7TF*IDF (max_TF IDF) can be divided into five
equal size (size_of range) and each of the TF*IDF values is mapped to the appropriate range (0
to 4). i.e.

. max_TF _IDF

size_of_range= —75— ,
We have used the Unigram template in the template file CRF++ 0.53 package but the use of
bigram could have improved the score.

Conclusion and Perspectives

A CRF based approach to keyphrase extraction has been attempted in the present task for
scientific articles. Proper cleaning of the input documents and identification of more appropriate
features could have improved the score.

In future we will use MWE as a feature in CRF. Most of the cases the keyphrases are multi-word.
We also like to port our system in different domains like news, tourism, health or general.
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ABSTRACT

This paper presents Improved Kit for Anaphora resolution (IKAR) - a hybrid system for
anaphora resolution for Polish that combines machine learning methods with hand written
rules. We give an overview of anaphora types annotated in the corpus and inner workings
of the system. The preliminary experiments evaluating IKAR resolution performance are dis-
cussed. We have achieved promising results using standard measures employed in evaluation
of anaphora and coreference resolution systems.
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1 Introduction

The basic definition of anaphora says that it links two expressions which point to the same
entity in real world (Huang, 2010). Anaphora Resolution (AR) is a difficult and important
problem for Natural Language Processing (NLP). The difficulty not only comes from the com-
putational point of view, but also from wide range of linguistic issues For extensive review of
both the theoretical aspect and approaches used see (Poesio et al., 2010).

In this paper we present IKAR (Improved Kit for Anaphora Resolution), a hybrid toolkit for AR
for Polish. We combine Machine Learning (ML) and rule based methods. This approach is an
extension of our preliminary experiments which was exclusively based on ML. As we need an
AR for solving practical NLP problems (e.g., question answering), after initial ML experiments
we observed that some phenomena can be easily tackled with rule based component. The
combination of both in IKAR is guided by a ML classifier, which allows for further extensions
of both typical features used by ML in the problem domain as well as adding more rules.

The work on AR is relatively sparse for Polish. There have been some early approaches, but
they were limited in scope, e.g., (Marciniak, 2002; Matysiak, 2007). Recently, the field has
been invigorated with baseline work on both rule-based and ML approaches to AR (Kope¢ and
Ogrodniczuk, 2012; Ogrodniczuk and Kope¢, 2011a,b). Their approach differs from ours in
two important ways. First, the definition of anaphora is different and the dataset is smaller
than employed in this work. See Sec. 2 for the subtypes of anaphora that we deal with in this
work. Second, they evaluate rule-based system and statistical system independently.

2 Anaphora in KPWr

Coreference is a type of anaphora. It links two expressions which point to the same referent
(or denote the same class of entieties) in real world (Huang, 2010; Stede, 2012). Out of differ-
ent types of anaphora distinguished by semanticists, cf. (Halliday and Ruqaiya, 1976; Cornish,
1986; King, 2010), and computational linguists, (Mitkov et al., 2000; NP4, 2010; Poesio, 2004;
ACE, 2010), we have chosen those phenomena which can be roughly named after (Mitkov,
2003) a direct anaphora. We distinguish: (a) coreference between nominal and pronomi-
nal expressions (Larson and Segal, 1996; King, 2010), (b) coreference between two nominal
phrases (either based on identity of reference or on lexical synonymy/hyponymy/hypernymy
(Mitkov, 2003)). We add to this group also (c) zero anaphora - i.e., anaphora of omitted
subject. In order to further limit issues connected with coreference recognition we have de-
cided to annotate only coreferential relations to proper nouns. The KPWr Corpus (Broda et al.,
2012) was annotated by two annotators which worked on separated documents. The annota-
tors were supported with precise guidelines (Maziarz et al., 2011a), during annotation process
they were encouraged to ask a superior linguist anytime they needed and to modify this doc-
ument. Because of the procedure the inter-annotator agreement could not be checked!. The
KPWr Corpus is avaiable under the CC BY 3.0 licence (Broda et al., 2012).

(1) Coreference between two proper names (PN-PN type).

This relation type links occurrences of coreferent proper names. Majority of the relation in-
stances are instances of the same proper name:>

[1a] (...) chee byé tylko blizej Loty, oto caty sekret. (...) moje i Loty serca rozumieja sie tak doskonale. [‘(...) I only

In near future we are aiming at annotating 10% of the annotated corpus in order to check the kappa
2All examples are taken from KPWr
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wish to be closer to Charlotte, —that is the secret. (...) my heart and Charlotte’s understand each other so perfectly.’]
Seldom the same referent is named with different names:

[1b] Uniwersytet tworzy sie z Filii Uniwersytetu Warszawskiego w Biatymstoku. (...) zatrudnieni w Filii w Biatymstoku
staja sie pracownikami Uniwersytetu. [‘The University forms from the Branch of Warsaw University in Biatystok. (...)
employees hired at the Branch in Bialystok become employees of the University.’]

(2) Coreference between a proper name and an agreed noun phrase (PN-AgP type)

With PN-AgP link we capture coreference between a proper name and an agreed noun phrase
based on hyponymy/hypernymy, i.e. common noun denoting a class of entities which includes
a referent of a proper noun). Under agreed noun phrase we understand nominal phrase built
on syntactic agreement on number, gender and case:®

[2a] (...) ataki na schorowanego generata Jaruzelskiego. To przeciez Jarostaw Kaczynski poréwnat generata do Adolfa
Eichmanna [‘(...) attacks on ailing general Jaruzelski. It was Jarostaw Kaczyniski who compared the general to Adolf
Eichmann.’]

Here generat ‘general’ is a class which includes general Jaruzelski.

We have annotated not only cases of anaphora, but also of cataphora. In [2b] a usual direction
of anaphora is reversed: a common noun czlowiek ‘a man’ — a head of AgP cztowiek... nieco
otyly ‘a little bit obese man’ — is a class of entities which Napoleon belongs to:

[2b] (...) jechal na biatym koniu cztowiek-1 $redniego wieku, I-nieco otyly (...). Pierwszym z tych jezdzcéw byt
Napoleon, drugim bytem ja [(...) a little bit obese man of the medium age rode a white horse (...). From these riders
Napoleon was first, I was second.’]

(3) Coreference between a pronoun and a proper name (PN-Pron type):

The main subclass of PN-Pron corefrence links a personal pronoun with a proper name. In
[3a] a pronoun of the third person — jej (ona:ppron3:sg:dat:f)* — points to a name of a former
female-treasurer of a municipal council — Aniela T::

[3a] (...) wieloletnia byla skarbnik gminy Aniela T. Wojt (...) kazat jej opusci¢ budynek [‘Aniela T, a long-standing
treasurer (...). The borough leader (...) ordered her to leave the building.’]

In KPWr we annotate also coreference between demonstrative pronouns and proper names. In
[3b] the pronoun tam ‘there’ refers to the Internet:

[3b] (...) internet jest nie dla nich, ze nie ma tam miejsc, ktére moglyby ich zainteresowac (...) [‘(...) the Internet is
not for them and there are not sites interesting for them’]

(4) Zero anaphora - coreference between a proper noun and zero-subject (PN-¢ type)

In Polish subject is often omitted. We wanted to link coreferent proper name and zero-subject;
to avoid introducing into text artificial units, we have decided to establish links to verbs with
zero-subjects, like in this example:

[4a] Toronto Dominion Centre - kompleks handlowo-kulturalny (...). Sktada sie z 3 czarnych budynkéw (...). [‘The

Toronto-Dominion Centre - is a cluster of buildings (...) of commercial and cultural function. (It) consists of three black
buildings (...)’]

3For further details and definitions please see (Radziszewski et al., 2012)
4The tags come from (Woliniski, 2003)
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3 An Improved Kit for Anaphora Resolution

The aim of our experiment with IKAR® (Improved Kit for Anaphora Resolution) is to mark pairs
of annotations joined by the anaphora relation. Such a pair always consists of a mention and
its antecedent. We recognize so far these relations that point backwards, i.e., pairs that consist
of a mention and its antecedent (so cases of cataphora were excluded). A mention can be a
proper name (PN), a pronoun or an AgP. The antecedent is always a PN. We leave recognizing
zero-subjects for further works.

3.1 Experimental Settings

The idea of the whole experiment is as follows: we create a list of annotation pairs on the basis
of the annotated corpus, extract features from these pairs and classify if they should be joined
by the anaphora relation. Then we compare the outcome with real relation instances.

The learning sequence has to contain positive and negative examples. The selection of positive
examples is straightforward, i.e., they consists of coreference annotation pairs. The selection
of negative examples needs more attention. We use different approaches and features for each
one of the three recognized relation types (PN-PN, PN-AgP PN-Pron).

(1) Coreference between two proper names (PN-PN type). For each entity referred to by
a proper name a chain of references is created. Then each PN is linked to the nearest PN
referring to the same entity that occurred in the text before. These pairs constitute positive
PN-PN examples. For each mention, negative pairs are created by that mention and its false
‘antecedents’ from certain range between original mention and its real antecedent. This proce-
dure guarantees that they will not point to actually the same entity. We produced 3006 positive
and 14676 negetive examples using this approach.

For each relation type a distinct set of features is established for classification purposes. The
PN-PN recognition appeared to be the easiest one. The PN-PN classifier is based mostly on
similarity of both PN phrases. Following features are extracted in order to determine if two
annotations should be joined. CosSimilarity: it measures how much both phrases are formed by
the same set of words. Base forms of each token are compared. TokenCountDiff: difference in
number of tokens forming each PN. SameChannName: feature indicating if both PNs share the
same type of proper name. Number: feature indicating if both PNs share the same grammatical
number. Gender: feature indicating if both PNs share the same gender. We employ C4.5
decision trees (Quinlan, 1993) in the experiments.

(2) Coreference between an agreed noun phrase and a proper name (PN-AgP type). Sim-
ilarly to PN-PN case, all AgPs in KPWr are related to the first occurrence of a given entity. It is
more natural to see the anaphora between an AgP and the nearest PN (of course, if it points to
the very same entity). We generate positive PN-AgP examples taking an AgP and its antecedent
PN from the same coreference chain. Negative examples are generated in a different way than
for PN-PN. For each mention, we choose any proper name that occurred in the text earlier not
further than 50 tokens. We take just up to two negative ‘antecedents’ for each mention. This
way we have obtained 1077 positive and 1833 negative examples.

Unlike in a PN-PN case, both annotations (i.e., a PN and an AgP) does not need to sound
similar or even share the same gender. Thus, to tell whether an AgP refers to a given PN we

SWill be released on GPL http://nlp.pwr.wroc.pl/en/tools-and-resources/ikar
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need to focus on semantic similarity of AgP’s head and a semantic category of a particular PN.
We use only one feature called SemanticLink to determine if the relation is present. It is more
complex than PN-PN set of features so it needs a closer look. SemanticLink takes advantage of
the Polish WordNet (Piasecki et al., 2009) to rate the semantic similarity.

Semantic Link algorithm (For a pair of AgP head name category) For each name category a
representative synset from the wordnet was selected manually. Then the procedure is follow-
ing: First, find matching synset for AgP’s head. Search is capped up to 10 similarity, hypernym
and holonym edges. If it cannot be found, switch places of category’s synset and head’s synset
and search again. (In case the head’s synset is more general than that of category’s.) If it
cannot be found, the distance is minimal number of edges separating head and the category
synset. (Note that a head usually gets more than one synset, because its meaning is not disam-
biguated.) The score: 1/distance can be interpreted as how well AgP’s head can refer to PN
from a given category. If there is no better antecedent candidate between AgP and a given PN
then it is a positive match.

(3) Coreference between a pronoun and a proper name (PN-Pron type). When recognizing
pronoun-PN relations the important thing we have to focus on is the distance, sharing the
mention and its antecedent. In Polish language a pronoun often refers to the latest entity
that shares number and gender with it (this observation is supported by the results of our
experiments). However, it can happen that a pronoun refers directly to an AgP instead of a
PN. Then, we check if a given AgP refers to the same PN. If so we should assume that this PN
is in fact coreferent to the pronoun. Again, we use a single binary feature called Pronoun Link.
Negative examples were generated like in PN-AgP case. We have obtained 450 positive and
596 negative examples.

Pronoun Link algorithm Check if there is an AgP between a pronoun and a PN that meets
Semantic Link criteria for a given PN and gender and number for a given pronoun and there
in no closer AgP which meets these criteria. If the condition is fulfilled there is a link between
that pronoun and a PN. Otherwise, check if a pronoun and a PN share the same gender and
number and if there is no closer PN that meets these criteria. If the condition is fulfilled there
is a Pronoun Link.

3.2 Resolution process in IKAR

When given a plain text the process of anaphora resolution requires a few additional steps.
The text needs to be divided into tokens and sentences. Next, we need to perform morpho-
logicall analysis (Radziszewski and $niatowski, 2011) and a morpho-syntactic disambiguation
(Radziszewski and $niatowski, 2011). We find proper names using Liner2 (Marcifczuk et al.,
2011). Finally, the text is chunked (Maziarz et al., 2011b).

All possible mentions have to be annotated in the text. All pronouns are considered to be
mentions and those AgPs which heads are on the list of possible mention keywords. Such list
is created by IKAR during the learning process. Finally, the resolution process can be initiated.

PN-PN Resolution For PN possible antecedents are PNs that appeared previously. After the
classification is done it is possible that one mention was classified to have more than one
antecedent (which in fact may be the same entity).

All mentions that are classified to have an antecedent are being processed in order starting
from the beginning of the text. If a mention refers to only one antecedent then it is checked if
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that antecedent refers to any other word. If so then the relation is rerouted to that word which
is thought to be the first occurrence of this entity in the text. Now, any already processed men-
tion points to the first occurrence of the entity.If a mention refers to more than one antecedent
it is checked if it refers to the same entity. If there are more than one entities - an entity with
greater number of references is chosen. If all of them are referenced by the same number of
relations the one that occurred in a text closer to the mention is chosen. At the end of the
process every PN is matched with the same entity.

PN-AgP Resolution When PNs are already matched with certain entities the possible PN-AgP
relations can be determined. If there are a lot of PNs referring to the same entity the possible
antecedent is the one closest to the mention. It is also possible that for one mention more than
one PN were classified as antecedents. The Semantic Link score is calculated for each of them
and the one with the best score is chosen as an antecedent. If there are two candidates with
the same score the one closer to the mention is chosen.

PN-Pronoun Resolution Possible relations between pronouns and PNs are determined the
same way as PN-AgP relations. If there is more than one antecedent for a given mention
the closest is chosen. However, we allow only one relation for each pronoun. Also PN-AgP
relations are already resolved at this point so if a pronoun refers directly to an AgP it is clear
to which PN it really refers to.

4 IKAR Evaluation

There are three classifiers dedicated for each relation type. Therefore we evaluate each of
them separately. We also use SemEval Scorer for calculating B®, BLANC and MUC measures.
The scorer compares a classified file with a source file. We employ 10-fold cross-validation in
both evaluation settings. The ZeroR classifier was used as a baseline.

The F-measure of Weka-based evaluation for C.45 are on average higher by 0.12 pp. than the
baseline (we omit detailed results for brevity). The results of Scorer evaluation are shown in
the Tab. 1. Also, the results are higher than the baseline. The achieved results are higher than
other contemporary systems presented for Polish (Kope¢ and Ogrodniczuk, 2012; Ogrodniczuk
and Kopeé, 2011a,b). Alas, those results are not directly comparable as the guidelines for
annotation of corpora differ and the size of the dataset used in this paper is larger.

Measure | Classifier | Precision Recall | F-measure
B® ZeroR 99.98% | 71.34% 83.27%

B C4.5 98.37% | 89.81% 93.89%
MUC ZeroR 0.00% 0.00% 0.00%
MUC C4.5 95.16% | 74.65% 83.67%
BLANC ZeroR 47.67% | 49.99% 48.81%
BLANC C4.5 94.34% | 77.32% 83.61%

Table 1: SemEval evaluation
5 Conclusions and Further Works

In this paper we have presented an Improved Kit for Anaphora Resolution (IKAR) for Polish.
The system was evaluated on the data annotated in the KPWr Corpus. The types of anaphora
annotated in the KPWr were also described. The evaluation was performed using two inde-
pendent methodologies. Its outcome indicates that described approaches are promising for the
anaphora resolution. We are planning to compare the outcome of our work to GATE’s ANNIE
IE and other applications developed for Polish.
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ABSTRACT

In recent years, social media has become a customer touch-point for the business functions
of marketing, sales and customer service. We aim to show that intention analysis might be
useful to these business functions and that it can be performed effectively on short texts (at
the granularity level of a single sentence). We demonstrate a scheme of categorization of
intentions that is amenable to automation using simple machine learning techniques that are
language-independent. We discuss the grounding that this scheme of categorization has in
speech act theory. In the demonstration we go over a number of usage scenarios in an attempt
to show that the use of automatic intention detection tools would benefit the business functions
of sales, marketing and service. We also show that social media can be used not just to convey
pleasure or displeasure (that is, to express sentiment) but also to discuss personal needs and to
report problems (to express intentions). We evaluate methods for automatically discovering
intentions in text, and establish that it is possible to perform intention analysis on social media
with an accuracy of 66.97% % 0.10%.

KEYWORDS: intention analysis, intent analysis, social media, speech act theory, sentiment
analysis, emotion analysis, intention.
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1 Introduction

In this paper and the accompanying demonstration, we present and attempt to demonstrate
the effectiveness of a method of categorization of intentions that is based on the needs of
the marketing, sales and service functions of a business which are, according to Smith et al.
(2011), the functions most impacted by social media. The categories of intention that we use
are purchase, inquire, complain, criticise, praise, direct, quit, compare, wish and sell. We also use
an other category consisting of sentences that do not express intentions.

In the demonstration, we show that the intention categories purchase, sell and wish are valuable
to sales, that the inquire category can be used for outbound marketing, that criticise, compare
and praise can be used for inbound marketing, and that complain, direct and quit can be used
for customer service.

This does not mean that these categories are only of use to business. The intention to complain
and the intention to quit have been studied extensively by Hirschman (1970) in the context of
a wide range of social, political and economic phenomena. A game theoretic framework for
the work of Hirschman (1970) has been proposed by Gehlbach (2006) and used to model the
mechanism of collapse of communism in East Germany.

In Section 2 we describe the theoretical underpinnings of the present work and in Section 3 we
go over related research. In Section 4 we discuss the quantity of social media messages that
contain the categories of intentions that are the subject of the present study (we compare the
quantities of intentions expressed with the quantities of expressions of sentiment). In Section 5
we describe and evaluate machine learning algorithms for automated intention analysis.

2 Background
2.1 Speech Act Theory

Austin (1975), in the theory of speech acts, distinguished between utterances that are statements
(whose truth or falsity is verifiable) and utterances that are not statements. He observed that,
“there are, traditionally, besides (grammarians’) statements, also questions and exclamations,
and sentences expressing commands or wishes or concessions.”

In our work we deal with certain types of speech acts that can be called ‘intentions’ according
to one common dictionary definition of the word ‘intention’, which is, “an aim or plan”. In
particular, we focus on the ten categories of intention (excluding other) in Table 1.

Another concept from speech act theory (Searle, 1983) is the ‘direction of fit’ of a speech act or
intentional state. The direction of fit is said to be ‘mind-to-world’ if through the performance of
the speech act, a mental state is established, revealed or altered. The direction of fit of a speech
act or intentional state is said to be ‘world-to-mind’ if the performance of the speech act alters
the state of the world.

Seven of the ten categories of intentions in our annotation scheme have the world-to-mind
direction of fit (they are desires or intentions) and three have the mind-to-world direction of
fit (beliefs). The three categories that have the mind-to-world direction of fit correspond to
categories used in opinion mining (namely ‘praise’, ‘criticize’ and ‘compare’).
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2.2 Discourse Theory

In the introducton to the collection “Intentions in Communication” Cohen et al. (1990) suggest
that any theory that purports to explain communication and discourse “will have to place a
strong emphasis on issues of intention”. To illustrate the point, they offer a sample dialog
between a customer looking for some meat and a butcher selling the same:

e Customer: “Where are the chuck steaks you advertised for 88 cents per pound?”
e Butcher: “How many do you want?”

The butcher’s response would be perfectly natural in a scenario where the steaks are behind the
counter where customers are not allowed, and the plausibility of this conversation shows that
people infer intention, just as the butcher infers the intention of the customer to be a purchase
intention (in this case, possibly as much from the context as from the language).

Georgeff et al. (1999) discuss the Belief-Desire-Intention (BDI) Model of Agency based on the
work of Bratman (1987). In the present work, the term “intentions” loosely corresponds to the
sense of “desire” as well as “intention” in the BDI model.

3 Related Research

3.1 Wishes in Reviews and Discussions

Goldberg et al. (2009) developed a corpus of wishes from a set of New Year’s Day wishes and
through evaluation of learning algorithms for the domains ‘products’ and ‘politics’, showed that
even though the content of wishes might be domain-specific, the manner in which wishes are
expressed is not entirely so. The definition of the word ‘wish’ used by Goldberg et al. (2009) is
“a desire or hope for something to happen”.

The wish to purchase and the wish to suggest improvements are studied in Ramanand et al.
(2010). Ramanand et al. (2010) propose rules for identifying both kinds of wishes and test
the collection of rules using a corpus that includes product reviews, customer surveys and
comments from consumer forums. In addition, they evaluate their system on the WISH corpus
of Goldberg et al. (2009). Wu and He (2011) also study the wish to suggest and the wish to
purchase using variants of Class Sequential Rules (CSRs).

3.2 Requests and Promises in Email

Lampert et al. (2010) study the identification of requests in email messages and obtain an
accuracy of 83.76%. A study of email communications by Carvalho and Cohen (2006) and
Cohen et al. (2004) focuses on discovering speech acts in email, building upon earlier work on
illocutionary speech acts (Searle, 1975; Winograd, 1987).

3.3 Speech Acts in Conversations

Bouchet (2009) describes the construction of a corpus of user requests for assistance, annotated
with the illocutionary speech acts assertive, commissive, directive, expressive, declarative, and an
other category for utterances that cannot be classified into one of those. Ravi and Kim (2007) use
rules to identify threads that may have unanswered questions and therefore require instructor
attention. In their approach, each message is classified as a question, answer, elaboration and
correction.
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3.4 Sentiment and Emotion

Three of the intentions in the present study, namely the intention to praise something, to criticize
something, and to compare something with something else, have been studied by researchers in
connection with sentiment analysis.

The detection of comparisons in text has been studied by Jindal and Liu (2006), and the use of
comparative sentences in opinion mining has been studied by Ganapathibhotla and Liu (2008).
Yang and Ko (2011) proposed a method to automatically identify 7 categories of comparatives
in Korean. Li et al. (2010) used a weakly supervised method to identify comparative questions
from a large online question archive. Different perspectives might be reflected in contrastive
opinions, and these are studied by Fang et al. (2012) in the context of political texts using the
Cross-Perspective Topic model.

The mining of opinion features and the creation of review summaries is studied in Hu and Liu
(2006, 2004). A study of sentiment classification is reported in Pang et al. (2002), and the use
of subjectivity detection in sentiment classification is reported in Pang and Lee (2004).

Studies to detect emotions in internet chat conversations have been described in Wu et al.
(2002); Holzman and Pottenger (2003); Shashank and Bhattacharyya (2010). Minato et al.
(2008) describe the creation of an emotions corpus in the Japanese language. Vidrascu and
Devillers (2005) attempt to detect emotions in speech data from call center recordings.

4 Distribution of Intentions

Table 1 lists the categories of intentions that are the subject of the present study, their mapping
to concepts from speech act theory, namely direction of fit, intentional state (desire/belief) and
illocutionary point, and their counts in a corpus of sentences from social media.

Intention | Direction of fit | Des/Bel | Illocution Business Fn | Count
wish mind-to-world | desire directive marketing 543
purchase | mind-to-world | desire directive sales 2221
inquire mind-to-world | desire directive marketing 2972
compare | world-to-mind | belief representative | research 508
praise world-to-mind | belief representative | research 1574
criticize world-to-mind | belief representative | research 2031
complain | mind-to-world | desire representative | service 2107
quit mind-to-world | desire commissive service 744
direct mind-to-world | desire directive service 706
sell mind-to-world | desire directive procurement 524
other 2775

Table 1: Categories annotated in the corpus.
Only 4113 sentences belonged to categories related to opinion (praise, criticize and compare),
demonstrating that other speech acts are prevalent on social media in certain contexts.

5 Experimental Evaluation

A set of experiments was performed using naive bayes classification, maximum entropy classifi-
cation, and support vector machine classification to see if intention analysis could be automated,
and to see what features might be used to tell categories of intentions apart.
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5.1 Corpus Slices

The experiments were performed using three slices of categories from the corpus. The first slice
(Slice 1) consisted of the categories purchase, inquire, complain, criticize, praise and other, (6
categories) all of which number greater than 1500 in the corpus. The second slice (Slice 2)
consisted of direct and quit (both of which have more than 700 each in the corpus) in addition
to the above categories, for a total of 8 categories. The last slice (Slice 3) consisted of sell,
compare and wish (which have more than 500 occurrences each in the corpus) in addition to
the 8 categories mentioned above, for a total of 11 categories.

5.2 Automatic Classification

Naive bayesian (NB) classifiers, maximum entropy (ME) classifiers, and support vector machine
(SVM) classifiers were evaluated on the corpus of intentions. The features used were n-grams
(all n-grams containing keywords used to crawl the social media text were discarded).

Features NB ME SVM (RBF)

unigrams 60.97+0.01 | 68.24+ 0.02 | 68.96+ 0.02
bigrams 60.07+£0.02 | 65.38+0.01 | 65.19+0.01
unigrams+bigrams | 64.07 £ 0.02 | 70.43+0.02 | 69.37 = 0.02

Table 2: Average five-fold cross-validation accuracies on Slice 1 (sentence order randomized).

Features NB ME SVM (RBF)

unigrams 51.18+£0.02 | 53.06+0.01 | 58.96+ 0.02
bigrams 52.14+£0.02 | 54.89+£0.01 | 52.96+0.01
unigrams-+bigrams | 56.66+ 0.02 | 60.71+0.02 | 57.95+0.01

Table 3: Average five-fold cross-validation accuracies on Slice 2 (sentence order randomized).

Features NB ME SVM (RBF)

unigrams 46.40£ 0.01 | 53.06£0.01 | 52.99 £ 0.02
bigrams 46.94+0.01 | 50.01+0.01 | 48.18+0.02
unigrams+bigrams | 51.45+ 0.01 | 55.43+0.02 | 52.62+0.02

Table 4: Average five-fold cross-validation accuracies on Slice 3 (sentence order randomized).

Accuracy scores for Slices 1, 2 and 3 are listed in Table 2, Table 3 and Table 4 and Table 5.

6 Demonstration

We will demonstrate the use of intention analysis in a number of usage scenarios to establish its
value to sales, marketing and customer service.

6.1 Identifying Leads for Sales

The ability to find customers who have a need for a particular product or service is valuable
to the sales function of a business. We demonstrate how customers who wish to buy certain
products may be identified by monitoring conversations on social media.
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Features NB ME SVM (RBF)

unigrams 57.91£0.10 | 65.27£0.11 | 65.96 £ 0.09
bigrams 56.61+0.06 | 62.22+0.08 | 61.78 £ 0.09
unigrams+bigrams | 59.97+0.08 | 66.97 £ 0.10 | 65.57 = 0.09

Table 5: Average 5-fold cross-validation accuracies on Slice 1 of the unshuffled corpus.

6.2 Identifying Needs for Marketing

Marketing can use inquiries on social media to identify interested persons and educate them
about pertinent offerings. Political teams can use inquiries to educate voters. They can also
use intentions expressed on social media to identify needs and wants. In this segment of the
demonstration, we show how inquiries about a product or service, and expressions of interest
may be detected.

6.3 Identifying Issues for Customer Service

Customer service might be able to better respond to criticism and complaints if it can spot
customers who are dissatisfied or have problems. In this segment of the demonstration, we
show how complaints and criticism of a product or a service may be detected.

7 Conclusion

In this study, we have proposed a way of categorizing text in terms of the intentions expressed.
We have argued that such a set of categories might be useful to numerous business functions.
We have shown that these categories are encountered frequently on social media, and demon-
strated the value of using intention analysis in marketing, sales and customer service scenarios.
Furthermore, we have shown that it is possible to achieve an accuracy of 66.97% + 0.10% at
the task of classifying sentence-length texts into the intention categories described in this paper.
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ABSTRACT

Stylometry is the study of the unique linguistic styles and writing behaviors of indi-
viduals. It belongs to the core task of text categorization like authorship identification,
plagiarism detection etc. Though reasonable number of studies have been conducted in
English language, no major work has been done so far in Bengali. In this work, We will
present a demonstration of authorship identification of the documents written in Bengali.
We adopt a set of fine-grained stylistic features for the analysis of the text and use them to
develop two different models: statistical similarity model consisting of three measures and
their combination, and machine learning model with Decision Tree, Neural Network and
SVM. Experimental results show that SVM outperforms other state-of-the-art methods
after 10-fold cross validations. We also validate the relative importance of each stylistic
feature to show that some of them remain consistently significant in every model used in
this experiment.

KEYWORDS: Stylometry, Authorship Identification, Vocabulary Richness, Machine
Learning.
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1 Introduction

Stylometry is an approach that analyses text in text mining e.g., novels, stories, dramas
that the famous author wrote, trying to measure the author’s style, rhythm of his pen, sub-
jection of his desire, prosody of his mind by choosing some attributes which are consistent
throughout his writing, which plays the linguistic fingerprint of that author. Authorship
identification belongs to the subtask of Stylometry detection where a correspondence be-
tween the predefined writers and the unknown articles has to be established taking into
account various stylistic features of the documents. The main target in this study is to
build a decision making system that enables users to predict and to choose the right au-
thor from a specific anonymous authors’ articles under consideration, by choosing various
lexical, syntactic, analytical features called as stylistic markers. Wu incorporate two mod-
els—(i) statistical model using three well-established similarity measures- cosine-similarity,
chi-square measure, euclidean distance, and (ii) machine learning approach with Decision
Tree, Neural Network and Support Vector Machine (SVM).

The pioneering study on authorship attributes identification using word-length his-
tograms appeared at the very end of nineteen century (Malyutov, 2006).  After
that, a number of studies based on content analysis (Krippendorff, 2003), computa-
tional stylistic approach (Stamatatos et al., 1999), exponential gradient learn algorithm
(Argamon et al., 2003), Winnow regularized algorithm (Zhang et al., 2002), SVM based
approach (Pavelec et al., 2007) have been proposed for various languages like English, Por-
tuguese (see (Stamatatos, 2009) for reviews). As a beginning of Indian language Stylometry
analysis, (Chanda et al., 2010) started working with handwritten Bengali texts to judge
authors. (Das and Mitra, 2011) proposed an authorship identification task in Bengali us-
ing simple n-gram token counts. Their approach is restrictive when considering authors of
the same period and same genre. The texts we have chosen are of the same genre and of
the same time period to ensure that the success of the learners would infer that texts can
be classified only on the style, not by the prolific discrimination of text genres or distinct
time of writings. We have compared our methods with the conventional technique called
vocabulary richness and the existing method proposed by (Das and Mitra, 2011) in Ben-
gali. The observation of the effect of each stylistic feature over 10-cross validations relies
on that fact that some of them are inevitable for authorship identification task especially
in Bengali, and few of the rare studied features could accelerate the performance of this
mapping task.

2 Proposed Methodology

The system architecture of the proposed stylometry detection system is shown in Figure 1.
In this section, we briefly describe different components of the system architecture and
then analytically present the set of stylistic features.

2.1 Textual analysis

Basic pre-processing before actual textual analysis is required so that stylistic markers
are clearly viewed to the system for further analysis. Token-level markers discussed in
the next subsection are extracted from this pre-processed corpus. Bengali Shallow parsert
has been used to separate the sentence and the chunk boundaries and to identify parts-of-

Lhttp://ltrc.iiit.ac.in/analyzer/bengali
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Figure 1: System architecture

speech of each token. From this parsed text, chunk-level and context-level markers are also
demarcated.

2.2 Stylistic features extraction

Stylistic features have been proposed as more reliable style markers than for example, word-
level features since the stylistic markers are sometime not under the conscious control of
the author. To allow the selection of the linguistic features rather than n-gram terms,
robust and accurate text analysis tools such as lemmatizers, part-of-speech (POS) taggers,
chunkers etc are needed. We have used the Shallow parser, which gives a parsed output
of a raw input corpus. The stylistic markers which have been selected in this experiment
are discussed in Table 1. Most of the features described in Table 1 are self-explanatory.
However, the problem occurs when identifying keywords (KW) from the articles of each
author which serve as the representative of that author. For this, we have identified top fifty
high frequent words (since we have tried to generate maximum distinct and non-overlapped
set of keywords) excluding stop-words in Bengali for each author using TF « I DF method.
Note that, all the features are normalized to make the system independent of document
length.

2.3 Building classification model

Three well-known statistical similarity based metrics namely Cosine-Similarity (COS), Chi-
Square measure (CS) and Euclidean Distance (ED) are used to get their individual effect
on classifying documents, and their combined effort (COM) has also been reported. For
machine-learning model, we incorporate three different modules: Decision Trees (DT)?,
Neural Networks (NN)? and Support Vector Machine (SVM). For training and classification
phases of SVM, we have used YamCha* toolkit and TinySVM- 0.07° classifier respectively
with pairwise multi-class decision method and the polynomial kernel.

2See5 package by Quinlan, http://www.rulequest.com/see5-info.html
3Neuroshell the commercial software package, http://www.neuroshell.com/
4http://chasen-org/ taku/software/yamcha/
Shttp://cl.aist-nara.ac.jp/taku-ku/software/ TinySVM
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No. | Feature Explanation Normalization
1. L(w) Average length of the word | Avg. len.(word)/ Max len.(word)
Intersection of the keywords
2. KW(R) of Author R and the test |[KW (doc) N KW (R)|
— document
g Intersection of the keywords
3 3. KW (A) of Author A and the test |[KW (doc) N KW (A)|
o document
L Intersection of the keywords
& 4. KW(0O) of Author O and the test |[KW (doc) N KW (O)]
document
5. HL Hapex Legomena (No of count(HL) /count(word)
words with frequency=1)
6. Punc. No of punctuations count(punc) /count(word)
'Tg 7. NP Detected Noun Phrase count(NP)/count of all phrase
2 8. VP Detected Verb Phrase count(VP) /count of all phrase
° 9. CP Detected Conjunct Phrase count(CP)/count of all phrase
@ 10. UN Detected unknown word count(POS)/count of all phrase
= 11. RE Detected reduplications count(RDP+ECHO)/count of
~ and echo words all phrase
'E 12 Dig Number of the dialogs Count(dialog)/ No. of
S sentences
- 13. L(d) Average length of the dialog Avg. words per dialog/ No. of
5 sentences
g 14. L(p) Average length of the Avg. words per para/ No. of
&) paragraph sentences

Table 1: Selected features used in the classification model

3 Experimental Results

3.1 Corpus

Resource acquisition is one of the challenging obstacles to work with electronically resource
constrained languages like Bengali. However, this system has used 150 stories in Bengali
written by the noted Indian Nobel laureate Rabindranath Tagore®. We choose this domain
for two reasons: firstly, in such writings the idiosyncratic style of the author is not likely
to be overshadowed by the characteristics of the corresponding text-genre; secondly, in
the previous research (Chakaraborty and Bandyopadhyay, 2011), the author has worked
on the corpus of Rabindranath Tagore to explore some of the stylistic behaviors of his
documents. To differentiate them from other authors’ articles, we have selected 150 articles
of Sarat Chandra Chottopadhyay and 150 articles” of a group of other authors (excluding
previous two authors) of the same time period. We divide 100 documents in each cluster for
training and validation purpose and rest for testing. The statistics of the entire dateset is
tabulated in Table 2. Statistical similarity based measures use all 100 documents for making
representatives the clusters. In machine learning models, we use 10-fold cross validation
method discussed later for better constructing the validation and testing submodules. This
demonstration focuses on two topics: (a) the effort of many authors on feature selection

Shttp://www.rabindra-rachanabali.nltr.org
Thttp://banglalibrary.evergreenbangla.com/
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and learning and (b) the effort of limited data in authorship detection.

Clusters Authors No. of documents | No. of tokens | No. of unique tokens
Rabindranath
Cluster 1 Tagore 150 6,862,580 4,978,672
(Author R)
Sarat Chandra
Cluster 2 | Chottopadyhay 150 4,083,417 2,987,450
(Author A)
Cluster 3 Others 150 3,818,216 2,657,813
(Author O)

Table 2: Statistics of the used dataset

3.2 Baseline system (BL)

In order to set up a baseline system, we use traditional lexical-based methodology called
vocabulary richness (VR) (Holmes, 2004) which is basically the type-token ratio (V/N),
where V' is the size of the vocabulary of the sample text and N is the number of tokens
which forms the simple text. By using nearest-neighbor algorithm, the baseline system tries
to map each of the testing documents to one author. We have also compared our approach
with the state-of-the-art method proposed by (Das and Mitra, 2011). The results of the
baseline systems are depicted using confusion matrices in Table 3.

Vocabulary richness (VR) (Das and Mitra, 2011)
R | A | O |eleror)in% | R | A | O | e(error) in %
R | 2 |14 | 10 48% 31 9 10 38%
A 17 | 21 | 12 58% 18 | 30 2 40%
O 16|20 | 14 2% 0] 6 | 37 2%
Avg. error 56% Avg. error 36.67%

Table 3: Confusion matrices of two baseline system (correct mappings are italicized diago-
nally).

3.3 Performances of two different models

The confusion matrices in Table 4 describe the accuracy of the statistical measures and the
results of their combined voting. The accuracy of the majority voting technique is 67.3%
which is relatively better than others. Since the attributes tested are continuous, all the
decision trees are constructed using the fuzzy threshold parameter, so that the knife-edge
behavior for decision trees is softened by constructing an interval close to the threshold. For
neural network, many structures of the multilayer network were experimented with before
we came up with our best network. Backpropogation feed forward networks yield the best
result with the following architecture: 14 input nodes, 8 nodes on the first hidden layer, 6
nodes on the second hidden layer, and 6 output nodes (to act as error correcting codes).
Two output nodes are allotted to a single author (this increases the Hamming distance
between the classifications - the bit string that is output with each bit corresponding to
one author in the classification- of any two authors, thus decreasing the possibility of
misclassification). Out of 100 training samples, 30% are used in the validation set which
determines whether over-fitting has occurred and when to stop training. It is worth noting
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that the reported results are the average of 10-fold cross validations. We will discuss the
comparative results of individual cross validation phase in the next section. Table 5 reports
the error rate of individual model in three confusion matrices. At a glance, machine learning
approaches especially SVM (83.3% accuracy) perform tremendously well compared to the
other models.

Statistical similarity models
Cosine similarity Chi-square measure | Euclidean distance Majority voting
(COS) (CS) (ED) (COM)

R|A|O|e) | R|A|O|en)|R|A|O |en)|R|A]|O]|e%)
50 |12 | 8 40 3419 7 32 27115 | 8 46 3417 9 28
15| 27| 8 46 14 | 30 | 6 40 18 | 26 | 6 48 11|82 | 7 36
121 9 | 29| 42 9 8 | 33| 34 |17 | 6 | 27| 46 6 | 11 | 33| 34

Avg. error 42.7 Avg. error 35.3 Avg. error 46.6 Avg. error 32.7

Ol »| =

Table 4: Confusion matrices of statistical similarity measures on test set.

Machine Learning models

Decision Tree Neural Networks Support Vector Machine
RIA|[O e | R|A|[O|e% |R|A]O e(%)
R| 35| 8 6 28 381 9 3 24 44| 3 3 12
A| 7|37 6 26 10 | 35 | b 30 8 | 40 | 2 20
O] 6 5 | 89 22 9 5 | 86 28 2 7 | 41 18
Avg. error 25.3 Avg. error 27.3 Avg. error 16.7

Table 5: Confusion matrices of machine learning models on test set (averaged over 10-fold
cross validations).

3.4 Comparative analysis

The performance of any machine learning tool highly depends on the population and di-
vergence of training samples. Limited dataset can overshadowed the intrinsic productivity
of the tool. Because of the lack of large number of dataset, we divide the training data
randomly into 10 sets and use 10-fold cross validation technique to prevent overfitting for
each machine learning model. The boxplot in Figure 2(a) reports the performance of each
model on 10-fold cross validation phrase with mean accuracy and variance. In three cases,
since the notches in the box plots overlap, we can conclude, with certain confidence, that
the true medians do not differ. The outliers are marked separately with the dotted points.
The difference between lower and upper quartiles in SVM is comparatively smaller than
the others that shows relative low variance of accuracies in different iterations.

We also measure the pairwise agreement in mapping three types of authors using Cohen’s
Kappa coefficient (Cohen, 1960). In Figure 2(b), the high correlation between Decision Tree
and Neural Network models, which is considerably high compared to the others signifies
that the effects of both of these models in author-document mapping task are reasonably
identical and less efficient compared to SVM model.

As a pioneer of studying different machine learning models in Bengali authorship task, it
is worth measuring the relative importance of individual feature in each learning model
that gets some features high privilege and helps in feature ranking. We have dropped each
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Figure 2: (a) Boxplot of average accuracy (in %) of three machine learning modules on
10-fold cross validations; (b) pair-wise average inter-model agreement of the models using
Cohen’s Kappa measure.
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Figure 3: (Color online) Average accuracy after deleting features one at a time (the mag-
nitude of the error bar indicates the difference of the accuracies before and after dropping
one feature for each machine learning model).

feature one by one and pointed out its relative impact on accuracy over 10-fold cross vali-
dations. The points against each feature in the line graphs in Figure 3 show percentage of
accuracy when that feature is dropped, and the magnitude of the corresponding error bar
measures the difference between final accuracy (when all features present) and accuracy
after dropping that feature. All models rely on the high importance of length of the word
in this task. All of them also reach to the common consensus of the importance of KW(R),
KW(A), KW(O), NP and CP. But few of the features typically reflect unpredictable signa-
tures in different models. For instance, length of the dialog and unknown word count show
larger significance in SVM, but they are not so significant in other two models. Similar
characteristics are also observed in Decision tree and Neural network models.

Finally, we study the responsibility of individual authors for producing erroneous results.
Figure 4 depicts that almost in every case, the system has little overestimated the authors
of documents as author R. It may occur due to the acquisition of documents because the
documents in cluster 2 and cluster 3 are not so diverse and well-structured as the documents
of Rabindranath Tagore. Developing appropriate corpus for this study is itself a separate
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research area specially when dealing with learning modules, and it takes huge amount of
time. The more the focus will be on this language, the more we expect to get diverge
corpus of different Bengali writers.

Error rate

VR COS CS ED COM DT NN SVM
Different models

Figure 4: (Color online) Error analysis: percentage of error occurs due to wrong identified
authors.

4 Conclusion and Future work

This paper attempts to demonstrate the mechanism to recognize three authors in Bengali
literature based on their style of writing (without taking into account the author’s profile,
genre or writing time). We have incorporated both statistical similarity based measures and
three machine learning models over same feature sets and compared them with the baseline
system. All of the machine learning models especially SVM yield a significantly higher
accuracy than other models. Although the SVM yielded a better numerical performance,
and are considered inherently suitable to capture an intangible concept like style, the
decision trees are human readable making it possible to define style. While more features
could produce additional discriminatory material, the present study proves that artificial
intelligence provides stylometry with excellent classifiers that require fewer and relevant
input variables than traditional statistics. We also showed that the significance of the used
features in authorship identification task are relative to the used model. This preliminary
study is the journey to reveal the intrinsic style of writing of the Bengali authors based
upon which we plan to build more robust, generic and diverge authorship identification
tool.
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ABSTRACT

Morphological segmentation of words is a subproblem of many natural language tasks, including
handling out-of-vocabulary (OOV) words in machine translation, more effective information
retrieval, and computer assisted vocabulary learning. Previous work typically relies on extensive
statistical and semantic analyses to induce legitimate stems and affixes. We introduce a new
learning based method and a prototype implementation of a knowledge light system for learning
to segment a given word into word parts, including prefixes, suffixes, stems, and even roots.
The method is based on the Conditional Random Fields (CRF) model. Evaluation results show
that our method with a small set of seed training data and readily available resources can
produce fine-grained morphological segmentation results that rival previous work and systems.

KEYWORDS: morphology, affix, word root, CRE
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1 Introduction

Morphological segmentation is the process of converting the surface form of a given word to
the lexical form with additional grammatical information such as part of speech, gender, and
number. The lexical form (or lemma) is the entries found in a dictionary or a lexicon. The
conversion may involve stripping some prefixes or suffixes off the surface form.

For example, in The Celex Morphological Database (Baayen et al., 1996), the word abstraction
is segmented into a stem abstract and a suffix ion. Celex provides additional grammatical
information (e.g., the suffix ion in abstractionturns verb into noun. Our goal is to produce even
more fine-grained segmentation, e.g., splitting the word abstraction into three meaningful units:
abs, tract and ion, respectively meaning “away”, “draw”, and “noun of verbal action”.

Constructing a fine-grained morphological system can potentially be beneficial to second
language learners. Nation (2001) points out that an important aspect of learning vocabulary in
another langauge is knowing how to relate unknown words and meanings to known word parts.
English affixes and word roots are considered helpful for learning English. Understanding the
meaning of affixes and roots in new words can expedite learning, a point emphasized in many
prep books for standardized test such as GRE and TOEFL.

Many existing methods for morphological analysis rely on human crafted data, and therefore
have to be redone for special domains. An unsupervised or lightly supervised method has the
advantage of saving significant time and effort, when the need to adopt to new domains arises.

The problem can be approached in many ways. Most work in the literature focuses on inducing
the morphology of a natural language, discovering the stems and affixes explicitly. An alternative
approach is to build a morphological segmenter of words without having to produce a complete
list of word parts including prefixes, suffixes, and stems (or roots).

The rest of the paper is organized as follows. In the next section, we survey the related work,
and point out the differences of the proposed method. In Section 3, we describe in detail our
method and a prototype system. Finally in Section 4, we report the evaluation results.

2 Related Work

Much research has investigated morphological analysis along the line of two level model
proposed by Koskenniemi (1983). Recently, researchers have begun to propose methods for
automatic analysis based on morphology knowledge induced from distributional statistics based
on a corpus (Gaussier, 1999; Goldsmith, 1997) . In particular, Goldsmith (2001) shows that it
is possible to generate legitimate stems and suffixes with an accuracy rate of 83% for English.
More recently, Schone and Jurafsky (2000) propose to use word semantics from derived Latent
Semantic Analysis (LSA) in an attempt to correct errors in morphology induction.

Morphological models or morphological segmenters can be used to keep the entries in a
dictionary to a minimal by taking advantage of morphological regularity in natural language.
Woods (2000) proposes a method that aggressively applies morphology to broaden the coverage
a lexicon to make possible more conceptual and effective indexing for information retrieval.
The author used around 1,200 morphological rules. Similarly, Gdaniec and Manandise (2002)
show that by exploiting affixes, they can extend the lexicon of a machine translation system to
cope with OOV words. We use a similar method to expand our seed training data.

More recently, Creutz and Lagus (2006) present Morfessor, an unsupervised method for seg-
menting words into frequent substrings that are similar to morphemes. The method is based on
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Figure 1: A system screen shot.

the principle of minimal description length (MDL), not unlike previous work such as Brent et al.
(1995) and Goldsmith (2001). Additionally, Morfessor is enhanced by HMM states of prefix,
stems, suffix, and noise based on morpheme length and successor/predecessor perplexity.

The system described in this paper differs from previous work in a number of aspects:

1. Previous work has focused mostly on two way splitting into stem and suffix (or amalgam
of suffixes), while we attempt to split into Latin/Greek roots often found in English words.

2. We use a small set of words with hand annotation of prefixes, suffixes, and roots.

3. We experimented with several lists of affixes and a comprehensive lexicon (i.e., the
Princeton WordNet 3.0) to expand the seed training data for better results.

4. We employ CRF with features from external knowledge sources to generalize from a small
training set, without producing an explicit representation of morphology.

3 Method

In this section, we describe our method that comprises of three main steps. First, we automati-
cally generate a training dataset by expanding a small set of seed annotated words (Section 3.1).
In Step 2, we describe how to train a CRF model for word part segmentation (Section 3.2).
Finally, we use the trained CRF model to construct a web-based system (Section 3.3).

3.1 Generate training data from seed data

To achieve reasonable coverage, supervised methods need a large training corpus. However,
corpus annotated with fine-grained word parts is hard to come by. Here we describe two
strategies that use a small set of annotated words to automatically generate a larger training
set. The method is not unlike Woods (2000) or Gdaniec and Manandise (2002).

3.1.1 Expanding training data using prefix and suffix lists

Many words in English consist of stem, roots, and affixes. For examples, finite and in+finite,
senior and senior+ity, nation and inter+nation+al+ism. Affix lists are not as difficult to come by,
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comparing to word lists with fine-grained morphological annotations. With a list of affixes, we
can iteratively and recursively attach prefixes and suffixes to words in the seed data, potentially
forming a new annotated word. Since these expansions from a known word (e.g., danger) can
be real words (e.g., danger-ous) as well as non-words (e.g., danger-al), we need to check each
expansion against a dictionary to ensure the correctness. For example, with the list of affixes,
“in-, de-, -ness”, we can expand fin+ite into fin+ite+ness, de+fin+ite, in+fin+ite, in+de+fin+ite,
in+de+fin+ite+ness.

3.1.2 Expanding training data using The Celex Database

Word lists annotated with more coarse-grained morphological annotations are also readily
available, such as The Celex Morphological Database. Morphological annotations used in The
Celex Morphological Database comprises of affixes and words, e.g., abstract+ion, while our target
is to segment words into affixes and word roots, e.g., abs+tract+ion. By further segmenting the
words in The Celex Morphological Database using the seed data, we can effectively generate more
words for training. For example, with the seed word abs+tract and the Celex entry abstract+ion,
we can successfully produce abs+tract+ion, an annotated word not found in the seed data.

3.2 Training a CRF model

After generating the training data, we treat each characters as a token, and generate several
features using readily available affix lists. Our feature each token includes:

1. the character itself

2. whether the character is a vowel

3. does the remaining characters match a known suffix
4. does the preceding characters match a known prefix

We use two symbols for outcomes to represent segmentation: “+” indicates the character is the
first character of the next word part, and “-” indicates otherwise. For example, if we want to
segment the word abstraction into three parts: abs, tract and ion, the outcome sequence would
be “- - -+ - -- -+ - -”. Base on the generated features and annotations, we train a CRF model.

3.3 Runtime system

As the user of this system types in a word, the system continuously update the segmentation
results on screen. A screen shot of our prototype ! is shown in Figure 1, indicating that the user
has entered the word adventure, and the system displays segmentation results, “ad + vent +
ure”, along with Wiktionary? definition. Additionally, information (based on Wiktionary and
Wikipedia ® of word parts, including definitions, origins, and examples are also displayed.

4 Evaluation and Discussion

We collected a total of 579 words (Bennett-579) with segmentation annotation from the book
Word Building with English Word Parts by Andrew E. Bennett published by Jong Wen Books Co.
in 2007. From the book, we randomly select 10%, or 60, annotated words for evaluation,
identified in this paper as Bennett-60. The the remaining 90% forms a separate set of 519

Imorphology . herokuapp.com
2en. wiktionary.org
Sen. wikipedia. org/wiki/List_of_Greek_and_Lat in_roots_in_English (as of Aug 22th, 2012)

54



Bennett-60 test set Bennett+XC-117 test set
training set tag prec. | tag rec. | word acc. | tag prec. | tag rec. | word acc.
Bennett-519 .85 .82 .80 .84 .57 49
+XB .88 .93 .87 .89 .87 .76
+XW .81 .87 .78 .88 .80 .65
+XC .85 .95 .83 .87 .80 .66
+XB+XW .85 .87 .82 .89 .87 .76
+XB+XW+XC .83 .87 .78 .92 .90 .81

Table 1: Evaluation results.

annotated words used for training, identified as Bennett-519. To more effectively evaluate
the proposed method, we use The Celex Morphology Database with the method described in
Section 3.1.2 to expand Bennett-60 to Bennett+XC-117 with 57 additional annotated words
as the second test set. The Princeton WordNet 3.0 (Fellbaum, 1998) is used in the expansion
process as a dictionary to ensure that the expanded words are legitimate.

Table 1 shows the evaluation results. We evaluate our system using three metrics: tagging
precision and tagging recall indicate the tagging performance of the “+” tag. For example, if
there are a total of 100 “+” tags in all outcome sequences, and the system tagged 50 tokens
with the “4” tags, and 40 of them are correct. The tagging precision would be 80%, and the
tagging recall would be 40%. Word accuracy is defined by the number of correctly tagged
sequences, or words, divided by total number of test words. A sequence of outcomes for a word
is considered correct, only when all the “+” and “-” tags are identical with the answer.

We explore the performance differences of using different resources to generate training data,
the 6 systems evaluated are trained using the following traning sets repectively:

e Bennett-519 : The system trained with the 519 annotated words from a book.

e +XB : Alist of 3,308 annotated words expanded from Bennett-519 with a list of 200
affixes collected from the same book.

e +XW : A list of 4,341 annotated words expanded from Bennett-519 with a list of 1,421
affixes collected from Wikipedia.

e +XC : Alist of 970 annotated words expanded by matching Bennett-519 and Celex.

e +XB+XW : Alist of 5,141 annotated words by combining +XB and +XW.

o +XB+XW+XC : Alist of 5,366 annotated words by combining +XB, +XW and +XC.

As shown in Table 1, all six systems yield better performance on the Bennett-60 test set
than on the Bennett+XC-117 test set, indicating the latter is a more difficult task. Further
examining the two test sets, we found the everage number of segments per word is 2.7 for
the Bennett+XC-117 test set, and 2.0 for the Bennett-60 test set. This is to be expected, since
we generated Bennett+XC-117 by extending words in Bennet-60. The +XB system performed
the best on Bennett-60, with 87% word accurarcy. The +XC system ranked second, with 83%
word accurarcy. For the Bennett+XC-117 test set, the +XB+XW+XC system with all available
traning data performed best with 81% word accurarcy, a 32% improvement comparing to the
Bennett-519 system trained using only the seed data.

In Tables 2 and 3, we list all 60 annotated words in the Bennet-60 test set. The two tables
respectively show the errornous/correct results of running +XB on the test set of Bennett-60.

By using supervised learning, we had to pay the price of preparing hand annotated training
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answer | matri+x sen+il+ity | ultra+violet corp+se
result | matrix senil+ity ultra+vio+let | cor+pse

answer | loqu+acious domi+cile verit+able mand+atory
result | loqu+aci+ous | dom+ic+ile | ver+it+able mand+at+ory

Table 2: The 8 incorrect results and answers of running the +XB system on Bennett-60 test set.

cycl+ist endo+plasm miss+ive popul+ar | sub+scribe | with+stand
counter+point | dys+topia milli+liter poly+glot son+ar with+draw
con+fuse doct+or matri+mony | phonet+ics sen+ior voy+age
carn+al dis+tort lustr+ous per+suade se+cede ver+ity
by+pass dis+course kilo+meter | patron+ize re+tain vent+ure
amphi+boly dia+lect in+pire ob+struct re+cline tele+scope
ambi+ance dextr+ity hydr+ant non+sense | pro+vide | tele+graph
de+flect fin+ite nomin+al pre-+view sur+face
de+cline en-+voy nat+ion pre+mature | super+vise

Table 3: The 52 correct result of running the +XB system on Bennett-60 test set.

data and lists of affixes, but we try to keep that to a minimum and used many existing resources
to expand the dataset. However, the system does not require an internal lexicon at runtime
and is capable of finding morphemes that is unseen in the training set and the affix lists. For
example, many correcly identified morphemes shown in Table 3 such as boly, topia, mony,
and glot are unseen morphemes. This shows by leveraging the set of rich features, the system
provides a surprisingly high level of generality based on a relatively small training set.

Future work and summary

Many future research directions present themselves. We could handle cases where suffixes
and words are not simply concatenated. For that, appending ous to carnivore should produces
carnivorous instead of carnivoreous. A set of rules can be learned by using the manually
annotated Celex. The same set of rules can also be used in runtime, to restore the segmented
word roots to its original form. For example, after segmenting advocation into ad+voc+at+ion,
we could modify at+ion into ate+ion, so that we can look up the meaning of the root ate in a
affix dictionary. Additionally, an interesting direction to explore is incorporating more features
in the CRF model. Statistics related to a prefix and the next letters (e.g., Prefix conditional
entropy), or a suffix and preceding letter could be used as additional features in an attempt to
improve accuracy. Yet another direction of research would be to disambiguate the meaning of
affixes and roots, based on the definition or translation of the word, using known derivatives of
affixes and word roots.

In summary, we have proposed a new method for constructing a fine-grained morphological
word segmenter. The method comprises of three main parts, namely generating training data
using a set of annotated seed data, generating features and label for training a CRF model
for fine-grained word part segmentation, and a web-based prototype system. By combining
two sets of manually annotated word lists, namely Celex-2 and Bennett-579, we automatically
produced enlarged training and test sets for more effective training and rigourous evaluation.
Our system trained with all available training data is able to segment eight out of ten test words
correctly. With the trained CRF model, we construct a web-base runtime system, a service that
is potentially beneficial to English learners.
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ABSTRACT

We describe a method of correcting noisy output of a machine translation system. Our idea
is to consider different phrases of a given sentence, and find appropriate replacements of
some of these from the frequently occurring similar phrases in the monolingual corpus. The
frequent phrases in the monolingual corpus are indexed by a search engine. When looking
for similar phrases we consider phrases containing words that are spelling variations of or
are similar in meaning to the words in the input phrase. We use a framework where we
can consider different ways of splitting a sentence into short phrases and combining them
so as to get the best replacement sentence that tries to preserve the meaning meant to be
conveyed by the original sentence.

1 Introduction

A sentence may contain a number of mistakes in the word level, phrase level and sentence
level. These mistakes may be referred to as noise. Spelling mistakes, wrong lexical usage,
use of inappropriate function words (like determiner, preposition, article, etc.), grammatical
errors, wrong ordering of words in a sentence are some of the commonly encountered noises.

Noisy sentences are widely prevalent both in human generated sentences as well as sentences
generated by a Natural Language Processing (NLP) system. The generation of noisy
sentences by humans may be due to carelessness, lack of good language writing ability
or lack of knowledge of spelling, vocabulary or grammar of the language. The systems
which return natural language sentences as output, for example Machine Translation (MT)
systems often make mistakes in the sentence. In this work, we have used a method to handle
spelling errors, word choice errors, extra or missing word errors and reordering errors in
the sentence using a monolingual corpus, a synonym dictionary, and a stemmer.

We have incorporated this method as a post-processing system for our Bengali to Hindi and
Hindi to Bengali machine translation systems. Our base translation systems are imperfect
and generate imperfect sentences. We analyzed the outputs of these systems and observed
that a lot of noise can be corrected by applying this method. The evaluation results show
that we are able to improve the performance of machine translation systems.

2 Related Work

Some work have also been done on the correction of errors of noisy sentence by finding
the most appropriate replacement for each word or phrase. Willett and Angell (1983) have

The author and the work are partially supported by Indian Language to Indian Language Machine
Translation project sponsored by MCIT, DIT, Govt. of India.
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corrected the spellings of the words by finding the closest replacement candidate from the
dictionary. The closeness of the dictionary word and the misspelled word is calculated
using the count of the common trigram characters. Yannakoudakis and Fawthrop (1983)
have divided the misspelled words into elements of spellings and replaced wrong elements
by corrected elements.

Dahlmeier and Ng (2011) used Alternating Structure Optimization (ASO) technique for
correcting grammatical errors in English article and preposition. Helping Our Own(HOO)
shared task has been carried out in 2010, 2011 and 2012 to correct some particular classes
of words like article, preposition, determiner, etc. of the English text and is reported by
Dale and Kilgarriff (2010, 2011) and Dale et al. (2012).

The correction module has been used as pre-processing and post-processing stages of some
machine translation systems. The rule based post-editing module proposed by Knight and
Chander (1994) has used online resources for learning rules to correct the output of a
Japanese-English machine translation system. Xia and Mccord (2004) has used automati-
cally learned reordering rules in a hybrid English-French machine translation system.

3 Motivation

For correcting noisy sentences, similar to the approaches used in Statistical Machine Trans-
lation (SMT) systems, e.g., the IBM model (Brown et al., 1993; Koehn et al., 2003), may
be used. But the development of a parallel corpus of noisy phrases and corresponding
correct phrases is a time consuming task. However, instead of developing a parallel corpus,
we wish to use monolingual corpus to improve the fluency of noisy sentences. For faithful-
ness, a synonym dictionary, a stemmer and phonetic mappings may be used in finding the
phrases which preserves the actual meaning of the noisy phrases. The algorithm should
have the ability to account for different classes of errors such as, Preposition, Postpossition
or suffix errors, Spelling errors, Word form, Redundancy, Missing Word, Word Choice,
Word ordering, etc.

4 Our Approach

Our approach to correcting noise in the sentences consists of correcting noise in the phrases
of the sentence. For this, we split the sentence into small phrases. We make use of a n-gram
language model obtained from a monolingual corpus. Frequent phrases in the language
model that are similar to an input phrase are considered as candidates replacement for
that phrase.

The function used to split the sentence into small phrases and for combining their candi-
dates is discussed in Subsection 4.1 and the searching of the suitable candidate phrases in
the corpus for the small phrases of the sentence is discussed in Subsection 4.2.

4.1 Spliting and Combining Phrases

Consider a sentence of N words: S = wiws . .. wy; where w; is the i*” word of the sentence.
A phrase in the sentence is of the form P;; = w;w(y1) ... wj, where 1 <i < j < n. The
length of P;; phrase is (j —i4-1). This phrase can be split into two phrases Py and P(1);
in different ways for i < [ < j. A m-word phrase can thus be split in 2 sub-phrases in
m — 1 ways. Each of these sub-phrases may be further split in the same way.

While considering each phrase of the sentence if the phrase is a short phrase its replacement
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candidates (candidates) can be found from the language model created from the monolin-
gual corpus. For any phrase (short or long), we also consider combining the candidates of
sub-phrases of every possible decompositions of that phrase. All these possible candidates
will be considered for selecting the best candidate of the phrase. This module can be im-
plemented using a dynamic programming method and a triangular matrix data structure.
Each cell in the triangular matrix is a placeholder of a phrase of the sentence. An example
triangular matrix for a four word sentence is shown in Figure 1.

Full Sentence
W1.W4 ]
]
WIW2W3 W2W3w4 ]
Double Words
wiwz waw3 Waw4
w1 w2 w3 w4 Single Words

Figure 1: Triangular Matrix for a 4-word Sentence.

In the cell corresponding to a phrase, we store a list of candidates for that phrase. Can-
didate lists for lower length phrases of the sentence are stored at the lower level. In our
bottom-up approach, members of the lower level cells are used to find the members of
higher level cells. The basic algorithm is presented in Algorithm 1.

Algorithm 1 DynamicFind(Sentence) // Finds corrected forms of the Sentence.

INPUT: Sentence S = w1, wa, ..., wN
Data Structure: R = Upper Triangle of a Square Matrix, K =5
for n=1 to N do {/*n indicates the length of the phrase*/}
for start=1 to N —n + 1 do {/*start is the starting index of the n length phrase*/}
if n == 1 then {/* Phrase of length 1 */}
R[start][start] = FIND_BEST_SUB((Pstart,start, KX); /* Returns K candidates of
RsLaTt,staTL phrase */
else
end = start+n — 1; /* end is the ending index of the n length phrase */
if n <k then {/*Short phrase*/}
Ristart]jend] <~ FIND BEST SUB(Pitart.end, K)
end if
for j=start to end-1 do
P1 «+ Rjstart][j]; P2 < R[j+1][end]; P3 + COMBINE(P1,P2)
R[start||end] <~ KBEST(P3, R|start][end],K)
end for
end if
end for
end for
Return R[1][N]

COMBINE(P1,P2): Concatenates all the phrases of P1 with all the phrases of P2 and combine
their corresponding values.
KBEST(L1,L2,K): Finds K best members among the members of two lists: L; and Lo.

In this algorithm, S is an input noisy sentence of N words. Pgtartend is a phrase, where
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start and end are starting and ending indices in the sentence. n is the length of the phrase,
where n = end — start + 1. For each short phrases the candidates along with their values
computed by the substitute method discussed in the next subsection are stored in the
corresponding bottom level cells of R.

Each multi word phrase is broken into a pair of sub-phrases. The variable j indicates the
intermediate point or partition point of the phrase. So, two sub-phrases of Py4rt,end are:
one of index start to j and another of index j + 1 to end. A pair of candidate lists for
each pair of sub-phrases are taken from previous level cells of the triangular matrix and
stored in P1 and P2, respectively. The COMBINE function concatenates all the members of
P1 with all the members of P2 and combine their values and store in P3.

For each short multi-word phrases, two candidate lists computed by substitute method
and COMBINE function are sorted and top K are selected by the KBEST function. These are
stored into the corresponding cells of the R matrix. The algorithm returns the members
of the top cell of the R matrix as the most relevant corrected sentence.

4.2 Computing the Phrase Substitutes

All phrases of length 1 to K of monolingual corpus are stored in a language model along
with their frequencies. Given a short phrase from the noisy sentence, we have to search
for the short phrases in the language model which are frequent and similar to the noisy
sentence phrase. These searched phrases are candidates of the noisy sentence phrase.

4.2.1 Scoring Function

For each short phrase of the sentence, we define the following scoring function, based on
the practical scoring function defined by Hatcher et al. (2010) in Lucene search engine, to
find suitable candidate phrases from the language model.

score(q,p) = coord(q,p) Z {tf(t,p) idf(t)*} BoostValue(p,l) (1)

Here, ¢ is the query phrase of the sentence. p is a phrase of length [ in language model,
which is being considered currently. The components of equation 1 are explained below.

(i) Coordination factor coord(q, p) indicates how many of query terms (words) are found
in p. Length of query phrases and values of this function are both between 1 to k.

(ii) For term frequency ¢f(t,p) we use square root of frequency of the query term ¢ in p.

(iii) For inverse document frequency idf(t) we have used the inverse of the number of
phrases in which the query term t appears.

(iv) As we have mentioned earlier, we want to find those similar phrases which have
highest frequency in the language model. So, we want to boost the score according
to the frequency of the phrase. However, frequencies of the shorter phrases are not
directly comparable with that of the longer phrases. Therefore, boost of a phrase is
calculated with the help of the frequency of that phrase in the corpus and the length
of the phrase.
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4.2.2 Handling Variations

For finding suitable candidate phrases for each short phrase of noisy sentence, it does not
suffice to only search for the frequent exact phrases in the language model which are similar
to the input phrase. We need to search other variations of the words of this short phrase,
e.g., spelling variation, morphological variation and lexical variation. We have developed
a unified approach to handle all these effectively. This approach consisting of indexing
several variations of each input phrase, and considering these variations for retrieval.

Indexing

This is done by indexing each phrase at several different levels, apart from indexing the
original phrase. At the phonetic level, a phrase consisting of phonetically normalized
words of the original phrase is indexed. At the morphological level, the phrase consisting
of stemmed words of the original phrase is indexed, and at the lexical level, the phrase
consisting of the synonym group IDs of the words in the original phrase is indexed.

Retrieval

Given an input phrase, K similar phrases are retrieved at various levels — unaltered, mor-
phological, phonetic, and lexical. We define four coefficients: cyords Cstem, Cpm and c;q for
these four searches, respectively and multiplied the scores of the searches with the corre-
sponding coefficients. The top K phrases at each level are identified by using the scoring
function shown in equation 1.

5 Experimental Results

In our experiments, we have considered that the length of short phrases is between 1 and
5. Further, the length of the indexed phrases is between 1 and 5. The values of cyora,
Cstem, Cpm and c;q coefficients are experimentally set as 10, 8, 6, and 6, respectively. The
value of K is considered as 10.

5.1 Experimental Setup
The proposed approach is implemented for Hindi and Bengali languages. We have used

following resources and modules for this task.

(i) Hindi and Bengali monolingual corpus crawled from the web and cleaned. The size
of these two corpus are 300K and 430K sentences, respectively.

(ii) Hindi and Bengali synonym dictionaries divide words into some groups of synonyms.
(iii) Hindi and Bengali longest suffix stripper for stemming.
(iv) Hindi and Bengali words to phonetic word map table similar to the one proposed by

UzZaman and Khan (2005).

5.2 Analysis with example

We now show how the system performed on some Hindi written sentences. The Hindi
sentences are represented in itrans format with the word by word translation in square
bracket. For every Hindi sentence, we show the English translation of the intended sentence.
Then, the final sentence output by our system is given where the correct modifications are
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shown in boldface, and the incorrect modifications are underlined. Finally, we present a
summary of the modifications.

1. Original Hindi sentence (OH) : mujhe le.DakA ko pasanda AYA. [To-Me Boy
To Like Came]
Intended meaning in English (E) : I liked the boy.
Final sentence (FH) : mujhe le.DakA pasanda AyA. [To-Me Boy Like Came |
Summary of Modifications(SM) : Deleted postposition ‘ko’. Changed spelling
of ‘AYA’.

2. OH: merA hindI AchchhA nahl. [My Hindi Good Not|
E: My Hindi is not good.
FH: merA ye hindl achchhA nahl hai. [My This Hindi Good Not is]
SM: Inserted pronoun ‘ye’ and verb ‘hai’. Changed spelling of ‘AchchhA’.

3. OH: mere yahA.N Ane kA kAraNa hai mai.N khAnA chAhatA hai. [My Here Come
’s Reason Is I Eat Want Is|
E: The reason why I came here is I wanted to eat something.
FH: mere yahA.N Ane kA kAraNa yaha hai ki jo mai.N khAnA chAhatA thA. [My
Here Come ’s Reason This Is That What T Eat Want Was]
SM: Inserted ‘yaha’, ‘ki’ and ‘jo’. Replace ‘hai’ by ‘thA’.

5.3 An Application to postprocessing of sentences obtained
through Machine Translation

The proposed approach is applied to correct the output of two imperfect transfer based
Machine Translation systems, the BHMT system translates Bengali sentences to Hindi,
whereas the HBMT system translates from Hindi to Bengali. The proposed approach has
improved the quality of the output of both the systems in terms of both perplexity and
BLEU scores. The results can be seen in Table 1.

BHMT system | Modified System | HBMT system | Modified System
Perplexity 34.243 27.811 39.612 35.862
BLEU 0.232 0.243 0.218 0.227

Table 1: Scores of MT output and proposed modifications.
6 Conclusion

We have presented a unified approach for correcting different types of noise in a sentence.
We are able to handle major classes of noise, though we are not able to handle long range
re-orderings. This approach is general and can be used for any language. The resources
needed are minimal and can be easily obtained.

There is a need for more experiments, better tuning of the scoring model, and testing on
different sources of noisy sentences.
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ABSTRACT

More than 70% of Japanese IT companies are engaged in the offshore mientlop their
products in ChinaHowever, a decrease in the quality of the accompanying Japanese engine
documentation has become a serious problestaerrors in Japanese gramm@aproofreading
system is therefore required for offshore development cd$es.god of this research is to
construct an automatic proofreading system for the Japanese languagartha¢ usedni
offshore developmentWe considered an examgbased proofreading approach that ca
effectively use our proofreading corpus and simultaneqursigess multiple types of errdrhere
are three main steps in the proofreading sysfémy are the search step, the check step and 1
replace stepWe will make a demostration for the proofreading systemsamilated the use of
our examplebased approactihe results show that using the entire corpusrealuce the errors
by over 66%.

Title and abstract in another languadepanese

A7 a TERENTORAREEBRES ZAT A
W

W, BAREENSOA 7 > a TRRSEIMEBCH D, 47 a THRETIE, SAEA
OYET D AAFELEONEMHAENRETHY, WEFENR A MEHL LFTW5.
FDH, HEKES AT AOFEMEBIFFI N TND. RIFRTIEA T > a 7THZER
FOHRAFEEHBREV AT LAORREEZENE LT, WERBREa— S22 RMIHA L
T, IXPCEEOBRHAZFFICRE TE 2 HHR—ADKRIERIEZRE L. FHN
—ADKIEY AT MIKERE 2 — 2 28>, WIEARE, 5, MBSO BE
WG E X — & L, HMIEEE o — SR CEEKTFE L HOER 2K T5.
D%, MFFHEROMAEMEFICH L, BEEORT L BWRESNEH A O CEEp 3L
KB OKRIEICHEA TE DN E I NEHRT 5. kEIE, F=v 7 S EGIvms
ZHWT, WIEEF OEIESEE FRRICUEN R 2R IET 5. REFIEOE &M
T 5720, KFEIRIFTFEFAR—RAOAHKEFEZRBRL, TO9EEZY I 2L —T 3
VLTm. TORER, WIEBEa— RSAREEEJE L CAFEEZHEAT L LITLD,
PRV ERO66%WEWETE S Z L ERT

KEYWORDS: Error correctsystem proofreadsystem offshore developmentletect themisuse in
Japanese
KEYWORDS INL, : CHRIE, HARGEZMAORKM, 47 a 7hR

Proceedings of COLING 2012: Demonstration Papers, pages 67-76,
COLING 2012, Mumbai, December 2012.
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1 CondensedVersionin L2 —27 ¥ a TERMIT O BARAZBEIRES AT A

AFTlE, A7 v a 7HEETOAARFABKIEV AT LOMBEEZEME LT, BER
JEa— RS2 & GRCRA LT, 130 TEEOBMZ R TE 2 EH~—20D
BEFEERE L.
ﬁb@*.A&ﬁ%@Q%LtHﬁﬁﬁﬁii@&EEW%%&;,%.A REREERE 1T
X5 HARFEBRM N Z — /@%ﬁ%ﬁoﬁ«mmgzmaTmmz_ D EORRE L E
FrFELDD. HEMTCEOKIEIZBNT, KHIAD OBEREHOE) V‘EO)&Eﬁnqzﬁ
B THDH. LonL, BRlORIENTOMOEDICHELEZ T DAl EEA R L
BEFENCARITIRTE T D85A, AF TR ORZ — 2 & — it L TRIEL— V& 1ERK
THZERRHETHD. F2T, BaIREBELZZDOEE AT ARFIAALTLE
BEBBET 2 FHIN—2ADKIEFIEEZZRZ L. FHN—2ADOKIEFIETIIREOK
EFINLETH L0, EBEOLT7 v a THRBERMICBWTEBO T TEEINIZKED
WIEERBEZAFETHZLICEY, ZOREFELZFERTE 5.

FEHHELT ) FHIR—ZADKIES 2T I (FAGURELIZMR) 1ITABLE 10D L 5 2B H e 5
WIEBEE o — A &>, WIELEE, 1) FROHE, 2) FHOF=v 7, BLO 3)
KB LDEZELDAT v FnbiRb.

E9, AT v 7 1) T, QIR CORFBREEEEF— L L, &EEW:—AXL
[ CHLEE KT IS 2 B o Rl 2 iR 9 5. BBRSRIHC K o TEE O FHIH AR
HIENDD.

AT v 2) TIE, AT v F1OMBHEROBRGEM OIS L, FHID LR L OR
UM TEBNE I DEWRT S, ZORAIE, WHEMNEERERS (EEAOX)
& DILBIY D EFIF O IEE BTN D2 E S haHeRT 5. WHTEZHET 5
B, WEBOFRDLEEWHSERE O TSSO —BELFHET 5. —BUEDRHEIC
iﬁwmﬁﬁaﬁ%ﬁAmw BT 250 H 0, REIIALERICRET S, X0
BB TAEEDE F AR MERT BTN B ST DR IE IS5 T & 20 L S,
A SR SEIR S S .

AT w7 3T, AT v 2CF =y 7 SnTEAFRABERZ AT, BRIEFFOEE
ik & RIS LA ET 5.

FHIR—ADRIETFEDORRIRETRD7120, FHN—ZAFEOFBHRRICETH I
a2 b—va vk {Tolz (TABLE 3, TABLE 45M) . B2 FHIkAE 7 o 4 L THEIRL,
WIEAT v ZITHENT 2 MBI 2 BBl 2l - 72, KRIEa— Ak z
T5E, BMADEEWIIRIETE DI &V L7z

Before proofreading 3| D o 21— R E#/ZS TR
sentence (There is no codeonverting of the argumeint.

After proofreading| 5% 80 o1 — K Z#[DELETE] £ LTV R0
sentence (The argument is naodeconverted)

TABLE 1 —a proofreadingxample of theorpus(t 1E & /i > i)
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Category Definitionsof the proofreading typés: IE ™ 4y%5) | Count
Category 1 Erratumandomission of a wordi®5, M) 316
Proofreadinghe errors that | Alphabet misspelling = ~/L 3 =) 49
are interferewith — -
understanding contextic Thiaimblguty betweenChineseand JapanesgH | 142
BRFRRIC KR s [T
Y OIETE) \{oigred soyrnd,_ EIlongrvowel, anehis-pronunciation| 239
(Totalcount 1060/ 8404 = | (T, K, #ETH)

11% Semaitic mistakeof words(E R V) 255
Kanakaniji conversion mistak@)» 72 Z5#472 0 ) 59

Category2 Particle additior(85l:E0) 720
Proofreadinghe errorghat | pgicle deletior(#hFAHI4) 401
Chinese native spealeer - pe—— 2907
usuallycommit (+ [E 35 Particle changéBh#Zs i)
AL LR Verb tense and aspe@zifiil & 7 < ~2 k) | 205
DI IE) Active andpassiveof verbs(AE#&h & 5 ) 290
(Tootal count 5096/ 8404 = | confusion of noun phrase and phrasal a4 | 573
53% L Bl ) ORI
Category3 Chinese character, hiragana, and declensional | 674
Proofreadingnappropriate | ending(i5, OH 2372, %0 {4)
expressiosin engineering "o jioquialism(/1 25 187
documenrs (BefifiSCiE & L - .

B = bA 123
RS A EEOKT) Figure and unit(x & HAr) :
(Total count Formal speech/Casual sped@h{t i {4) 76
2223/ 8404 =23%) Technical terra (B£[93E 267

Vocabulary meaningiE &) 896

Category4 Shortening of verbose texit & 45 f) 350
Proofreading the Sentence structureorrecton (S E(E E) 809
incomprehensibleentence - tor(EALED 106
structure and logiC i Information addition(I# #:E 1)
LERBLOKIE)(Total
count 1265/ 8404 =13%)

TABLE 2 —proofreading typeand thecountof correction history(F& ¥ 4y36 0D & 3§ & )

distribution
11%
51%
21%
17%

Category
Category 1

Category 2
Category 3
Category 4

TABLE 3 —the distribution of

Do)

Corpus size| Sim1 | Sim2 | Sim3 | Sim4 | Sim5
0 0.0%| 0.0%| 0.0%| 0.0%| 0.0%
1000 33.3%| 32.7%)| 30.1%| 34.2%| 36.3%
3000 49.7%)| 53.2%| 47.1%| 55.8% | 52.9%
5000 57.6%| 58.5%| 57.3%| 62.3%| 59.9%
8082 65.8%| 65.8%| 65.8%| 65.8%| 65.8%

TABLE 4 —the resulof thesimulation ¢ I = L — = U
the testing dataf % 5 —%  #)
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2 Introduction

With the advancement of corporate globalization, the outsourcing of syltealopment to
foreign countries (e, offshore development) has increased in IT compaMese than 70% of
Japanese IT companies currently have the offshore development gfrduhicts in Chinawith
respect to offshore development in China, there is an increase in cases athereChinese
engineers are employed by the offshore vendor in both the software deeatgphase and the
design phaseThis means that a large proportiof the engineering documentation, such as tt
specifications and technical reports, are created in Japanese by Chinese natigerseng
Generally, the engineers who prepare the documentation are very proficigkatpamese.
However, this has been accompanied by a decrease in the quality of the engine
documentation due to misuse of the language used by the purchasee padthaser is required
to manually proofreadthe engineering documentatiof.o reduce the cost of manually
proofreadhg, there is a need for the development of a “document proofreading systam”
automatically proofreads the documentation in the language of theaparchhe goal of this
research is to construct an automatic proofreading system for Japdmelsean be utilizé for
offshore development.

Recently, proofreading technologi¢sr error detection, correctiorf)jave been considered as
applied technologiefor the machine translation and the language educadflany recent studies
have focused on proofreading for Esglias a Second Language (ESL) learifemsmi et al,
2003 Han et al. 2006; Gamon et al., 2008; Gamd)10. Other researche@Oyama and
Matsumoto, 2010; Imaeda et ,aR003; Nampo et al., 2007; Suzuki and Toutand®@06G
Mizumoto et.d, 2011) focus on errors that are more common to Japanese learners, such as
particles.The error correcting corpora used in previous works (regarding Japanese@amd S
Language (JSL)) was acquired from essays, examirsatiord social networlservices Thee
corpora include all types of error made by all levels of Japanese “learii@ssimpractical to
cover all such in the construction of eopfreading systemWe assume that there are limited
types of error made by the native Chinese engineers, and concentrate on soncecapegifries
(because the engineers are not Japanese “legrners

We had analyed a Japanese proofreading corpus that provides a history of proofreading
offshore development in Chin&heng, 2012)According to our findingsmost type of errors
mentioned in the proofreading corpus relate to the misuse of partidegver, the misuse of
particles usually occurs together with other types of errors in the samtense(seeTABLE 1),
and it is difficult to define general rules for the proofreading of these neuttipes of erras. In
this demq we will make a demostration odin examplébased proofreading approach five
multiple types of erra. This examplebased approach requires a sample collection, and ¢
proofreading corpus can be directly used for the exaivgded approache can adopt the
examplebased approach in English any other language, as long as there is a proofreadi
corpus in théanguage.

3 Anintroduction of Japanese proofreading arpus in offshore development

We had analyzedhe Chinese nativengineersmisusetendencyof Japanese the proofreading
corpus (Cheng, 2012)The corpus is a history of proofreading written by a matiapanese
proofreader who has experience in the correction of engineering documerstsegdrbp native
Chinese engineers in offshore developménir proofreading corpuscludes 804 examples,
which were collecteérom 519 documentsThese documents wepeepared by 20 engineers who
have successfully passed the N1 level of the Japdrespiage Proficiency TeqULPT:
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http://www.jlpt.jp/e/guideline/testsections.himWe assume that the error tendencies noted
these documents normally occur in all of the engineering documentation ioffgi®re
development industry.

A proofreading example contained in the proofreading corpus is showrrere 1. The
proofreading example includes the before proofreading sentamtethe result after manual
proofreading.Many of the proofreading examples involvetlltiple types of errofike this
example in the proofreading corpWe classified the proofreading examples and investigat:
the distribution of the proofreading types in the corpus.

TABLE 2 shows the distribution of the proofreading corpl®ie largest category of the
proofreadingis Category2 that occujes about 53%(5096/9644) more than the entire half.
Category 2 includeshe proofreadingof particlesand the verbThis observation is similar to
previous work (Oyama, 2010), but we found that the ratio of this typeamfiarthe proofreading
corpus is more than in Japanese leamerror dataThe next largests Category3 that occues
the entire 23%42223/9644) Category4 accounts fol3% of the whole, an@ategoryl accounts
for 11% of the wholeBecause Category 2 errors occur most frequently, we know that altho
the engineers have high Japanese proficiency, iffisudi to become proficient in the usage of
particles and verbs.

4  The Demastrating System—An Example-basedproofreading approach

Many example®f our proofreading corpusclude multiple types of errors in a single sentenct
It is difficult to introduce rules for proofreading multiple typeseabrs.By contrast our corpus
is not large enougtof normal machine learneigecausesome proofreading examplescuronly
once and it causes thiata spams problem To effectively e our proofreading corpus, we
considered an exampbased proofreading approach instead of using the malgamng
approach.

4.1 The systemflowchart

FIGURE 1 shows the system flowchaand the process of proofreadirithis system includes a
proofreading corpus, which includes the original sentencediides error or misuse) and the
proofreadingresult. The system proofreads wide types of errors and misuse by searching
corpus to find the useful examplé&here are three main steps in the proofreading systaey
are the search step (the p@tin FIGURE 1), the check step (the pa#) in FIGURE 1) and the
replace step (the pa® in FIGURE1). The flow of the proofreading approachdisscribedss the
following paragraph

Thetarget proofreading documents amputted into the systenand therthe system divides the
document to sentences and processes the sentences respg@heveartD in FIGURE 1). Then
the system will do several processesreéquire information for proofreading (the p&gt in
FIGURE1).

These processes include morphological analysis, dependersiygoand the Semantic analysis.
In the part® (search step)the system searches the proofreading corpus to find the us:
examples for the proofreading, here the system will usembephological anddependency
information to searchlhe search resulossiblyhavemore than one example.

In the part®, the system checks the search example in searclstegtimating theimilarity
of the words in the target sentence and the proofreading exathphese is no similar example

71



in part® and @ (after check step, it is possible that the searching resulteeeted, the
system will back to the paf® to processhe next targetentencelf the search results pass the
check stepthe proofreading example can be used to proofread the samfence

In part® (replace step), the system witefer to the before sentence and the aftertencef
the proofreading example to proofreading the target sent€hisemeans that theystemwill do
“similar’ proofreading to the target as thmof-reader waslonein the exampleThen the system
outputs the proofreading results of the target senténagext section, we describe more detai
about the main steps of the proofreading system.

(2Do the Morphological analysis, Parsing
Theta'get JL g::'::‘c:';e target and Semantic analysis of the target
documents sentence
. Proufveadmg corpus )

(@Search step: Search the useful proofreading N
| Before After J ——1 example for the target sentence in the ®Chefk ste"u Chisclt vlslt:‘f'
proofread proofread proofreading corpus example really appropriate’
(B)Replace step: Replace
. » h
the proofreading part in the ®Output the
o —— proofreading result

FIGURE 1 — Theflowchart of our exampkbased proofreading system

4.2 Themain steps of the exampkbdased approach

Proofreading target: /A2 A—2D X R FIIRMILSIH TV,

. Search the suitable proofreading
example in the corpus

Check the similarity of the word
pair using the semantic information
S

(target sentence)
(the example before proofreading)
(the example after proofreading)

/&0 TR /L\/j
Sh/ TS /NS
Sh/ TV /LN /

w— - Replace the proofreading part of the
" target according to the example

Proofread result: / \7)‘—7)5‘23—5']1%&311'(!."4“

(The parameter hes not been string converted, |
FIGURE 2 —an example of the examplsed proofreading approach

FIGURE 2 shows an example of the examplesedoroofreadingapproachThe input sentence’ <

T A—H OXFHERHIE X TV eV, (The parameter has not besining converted.” is
the proofreading targeThe systenanalysedthe target sentence, than searched the corpus ¢
found a possibly useful examplBéfore: 5| %% = > =1 — Rifizifald STV 720 — After: 5]
BT a— RZEH S LT eV (The argument is natonvertedthe encoding”. Then the
system proofread the target sentence using the similar replacememrt é@xatmple.That is,
changingthe particle*?(no)” in the target to the particle?s(gay, changing the word#ixffi
(conver)” to the word" % ffi(converty, and deléhg the particle'iX(hay. Therefore, thearget
sentencebecame to' /X7 A — ¥ NP ICFHIZEHE X 4L TV 7220 (The parameter has not beer
string converted)”. In our approach, if the proofreading example occurs once in the corpus,
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systemcan use the example to proofread a risimilar’ sentenceTherefore this approach can
use the proofreading corpafficiency.

Search Step “Is there any useful proofreading example for the target sentence in the
proofreading corpus?”

-The result of dependency parsing of Extracting -The search key pair and the search result
the target sentence: the keywords (4,45 x—2 8 xF71: nothing
TS A—EOXEIEREERTOELY, | l%g @XFH & nothing

¥ ¥ 4 (BRI &e(V): found the example!

IS5 A— 8/ )T/ 14/ T, / L

[Refnm prootreading sentence lslnm::;:\—h‘k‘zntufxu |
st prooieading sentence  [gifR@Ta—FhBHSh TN |

FIGURE 3 — The search key word of the target sentence and its rearch results

In this step, the system uses the dependency analysis results of étes¢antgnceFIGURE 3
shows the search kemprds and the search resulthe system used the substantives and tt
declinable words that have dependency relations in the target sentence to seanguth@ren
prodreading examples in the corpus should also be asdlyith respect to the dependency
structure and semantic structulteshould be noted that the system does not only search the st
of the keywords, but also searches the morphological informatiorsementic information of
words, such as the keyword pdd. If the before proofreadingsentencehas a dependency
relation that is similar to the keyword pair, the examplesédected as a candidate for
proofreading the target sentencE&URE 3 has only one search result, which is the example
TABLE 1. If there is no search reguthe system reverts to paetin FIGURE 1 to process the next
target sentence.

Check Step “I s the example really appropriate?”
1 } ]
Target sentence: /\TXA—4/0)/ XFEHI/&EHR/ 1L/ EN/TULELY .
v [ + )
Before proofreading sentence: 31%/0)/ T a—F/§xif/ (X7 &N/ TLVELY/,
After proofreading sentence: BI81/HY/ T Va—K/EH/  Sh/TLVELY,
: it

FIGURE4 — The dependency structure of target, and before / after sentences

After searching the corpus, sonfpossibly) useful examples for proofreading were found
However, not all of these examplare useful for proofreadingn this step, the system checks
two conditions regarding the examplghe conditions are “Is the exafapsimilar to the target
sentence?” and “Can the target replace #ample?”Considering the example FIGURE 4, the
target sentence should be similar to ltleéore proofreadingentene. Also, there should be parts
of the target sentence that can be replaced to changeftire proofreadingentenceo theafter
proofreadingsentence

For checking thdirst condition,the system considethe similarity of the corresponding words
in the dependency structure between the target sentence and the before pngofesatdinceln
this case, the system checked Wrd pair “/X7 2 —#% (parameter)/ 5|#% (argument) and
“3CFH (string) / = =2 — K (encodng)”. The similarity ¢ the word pair is calculated
according to the followingquation:

® Similarty = o X Txt +~ WordLen + 8 X Syn +y X Sem
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Where:

® ¢, B, vy : Thecoefficientsthat can be changddr different proofreading corpus andanual
tuning

Txt: The editdistancebetweerthe words

WordLen: The count of the character of the words

Syn:The distancéetween thevordsin the dependencstructure

® Sem:The distance of the semantic class between the words, it can be tuning ynanuall

If the similarity is smaller than a threshold vajubeproofreading example will be excludethe
threshdd value can be set manually for different situation, such as the different indus
company or projectin this case, the word pait’XZ A — % (parameter) /5|#% (argument)
and“ 3 7% (string)/ = > = — K (encoding) havesimilar usagein this offshorevendor

To check the second condition, the system comparesdnghological sequences of thefore
proofreading sentenand theafter proofreadingentenceln FIGURE 4, the subsequence 5| %%
(argument)/ ®(no) /” is changed td 5%k (argument) %3(ga)/, and the susequence fiiffi
(convert)/ % (ha) /" is changed toZ: ff2(convert). Then, the system can use thebsequencén
before proofreadingentenceto rewrite the sulsequencen the target sentencéd. there is no
need for the rewritten stdequence in the proofreading example, this example will be exclude

ReplaceStep Replace the proofreading part in the target sentence

After the checking step, the remaining examples can be used tbepbdhe target sentence.
The subsequence that is rewritten in the proofreading example can be used deading.
Considering the case FIGURE 2, the system can proofread the wotdSZ A — % /D/" to “/~

Z A =AM, and the sutlsequence 5|44 (argumenty>(no)! is changed td 5| 4/23(ga)/.
Then, the system replaces all replaceablessgjuences ahoutputs the proofreading restits

T A= PLTINEHBES TR, (The parameter has not been string convrted

5  Systemperformance — asimulation

As described in sectioh.2, the system requires several coefficients for the checklstepever,
the coefficientsand threshold valueneedto be tuned, but this is currently difficult, as more
examples are requiredrftuning.In this paper, we made a simulation that can estimate the up
limit of the recall.This simulation followed the approach that we described in setibat the
check step is performed manualljhat is, when the system checked the similarity betwet
words, we judge the word pair manually.

The testing data which includes 324 examplesjs a part of our proofreading corpushe
distributionof thetestingdatais shown inTABLE 3 andis similar to thedistributionof the whole
corpus.The remaiing part of the corpus (8080 examplesysedto proofread the testing dat

We repeated the simulation five times, and the results are sholwsig 4 (from the column
“Sim 1" to “Sim 5'). To investigate the relationship between the scope of the proofreading
the size of the proofreading corpus, we randomly selesetencesn severalsizesfrom the
proofreading corpus in each simulatiorhe sizes are shown in the first column TaBLE 4.
TABLE 4 shows that use of the entire corpus can redu@ @&6the errors.The proofreading
result obtained by using a random part of the corpt®msogeneousNe can consider that the
distribution of the entire corpus is alsomogeneous
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ABSTRACT

In this paper we describe a DomEx sentiment lexicon extractor, where a new approach
for domain-specific sentiment lexicon extraction is implemented. Sentiment lexicon
extraction is based on the machine learning model comprising a set of statistical and
linguistic features. The extraction model is trained in the movie domain and then can be
utilized to other domains. The system can work with various domains and languages
after part of speech tagging. Finally, the system gives possibility to combine the
sentiment lexicons from similar domains to obtain one general lexicon for the
corresponding meta-domain.

TITLE AND ABSTRACT IN RUSSIAN

DomEX: U3saeuyenue Ouenounoi Jexcuku st Paziamyanpbix
Mpeamernbix O0aacTeii 1 Meta-Ob6aacrei

B arHHO# paboTe MBI OMUCHIBAEM CHUCTEMY JIJISI I3BJIEYEHUS OlleHOUHbIX ¢JIOB DomEx, B
KOTOpPOU peajin30BaH HOBBIA MOAXON i (OPMHUPOBAHUS OIIEHOYHOTO CJIOBApS.
W3BieyeHre OIEHOYHOW JIEKCMKH OCHOBaHO HAa MAIIMHHOM OOy4YeHWUH C
HCII0JIb30BaHNEM HAbOpa CTATUCTUYECKUX U JIMHIBUCTUYECKUX IPU3HAKOB. MOz 1ist
u3ByeYeHnsi obydaercsi B MpeIMETHON ob6siacT O (ribMax M 3aTeM MOXKET OBITh
WCIOJIb30BAHA B JPYyrUX MpeAMeTHbIX obsiactsax. Cucrema wmoxkeT paborats ¢
Pa3JIUYHBIMK TIPEIMETHBIME 00JIACTAMY U SI3BIKAMHU IIOCJIE 3Tarna MOP(dOIOrHUECcKOi
obpaborku. Hakowerr, crcrema /1aeT BO3MOKHOCTh KOMOMHUPOBATh CIIMCKY OIEHOYHBIX
CJIOB U3 TIOXOKUX MPEAMETHBIX 00JI1acTel it GOPMUPOBAHUS OHOIO, OOIIErO CIOBAPS
JUUIs COOTBETCTBYIOIIEH MeTa-06J1acTH.

KEYWORDS : Sentiment Analysis, Sentiment Lexicon, Domain Adaptation

KEYWORDS IN RUSSIAN: Ananuid TonasmbpHOCTH, OIleHOYHBIE CJIOBA, AJamnTanus K
IIpenmerHoit Obactu

Proceedings of COLING 2012: Demonstration Papers, pages 77-86,
COLING 2012, Mumbai, December 2012.
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B nocnennee BpemMA GoJIpIINEe ycuiua OBLTH HallpaBJIEHbI HA pEeHICHUE 3ajla4y aHa/Inu3a
MHEHUU B PaA3JIMYHBIX IIPEAMETHBIX obJ1acTax. ABTOMaTI/IG}I/IpOBaHHI)Ie IIoaAXoabl K
AQHAJIN3y TOHAJIBHOCTU MOTYT OBITh IIOJIE3HBI 1A TOCYyJapCTBEHHBIX OpraHOB H
IIOJIUTUKOB, KOMITAaHUH U IPOCTBIX 0JIb30BaTEJIEH. OﬂHOﬁ U3 BaOKHEHIINX 3ajad4y,
HBHﬂ}OmeﬁCH OCHOBOU JUIAd aHaJIu3a MHEHUH B TEKCTaX, HallUCaHHbIX HA PAa3/IUNYHBIX
A3BIKAX, ABJIAETCA CO3/JaHHUE CJIOBapefI OILI€EHOYHBIX CJIOB.

B faHHOU JeMOHCTpanuOHHOUM pabore Mbl mpexactaBiasieM DomEx, cucremy 1o
W3BJIEYEHUIO OIIEHOYHBIX CJIOB, KOTOpas HCIIOJb3yeT OOydYeHHYI0 MOJeNb [y
U3BJIEYEHUS OLEHOYHBIX CJIOB B Pa3/IMYHBIX IPEIMETHBIX O0JIACTAX U HA Pa3JIMYHBIX
A3BIKAX, a TAKXe II03BOJIAET II0JIb30BaTeAM CO37aBaTh OOLIUI CJI0BAaph OLIEHOYHOH
JIEKCUKH JIJIA TPYIIIBI IIOX0XKUX obOJ1acTei.

PaGota cucTeMBl OCHOBaHAa HA HECKOJIBKHX TEKCTOBBIX KOJUIEKIUAX: KOJUIEKIUU
OT3BIBOB O NMPOAYKTAX C OIlEHKAMH I10JIb30BaTes e, KOJJIEKI[UU OMUCAHUN IPOLYKTOB U
KOHTPACTHOH KOJUIeKIMHY (HampuMep, HOBOCTHAS KOJUIEKIUs). Takue KOJUIEKIIH MOTYT
OBITh aBTOMATHYECKH cPOPMHUPOBAHBI ISl PA3HBIX IPEIMETHBIX obsacreii. Kpome Toro,
MBI HPEAIOJIOKUIN, YTO MOXKHO BBIIEJIUTh HEKOTOpble YacTH KOpIyca MHEHUH
(mampumep, o ¢uibMax), B KOTOPBIX KOHIIEHTPAIWs OIIEHOYHBIX CJIOB BBIIIE:
IIpe/IIOJKEHNs, 3aKaHYUBAIOIINECA HA «!» WM «...»; KOPOTKHE IIpe/JIOJKeHUs He bosee
yeM U3 7 CJIOB; IPEMJIOXKEHH:A, cojepxaliue cJoBo «puiabM» 6e3 Apyrux
CYILIECTBUTEJIFHBIX. YCJIOBHO HA30BEM 5TO KOPILYC — MaJIbIH KOPIIyC.

Z[JIH Ka’X0ro CJI0Ba B KOJVIEKIIUH OT3BIBOB MbI BBIYHCJIAEM H360p JIMHITBUCTUYECKHX U
CTaTUCTUYECKUX IPU3HAKOB:

e UYacTOTHBIE: YACTOTHOCTH B KOJUIEKI[UU (T.€. CKOJIBKO Pa3 CJIOBO BCTPETHIIOCH
BO BCEH KOJUIEKIUM); JAOKYMEHTHAs YaCTOTHOCTh; YACTOTHOCTH CJIOB C
60J1B110# OYKBBI; «cTpaHHOCTB» (Ahmad et al., 2009); TFIDF.

e Ha ocHOBaHWU OIIEHKH IIOJIB30BATENSI: OTKJIIOHEHHWE OT CpeIHEH OIeHKU;
JIUCIIEPCUs] OLIEHKH CJIOBA; BEPOSATHOCTH BCTPETUTHh 33JJaHHOE CJIOBO C
KasK/I0U U3 OIEHOK.

Taxxxe ObLI [[06&B]I6H Ha6op U3 JIMHTBUCTUYECKHUX INPU3HAKOB, TaK KaK OHU UTPAIOT
Ba’XHYIO POJIb B YJIYYIII€HUHN Ka4eCTBa U3BJICYCHUSA OLICHOYHBIX CJIOB:

e UYerblpe OWHApHBIX NpU3HAKA [UIA dYacTed peuyn (CyIIecTBHUTEJIbHOE,
mpusaratesbHoe, [JIaroj ¥ Hapeyue).

e JIBa GUHAPHBIX IPU3HAKA, IEPBbBIN, OTPANKAIONIUN HEOJHO3HAYHOCTh YACTH
peun (T.e. CJIOBO MOXKET YIHOTPEDJAThCS B PA3HBIX YACTAX pEYH, B
3aBHCHMOCTH OT KOHTEKCTA), U BTOPOH, OTPAKAIOIIUI IIPUCYTCTBHE CJIOBA B
cstoBape MOPGOIOTHYECKOTO aHAM3ATOPA.

e 3apaHee 33/IaHHBIH CIIMCOK NMPHCTABOK (HAaImpHMep NpHCTaBKU “He”, “6ec”,
“6e3” u T.A.). ITOT MPU3HAK SBJIATECS BAJKHBIM MH/IMKATOPOM OI[€HOYHBIX
CJIOB, HAYNHAIOIIUXCS C OTPUL[AHMUS.

Jinsa oOydeHUs aaropuTMOB HaM HeOOXOAMMO OBbLIO pa3MedYeHHOe MHOXKECTBO CJIOB.
JlJist 3TOro MbI BPYYHYI0 Pa3METUIH MHOXKECTBO BCEX CJIOB C YACTOTOH BBIIIE TPEX U3
npeaMeTHOH obsactu o ¢mapmax (18362 cyoBa). MBI OTHOCWIHM CIOBO K KaTerOpHHU
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OIICHOYHBIX B CjIy4yae €C/Il MOIJIM IIPeAcCTaBUTb €ro B KaKOM-JTHO0 OILIEHOYHOM
KOHTEKCTe.

Ms! pemanu 3azady kiaccuduUKanupd Ha [Ba Kjacca: pasfejieHne BCeX CJIOB Ha
OLlEHOYHBlE U HeOIleHOYHble. JIIA STUX Iejledl HCIOJIB30BAINUCH  CIIEAYIOLINE
anroputmbl: Logistic Regression, LogitBoost 1 Random Forest. Bce mapamerpsl
JITOPUTMOB ObUIH BBICTABJIEHBI B COOTBETCTBHHY C UX 3HAUEHHUSAMH 10 YMOJTYAHHUIO.

Vcnonb3ysa JaHHbIE aJITOPUTMBI, MBI IOJIYYHJIH CIIUCKH CJIOB, YIOPSAJOYEHHBIE IIO
BEPOATHOCTH OIIEHOYHOCTH CJIOB. JIJIs1 OIEHKHM KadecTBa 3THUX CIIMCKOB HCIIOJIb30BaIach
Mmepa Precision@n. JI7is1 cpaBHEHUsI KauecTBa pabOThl CHCTEMBI B PA3HBIX IPEIMETHBIX
06J1aCTSAX MBI HCIOJIB30BAJIN 3HAYEHUE N = 1000.

MpbI 3aMETUIIH, YTO U3BJIEUEHHBIE CITUCKH OIIEHOUYHBIX CJIOB CYIIECTBEHHO Pa3INYaioTCs
B 3aBHCHMOCTH OT aJIrOpuTMa. [103TOMY MBI PEIIMIN BBIYHUCIUTD CPEAHEE OT 3HAYEHUH
BEPOSITHOCTEM B KaXKJAOM U3 CIHCKOB. B pesysbraTte KauecTBO aBTOMATHYECKOTO
U3BJIEYEHH OIIEHOYHBIX CJIOB B 00s1acté GuiabMoB Precision@1000 cocTaBmwio 81.5%.

s UCIIOJIb30BaHUA CHUCTEMBI B HOBOW IIPEIMETHOU 06JsiacTH Heob6XoauMmo cobpaTh
AQHAJIOTUYHBIA HAbOp KOJUIEKIMH, KaK W IpeAMeTHOH obsactu o dumiapMmax. Hammwm
SKCIIEPUMEHTHI B aJallTAl[Ud MOJEIU K JPYTUM TNpPeAMETHbHIM obsactaM (KHUTH,
kommbiotepabie urpel) omucansl B (Chetviorkin & Loukachevitch, 2011). Ouenxka
KavecTBa MEPEHOCca M0Ka3asia, YTo MOJIENb JOCTATOYHO YCTOMYMBA /ISl MCIIOJIb30BAHMUS
B IpYTHX 00JIaCTAX.

JlJist ¥UCTIO/Ib30BAHUS HALIEH CHCTEMBI C IPYTUMHE S3bIKAMH HYXKHO C/IeJIaTh HECKOJIBKO
HEOOJIBINNX NU3MEHEHUH :

1. Bce BxonmHbIE [aHHBIE JOJDKHBI OBITh 00paGoTaHbl MOPQOIOTUYECKUM
aHAJIM3aTOPOM JIJIsi COOTBETCTBYIOLIErO sI3bIKA. BCe COOTBETCTBYIOIIME TATH
JIOJI>KHBI OBITh U3MEHEHBI B CUCTEME.

2. Heob6xoauMoO H3MEHHTHh KJIIOUEBOE CJIOBO JJISI W3BJIEUEHHs IMOTEHIIHAIBHBIX
OIIEHOYHBIX IPE/JIOKEHUH IIPY COCTABJIEHUU MaJIOT0O KOPIIyca.

3. Heo6x011MO0 U3MEHUTH CIMCOK IIPUCTABOK B COOTBETCTBUH ¢ 00pabaThIBa€MbIM
SI3BIKOM.

Ilocsie Takux W3MEHEHUU cucreMa 0e3 KaKOro-jnb0 JOMOJIHUTEIHHOTO OOydeHUs
MOZKeT OBITh HCIIOJIb30BaHa /11 00pabOTKHU JIPYTUX S3BIKOB.

MbI IpUMeHWIN HAIly CHCTEMY IS MPeAMETHOH obsactu 0 GuibMax Ha aHTJIUHCKOM
a3pike. JIJIS 5TOro MCIOJB30BaJIMCh OT3BIBBI M omnucaHus ¢ IMDb u HoBocTHas
kosutekiua Reuters-21578. Mcnosnb3ya stu kosuteknuu, DomEx dopmupyer BekTopa
MPU3HAKOB JJI KAXKZOT0 CJI0Ba M MIPUMEHsIET MOJIesIb, OOYUEeHHYI0 Ha PYCCKOSA3BIYHBIX
or3piBax 0 (prutbmax. KauecTBo paboOTHI CHCTEMBI IOCJIE OILEHKH COCTaBUJIO 70.5% B
COOTBETCTBUHM € MeTpukoir P@1000. Hawubosee BepOSTHBIMH H3BJIEUYEHHBIMU
AHIVIMMCKMMHU cJIoBaMM ABJstoTes: remarkable, recommended, overdo, understated,
respected, overlook, lame, u np. Hekoropsie u3 3tux cioB (Hampumep, overlook)
SIBJISIFOTCSI OIEHOYHBIMH CJIOBAMU TOJIBKO B IIPEAMETHOH 06J1acTu 0 huIbMax.
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1 Introduction

Over the last few years a lot of efforts were made to solve sentiment analysis tasks in
different domains. Automated approaches to sentiment analysis can be useful for state
bodies and politicians, companies, and ordinary users. One of the important tasks,
considered as a basis for sentiment analysis of documents written in a specific language,
is a creation of its sentiment lexicon (Abdul-Mageed et al., 2011; Peres-Rosas et al.,
2012).

Usually authors try to gather general sentiment lexicons for their languages (Mihalcea et
al.,, 2007; Banea et al., 2008; Clematide & Klenner, 2010; Steinberger et al., 2011).
However a lot of researchers stress the differences between sentiment lexicons in
specific domains. For example, “must-see” is a strongly opinionated word in the movie
domain, but neutral in the digital camera domain (Blitzer et al., 2007). For these
reasons, supervised learning algorithms trained in one domain and applied to other
domains demonstrate considerable decrease in the performance (Ponomareva &
Thelwall, 2012; Read & Carroll, 2009; Taboada et al., 2011).

In many studies domain-specific sentiment lexicons are created using various types of
propagation from a seed set of words, usually a general sentiment lexicon (Kanayama &
Nasukawa, 2007; Lau et al., 2011; Qiu et al., 2011). In such approaches an important
problem is to determine an appropriate seed lexicon for propagation, which can heavily
influence the quality of the results. Besides, the propagation often lead to unclear for a
human sentiment lists. So, for example, in (Lau et al., 2011) only 100 first obtained
sentiment words are evaluated by experts, precision@100 was around 80%, what means
that the intrinsic quality of the extracted 4000 lexicon (as announced in the paper) can
be quite low.

The sentiment lexicon extraction system presented in this demo exploits a set of
statistical and linguistic measures, which can characterize domain-specific sentiment
words from different sides. We combined these features into a single model using
machine learning methods and trained it in the movie domain. We argue that this model
incorporated into our system can be effectively transferred to other domains for
extraction of their sentiment lexicons.

Stressing the differences in sentiment lexicons between domains, one should understand
that domains can form clusters of similar domains. So a lot of sentiment words relevant
to various product domains are not relevant to the political domain or the general news
domain and vice versa. For example, such words as evil or villain are not applicable to
all product domains. Therefore we suppose that gathering a specialized sentiment
lexicon for meta-domains comprising several similar domains can be useful for
researchers and practitioners.

In this demo paper we present DomEx sentiment lexicon extractor, which utilizes the
trained extraction model to different domains and different languages and allows users
to create a joint sentiment lexicon for a group of similar domains.
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2 Training Model for Extraction of Sentiment Lexicon in a Specific
Domain

Training of the sentiment lexicon model is based on several text collections, which can
be automatically formed for many domains, such as: a collection of product reviews with
authors’ evaluation scores, a text collection of product descriptions and a contrast corpus
(for example, a general news collection). For each word in the review collection we
calculate a set of linguistic and statistical features using the aforementioned collections
and then apply machine learning algorithms for term classification.

Our method does not require any seed words, and is rather language-independent,
however, lemmatization (or stemming) and part-of speech tagging are desirable.
Working with Russian language, we use a dictionary-based morphological processor,
including unknown word processing. Below in the text we will say only about
lemmatized words.

The basic model is constructed for the movie domain. We collected 28, 773 movie
reviews of various genres from the online recommendation service www.imhonet.ru.
For each review, user’s score on a ten-point scale was extracted. We called this collection
the review collection. We also required a contrast collection of texts for our
experiments. In this collection the concentration of opinions should be as little as
possible. For this purpose, we collected 17, 680 movie descriptions. This collection was
named the description collection. One more contrast corpus was a collection of two
million news documents. We had calculated a document frequency of each word in this
collection and used only this frequency list further. This list was named the news
corpus.

We also suggested that it was possible to extract some fragments of reviews from the
review collection, which had higher concentration of sentiment words. These fragments
may include: sentences ending with a “!”; sentences ending with a “...”; short sentences
(no more than seven word length); sentences containing the word «movie» without any
other nouns. We called this collection the small collection.

Our aim is to create a high quality list of sentiment words based on the combination of
various discriminative features. We utilize the following set of features for each word:

o Frequency-based: collection frequency f(w) (i.e. number of occurrences in
all documents in the collection); document frequency; frequency of
capitalized words; weirdness (Ahmad et al., 2009); TFIDF.

e Rating-based: deviation from the average score; word score variance;
sentiment category likelihood for each (word, category) pair.

Some linguistic features were also added to our system because they can play crucial role
in improving the sentiment lexicon extraction.

e Four binary features indicating word part of speech (noun, verb, adjective
and adverb).
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e Two binary features reflecting POS ambiguity (i.e. word can have various
parts of speech depending on a context) and feature indicationg if this word
is recognized by the POS tagger.

e Predefined list of prefixes of a word (for example, Russian prefixes “ne”,

“bes”, “bez” etc. similar to English “un”, “in”, “im” etc.). This feature is a
strong predictor for words starting with negation.

To train supervised machine learning algorithms we needed a set of labeled sentiment
words. For our experiments we manually labeled words with the frequency greater than
three in the movie review collection (18362 words). We marked up a word as a sentiment
one in case we could imagine it in any opinion context in the movie domain.

We solved the two class classification problem: to separate all words into sentiment and
neutral categories. For this purpose Weka! data mining tool was used. We considered the
following algorithms: Logistic Regression, LogitBoost and Random Forest. All
parameters in the algorithms were set to their default values.

Using this algorithms we obtained word lists, ordered by the predicted probability of
their opinion orientation. To measure the quality of these lists the Precision@n metric
was used. This metric was very convenient for measuring the quality of list combinations
and it could be used with different thresholds. To compare quality of the algorithms in
different domains we chose n = 1000. This level was not too large for the manual
labeling and demonstrated the quality in an appropriate way. We noticed that the lists of
sentiment words extracted by the algorithms differ significantly. So we decided to
average word probability values in these three lists. Combining three classifiers we
obtained Precision@1000 = 81.5%

As the baseline for our experiments we used the lists ordered by frequency in the review
collection and deviation from the average score. Precision@1000 in these lists was
26.9% and 35.5% accordingly. Thus our algorithms gave significant improvements over
the baselines.

3 Model Adaptation. Meta-Domain Sentiment Lexicon

To adapt the model to a new domain it is necessary to collect similar data as for the
movie domain. Our experiments in adaptation of the model to other domains (books,
computer games) are described in (Chetviorkin & Loukachevitch. 2011). For all words in
a particular field (excluding low frequent ones) we compute feature vectors and
construct a domain word-feature matrix using them. We applied our classification
model, which was trained in the movie domain, to these word-feature matrixes and
manually evaluated the first thousand of the most probable sentiment words in each
domain. The results of the evaluation showed that the sentiment lexicon extraction
model is robust enough to be transferred to other domains.

Many domains can form groups with similar lexicons. So many similar sentiment words
can be applied to various products. Therefore it is useful to generate sentiment lexicon
for such a joint domain — meta-domain.

* hitp:/www.cs.waikato.ac.nz/ml/wekal
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Constructing the general sentiment lexicon from several extracted domain-specific
lexicons we want to boost words that occur in many different domains and have high
weights in each of them. We propose the following function for the word weight in the
resulting list:

z 1 1 POSs (w)

R(w) = max( prob (w)) Y W

where D — is the domain set with five domains, d is the sentiment word list for a
particular domain and |d| is the total number of words in this list. Functions proba(w)
and posa(w) are the sentiment probability and position of the word in the list d.

The meta-domain list of sentiment words created in such a way consists of words really
used in users’ reviews and its creation does not require any dictionary resources.

4 System Functionality and Architecture

Thus DomEx extractor has the following functionality:
e Extraction of domain-specific sentiment lexicon (see Figure 1).
e Construction of a joint lexicon for several similar domains.

e Application of the model to other languages.

Small
— Collection
LogitBoost
Domain-specific "\
Reviews \ /"
Feature Logistic 5 Opinion
Extractor :> —> |[Regression Average Words

Domain-Specific
Descriptions / /
Feature Random
/ Vector Forest

DomEx

i

)
|
|

General News
Document F y

FIGURE 1 —System Overview. Double boxed items are system components and single
boxed items are text files

To utilize our system for another language some minor changes should be made:

1. All input data collections should be pre-processed with corresponding POS
tagger and change appropriate tags in the system.
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2. Changing the key word for extracting potential opinion-bearing sentences
during the construction of the small collection (see Section 2).

3. The list of sentiment-bearing prefixes should be specified for a specific language.
These prefixes should indicate potential opinion words, for example “un”, “in”,
“im” in English.

After such changes our system without any additional learning can be transformed to
process texts in other languages. The most difficult part is to collect appropriate amount
of reviews and descriptions of entities in the specific domain and language.

As an example, we utilized our system for English language in the movie domain. We use
the review dataset from (Blitzer et al., 2007), but take only reviews from the movie
domain. As contrast collections we used plot dataset freely available on the IMDb2 and
Reuters-215783 news collection. Using these datasets DomEx computed the word-
feature matrix following the previously described procedure and applied our model
trained on the Russian movie reviews. The evaluated quality of obtained lexicon was
70.5% according to P@1000 measure.

The most probable extracted English sentiment words in the movie domain were as
follows: remarkable, recommended, overdo, understated, respected, overlook, lame,
etc. Some of these words (for example overlook) are opinion words only in the movie
domain.

Conclusion and Perspectives

In this paper we presented DomEx sentiment lexicon extractor, in which a new approach
for domain-specific sentiment lexicon extraction is implemented. Sentiment lexicon
extraction is based on the machine learning model comprising a set of statistical and
linguistic features. The extraction model is trained in the movie domain and then can be
utilized to other domains. The experiments showed that the model can be transferred to
other domains and had good generalization abilities. The system can work with various
domains and languages after a part of speech tagging.

Finally, the system gives possibility to combine the sentiment lexicons from similar
domains to obtain one general lexicon for the corresponding meta-domain.
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ABSTRACT
In this paper we focus on detecting Romanian words without rhymsésy knowledge about

stressed vowels and syllabification. We also investigate quantitative aspetits atyimological
origins of the Romanian words without rhymes.
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1 Introduction

Rhyme represents the correspondence of final sounds of wordsnibggwith the rightmost
stressed vowel. Hence, two words rhyme if thééival stressed vowels and all following
phonemes are identical (Reddy and Knight 2011).

In Romanian language the accent is variable and therefore cannot be rderimi a
deterministic mannelt can differentiate between words (“mozaic” — adjective, “mozaic” - noun)
and grammatical forms (DOOM dictionary). Syllabification is a challenging andriargaask,
considering that a rigorous research on syllable structure and characteristidsbeaaobieved
without a complete database of the syllables in a given language (Dimirand006, Dinu and
Dinu 2009). Some attempts have been made for the automation offdtain. Dinu and Dinu
(2005) proposed a parallel manner of syllabification for Romanianlsyarsing some parallel
extensions of insertion grammars, and in (Dinu, 2003) igpgmed a sequential manner of
syllabification, based on a Marcus contextual grammar.

Identifying words without rhyme is an important problem for poetsemmcially for automatic
or assisted poetry translation. Reddy and Knight (2011) emphasize awtdted research area
historical linguistics, as rhymes of words in poetry can provideabéduinformation about dialect
and pronunciation at a given time. We propose an instrument waicprovide rhyming words
for a given input word and offers other features as well, suathetection of words without
rhymes and clustering words based on syllable number. These tools dernilnietermination
of rhythm and metrics. This instrument can be very useful in idémgifywords with sparse
rhyme Reddy and Knight (2011) affirm that repetition of rhyming pairsinavitable in
collections of rhyming poetry and is partially caused by sparsityyofies. In addition, we focus
on identifying the etymological origins for input words in a givanguage. This feature proves
especially useful for words without rhyme.

2 Related work

To our knowledge, there are two sites that focus on finding elyfor Romanian words
(http://www.webdex.ro/online/dictionar/rime  and  http://www.spunetiparerea.ro/dicttmar-
rime/cauta-rime.phpBoth of them accept an input word and identify rhyming words. NHewe
both systems determine rather the longest common suffix than rhynoeirr knowledge, they do
not provide the other features that we discussed: the ability to autonyatitsaitify all words
without rhymes from the dictionary and clustering words basedIbkynumber

3 Ontherhyme detection

The dataset we used is a Romanian language resource containing 525828nefding all
inflectional forms (Barbu, 2008). For each word, the following piesgsnformation are
provided: syllabification, type of syllabification (based on pronunciaticstracture), position of
the stressed vowels and inflectional form. Below is represented a woydreour dataset. The
“obs” field indicates that the word is syllabified based on its structure.
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¢ form abs-trac-ti-za-re
&5, w = abstractizare
&, obs = desp. dupa structura

FIGURE 1 — word entry in database

In order to determine the words that do not rhyme with other wevelocused on clustering
them based on their rhymes.
1. For polysyllabic words, which had stressed vowels marked, we evedithe substring
beginning with the rightmost stressed vowel.
2. For monosyllabic words, which did not have stressed vowels marletiad/to focus
on the position of the vowels within diphthongs and triphthdngsrder to correctly
determine the rhymes.
2.1.Therefore, for ascendant diphthongs we considered the substring bggaithi the
second character of the structure and for descendant diphthongs sideoenh the
substring beginning with the first character of the structure.

2.2.We applied similar rules for triphthongs, considering the substringihiegi with
the third character of the structure for ascendant triphthongs andubbs&irsy
beginning with the second character of the structure for balancethnigs.

3. Once all the words in the dataset were clustered based on their rhymes, we €
identified those that did not have any correspondent words and weoe, hveithout

rhyme.

We identified 8851 different rhymes, among which the most frequefifti’, having 8142
corresponding words. 10808 words of our database (2.05%gtdw@awe rhyme.

M 1syllable m 1syllable
m 2 syllables m 2 syllables
m 3syllables m 3 syllables
M 4 syllables 4 syllables
m >4 syllables m >4 syllables
FIGURE 2 — Words with rhymes FIGURE 3 — Words without rhymes

Some observations can be derived from these charts. Most wordshyitles have more than
four syllables, while most words without rhymes have three syllables. Tineber of
monosyllabic words that do not have rhyme is small, only 174f@8%4 do not rhyme withrgy
other word. For each syllable cluster, the number of rhyming wemgieater than the number of
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words without rhymes. The percentages in Table 1 do not add GpO& because of the
rounding.

Dictionary Words with rhymes | Words without rhymes
1 syllable 2894 0.55% 2720 0.51% 174 0.03%
2 syllables 37235 7.08% 34923 6.64% 2312 0.43%
3 syllables 116806 | 22.22% 113073 21.51% 3733 0.71%
4 syllables 159911 | 30.42% 156877 29.85% 3034 0.57%
>4 syllables 208682 | 39.70% 207127 39.41% 1555 0.29%

TABLE 1- words distributed by number of syllables

Once we detected which words of the dataset rhyme with other wordsjuleeimplement the
other features stated above. Our tool provides rhyming words for a gipet relevant in
automatic or assisted poetry translation. Below are selected words that rhymehevith
monosyllabic word “strict”, whose rhyme is “ict”. The output words are syllabified and their
stressed vowels are marked. It can be easily observed that all retrievedhaeedthe same
rhyme as the input word.

[£) Rhyme detection [E=NON™=>==]

Input: suxt [ ox

Rivymes ~

FIGURE 4 — Detecting word rhymes

Another important feature of our tool is the capability of clusteringda/dased on their number
of syllables. This feature proves very useful in identifying rhytamd metrics for poetry. In

Figure 5 our tool identified words having an equal number of syllatithsthe Romanian word

“geotip”, which is formed by three syllabl¢&ge-o-tip”).
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|} Rhyme detection e D

Input: geotn o] abd<ca
Sylable custer - sbs-ce

FIGURE 5 — Clustering words based on number of syllables

Our tool is able to identify words without rhymes, based on the algovighishescribed above. In
addition, the number of syllables can be selected, in order to retrieve ordg without rhyme

having the desired number of syllables. This feature is demonstrated bekeslebting words

without rhymes formed by four syllables.

% fevey
i) Riyme detection SSRGS

Xopot: e ox | slcard-zas
No rhymes = algé-bich

FIGURE 6 — Retrieving words without rhyme

After identifying words without rhymes, we were interested in establistiely etymological
origin. In order to automatically detect this information, we used thentiee.ro database
(Copyright (C) 2004-2012 DEX online (http://dexonline.ro)), whigathers information from
numerous Romanian dictionaries. We were thus able to determine the origiasaairtis in our
dataset. This feature is valuable especially for words without rhymes. imeF#y our tool
detected the origin of the word “legumd” and provided the Latin corresponding word
(“legumen”).
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) Rhyme detection SSNESN X

Input: eguma oK Iat. - legumen

Etymological Crign -

FIGURE 7 — Determining words etymological origin
Conclusion and per spectives

In this paper we present a method of identifying words without rhygimg lknowledge regarding
stressed vowels and syllabification applied on a dataset containing 525528 i&tonvands,
including all inflectional forms. Our main objective was to determine threlsvthat do not have
rhyme and to analyse their syllabic structure and etymological origin. mBiire result is that
2.05% of the words do not have rhyme. Most words with risyh@/e more than four syllables,
while most words without rhymes have three syllables

Further, we presented a tool that is able to identify words without rhymelsister words based
on syllable number, to retrieve rhyming words for a given input tanidlentify etymological
origins of the words. Being able to achieve all these pieces of informatiortool can be
relevant in detection of words with sparse rhyme and automatic istegispoetry translation.
This research area has received attention in the past, but less effort has been ppeityon
analysis and translation until now (Greene et al 2010).
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Abstract

Conversational agents that use reinforcement learning for policy optimization in large domains of-
ten face the problem of limited scalability. This problem can be addressed either by using function
approximation techniques that estimate an approximate true value function, or by using a hierar-
chical decomposition of a learning task into subtasks. In this paper, we present a novel approach
for dialogue policy optimization that combines the benefits of hierarchical control with function
approximation. The approach incorporates two concepts to allow flexible switching between sub-
dialogues, extending current hierarchical reinforcement learning methods. First, hierarchical tree-
based state representations initially represent a compact portion of the possible state space and are
then dynamically extended in real time. Second, we allow state transitions across sub-dialogues to
allow non-strict hierarchical control. Our approach is integrated, and tested with real users, in a
robot dialogue system that learns to play Quiz games.

Keywords: spoken dialogue systems, reinforcement learning, hierarchical control, function ap-
proximation, user simulation, human-robot interaction, flexible interaction.

1 Introduction

The past decade has experienced important progress in spoken dialogue systems that learn their
conversational behaviour. The Reinforcement Learning (RL) framework in particular has been an
attractive alternative to hand-coded policies for the design of sophisticated and adaptive dialogue
agents. An RL agent learns its behaviour from interaction with an environment, where situations
are mapped to actions by maximizing a long-term reward signal (Sutton and Barto, 1998). While
RL-based dialogue systems are promising, they still need to overcome several limitations to reach
practical and wide-spread application. One of these limitations is the curse of dimensionality, the
problem that the state space grows exponentially according to the variables taken into account.
Another limitation is that attempts to address the first problem often involve rule-based reduc-
tions of the state space (Litman et al., 2000; Singh et al., 2002; Heeman, 2007; Williams, 2008;
Cuayéhuitl et al., 2010b; Dethlefs et al., 2011) which can lead to reduced flexibility of system be-
haviour in terms of letting the user say and/or do anything at any time during the dialogue. Finally,
even when function approximation techniques have been used to scale up in small-scale and single-
task systems (Henderson et al., 2008; Li et al., 2009; Pietquin, 2011; Jurcicek et al., 2011), their
application to more complex dialogue contexts has yet to be demonstrated.

Our motivation for increased dialogue flexibility in this paper is the assumption that users at times
deviate from the system’s expected user behaviour. In reduced state spaces this may lead to unseen
dialogue states in which the system cannot react properly to the new situation, as is exemplified
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by dialogue 3S in Figure 1. So whilst a full state space represents maximal flexibility (according
to the state variables considered), but is often not scalable, reducing the state space for increased
scalability simultaneously faces a risk of reducing dialogue flexibility.

This paper presents a novel approach for dialogue policy optimization that increases both dialogue
flexibility and scalability. It is couched within a Hierarchical Reinforcement Learning (HRL) frame-
work, a principled and scalable model for optimizing sub-behaviours (Barto and Mahadevan, 2003).
‘We extend an existing HRL-algorithm with the following features: (1) dynamic tree-based state rep-
resentations that can grow during a dialogue, during the course of the dialogue, according to the
state variables used in the interaction; and (2) rather than imposing strict hierarchical dialogue
control, we allow users to navigate more flexibly across the available sub-dialogues. A further
extension is the representation of the dialogue policy using function approximation in order to
generalize decision-making even for unseen situations.

2 Proposed Learning Approach

This section proposes two extensions of the hierarchical RL framework presented in
(Cuayadhuitl and Dethlefs, 2011b): (1) dynamic tree-based state representations that grow over the
course of a dialogue; and (2) state transitions across sub-dialogues for flexible dialogue control. In
addition, we make use of function approximation to support decision-making for unseen situations.

2.1 Dynamic Tree-based State Representations

We treat each multi-step action as a separate SMDP as described in (Cuayahuitl et al., 2007;
Cuayahuitl, 2009). To allow compact state representations to grow over the course of a dialogue, we
redefine such SMDP models as tuples M/(;’]) = <S;;’”,A(ﬁl’]), T,E,“”,R%”), Lg’])>, where Sg’]) is a fi-
nite set of dynamic tree-based states that grow from s 0s (i,’j ) after new states are encountered.!
This principle is illustrated in Figure 1. Since the state space changes continuously, the actions
per state A([;,’J ), the corresponding state transitions T[g” ), reward functions R%’J ), and context-free
grammar Lg’j ), which defines the tree-based state representations, are affected by these changes.
‘When an unknown (or unseen) state is observed, the current subtask M ;;’j ) is updated to support

that new state, where 3 refers to the number of times the subtask M%7 has been updated. An
update consists of the following steps:

1. extend the state space and corresponding grammar Lg’j ) with the new states;

2. assign a set of actions to the new states, which satisfy pre-specified constraints (if any); and

3. extend the state transition function to support transitions to the new states.

Although our approach could also continuously extend the reward function to cover the new ob-
served situations, we leave this point as future work. The solution to our redefined model consists
in approximating or relearning an optimal policy for each agent in the hierarchy continuously often,
i.e. whenever the state space has grown, according to

n*(i,i)(s e S(i’j)) = arg max Q*i’j(s, a). @
B B iy P
aeAﬁ

!No threshold is imposed on the growth of state spaces. In the worst case, it would represent all possible combinations of
state variable values. Nevertheless, it is reasonable to assume that only a subset of it would be observed in real interactions.
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Salutation
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robot user \

| unknown filled(ConfScore($score)) known
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unknown (no”~ConfScore($score)) (yes”~ConfScore($score)) ready

(1) ROBOT: Hello, my name is Nao. What's your name?

(2) USER: Let's play.

(3D) ROBOT: OK, I'll ask you some Quiz questions.

(3S) ROBOT: Sorry, | did not understand. What is your name?

Figure 1: Fragment of our dialogue state space, where rectangles represent state variables that
expand their domain values. A tree-branch (with expanded variables, here denoted as ‘$variable”)
is a unique dialogue state. The dashed lines illustrate a dynamically growing tree according to the
example dialogue. Here, 3D represents a dialogue with dynamically growing state representations
and 3S represents a dialogue with static state representations.

Note that the initial state space S;;’:J()) is compact so that unseen states can be observed during the
agent-environment interaction from a knowledge-rich state k that maintains the dialogue history. k
can also be seen as a knowledge base and is used to initialize states of each subtask, so that we can
extend the state space for unseen states within a given set of state variables. We can approximate
the optimal policies using linear function approximation. The policies are represented by a set of

weighted linear functions expressed as
QW (s,a) = 07 + 65 £, (s,0) + ... + 090 f, (5,0) @

with a set of state features f; € F 2 and parameters 6% = {Gfi’j ), ...Gsi’j)} for each agent in the
hierarchy. A reinforcement learning agent can learn values for the parameters 6, where the utility
functions Qg’J ) approximate to the true utility functions.

2.2 Flexible Navigation across Sub-Dialogues

To allow flexible navigation across sub-dialogues, we extend the previous models with tuples
Mg’j) = <Sg’j),A(l§’j), Tﬁ(i’j),Rg’j),Lg’j),Gg’j)>, where the new element Gg’j) = P(m'|m,s,a) is
a stochastic model transition function that specifies the next model or subtask m’ € u given model
m € u, state s and action a. Here, u refers to the set of all models. The new element G(i’j ) is
the mechanism to specify the currently active subtask for each state-action (see Figure 2). This
is a relevant feature in dialogue agents in order to allow users to act freely at anytime and across

2A dialogue state is represented as a vector of binary features derived from the tree-based representations, where every
possible variable-value pair in the tree is represented with 1 if present and 0 if absent.
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(a) hierarchy of agents with (b) hierarchy of agents with
strict hierarchical control non-strict hierarchical control

Dialogue Dialogue

]\/[0‘0 A ]MOAO

Sub-dialoguel Sub-dialogue2 Sub-dialoguel Sub-dialogue2

Figure 2: Hierarchies of agents with local and global state transitions.Whilst the straight arrows
connecting models mean invoking a model and returning control after terminating its execution,
the dashed arrows connecting models mean interrupting the execution of the current model and
transition to another one to continue the interaction.

sub-dialogues, while dialogue agents should be able to react with appropriate actions. The goal of
these extended SMDPs is to learn a similar mapping as in the previous section, expressed as

nz(i’j)(s € Sg’j)) = arg max Qz(i’j)(s, a), 3)
o)
s

where we extend the HSMQ-learning algorithm (Dietterich, 2000; Cuayahuitl et al., 2010b;
Cuayéhuitl and Dethlefs, 201 1a) to induce the action-value functions Qg, one per SMDP model.

3 Experimental Setting

To test if our approach can generate more flexible interactions than a baseline, we use a robot
dialogue system in the Quiz domain, where the robot® can ask the user questions, or vice-versa, the
user can ask the robot questions. In addition, to allow flexibility, the user or robot can switch roles
or stop playing at any point during the interaction (e.g. from any dialogue state).

3.1 Characterization of the Learning Agents

We use a compact hierarchy of dialogue agents with one parent and two children agents (‘robot
asks’ and ‘user asks”), which is shown in Figure 2. (Cuayahuitl and Dethlefs, 2012)-Table 1 shows
the set of state variables for our system, each one modelled as a discrete probability distribution
with updated parameters at runtime. Dialogue and game features are included to inform the agent
of situations in the interaction. Our action set consists of 80 meaningful combinations of speech
act types* and associated parameters®. We constrained the actions per state based on the grammars

Lg’j ), i.e. only a subset of actions was allowed per dialogue state (constraints omitted due to space).

While our HRL agent with tree-based states grows up to 10* state-actions, a static, propositional
representation (enumerating all variables and values) has 10'2 state-action pairs. This makes the
tree-based representation attractive for complex, large-scale systems.

30ur dialogue system has been fully implemented and tested using wizarded and speech-based user responses with the
actual Nao humanoid robot. An evaluation with real users will be reported in a forthcoming paper.

4Set of speech act types: Salutation, Request, Apology, Confirm, Accept, SwitchRole, Acknowledgement, Provide,
Stop, Feedback. Express, Classify, Retrieve, Provide.

SGreet, Closing, Name, PlayGame, Asker, KeepPlaying, GameFun, StopPlaying, Play, NoPlay, Fun, NoFun, Gameln-
structions, StartGame, Question, Answers, CorrectAnswer, IncorrectAnswer, GamePerformance, Answer, Success, Failure,
GlobalGameScore, ContinuePlaying.

98



The reward function addressed efficient and effective interactions by encouraging to play and get
the right answers as much as possible. It is defined by the following rewards for choosing action a
in state s: +10 for reaching a terminal state or answering a question correctly, —10 for remaining
in the same state (i.e. s,,1 =S, or s, 1 = 5,_1), and O otherwise. The user simulation used a set
of user dialogue acts as responses to the system dialogue acts (footnotes 4-5). The user dialogue
acts were estimated using conditional distributions P(a*’"|a***) with Witten-Bell discounting from
21 wizarded dialogues (900 user turns). The attribute-values were distorted based on an equally
distributed speech recognition error rate of 20%. The confidence scores of attribute values were
generated from beta probability distributions with parameters (a=2, $=6) for bad recognition and
(a=6, $=2) for good recognition.

3.2 The Robot Dialogue System

Game Move Di User
ialogue Manager
Generator 9 9 Model
user and
system
dialogue
Wizard-of-02 acts Language
system
GUI S} rext diy Ge| Generator
cts, text|
logical form, Middleware e
user g
h
Parser, | dialogle "y
Dialogue Act] t: Speech
Classifier ASR =Y
esults System
logue
acts,potor
Speech Recognizer, \
Gestu.re Voice Act. Detector, Fokor
Recognizer Audio Front End Control

Figure 3: High-level architecture of the integrated system.

Our experiments were carried out using a dialogue system (Cuaydhuitl and Kruijff-Korbayova,
2012) running on the Nao robot °. The system integrates components for speech and gesture
capture and interpretation, activity and interaction management, user modeling, speech and gesture
production and robot motor control (see Figure 3). We use components developed by ourselves as
well as off-the-shelf technologies such as Google speech recognition, OpenCV for gesture recogni-
tion, Acapela for speech synthesis, OpenCCG for language parsing and generation, and Weka and
JavaBayes for maintaining a probabilistic personalized user profile. To bring all components to-
gether within a concurrent execution approach, we use the Urbi middleware (Baillie, 2005). More
details on the system implementation are described in (Kruijff-Korbayova et al., 2012b,a).

During interactions, the user provided responses through a mobile device, which were processed
by a Bayesian dialogue act classifier estimated from our Wizard-of-Oz data. Based on this, the
next system action is selected by the Dialogue Manager component (as described in Sections 2 and
3). The dialogue act corresponding to the selected next system action is verbalized automatically
by the Natural Language Generation component which produces text for the speech synthesizer.
Nonverbal behavior planning and motor control are automatic communicative gestures assigned to
specific types of dialogue acts (e.g., greetings, requests), and static key poses displaying emotions
such as anger, sadness, fear, happiness, excitement and pride (Beck et al., 2010).

Swww.aldebaran-robotics.com
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Figure 4: Participants talking to the NAO robot through a smartphone while playing the Quiz game.
The pieces of paper on the table are used by the users to ask the robot questions.

To summarize, the following features describe the system used in our experiments: (a) automatic
speech and dialogue act recognition; (b) automatic system action selection; (c) user barge-ins in the
form of interruptions of the robot’s speech by an early user response; (d) automatically produced
verbal output in English with many variations and expressive speech synthesis distinguishing sad,
happy and neutral state; (e) automatically produced head and body poses and gestures; and (f)
persistent user-specific interaction profile. This robot dialogue system has been evaluated with
simulated and real users, see Figure 4. A comprehensive evaluation description and results analysis
will be reported in a forthcoming paper.

4 Conclusion and Future Work

We have described a novel approach for optimizing dialogue systems by extending an existing HRL
framework to support dynamic state spaces, non-strict hierarchical control, and linear function
approximation. We evaluated our approach by incorporating it into a robot dialogue system that
learns to play Quiz games. Our experimental results, based on simulation and experiments with
human users (reported elsewhere), show that our approach is promising. It can yield more flexible
interactions than a policy that uses strict control and is preferred by human users. We expect that
our approach will represent an important step forward in the development of more sophisticated
dialogue systems that combine the benefits of trainable, scalable and flexible interaction.

As future work, we suggest the following directions in order to equip spoken or multimodal di-
alogue systems with more flexible and adaptive conversational interaction: (1) to learn model
state transition functions automatically so that the system can suggest how to navigate in the hi-
erarchy of sub-dialogues; (2) to optimize dialogue control combining verbal and non-verbal be-
haviours (Cuayéhuitl and Dethlefs, 2012; Dethlefs et al., 2012b); (3) to optimize dialogue con-
trol jointly with natural language generation (Dethlefs and Cuaydhuitl, 2011b,a; Lemon, 2011);
(4) to extend our approach with large hierarchies and partially observable SMDPs; (5) an appli-
cation to situated dialogue systems (Cuaydhuitl et al., 2010a; Cuaydhuitl and Dethlefs, 2011a,b;
Janarthanam et al., 2012); (6) an application to complex turn-taking phenomena in systems with
multiple modalities for more natural and effective interactions (Chao and Thomaz, 2012); (7) an
application to incremental dialogue processing (Schlangen and Skantze, 2009) using reinforcement
learning (Dethlefs et al., 2012a), and (8) to induce the reward function during the course of the in-
teraction for providing online adaptation.
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ABSTRACT

A Morphological Analyzer is a crucial tool for argnguage. In popular tools used to builc
morphological analyzers like XFST, HFST and Apertisi Ittoolbox, the finite state approach is
used to sequence input characters. We have usedinite state approach to sequence
morphemes instead of characters. In this papepresent the architecture and implementatio
details of a Corpus assisted FSA approach for imgjléd Verb Morphological Analyzer. Our
main contribution in this paper is the paradigmirdédn methodology used for the verbs in a
morphologically rich Indian Language Konkani. Th@pnping of citation form of the verbs to
paradigms was carried out using an untagged cdgpusonkani. Besides a reduction in humar
effort required an F-Score of 0.95 was obtainednwthe mapping was tested on a tagged corpu

KEYWORDS Verb Morphological Analyzer, Corpus, Hybrid Appieh, Finite State Automata,
Paradigm Mapping.
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1 Introduction

Morphological Analysis is a significant step in rhddatural Language Processing (NLP)
Applications. A Morphological Analyzer (MA) is a @b which retrieves the component
morphemes of a given word and analyzes them. Soetieknown approaches used to build &
Morphological Analyzer are Rule Based Affix Stripgi Approach, Pure Unsupervised learning
of Morphology (Hammarstrom, 2011), Finite State Aggrh (Beesley, 2003) and Semi-
Supervised learning of Morphology (Lindén, 2009).

Rule based approaches use a set of rules in tlyrdge for stemming (Porter, 2000). The
success of such approaches will depend on the rinesrporated which are vast for
morphologically rich languages. In Pure Unsupedigarning of morphology (Freitag, 2005),
(Goldsmith, 2001), (Hammarstrom, 2011), (Xantho®07) corpus text of the concerned
language is used to learn morphology of the langu@e reported accuracy of such systems
relatively less as compared to the other methods.

Finite State Transducers is a computationally effic inherently bidirectional approach and cai
also be used for word generation. Many Indian Laggugroups use finite state tools foi
morphological analysis. Lttoolbox (Kulkarni, 201@veloped under Apertium is one such tool
The analysis process is done by splitting a word. (eats) into its lemma '‘cat' and the
grammatical information <n><pl>. The major limitati of such a tool is that it requires a linguis'
to enter a large number of entries to create a habogical dictionary. It assumes that some forn
of word and paradigm (Hockett, 1954) model is available for the langriaghis approach to

build Morphological Analyzer is time consuming whemery word is manually listed in a
morphological dictionary and mapped to a paradigrfunded project to build a Morphological
Analyzer using FST tools typically allocate 9 to fribnths for the work. In such Projects
mapping of words to paradigms is done by a langeagert manually.

In absence of a funded project, limited volunteembhn experts are available to manually ma
words to paradigms. Hence we have made use ofirexigtsources for the Konkani language
namely Corpus and WordNet to reduce the humantatianap words to paradigms. For this we
have designed our own paradigm structure and F&&daequencing of morphemes which i
used to generate word forms. Our approach builtem@hological dictionary which can be later
exported to popular tools like XFST or IttoolboxutCapproach is an enhancement to the finit
state approach which makes the implementation &€ &$proach efficient with respect to time
and linguistic effort. The rest of the paper isamged as follows - section 2 is on related work
Design and architecture of the FSA based approaahg wcorpus for paradigm mapping is
presented in section 3. Experimental results aegnted in section 4 and finally we conclude th
paper with remarks on scope for future work.

2 Related Work

Attempts to map a word to a paradigm computatigrizéive been attempted earlier. Rule base
systems which map words to paradigms have beempiitel (Sanchez-Cartagena et al., 2012
these systems use POS information or some additirses input from native language speaker
to map words to paradigms instead of a corpus alboaectional Morphology (M Forsberg,
2007) have been used to define morphology for lagguike Swedish and Finnish and Tools
based on Functional Morphology namely Extract (Msberg, 2006) which suggest new words
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for lexicon and map them to paradigms have beeeldped. Functional Morphology based tools
use constraint grammars to map words correctlyaragigms. The morphology of the languag¢
has to be fitted into the Functional Morphologyidigibn to be able to use a tool like extract. Oul
work is close to the paradigm selection by Lindeémdén, 2009) which is implemented to
choose the appropriate paradigm for a guesser @modor unknown words. Our paradigm
selector method is implemented for Konkani verbguken the process of building a verb MA.

We have defined our own paradigm structure for Komkvhich uses FSA based sequencing ¢
morphemes and suffix classes which provides a cohway to define a paradigm. This feature
of grouping suffixes into classes such that if eaix in a class gets attached to the stem thien ¢
the suffixes of the same class can be attachduetsame stem gives a convenient and compe
method to define a paradigm.

3 Design and Architecture of FSA based approach using corpus for paradigm
mapping

Generally a verb has a stem to which suffixes #tacled. Ambiguity in Konkani verb stem
formation which prompted us to have a relevantgigra design are —

* Given ending characters of verb citation forms ¢hisrno single rule to obtain a stem. Fo
example if verb citation form ends witla* (vaph; ; ending characters of verb citation form
as in case ofuiau ( dhavap; to run; citation form of verb run), tareules can be applied.
This gives rise to possible stems set with threeemnnamely §ra, =, i} ({dhav, dhayh,
dha}; {run, not defined, not defined}; stems geredafor verb run) of which onlyma (dhav;
run; stem of verb run) is the correct stem. Thian ambiguity in stem formation for verbs.
Hence simple rules based on verb citation form regglicannot be written to map verb
citation forms to paradigms. Here a corpus is meguto obtain support for the correct sten
+ suffix combination.

* Asingle verb citation form could give rise to mdhan one valid stem. Stems generated a
such that two different stems of a single verb dbget attached to the same set of suffixe:
For example verbmssu (Aaphdaph; to touch; citation form of verb tougiyes rise to two
stems namelymgs (Aaphuda; touch; stem of verb touch) amds (Aaphd; ; stem of verb
touch which has to be followed by appropriate s)ffAn observation in such cases is tha
only one of these stems can exist as a valid \arh fndependently while the other stem ha
to be followed by some suffix and cannot appearasdependent verb form.

* Another case where there are more than one stera fimgle verb citation form is when
stems generated are alternatives to each othepmmdan be replaced by the other. Her
unlike the above case, two stems of a single vettagached with same set of suffixes. Fo
example verlymau (gavaph; to sing; citation form of verb sing) givese to two stems
namelysar (gayh; sing; stem of verb sing) anga; sing; stem of verb sing).

The Verb Morphological Analyzer has two main modul#t uses five resources as input an
generates as output one crucial resource. Architeadf the FSA based Verb Morphological
Analyzer using corpus for paradigm mapping is ShOWAGURE 1.

1 A word in Konkani language is followed by transliteration in Roman Script, translation in English and gloss in
brackets
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Input: Verb Form

VSFL: Verb Suffix
Feature List

VSCL: Verb Suffix
Class List

e —
VPL: Verb Paradigm Lis

FIGURE 1 - Architecture of Verb Morphological Analyzer

The FSA module is used to sequence morphemesuseid for both analysis and generation ¢
word forms. Different verb forms in Konkani can figmed by attaching suffixes to stems of
verbs (Sardessai, 1986)GBRE 2 next shows the FSA constructed for Konkani Vnalysis

Start

FIGURE 2 — FSA for Morphology of Konkani Verb

The other module is the Paradigm Selector moduielwmaps a paradigm for an input verb anc
generates the crucial VPR resource. This modulerisonly when verbs not present in VPR art
encountered.

The resources used in Verb Morphology Analyzer-are

* Verb lexicon: It contains citation form of a verbdaPart of Speech category associated. Th
resource can be generated using the WordNet fdatiyriage.

» Corpus: Any standard corpus available in the lagguar a corpus generated by using an
online newspaper of the language.

* Verb Suffix Feature List (VSFL): Verb Suffix Featulist has verb suffixealong with its
associated morphological features.

* Verb Suffix Class List (VSCL): Here suffixes areogped to form classes such that if one
member of the class can be attached to a stenthalf members of the same class can als
be attached to the same stem.
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e Verb Paradigm List (VPL): VPL has verb paradigmsides VSCL. We keep the following
details of paradigm -
= Paradigm-id: A unique identifier for each paradigm.
= Root-Verb : A sample citation form of a verb whidfiows the paradigm
= Stem-rule: A rule to obtain the stem for the givemord. For example
delete,end,character#add,end,null is a sample rule.
= Suffix: A list of suffix classes, each class isléaled by joiner property. Joiner property is
used to accommodate changes which take place apheme boundary when two
morphemes combine.
A word can have more than one stem in which casettim-rule and suffix get repeated for eac
stem. The Paradigm Selector generates the Verlligar&epository (VPR). VPR has an entire
list of verbs in the language with the correspogdparadigm identifier of the paradigm it
follows.

Algorithm: For every entry in verb lexicon, Paradigm Seleatses VPL Stem-rule to check
compatibility of the verb with the paradigms. A bemay be compatible with more than one
paradigm as the Stem-rule is same for those paradighe correct corresponding paradign
needs to be chosen from the compatible paradigmTéét is done with the help of a corpus.
Assuming that each compatible paradigm is a vadichgigm, word variants are generated fo
that paradigm with the help of the FSA. The newegated words are then searched in th
corpus. The paradigm corresponding to which maximuond variants are found is the correct
paradigm corresponding to that word. Correspongiagadigm-id and sample paradigm, forms
an entry in the generated output resource VPR.

4 Experimental Results

The implementation of the FSA based verb MA toalase in Java using NetBeans IDE 6.9 on
Windows XP platform.

4.1 Resultsfor Paradigm Selector M odule

Data sets used by Paradigm Selector Module werékdmkani WordNet, the Asmitai corpus
consisting of approximately 268,000 words, Verbadam List and Verb Suffix Class List
which were manually prepared. Experimental redalt®aradigm Selector module are -
«  Total number of Verbs used for the study after prathe compound verbs was 1226.
«  Total number of verbs for which paradigm were mappy the program: 1003
o Total number for which ambiguous paradigms (moeatbne) were mapped by the
program: 159
0 Total number for which single paradigm were foundte program: 844
« Total number of verbs for which paradigms weremapped by the program: 223
e Total number of verbs for which correct paradignesevfound which was manually checkec
by linguist (true positives): 791
« Total number of verbs for which wrong paradigmsevieund which was manually checked
by linguist (false positives): 53
« Total number of verbs for which ambiguous paradigmese found or no paradigm were
found by the program (false negatives): 159+2282 3

Precision = 0.93 Recall = 0.67 F-Sco@78
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4.2 Resultsfor FSA Module

The verbs for which no paradigm was selected weaiaually assigned paradigms. Verbs fo
which wrong paradigm was selected were correctéis §ave us an updated Verb-Paradigr
Repository which was used by the FSA module.

Resources used as input was the tagged healtloarisnt domain corpus of ILCI used to obtain
the verb variants, Verb Paradigm Repository geadraferb Paradigm List, Verb Suffix Feature
List and Verb Suffix Class List which were manuaftyepared. The corpus was partially
validated at time of use.

Total number of unique verb variant forms used tfeg study was 8697 obtained from ILCI
corpus by choosing the words tagged as verbs. Wioigpresults were obtained by the program -

« Total number of verb variants for which analysiswatained: 7237
« Total number of verb variants for which analysiswat obtained: 1460

The verb variant for which analysis was not obtdiweas checked manually. We found the
following three categories amongst the verb vasidot which analysis was not obtained -

Number of verb variants whose citation form was p@sent in the Lexicon(obtained from
WordNet) thus was not present in Word Paradigm Riépry: 632

Number of verb variants which were tagged wronglyerbs: 341

Number of verb variants which were spelt wronglytia corpus: 487

Total number of verb variants for which correctlgsis was obtained verified manually (true
positives): 7183

Total number of verb variants for which wrong asédywas obtained verified manually (false
positives): 54

Total number of verbs variants for which no anaysas obtained due to absence of citatio
form in Lexicon verified manually (false negative €32

Total number of verb variants for which analysisswet obtained due to wrong tagging +
wrong spelling verified manually (true negative®}1+487 = 828

Precision =0.992 Recall = 0.919 F-Score = 0.954

Conclusion and Per spectives

From the results obtained for paradigm selector uteodve can say that the corpus is ¢
reasonably good source to select paradigms forsveHbuman resource building effort can be
substantially reduced with the use of this methiidhe corpus is augmented with more forms o
the verb then it would improve the recall of thegaigm selector module. This method can als
be applied to the other grammatical categories asafouns, adverbs etc.

Precision of FSA module for verbs is good. Taggeghas when used to test the efficiency of th
FSA module, results in more paradigm discovery anbdancement of the suffix list. It also
suggests a list of verb citation forms which websemt in the lexicon. In addition it identifies
spelling errors and tagging errors if any in thgged corpus and could be used to validate tt
quality of the tagged corpus. The recall of FSA mleccan be improved by adding the citatior
forms which are not found in the lexicon to the VPR
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ABSTRACT

During last two decades, most of the named entity (NE) machine transliteration work in
India has been carried out by using English as a source language and Indian languages
as the target languages using grapheme model with statistical probability approaches
and classification tools. It is evident that less amount of work has been carried out for
Indian languages to English machine transliteration.

This paper focuses on the specific problem of machine transliteration of Hindi to English
and Marathi to English which are previously less studied language pairs using a phonetic
based direct approach without training any bilingual database. Our study shows that in
depth knowledge of word formation in Devanagari script based languages can provide
better results as compared to statistical approaches. Proposed phonetic based model
transliterates Indian-origin named entities into English using full consonant approach
and uses hybrid (rule based and metric based) stress analysis approach for schwa
deletion.

KEYWORDS: Machine Trandliteration, Named Entity, Full Consonant, Metrical Approach
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1. Introduction

Hindi is the official national language of the India and spoken by around 500 million
Indians. Hindi is the world’s fourth most commonly used language after Chinese,
English and Spanish. Marathi is one of the widely spoken languages in India especially
in the state of Maharashtra. Hindi and Marathi languages are derived from the Sanskrit
and use the “Devanagari” script for writing. It is challenging to transliterate out of
vocabulary words like names and technical terms occurring in the user input across
languages with different alphabets and sound inventories. Transliteration is the
conversion of a word from one language to another without losing its phonological
characteristics (Padariya 2008). Hindi and Marathi to English NE transliteration is quite
difficult due to many factors such as difference in writing script, difference in number of
alphabets, capitalization of leading characters, phonetic characteristics, character length,
number of valid transliterations and availability of the parallel corpus (Saha 2008).

2. Architecture of Transliteration System

The architecture of Hindi/Marathi to English transliteration system and its functional
modules are shown in figure 1.

Unicode Lingnistic Rale
encoded Phonetic Ma, Manager
Hindi Text | PhoneticMap | -

Syllabification Transliteration . i
B ol el i

Unicode Metrical Rule
encoded er

Marathi Text

Figure 1. Architecture of Transliteration System
3. Phonetic Map for Hindi/Marathi to English

The possibility of different scripts between source and target languages is the problem
that transliteration systems need to tackle. Hindi and Marathi use the Devanagari script
whereas English uses the Roman script. Devanagari script used for Hindi and Marathi
have 12 pure vowels, two additional loan vowels taken from the Sanskrit and one loan
vowel from English. English has only five pure vowels but, the vowel sound is also
associated with the consonants w and y (Koul 2008). There are 34 pure consonants, 5
traditional conjuncts, 7 loan consonants and 2 traditional signs in Devanagari script and
each consonant have 14 variations through integration of 14 vowels while in Roman
script there are only 21 consonants (Walambe 1990, Mudur 1999). Table 1 shows
phonetic map for Devanagari to Roman transliteration along with their phonological
mapping using full consonant approach. It is fully based on the National Library of
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Kolkata and ITRANS of IIT Madras, India (Unicode 2007). The consonant /&/ is used
only in Marathi language.

Vowel | Matra | Vowel | Matra Pure consonants

A>a F>RU | ¢ Fska g>kha | Tsga ">gha | ¥>nga
3> A or o>E d ">cha | F>chha | Svja HA»jha | Asya
i fo Tai f) z>Ta 3>Tha TsDa g>dha | TsNa
3see St |ss00 | oF T>ta Istha | 3>da g>Dha | Fsna
3I>u Q drau | o Tspa | ®spha | T»ba W>bha | >ma
U Q dsam | 6/S Tsya Tra la asva | Ussha
F->Ru e A:»aH | o: ¥>Sha | #ssa @->la g->ha
Conjucts,Symbols, | #>ksha | F>dnya | F>shra | T>dya | =ff P»som | Fkxa
Loan Letters > @>Dhxa | @>khxa | T>gxa | F-jxa %>phxa | >Dxa

Table 1: Phonetic Map for Transliteration
4. Syllabification

Unicode encoded Hindi or Marathi named entity text input is given to the syllabification
module which separates the input named entity into syllabic units. A syllabic unit is
equivalent to one ‘akshara’ in Devanagari where ‘akshara’ is the minimal articulatory
unit of speech in Hindi and Marathi. Few examples are

FATATT D F | AT | o | AT | T and A==z > & | |7 w7978
5. Transliteration Module

This module converts each syllabic unit in Devanagari into English by using phonetic
map. Phonetic map is implemented by using the translation memory and mapping is
done by writing the manual rules. It is to note that the first vowel /37/ in Hindi/Marathi
is mapped to English letter ‘a’ (short vowel) while the second vowel /3T/ is mapped to ‘@’
(long vowel as per IPA) in English. The alphabet ‘a’ in English is a short vowel
equivalent to /3/ which is also a short vowel in Devanagari while /3/ in Devanagari is a
long vowel and mapped capital ‘@’ or ‘A’ in our phonetic scheme. Unicode and ISCII
character encoding standards for Indic scripts are based on full form of consonants
(Singh 2006, BIS 1991). Few examples are

Input Transliteration Observations
ERELl anantA Correct Transliteration
LlRED mAnika Last ‘a’ to be removed
FATIATT kailashanatha Schwa followed by ‘sh’ & last ‘a’ to be removed
fasr=eraeaTz | vijayarAghavagaDha | Schwa followed by ‘y’, v’ & last ‘a’ to be
removed

Table 2. Output of Transliteration Module

Schwa - The schwa is the vowel sound in many lightly pronounced unaccented syllables
in words of more than one syllable. It is represented by /o/ symbol (Naim 2009). The
schwas remained in the transliterated output need to be deleted (Pandey 1990). The
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schwa identification and deletion is done by applying the manual rules and stress
analysis. Instead of using either approach, it is better to combine both the approaches
due to phonotactic constraints of Hindi and Marathi languages.

6. Rules for Schwa Retention and Deletion

From empirical observations the following six rules are applicable to all NEs (Choudhury
2004).

Rule 1: The schwa which occurs in isolation at the start of named entity never gets
deleted. Example: amar (37H%, emar) - [8] : [mar]

Rule 2: The schwa preceding a full vowel never gets deleted to maintain lexical
distinctions. Example: pawai (7975, pawai) — [pa] : [wa] : [i]

Rule 3: The schwa which occurs in the first syllable never gets deleted if it is a consonant
phoneme without any matra.

Rule 4: The schwa which occurs at the end of word always gets deleted. Example: gopal
(79T, gopAle) — [go]:[pa] :([le]

Rule 5: If the word ends in a consonant cluster or the rafar diacritic, then the schwa is
retained. Example: atharva (37219, etherve) - [a]:[thervae]

Rule 6: The schwa of the syllable immediately followed by a conjugate syllable should
always be retained. Example: brahaspati (2=, brahaspati - [bra]:[ha]:[spa]:[ti]

7. Schwa Deletion Using Stress Analysis

Generally, the location of word stress in Hindi and Marathi is predictable on the basis of
syllable stress. Stress is related both to the vowel length and the occurrence of
postvocalic consonant. According to Hindi and Marathi phonology literature there are
three classes of vowels used for stress analysis but it is possible to obtain the stress
analysis using only two classes as shown below.

Class- I: Short vowels /a or 8/, /u/ and /i/ denoted by L (Light)
Class-II: Long vowels /a/,/e/,/1/,/0/,/0/,/ai/, /au/ denoted by H (Heavy)

Algorithm 1: Schwa Deletion Using Stress Analysis
If last position has schwa then
If last syllabic unit does not contains consonant cluster or the rafar diacritic then
delete word-final schwa and resyllabify named entity
endif
endif
foreach syllabic unit in English do . assign metrical class ( L or H) end foreach
foreach syllabic unit and next syllabic unit do create metrical feet if any end foreach
foreach foot do find unstressed foot
if the contexts of rule 1 to 4 from manual rules does not occur then
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delete schwa(s) in unstressed foot and resyllabify foot
endif
end foreach

The process of combining syllables is carried out from right to left as schwa always
appears to the right position (Naim 2009). With syllable stress and metrical feet, it is
possible to find which syllable receives primary lexical stress. The stress information is
used to decide whether the schwa is an unstressed syllable and to delete all such
unstressed schwas. Few examples are shown in table 3.

Named Metrical Schwa Detection Transliteration Outcome
Entity Assignments in English
gHadied | HLLHHLL | hemevatinandan | hemvatinandan Correct
et | HHLHHLL | triloksnArAyan triloknArAyan Correct
SEreaTyETe | LLHHHHL | jagedambAprasad | jagdambaprasAd Correct

Table 3. Schwa Deletion from Unstressed Syllables
8. Demonstration
We have developed real time application for a co-operative banking which allows user to

enter data in Marathi or Hindi language and transliterate it into English. Figure 2 shows
the snapshot from our experimentation for full name transliteration in English.

% Mamed Entity Transliteration @@= To English :By M L Dhore VIT Pune - ]@

ST AT [FEmTEaR ST s | |
Syllabification :ﬂqﬁﬂfzﬁmraﬂmﬂﬂﬂﬂa{ﬂrmﬂ ]

ST =TT T TR FE ST I AT 9T |
Schwa Detection | kamal a kishor jag a jivan a té&m agar a wal |

Etaemaval | kamalkishor jagaiivannsm agaredl |

Mame inEnglish | RAMALKISHOR JAGIVANFRAM AGARWAL |

Mame in Englizh | !

2nd Surmarme 5 pelling !AEAF!VAL | Save

Figure 2. Transliteration Using Phonology and Stress Analysis

As there are more number of alphabets in Devanagari as compared to English, one
alphabet in Devanagari can be mapped to multiple alphabets in English depending on
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the origin of word. Transliteration module maps the highest priority alphabet to
generate the first candidate named entity. Table 4 is used to generate multiple

transliteration candidates (Chinnakotla 2010).

Hindi % g T T El z o7

&

Gl

English | ke,q | kkh | g, gh | d,dh | w,o,b,bh | ieeeey | shs | kshx

au,ou

Table 4. Multiple Candidate Generation

Figure 3 shows the snapshot from our experimentation for personal profile of the bank
account holder. It allows user to enter information in Marathi language and shows the

corresponding transliterated record in English.

Case Study : Devanagari To English Machine Transliteration. Research 5cholar: M L Dhore, Wi

User Input Language: Hindi or Marathi ﬁ'ﬂﬂ'miﬂi

T, Solapur.

EEX

Dateof Birth 11 | [07 | [1386 |  Sex [Mae
g mmo vy

Marital Status | Maried

Residential Address

dube wrghdt
g [ AT ] ‘

TR T AT ARl AT
S G RN e S —

e mimm wf
AT T P S : T
TFAE D | FTFET | e sty R | AT |Preaer | At ¥
o [FE | e foa | sl e | e [T o TR
W |ad B [veeeme | qmftauiE (s | T [watenac
Qutput in English VIRAJ CO-OPERATIVE BANK
Personal Details i )
Full Name _Dhole ‘ '_Manikrao ] i_!_axmanrao _' ;_Tf_lj_t_i_f_Jﬂ_\__ ,
Sutname First Mame Name of FatherHushand Mothers Marrie

7_ Street Mo. ‘4

State :M‘aharashtra

House Nals Build Nui-é | Society | Chintaman Willage/City |Vithalwadi
Street [Sihgad | st Heengne Khud | Taluka Havel | District [Pune
country  [india | Pin [411081 | Phone No. 02024346432 | Mohile Mo, 9421

052850

Figure 3. Account Holders Personal Information Form

Conclusion

The use of machine transliteration in cross language applications is imminent and
promising. Hindi and Marathi can be supported in all e-governance projects of the
Government of India. As there is no need of bi-lingual and multilingual databases to be
trained, this application can easily be ported on mobile devices. This application can

help masses of India who do not know English.
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ABSTRACT

Romanian has been traditionally seen as bearing three lexical genders: masculine, feminine,
and neuter, although it has always been known to have only two agreement patterns (for
masculine and feminine). Previous machine learning classifiers which have attempted to
discriminate Romanian nouns according to gender have taken as input only the singular
form, either presupposing the traditional tripartite analysis, or using additional information
from case inflected forms. We present here a tool based on two parallel support vector
machines using n-gram features from the singular and from the plural, which distinguish
the neuter.

KEYWORDS: Romanian morphology, neuter gender, noun class, SVM.
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1 The Romanian gender system

Recently, a big grammatical mistake made by a Romanian politician brought in attention the
plural form of Romanian nouns. The traditional analysis (Graur et al., 1966; Rosetti, 1965,
1973; Corbett, 1991) identifies Romanian as the only Romance language bearing three
lexical genders (masculine, feminine and neuter), whether the neuter was inherited from
Latin (Constantinescu-Dobridor, 2001, p. 44), or redevelopped under the influence of Slavic
languages (Rosetti, 1965; Petrucci, 1993). The first two genders generally have no problem
regarding their plurals (follow a pattern more or less), the neuter gender being the one
which poses some dificulties.These dificulties are not encompased only by politicians, but
also for second language acquisition and; not to mention, in some cases, the long debates
between linguists themselves. The problem occurs since the neuter gender has a masculine
form for singular and a feminine form for plural (see Table 1 for examples). Since the
language bears only two agreement markers (masculine and feminine), the three genders
then need to be mapped onto the dual agreement, the way in which this mapping is done
and on what basis also having been debated. However, under the premise that gender is
expressed through agreement, the fact that Romanian neuter nouns lack their own marking
and their own agreement pattern (they systematically and without exception follow the
masculine agreement in the singular and the feminine in the plural as seen in Table 1) have
lead Bateman and Polinsky (2010) and others to ask the question of whether Romanian has
three genders, or two. Gender assignment thus becomes a burden not only for linguists to
describe, but also for second language learners of Romanian to acquire.

singular plural
masculine | baiat frumos baieti frumosi
boy.M beautiful. M boy.M beautiful. M
neuter creion frumos creioane frumoase
crayon.N beautiful.M | crayon.N beautiful.F
feminine | fatd frumoasa fete frumoase
girl.F beautiful.F girl.F beautiful.F

Table 1: Gender vs. agreement in Romanian

In our best knowledge, there are only two computational linguistics based approaches which
attempted to discriminate Romanian nouns according to gender: Nastase and Popescu (2009)
and (Cucerzan and Yarowsky, 2003). Our goal was, thus, to better -in comparison to Nastase
and Popescu (2009)’s results- or successfully -in comparison to Cucerzan and Yarowsky
(2003)’s experiment- distinguish these "neuter" nouns from feminines and masculines, by
employing the minimum amount of information. We employed phonological information
(coming from singular and plural noninflected nominative forms) as well as information
coming from the feminine and masculine gender labels. In what follows we will present our
tool for Romanian neuter nouns, which outperforms all previous attempts.

2 Our approach

We will look at singular and plural nominative indefinite forms (as specified by Bateman and
Polinsky and used by Nastasescu and Popescu) and see if phonological features (endings)
and information from masculine and feminine labels are sufficient to correctly classify
Romanian neuter nouns as such. Another thing to take into consideration when looking
at our classifier is the fact that, while Bateman and Polinsky (2010, p. 53-54) use both
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semantic and phonological features to assign gender, with the semantic features overriding
the formal, we were unable use any semantic features, and used their phonological form as
training examples.

2.1 Dataset

The dataset we used is a Romanian language resource containing a total of 480,722 inflected
forms of Romanian nouns and adjectives. It was extracted from the text form of the
morphological dictionary RoMorphoDict (Barbu, 2008), which was also used by Nastase and
Popescu (2009) for their Romanian classifier, where every entry has the following structure:

formylemma description

Here, ’form’ denotes the inflected form and ’description’, the morphosyntactic description,
encoding part of speech, gender, number, and case. For the morphosyntactic description,
the initial dataset uses the slash ('/”) as a disjunct operator meaning that 'm/n’ stands
for 'masculine or neuter’, while the dash (*-’) is used for the conjunct operator, with 'm-n’
meaning 'masculine and neuter’. In the following, we will see that some of the disjunct
gender labels can cause some problems in the extraction of the appropriate gender and
subsequently in the classifier. Since our interest was in gender, we discarded all the adjectives
listed and we isolated the nominative/accusative indefinite (without the enclitic article)
form. We then split them into singulars and plurals; the defective nouns were excluded. The
entries which were labeled as masculine or feminine were used as training and validation
data for our experiment, while the neuters were left as the unlabeled test set. The training
and validation set contained 30,308 nouns, and the neuter test set 9,822 nouns (each with
singular and plural form).

2.2 Classifier and features

Our model consists of two binary linear support vector classifiers (Dinu et al., 2012), one for
the singular forms and another one for the plural forms. Each of these has a free parameter
C that needs to be optimized to ensure good performance. We extracted character n-gram
features vectors from the masculine and feminine nouns, separately. These vectors can
represent counts of binary occurences of n-grams. We also considered that the suffix might
carry more importance so we added the ’$’ character at the end of each inflected form.
This allows the downstream classifier to assign a different weight to the (n — 1)-grams that
overlap with the suffix. Each possible combinations of parameters: n-gram length, use of
binarization, addition of suffix, and the C regularization parameter was evaluated using
10-fold cross-validation, for both singular and plurals. After the model has been selected
and trained in this manner, the neuter nouns are plugged in and their singular forms are
classified according to the singular classifier, while their plural forms are classified by the
plural model. The experiment was set up and run using the scikit-learn machine learning
library for Python (Pedregosa et al., 2011). The implementation of linear support vector
machines used is liblinear.

3 Our results

The best parameters chosen by cross-validation are 5-gram features, append the suffix
character, but don’t binarize the feature vectors. On masculine-feminine singulars, this
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obtained an accuracy of 99.59%, with a precision of 99.63%, a recall of 99.80% and an
F; score of 99.71%. The plural model scored an accuracy of 95.98%, with a precision of
97.32%, a recall of 97.05% and an F; score of 97.18%. We then moved on to check the
classification results of the neuter forms, and performed error analysis on the results. Table
2a shows the distribution of neuter noun tuples (singular, plural) according to how our
models classify their forms. Our hypothesis states that all of the mass should gather in the
top-left corner, i.e. neuters should classify as masculine in the singular and feminine in the
plural. There are more misclassifications in the plural form of neuter nouns than in their
singular form. In what follows, we will briefly analyze the misclassifications and see if there
is any room for improvement or any blatant mistakes that can be rectified.

s/p f m s/p f m
m | 8997 741 m | 9537 201
f 69 15 f 83 1
(a) With full training set (b) Misleading samples re-
moved

Table 2: Distribution of neuters as classified by the system. In each table, the upper left
corner shows nouns classified as expected (masculine in the singular, feminine in the plural),
while the lower right corner shows completely misclassified nouns (nouns that seem to be
feminine in the singular and masculine in the plural). The other two fields appropriately
show nouns misclassified in only one of the forms.

3.1 Analyzing misclassifications

We first notice that 10 out of the 15 nouns that were completely misclassified are French
borrowings which, although feminine in French, designate inanimate things. According to
(Butiurca, 2005, p. 209), all feminine French nouns become neuter once they are borrowed
into Romanian. The ones discussed here have the singular ending in ’é’, written in Romanian
without the accent, but retaining main stress as in French. Another of the 15, which also
ends in an e’ carrying main stress but not of French origin, is a noun formed from an
acronym: pefele from PFL. There is also a noun (coclaurd—coclauri) probably from the pre-
Latin substratum, which is listed in Romanian dictionaries either as a pluralia tantum or as it
is listed in the dataset. The others are feminine singular forms wrongly labeled in the original
corpus as being neuter or neuter/feminine. Looking at the entries in the original dataset for
two of the last five nouns completely misclassified (levantin/levantind-levantinuri/levantine
and bageac/bageacd-bageacuri/bageci), we notice that the latter receives an 'n’ tag for the
singular form bageacd, which in (Collective, 2002) is listed as a feminine, and the former
receives the 'n/f’ tag, meaning either a neuter, or a feminine (Barbu, 2008, p. 1939), for
both the neuter levantin and the feminine levantind singular form. We further notice that,
when the gender tag 'n/f’ accompanies a singular form, from the perspective of our system,
a contradiction is stated. Seeing as Romanian has only two agreement patterns and that
neuters agree like masculines in the singular and feminines in the plural, the feminine form
levantina cannot be either neuter, and receive the masculine numeral un in the singular, or
feminine, and receive the feminine numeral o. It can only be feminine. Through analoguous
resoning, the tag 'n/m’ accompanying a plural form is also "absurd". By eliminating the
second gender from the two disjunct labels of the original dataset when extracting the nouns
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for our classifier, we correctly tagged the neuter variants with 'n’, but also wrongly tagged
5 feminine singular forms with 'n’ and 7 masculine plural forms with 'n’. There are other
misclassified nouns, from the other two groups, whose misclasification is due to an error
in their initial gender label, for instance algoritm-algoritmi is shown to be a masculine in
(Collective, 2002), however in the corpus it is tagged as neuter (together with the neuter
variant algoritm-algoritme) and it subsequently appears to be misclassified in the plural as a
masculine, which in fact it is. Another problem causing the misclassification is represented
by the hyphenated compound nouns, which are headed by the leftmost noun that also
receives the number/gender inflection. Seeing as our classification system weighed more
on the sulffix, it was prone to fail in correctly clasifying them.

Conclusion and perspectives

The results of our classifier make a strong case, in particular, for Bateman and Polinsky’s
analysis according to which class membership of nouns in Romanian is assigned based on
form (nominative noninflected singular endings and plural markers), when semantic cues
relating to natural gender (masculine and feminine) are absent, and, in general, for their
two separate (for the singular and plural) dual-class division of the Romanian nominal
domain. Furthermore, our classification model outperforms the two classifiers of Romanian
nouns according to gender previously constructed in terms of correctly distinguishing the
neuter.
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ABSTRACT

The purpose of this article is to propose a tool for measuring distances between different
styles of one or more authors. The main study is focused on measuring and visualizing
distances in a space induced by ranked lexical features. We investigate the case of Vladimir
Nabokov, a bilingual Russian - English language author.
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1 Introduction. Selecting the right features

The features generally considered to characterize the style of an author are function words -
conjunctions, prepositions, pronouns, determiners, particles, etc.. These words consist of
non-content words, mostly words without a semantic referent. Also they have a crucial
role in the construction of a phrase, holding syntactic features and tying semantics together.
These words form the closed class set of a language and can easily be extracted from
Wiktionary (url), a database which is constantly being improved and provides a great source
of linguistic knowledge for languages that do not usually have tools and resources. The
function words can sometimes be a compound token composed from two function words,
for example some Russian declensions requires two words (e.g. for masculine, singular,
prepositional case of ves’ is the token obo vsem). We have treated this case by analysing
the occurrences of an expression. Selecting the right lexical features is difficult, on one
hand, using the entire list of function words from a language to designate the style of author
has the disadvantage of containing words that are hapax legomena or do not exist in the
analysed corpus. On the other hand, this disadvantage can provide a spectrum of used and
unused words of an author, this being a mark of style. Also, it is a fixed feature that belongs
to the language and does not depend on additional decisions regarding the corpus. This type
of procedure is also discussed by (Argamon and Levitan, 2005). In order to obtain features
that are strictly related to the corpus, one can concatenate all the texts to be analysed and
extract the first n (function) words (Burrows, 2002),(Argamon, 2008). The drawback of this
procedure is that we can not always know if the value chosen for n is optimal with regard
to the expected hypothesis. Cases appear when completely different values of n increase
the accuracy of the result depending on the type of language and other factors discussed
by (Rybicki et al., 2011). Our tools can handle both of these situations, for the first we
can input a list of tokens, one on each line and for the second we are developing a special
semi-automatic process. This, second list is constructed from the first n most frequent words
which, agreeing with the study of (Jockers and Witten, 2012), have a mean relative frequency
of at least 0.05%. We want to implement a special procedure that, given n; and n,, two
integers, computes the adjusted Rand index (Hubert and Arabie, 1985) between the cluster
i and the cluster i — 1 with n; < i < n,. The label for two clusters A and B to be joined
will be given by min(A, B). This way we can label all the remaining clusters recursively. We
were looking for a sequence of i where the clustering becomes stable and the adjusted Rand
index remains close to 1. Meaning that when adding new words to the list we obtain the
same result. The sequence obtained can be trusted to offer one literary hypothesis from the
entire set that is the most stable to the way an author uses his most common words.

All the token - function words retrieved from a document are stored in a trie structure,
with small caps. In a normal trie in each node there will be an extra field to indicate that
the respective node is an end of word. We have used this field to indicate the frequency
of each token. After filling the trie structure we can traverse it to retrieve the entire list
of tokens with the frequencies. Because frequencies are positive integers we have used
Radix sort, a non-comparison, sorting method by least significant digit in order to obtain
the rank-ordered list of words in linear complexity. Computing distances or measurements
between documents is more efficient this way.

Our algorithms are based on the use of rankings induced by the frequencies of function
words, e.g the most frequent word has rank one, the second most frequent rank two and so
on. We call a tie the case when two or more frequencies are equal. In order to solve ties we
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apply the standard Spearman’s rank correlation method. This means that if k objects claim
the same rank (i.e. have the same frequency) and the first x ranks are already used by other
objects then they will share the ranks and will receive the same rank number (the median
from the k objects) which is in this case:

(c+D+(x+2)+--+(x+k) (k+1)
k =Xt

Using rankings instead of raw frequencies has proved to offer better hypothesis regarding
similarities between documents (Dinu et al., 2008).

@®

2 Data visualisation

In order to inspect our results we have opted for a hierarchical clustering method based on
the extension provided by (Szekely and Rizzo, 2005) for Ward’s method. Their approach is
concerned with increasing inner cluster homogeneity and inter-cluster heterogeneity. We
have taken advantage of this joint-between within clustering method and we have adapted
it for our [1 space to suit our purpose:

n, np
nyn;
enaB) = 2 (23S gy,
n, -I—n2 mny 45
n o m ny ny
23 S =gy == 3 S b=y 1) @
ni & 1j=1 n; < 1j=1

Where A = {a;,---,a,} and B = {by, -+, b,} are sets of size n; and n, respectively of
m-dimensional vectors, || - ||; is the [1 norm. The Lance-Williams (Lance and Williams,
1967) parameters are exactly the same as for Ward’s method (see (Szekely and Rizzo, 2005),
Appendix):

ny +n,
d(C;UC;,C) = gt d(C;, G+
1+
2t ) -—2dc.c). 3)
nAny+ng, 0 i, 4n, 0

where ny,n,,n, are the sizes of cluster C;, C;, C and becomes:

dgij :=d(C; U Cj, C) = a; d(C;, G) + a; d(C), G) + B d(C;, C))
4

where .
n;+n —n
=—-_ p=——" y=o
ny +ny +n, ny+n,+ng

Many of the valuable e properties proved only by coefficient handling like ultrametric prop-
erty (Milligan, 1979) (i.e. d;; < max{d;, djk}) or space-dilatation (Everitt et al., 2009) (i.e
dy(ijy = max{dy;, dy;}) of the algorithm are inherited with this shift to e;;. If A and B would
be singletons, the ¢;; distance is proportional to Manhattan distance and is recommended
to be used with it and not with an Euclidean distance. Such an algorithm is best suited for
our ranked data.
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3 Measurements

3.1 Manhattan Distance

The most natural measure to be applied on an [1 space is Manhattan distance. When used
on rankings it is also called Spearman’s foot-rule or Rank distance by (Dinu and Popescu,
2008). Given two tied ranked vectors X = {x, -+ ,x,} and Y = {y;,- -+, y,,} the equation
for Manhattan distance is:

DX, Y) =Y Ix;— il )
i=1

Notice that the distance remains the same if our tied ranked vectors are obtained by an
ascending ordering relation (e.g. assign rank one to the most frequent function word,
rank two to the second most frequent and so on) or by a descending ordering relation .
This is simple to prove once we observe that for some frequencies {f; > f, > --- > f,},

that generated an ascending tied rank X, = {x;,---,x,}, its descending tied rank can be
obtained by the next equation from X :
X.=n—-X.)+1 (6)

This suggests that ranking the frequencies does not imply just a simple change of the
weights, but rather a change of space in which distances between documents become more
measurable and more stable.

4 Application

Considering the previous studies (Dinu et al., 2008) regarding the use of lexical ranked
features we have used our tools to investigate further the case of Vladimir Nabokov, a
bilingual Russian - English language author. The works after 1941 are written in English.
Those before, are in Russian.

We have gathered a corpus consisting of his original works in English: The Real Life of
Sebastian Knight (1941), Bend Sinister (1947), Lolita (1955), Pnin (1957), Pale Fire (1962) ,
Ada or Ardor: A Family Chronicle (1969), Transparent Things (1972), Look at the Harlequins!
(1974) together with the Russian translation of each. And his original works in Russian:
Mashenka (1926), Korol’ Dama Valet (1928), Zashchita Luzhina (1930), Podvig (1932),
Kamera Obskura (1933), Otchayanie (1934), Priglasheniye na kazn (1936), Dar (1938)
together with the English translation of Mary (translation year: 1970) , The (Luzhin) Defence
(translation year: 1964), Laughter in the Dark (translation year: 1938), Invitation to a
Beheading (translation year: 1959).

In the first image (Figure 1) we observe that the translated Russian period novels Mary,
Luzhin Defence, Camera Obscura and Invitation to a Beheading are clustered separately from
the novels written after 1940 in English. In the second image (Figure 2) we are looking at
the Russian translations of the novels. A similar result with the previous one is presented:
two clusteres, one with the original works in Russian and one with the translated ones.
Nabokov’s last Russian novel Dar is clustered near the English period.

Conclusion and perspectives

We have presented a reliable quantitative method with which we can measure distances
between different styles of one or more authors. We have proved that, by using rankings,

128



Invitation_to_a_Beheading_E_1936_t1959——
Camera_Obscura(Laughter_in_the Dark) E_1933_t1938
Luzhin_Defence_E_1930_t1964
Mary_E_1926_t1970
Transparent_Things_E_1972
The_Real_Life_of_Sebastian_Knight_E_1947
Lolita_E_1955

Bend_Sinister_E_1972
Look_at_the_Harlequins_E_1974
Ada_or_Ardour_E_1969

Pnin_E_1957

Pale_Fire_E_1962

4000 6000 8000 10000

Figure 1: L1 distance applied with ranked lexical features of English.
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Figure 2: L1 distance applied with ranked lexical features of Russian.

Manbhattan distance (or rank distance) was effective in distinguishing the style of an author.
In future works we want to see if rankings can improve the accuracy of Burrows Delta
(Burrows, 2002). Our [1 adapted clustering algorithm was able to distinguish between
Nabokov’s early Russian novels and his later English ones in both translation and original.
Furthermore our results proved that on one hand Nabokov’s style had changed significantly
during his two literary periods and on the other hand that a translation affects a text in such
a measure that stylistically it does not preserve the pattern of the original author. Therefore,
although a method is oriented to simplicity, we can obtain significant results about an
author’s style if we rank an adequate set of lexical features. For further investigation we take
into consideration the importance of pronouns in depicting an author’s style. Moreover we
intend to apply the methods on Samuel Beckett’s and Milan Kundera’s works and implicitly
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to draw comparisons between English and French, but also Czech and French. During the
course of our study we have found an interesting coincidence. Manhattan distance, which
is identical with the distance a rook makes between two squares on a chess table, proved to
be suitable for the literary works of Nabokov, who was a chess composer.
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ABSTRACT

The exploitation of syntactically analysed corpora (or treebanks) by non NLP-specialist is
not a trivial problem. If the NLP community wants to make publicly available corpora
with complex annotations, it is imperative to develop simple interfaces capable of
handling advanced queries. In this paper, we present query methods developed during
the Scientext project and intended for the general public. Queries can be made using
forms, lemmas, parts of speech, and syntactic relations within specific textual divisions,
such as title, abstract, introduction, conclusion, etc. Three query modes are described: an
assisted query mode in which the user selects the elements of the query, a semantic
mode which includes local pre-established grammars using syntactic functions, and an
advanced search mode where the user create custom grammars.

ScienQuest: un outil d'exploitation de corgus arborés pour
les non spécialistes du T

RESUME

L'exploitation de corpus analysés syntaxiquement (ou corpus arborés) pour le public non
spécialiste du TALN n'est pas un probléme trivial. Si la communauté du TALN souhaite
mettre a la disposition des chercheurs non-informaticiens des corpus comportant des
annotations linguistiques complexes, elle doit impérativement développer des interfaces
simples a manipuler mais permettant des recherches fines. Dans cette communication,
nous présentons les modes de recherche « grand public » développés dans le cadre du
projet Scientext, qui met a disposition un corpus d'écrits scientifiques interrogeable par
section textuelle, par partie du discours et par fonction syntaxique. Trois modes de
recherche sont décrits : un mode libre et guidé, ou l'utilisateur sélectionne lui-méme les
éléments de la requéte, un mode sémantique, qui comporte des grammaires locales
préétablies a l'aide des fonctions syntaxiques, et un mode avancé, dans lequel l'utilisateur
crée ses propres grammaires.

KEYWORDS : corpus exploitation environments, treebanks, assisted grammar creation,
visualization of linguistic information.

MOTS-CLES : environnement d'étude de corpus, corpus étiquetés et arborés, création de
grammaires assistée, visualisation d'information linguistique.
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1 Version courte en francais

1.1 Introduction

Les outils d'exploration de corpus annotés, en particulier de corpus arborés (c'est-a-dire
comportant des relations syntaxiques), sont souvent complexes a utiliser, a fortiori pour
des utilisateurs non initiés a la linguistique-informatique. L’ergonomie et la facilité
d’utilisation des outils sont cependant des enjeux majeurs en TALN, surtout si l'on
souhaite diffuser des traitements et des annotations linguistiques complexes dans la
communauté des linguistes. Pour élargir le nombre d’utilisateurs des corpus annotés, il
est essentiel de développer des outils d'exploration de corpus faciles a manipuler mais
puissants. C'est ce qui nous a amenés a proposer un environnement de recherche simple,
adapté aux linguistes, didacticiens, lexicographes ou épistémologues.

Nous présentons ici l'outil développé dans le cadre du projet Scientext', qui propose des
modes de recherche simples pour non spécialistes du TALN sur un corpus d'écrits
scientifiques analysé syntaxiquement. Il s'agit d'un outil d'étude en ligne de corpus
arborés construit a partir d'un scénario de recherche simple : choix d'un corpus,
recherche de phénomeénes linguistiques, et enfin affichage des résultats. Ce scénario de
base est facile a appréhender, et se décompose en plusieurs écrans simples qui peuvent

s’enrichir de fonctions plus complexes « en douceur ».

Dans un premier temps, nous présentons les outils existants pour l'étude de corpus
arborés, en particulier pour le francais, rares et peu conviviaux. Nous détaillons ensuite
les fonctionnalités de notre outil, et effectuons enfin un bilan de son utilisation.

1.2 Les corpus

Dans le cadre du projet Scientext, quatre corpus de textes scientifiques ont été collectés.
Deux des corpus contiennent des textes anglais, et les deux autres des textes francais. Ces
corpus sont librement consultables sur le site du projet. D'autres corpus de textes
littéraires et journalistiques en allemand, anglais, espagnol, francais et russe ont été
collectés dans le cadre du projet EMOLEX? mais ne sont pas consultables pour des
raisons de droits. Tous ces corpus ont été annotés morpho-syntaxiquement, a l'aide de
divers analyseurs (Syntex, Connexor, XIB DeSR), et ont pu étre exploités a l'aide de
ScienQuest.

1.3 Les modes d’acceés aux textes

Apres avoir sélectionné un sous-corpus en fonction des genres et des sections textuelles
désirés (figure 2), l'utilisateur peut effectuer des recherches sur le corpus selon trois
modes, de complexité et d'expressivité croissante :

¢ Un mode sémantique permet d’accéder a des occurrences en corpus, a partir de
grammaires prédéfinies. Les grammaires sont définies a l'aide d’un langage de
requéte existant (ConcQuest — Kraif, 2008), que nous avons étendu.

! http://scientext.msh-alpes.fr
2 http://www.emolex.eu
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¢ Un mode simple et guidé avec un assistant permet a l'utilisateur de sélectionner
des formes, lemmes et/ou catégories, ainsi que les relations syntaxiques désirées
(figures 4 et 5).

¢« Un mode complexe permet d’accéder a des occurrences en corpus, a partir de
grammaires, utilisant les dépendances syntaxiques, les relations linéaires et des
variables.

Une fois la requéte effecutée, les occurrences trouvées sont affichées soit dans un
concordancier (figure 6), soit sous forme de statistiques distributionnelles.

1.4 Conclusion

L'utilisation du systeme Scientext dépasse aujourd'hui le cadre du projet dont il est issu.
1l est par exemple utilisé en didactique du FLE dans le cadre du projet FULS?®, et intégre
de nouveaux corpus, traités avec des analyseurs différents, pour le projet EMOLEX.

Depuis le lancement public du site fin juin 2010, 9 021 requétes ont été effectuées (en
1 474 sessions). Le mode guidé est utilisé pour 75% des requétes, le mode sémantique
(grammaires locales prédéfinies) pour 23% et le mode avancé pour 2% ; cela démontre
bien selon nous l'intérét de ces deux premiers modes de recherche. Malgré tout, il reste
que les connaissances d’ordre syntaxique présentent une complexité inhérente qui freine
quelque peu l'utilisation grand public de tels corpus, puisque seulement 47% des
requétes guidées comportaient des contraintes d'ordre syntaxique.

Plusieurs améliorations du systéme sont prévues : I'ajout de nouveaux corpus et l'ajout de
fonctionnalités pour le mode guidé. Ces améliorations seront testées sur un ensemble
d’utilisateurs non spécialistes du TALN.

* http://scientext.msh-alpes.fr/fuls

133



2 Introduction

Textual corpora are more and more often enriched with different types of linguistic
annotations, such as structural and discursive annotations, lemmatisation, part-of-speech
(POS) tagging, or syntactic tree structures. These annotations may be very appealing for
non-NLP specialists, such as linguists, language teachers, lexicographers, and
epistemologists. However, exploration tools for such corpora, especially treebanks (i.e.
with syntactic relations) are often complex to use, a fortiori for users not familiar with
computational linguistics. In order to broaden the scope of access to these annotations
outside the NLP community, it is essential to develop tools that are both powerful, but
easy to handle for corpus exploration. This objective led us to propose ScienQuest, a
simple research environment suitable for non NLP-specialists.

ScienQuest was developed in the context of the Scientext project®. It is an online generic
tool, which focuses on a GUI suitable for non NLP-specialists. It is based on the
ConcQuest (Kraif, 2008) command-line search engine. ScienQuest was first used as part
of the Scientext project, which includes several corpora of scientific texts, and then for
several new corpora. ScienQuest is based on a simple search scenario. After building a
sub-corpus based on the metadata of the texts in the corpus, user requests within this
sub-corpus provide results displayed in two fashions: Key Word In Context (KWIC) and
distributional statistics. This straightforward three-part baseline scenario is represented
within the interface by the division into several simple screens.

In this paper, we first present the corpora currently operated within ScienQuest. Then,
we describe briefly some of the existing tools for the study of treebanks. Finally, we
detail the features of ScienQuest, and conclude with a review of its use.

3  Of corpora and users

The corpora of the Scientext project were collected to conduct a linguistic study on
reasoning and positioning of authors, through phraseology, enunciative and syntactic
markers related to syntactic causality. The corpora were parsed with Syntex (Bourigault,
2007). They consist of an English corpus of biology and medical articles (14M words), a
corpus of argumentative texts of French learners of English (1M words), a French corpus
of varied scientific texts (a range of genres and disciplines totalling 5SM words), and a
corpus of French scientific communication reviews (502 reviews, 35k words). These
corpora are freely available within ScienQuest on the Scientext project website. A study
is underway to draw upon these corpora using ScienQuest in the context of language
courses.

ScienQuest has recently been integrated for the exploitation of the corpora of the
EMOLEX® project, which aims to investigate the multilingual lexicon of emotions within
five corpora of fiction and newspaper articles in English (200M words, analysed with
XIP), French (230M words, analysed with Connexor), German (301M words, analysed
with Connexor), Spanish (286M words, analysed with Connexor), and Russian (554k

* http://scientext.msh-alpes.fr
® http://www.emolex.eu
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word, analysed with DeSR). For copyright issues, these corpora are unfortunately not
publicly available yet.

ScienQuest was designed with usability in mind, and therefore was designed with user
input in mind. A first survey was conducted in March 2008 with a group of researchers
and students in linguistics, teaching, and communication from four different laboratories.
A first prototype was built based on this first survey. A second survey was then
conducted, with both new participants and researchers involved in the previous survey.

4 A brief overview of annotated corpora exploration tools

There are several environments for the study of linguistically annotated corpora. These
environments are based on query languages; they sometimes come with a graphical
environment, usually limited to a graphical query editor. This type of graphical
environment can improve the readability compared to a query language used alone, but
still maintains the same conceptual complexity. These tools require a familiarity with
computer science basics such as logical operators and regular expressions that are often
poorly mastered by non-specialists, who therefore are often reluctant to use these tools.

Most corpus research tools do not integrate the syntactic level. The Corpus Query Proces-
sor (CQP — Christ, 1994), developed at the Institut fiir Maschinelle Sprachverarbeitung of
Stuttgart, has become a standard element in the community of NLP. A graphical interface
for CQP, CQPWeDb®, is available. This GUI, has an interesting simple mode, where the user
can type a sequence of word forms or lemmas ; however, it does not provide a simple
way for more advanced searches involving POS or morphological features, for users who
do not know the CQP language. In contrast, the rather less known GUI employed for the
lemmatized and POS-tagged corpus Elicop (Mertens, 2002) was a source of inspiration
for our interface. It is based on an easy-to-complete form and does not require prior
knowledge of a query language (see Figure 1). The system does not, however, permit
one to build a subcorpora and is also limited to four words without syntactic relations.

Search Word 1 Jord 2 Word 3 Jord 4

Jord Cat -conditionnel  ~ Adverb - iv Any -

Lemma avoir
Form

FIGURE 1 - Elicop search GUIL.

TIGERSearch (Lezius and Konig, 2000) is one of the few graphic (off-line) environments
for querying treebanks (of syntagmatic structure), but the tool is no longer maintained.
This GUI is mostly a query editor, which makes querying more readable (especially for
complex queries), but is not easier to master for users unfamiliar with computer science
and NLP.

In conclusion, we can only deplore the lack of user-friendly online environments,
especially those that incorporate treebanks. This gap is one of the reasons that led to the
creation of ScienQuest.

© http://cwb.sourceforge.net/
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5 ScienQuest features

Using Scientext consists of three main steps: sub-corpus construction, research, and
finally the display of results. Unless otherwise stated, the examples given below are
based on the corpus of English scientific texts.

5.1 Sub-corpus selection

By default, ScienQuest exploits the entire corpus. The first step is to simply accept this
default choice or to select a sub-corpus. It is possible to group texts according to various
criteria (e.g. text type, discipline, and textual section). For corpora with structural
annotations (e.g. abstract, introduction, titles, etc.), it is also possible to restrict the sub-
corpus according to these elements.

™ Humanities ™ Articla Parts
™ Linguistics ™ Communication @7Ma|n parts
™ psychology ™ PhD thesis ¥ Body
™ Education sciences ™ HDR 9 Introduction
™ Natural Language Processing M conclusion
M Experimental sciences M Other parts
™ Biology [!f Summary
™ Medicine ™ nNote
. ) ™ Title
M Applied sciences ¥ Title
& Electronics ™ Acknowledgement
™ Mecanics ™ appendix
I None ‘ I ‘ None ‘ Il ‘ None ‘

FIGURE 2 — Subcorpus selection GUI in ScienQuest for the French scientific texts corpus.

5.2 Search

Once the corpus is defined, the user is prompted to choose between three research
modes. Whichever method chosen, the result of the user interaction will be a local
grammar (local grammars are presented later in this paper). This grammar is compiled
into the local query language used by the search engine, ConcQuest (Kraif, 2008) which
performs searches within the corpus (see Figure 3).

Semantic mode
Pick existing grammar

Advanced mode
‘Grammar creation

3 search modes

FIGURE 3 - Internal search process.
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5.2.1 Semantic search: using a predetermined local grammar

A set of local grammars has been developed to enable semantic search within texts, so
that the user is not encumbered by the complexity of queries. Fifteen local grammars
were developed by (Tutin et al., 2009), primarily around the theme of reasoning and
positioning of authors. The development of more local grammars is planned concerning
other themes, especially to look for stereotypical expressions in a perspective of language
teaching.

5.2.2 Assisted search : an assistant for free

Word 1 o searches

_ In assisted search mode, the interface first

+ contains minimal content, with a single input
field (search for one word, see Figure 4).
Buttons allow the user to add words and

m constraints on form, lemma, part of speech

FIGURE 4 — Initial assisted search form. (and possibly sub-category, e.g. proper noun,

tensed verb, etc.). For more advanced users,
regular expressions are accepted. By default, there are no syntactic relations between
words, and their linear order is taken into account.

When several words are present, it is possible to specify a syntactic relation between
these words. If a relation is selected, the word order is no longer taken into account (see
Figure 5).

The form data are automatically converted into a local grammar in the back office. This
mode is designed to satisfy most of the needs of medium-skilled users; however, it is
deliberately limited to only a subset of features that can be easily intuitively understood,
without the need of consulting the user guide. To use the full expressiveness of the
search tool, one must switch to the advanced search option.

— B =

+
Gatgon - Jvers : Noun :
Lemma * +

to have

Syntactic relations:

Relation 1 direct object of (OB) : ®

FIGURE 5 — Search for nouns which are direct object of the verb to have.
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5.2.3 Advanced search: a local grammar language for treebanks querying

In the advanced search mode, the user can directly create a local grammar. This mode is
dedicated to specialists, therefore we present only the main features here. The local
grammar language is used to specify constraints on the words (form, lemma, part of
speech, flexion), order, and syntactic relations between words. It is also possible to
specify a list of words and variables.

Some innovative features of this language are specific to the treatment of treebanks, in
particular the possibility to extend the syntactic relations encoded in the corpus. For
example, the syntactic analyser Syntex, used for the Scientext corpora performs a
shallow analysis, and thus creates no direct dependency relation between a verb in a
perfect tense and its subject, but instead creates a relation SUBJ (subject) between the
subject and auxiliary, and a relationship AUX (auxiliary) between the auxiliary and the
verb. With ScienQuest local grammar language, it is possible to define a new generic
relation or "deep subject" that takes into account this construction, as in the example
grammar below. This grammar presents a set of rules detecting opinion verbs and their
subject in deep syntax (e.g. the syntactic relation between [I or we] and [to think] in the
sentence we have thought or we can think).

(SUBJINF,#2,#1) = (SUJ,#3,#1)(OBJ,#3,#2) // For infinitive syntactic structures

(SUBJAUX,#2,#1) = (SUJ,#3,#1) (AUX,#3,#2) // For syntactic structures with auxilliaries
(SUBJGENERIC,#2,#1) = (SUBJINF,#2,#1) OR (SUBJ,#1,#2) OR (SUBJAUX,#2,#1) // New syntactic rel.
$pron_author = we, I // Pronouns refering to the author

$v_opinion = adhere, admit, adopt, affirm, forward, hold, contradict, agree, criticize, suggest, defend,
denounce, doubt, expect, estimate, judge, justify, think, postulate, prefer, favor, recognize, reject, refute, regret,
reject, wish, stress, subscribe, support, suggest // Opinion verbs

Main = <lemma=$v_opinion,#1> && <lemma=$pron_author,#2> :: (SUBJGENERIC,#1,#2)

In order to help users to switch from semantic and assisted mode to the more complex
advanced mode, all advanced queries can be initiated in semantic and assisted mode,
and then enriched in advanced mode.

5.3 Visualisation of results

The search results are then browsable in a KWIC display (Figure 6), which includes
information about the type of text, textual section, etc. In this view, the user can also
remove the incorrect results, which will not appear in exports and statistics. This is very
useful for fine-tuning results and for annotation error removal. These results can be
exported in CSV and XLS formats as well as in HTML tables. It is also possible to broaden
the context for a given line and to consult the syntactic dependencies.

Statistics on the occurrences found are available in both tabular and chart display:
number of occurrences, percentage of lemmas and forms and their distribution by
discipline, and text type or textual section. This type of functionality is still rarely
available in tools dedicated to corpus study and is particularly interesting for the study of
rhetorical structures in scientific writing.
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& 10 We the incidence of women with breast
estimated cancer , by subtracting
that a large fraction of the messages
@11 We expect are from abundant
we first  cumulative risks associated with the
estimated three genotypes separately .

[1478-7954-1-5-body]
[1471-2164-5-22-body]

M 12 For loci with common variants , [1471-2407-4-9-body]

axhibiting post- irradiation
[ 13 challenge prolongad mitotic delay we expactad

the 148E allele would be associated

with increased risk , but instead [1471-2407-4-9-body]

, 30 and

rank deficient . This meant that calculations restricted to mothers could not be performad , but we could
determine the relationship between individual SNPs and breast cancer among sisters . Thersfore , we relied on
the analysis rastricted to sisters to corroborate patterns observad for all relatives combined | For sisters only ,
the analyses revealed the same patterns as shown in Figure 2 , which were based on all female relatives ,
except for APEX D148E , where the results for sisters only showed similar risks for homozygous common and
heterezygous genotypes and an increased risk for homozygous variant genotypes ( data not shown ) . Due to
the biological inconsistency of the results for APEX D148E and because of the differences between analyses
based on sisters only and all relatives , Bl caution in interpreting this result , despite the statistical
significance . For BRCA2 N372H , results for sisters only wera very similar to results for all relatives combined ,
lending credence to our observations , despite the difficult interpretation .

There are several study limitations . Fifty-six per cent of the women eligible donated a blood sample before the
arbitrary genotyping cut-off date ( December 31 , 2001 ) . Reasons for eligible women net providing a blood
sample were that they could not be located , refused , or were too ill . The distribution of demographic and
known breast cancer risk factors such as education , age at menarche

FIGURE 6 : KWIC visualisation of results.

6  First results and conclusion

Since the beginning of the public launch of ScienQuest in late June 2010, 9,021 requests
were made during 1,474 sessions. Assisted search is used for 75% of the queries,
semantic mode (predefined local grammars) for 23%, and advanced mode for the
remaining 2%. We believe this demonstrates the importance of these first two search
modes, which were introduced in ScienQuest. Nevertheless, the fact remains that
syntactic knowledge has inherent complexity which hampers to a certain extent the use
of treebanks, since only 47% of the assisted searches contained guided syntactic
constraints.

The use of ScienQuest now exceeds the Scientext’ project, from which it originated. It is
for example used in the teaching of French as a foreign language in the FULS® project and
incorporates new corpora for the EMOLEX® project.

Several system improvements are planned, such as adding new corpora and features for
the assisted search. However, the ConcQuest search engine on which ScienQuest is based
is rather slow ; we will envetually replace it with the new and faster ConcQuest 2.

7 http://scientext.msh-alpes.fr
8 http://scientext.msh-alpes.fr/fuls
? http://www.emolex.eu
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ABSTRACT

We propose a demonstration of dnrcontextand collaborative software localisation madel
involves volunteer localisers and end users in the localisation process vidfiganefand
dynamic workflow: while using an application (in context), users knguhe source language of
the application (often but not always English) can modify stringbefuser interface presented
by the application in their current context. The implementation of that agipto localisation
requires the integration of a collaborative platform. That leads to a new tripartitisdtca
workflow. We have experimented with our approach on Notepad+gdemonstration video is
proposed as a supplementary material.

KEYWORDS Software localisation, machine translation, translation memories, inateimand
collaborative translation, in context localisation, collaborative localisation

Un modéele en-contexte et coopératif
pour la localisation de logiciels : Démonstration

RESUME

Nous proposons une nouvelle approche qui permet la localisation erteatteollaborative de
la plupart des logiciels a source ouvert. Notre approche fait participer des bénévieles «
utilisateurs finals au processus de localisation via une organisation du teé#icace et
dynamique: en méme temps qu’ils utilisent une application (“en contexte”), les utilisateurs
connaissant la langue source du logiciel (souvent mais pas toujours 1’anglais) peuvent modifier
des chaines de l’interface utilisateur présentées par ’application dans leur contexte courant.
L’implémentation de cette approche de la localisation requiert I’intégration d’une plate-forme

collaborative. Cela mene a une nouvelle organisation du travail tripartite. Nous a
expérimenté et validé notre approche sur Notepad++. Une démonstratioréserdér

MoTs-CLES: localisation de logiciels, traduction automatique, mémoire de traductions, traduc
incrémentale et collaborative, localisation en contexte, localisation collaborative.

Proceedings of COLING 2012: Demonstration Papers, pages 141-146,
COLING 2012, Mumbai, December 2012.
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1 Introduction

Currently, the translation of technical documents as well as useag#esfrings is entrusted only
to professional translators. In practice, localisation project marlasgerd original versions of

the files to be localised to several professional translators. Each translattatérsiand sends the
translated versions to the localisation project mandgeseems impossible to continue in this
way for most under-resourced languages, for reasons of cost,uéadofien because of the
scarcity or even lack of professional translators (costs increase whiley caraditmarket size

decrease).

On the other hand, free software such as that produced by Mozilla (M@8i08) is translated
by volunteer co-developers into many (more than 70) languagesiria cases more language:
than commercial software. The localisation process is based on the contridutiolurdeers
(Vo-Trung, 2004), (Tong, 1987), (Lafourcade, 1991, 398@other situation (different from the
translation of technical documentation) is that of occasional volunteer transldtorspmtribute
without an organic connection to the project (Linux, 2005). Heibdg,possible to obtain high
quality translations of documents that may be over a hundred pagessiaig gs articles of
Wikipedia, or texts of Amnesty International and Pax Humana).

Another problem of the classical localisation process is that strings afitdréace are often
translated out of context. Hence, the choice of the appropriate translation is/ayd pbssible
due to lack of context, and in such cases even a professional transfetor maduce a perfect
translation.

As proposed in (Boitet, 2001), one solution to this problem is tolvevend users with a
knowledge of the source language (often but not always Englishvho, during the use of
software products, translate or imprdteetranslationd produced by machine translation (MT)
or translation memory (TM) systems.

2 Thenew in context and collabor ative localisation model
21 Badcprinciples

211 Involving volunteer translatorsand end usersin the localisation process

As said above, localisation seems impossible for most under-resourceddasdar reasons of
cost, and scarcity or even lack of professional translators.

Our solution aims at involving non-professional translators suchlastger localisers and above
all end users. These groups have the capacity to participate effectively heindeave a better
knowledge of the target language (generally their native language) and cufntiest of use of
the application. In order to motivate this type of translators and tatlygve a better knowledge
about the use context of Ul (user interface) strings, localisation shewdrkied out while using
the application.

1 Localisation project managers: software publisher in the case of commercial software, and a community of
volunteer localisers in the case of open source software.
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212 From discontinuous, coordinated and out-of-context localisation to continuous,
uncoordinated and in context localisation

The basic concept of our model is to renounce the idea of perfastatian, and to publish
rough translations with a variable quality, which will be improved inergaily during the use
of the application. Therefore, the translation process will be ongoingvgrdve continuously.
This solves the problem of time and delays, since users do notcheveét for the final localised
version in their language. They can download, at any time, a pattiedliised or non-localised
version of the application.

Similarly, the localisation project manager may first publish a partially localisesion that will
be progressively localised through use, leading, eventually, to a colpgistalised version.
Hence, the new process permits the incremental increase of both gudliantity.

The same principle is already applied by many translation communities.eSh&rown is the
Wikipedia Community: content is added and translated continuously by edatgsb Our
guiding idea is to adapt this principle to the software localisatédah fi

2.2 Adaptation to software localisation

The localisation project manager should be allowed to ask professional tnanafedaeviewers
to translate the crucial parts of the software. Hence, our localisation model baspplicable
individually or collaboratively. The user has the choice to localise the applitatmity, without
any exchange with other users, or to localisellaboratively

221 First Scenario: in context localisation through interaction with the collaborative
platform

During the in context localisation, user can interact with the collabordttenm (SECTra_w),
to get and submit translations. As shown iBURE 1, when the user right-clicks on any strinc
within the interface, an edition pop-up related to the collaborative pladppears, and the user
can enter a new translation, or choose of the proposed translations. Clicking on the "localize
button sends the user translation to the collaborative platform, and thatesce is updated in
real time.
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| new 1 - Notepad++

| S swe e ee e <~'@
'
e
e
‘ [New Transiation: texte & msérer - ‘E
(Quality: 9 - . o
— ‘ E— i
{Comment: Tam agree with this translation.
concal |
‘
Online:
- Submit Transiation || Transiation Quality Comment Date FirstName 4
Texte 8 insérer 9 opprovedbyedtor 2009102008112 Fraisse I
Lerracinll i idsrl o o
texte 3 insérer L] 2010-01-15 15:38:24 Froisse T Format
-
w Localze Cancel
|

FIGURE 1 - In context localisation of the string "Text to insert" through int&waovith the
collaborative platform.

2.2.2  Second scenario: localising directly on the collaborative platform

This second scenario allows user to localize directly on SECTracgwKE2). When the edition
popup is displayed, the user clicks on the "Online workspace" button aedirected to the
page on the collaborative platform containing the string that has been dboseanslation.
Then, the user enters a new translation, or chooses one of tlesgudpanslations. When, s/he
returns to the application (in the same context s/he left it), the interfacedmasibdated.

I Context Localization =]
[Sting To Transiate:  Text to insert I
INew Transiation:
(Quality: 7t A 7
\comment: Corpus: NOTEPAD ~ Document: DIALOG_COLUMNEDITOR v Sourcedtarget: english_french
@ ¥l ¥l source ¥ Post ediion ] Suggestions [[Trace ] | Cancel
oniine =
- = B Textto mset B Taxc e < Texte & msérer
e = exce & insére S
(et M7 conclpions s Dona sy amatin 230 20 % o
2 umber o nsen Wicatce & dnsézer T [———
Sk 7 Conabyamalinz1s 20 v 5 . =
— e 2 , =
(e Nembre imitial : p—
G | BT
k- Coneby amatin0s 20 v
crease by % huomencation par: [ Annutec ]
Sk Dora by smatin 115 20 v
e Wre o Nombre & insérer

ok
7 Formaz:

onetyamatinTs 10 v

Hombre de zdros

FIGURE 2 — Localising directly on the collaborative platform.
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ABSTRACT

The paper is focused on blogosphere research based on the TREC blog distillation task, and aims
to explore unbiased and significant features automatically and efficiently. Feedback from faceted
feeds is introduced to harvest relevant features and information gain is used to select
discriminative features, including the unigrams as well as the patterns of unigram associations.
Meanwhile facing the terabyte blog dataset, some flexible processing is adopted in our approach.
The evaluation result shows that the selected feedback features can greatly improve the
performance and adapt well to the terabyte data.

KEYWORDS : Blog Distillation, Faceted Distillation, Feedback

1. Introduction

With the accelerated growth of social networks, both organizations and individuals have shown
great interest in conveying or exchanging ideas and opinions. The blogosphere provides an ideal
platform for communication. According to the statistics of Blogpulse(blogpulse.com) in Jan.
2011, more than 152 million blogs have been published. One interesting issue related to the
massive blogs is to automatically explore authors’ behaviours from their blog posts.

Research related to blog posts mainly focuses on opinion retrieval to identify topic-based opinion
posts, which means retrieved posts should not only be relevant to the targets, but also contain
subjective opinions about given topics. Generally, topic-based opinion retrieval can be divided
into two parts using a separated relevance and opinion model or a unified relevance model. In
separated models, posts are first ranked by topical relevance only, then, the opinion scores can be
acquired by either classifiers, such as SVM (Wu Zhang and Clement Yu, 2007), or external
toolkits like OpinionFinder(www.cs.pitt.edu/mpqa/) (David Hannah et al. 2007). The precision of
the opinion retrieval is highly dependent on the precision of relevance retrieval. Huang et al
propose a unified relevance model by integrating a query-dependent and a query-independent
method, which achieved high performance in topic-based opinion retrieval (Huang et al., 2009).

Based on opinionated blogosphere identification, TREC introduces the faceted blog distillation track in
2009 with two subtasks: baseline distillation and faceted distillation. The former is to retrieve all the
relevant feeds corresponding to given topics without any consideration of facets. The latter aims to re-rank
the baseline feeds according to specific facets. For operational simplicity, TREC specifies three faceted
inclination pairs (TREC Blog Wiki, 2009):

Opinionated vs. Factual inclinations aim to differentiate feeds expressing opinions from those describing
factual information;

Personal vs. Official inclinations are to discriminate individual-authored feeds from organization-issued
ones;

Proceedings of COLING 2012: Demonstration Papers, pages 147-154,
COLING 2012, Mumbai, December 2012.
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In-depth vs. shallow inclinations have the purpose of separating feeds involving deep analysis
from those conveying shallow thoughts.

So far, several methods have been attempted for faceted distillation. In (Richard mcCreadie et al,
2009), SVM and ME classifiers are introduced to predict the faceted inclinations of each feed
according to pre-trained models. In (Mostafa Keikaha et al., 2009), feed faceted scores are
heuristically given to re-rank feeds. For classification as well as re-ranking, the challenge is to
select the features related to each inclination. Most work at present focuses on exploring heuristic
features. For example, length of the posts is introduced for in-depth and shallow inclination
ranking and occurrence of personal pronouns also serves as a feature for personal and factual
inclination ranking (Mejova Yelena et al., 2009). Other heuristic features, like permalink number
and comment number, are also commonly used in these inclination ranking (SeungHoon Na et al.,
2009; Bouma Gerlof 2009; Kiyomi Chujo et al, 2010). However, we observe that for some facets
these features are far from enough. For example, it is really hard to discover the indicative
heuristic features for some facets like factual, personal and official inclinations. In view of this,
we attempt to introduce some terms as common features from blog corpus. Cooperating with
faceted feedback information, we first discover more (non-heuristic) feature candidates, including
unigram features as well as some word collaborated patterns features, e.g., combination of
unigrams “company” and “report”, etc. These features are then selected by feature selection, in
particular with point-wise mutual information. Furthermore, since the size of our experiment
dataset is up to terabyte, we take some flexible processing to adapt to the massive dataset, which
has been proved to be efficient in our experiments. In a word, we believe the benefits of this work
can be twofold. (1) Rather than only using heuristic features, we can learn more faceted related
features automatically, and this method can be directly applied in new defined facets. (2) By
some flexible processing, our work is quite efficient for massive dataset.

2. Feedback Feature Learning

Our following work is based on the blog distillation, and as mentioned in the above section,
baseline distillation subtask needs to be conducted before feature learning in faceted distillation.
Thus, we first briefly introduce the baseline distillation. To enhance efficiency in the face of the
huge and noisy raw data (2.3TB), we implement a distributed system and adopt the Indri
tool(www.lemurproject.org) for our purpose, with its default language model and related toolkits.
With the help of these tools, the top related feeds can be retrieved according to given topics in the
baseline distillation.

Based on the ranking of the baseline distillation, we then focus on the faceted blog distillation
and feedback feature learning. The key issue in faceted blog distillation is to discover the
relevant and discriminative features for each faceted inclination, and determine the weight of
each feature. To solve the issue above, our approach explores features from three orientations:
Heuristic Features (HF), available Lexicon Features (LF), and Corpora Learned Features (CF).

Heuristic Features (HF), which have been used in some existing work, include Average
Permalink/Sentence Length, Comment number, Organization Numbers, Opinion Rule, etc, which
can be helpful for distinguishing some inclinations. In our approach, besides these heuristic
features we also use the statistics of the presence of Cyber Words and Cyber Emoticons in feeds,
which provides clues to personal and official feeds. Two public available cyberwords lists are
used in our task, i.e., SmartDefine(www.smartdefine.org) including 465 words like “/MNSHO
(which means In My Not So Humble Opinion)” and “FAQ (which means Frequently Asked
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Questions)”, and ChatOnline(www.chatslang.com), including 538 words like “I0x (which
meansThanks)” and “Lemeno (which means Let me know)”. The integration these two acronyms
lists is used as our acronyms lexicon to discover the acronyms in the tweets. Additionally,
ChatOnline offers 273 commonly-used emoticons like “©”, “®” and “*o””. These emoticons are
used to detect the emoticon usage in blog posts, which is very practical in our experiments.
Heuristic rules also defined to detect the word with repeating letters like what 'sssss up”, “soooo
guilty” and “Awesome!!!!” etc. These repeating words usually show a strong emotion in the blog
post. In case of lexicon features, we introduce the SentiWordNet(sentiwordnet.isti.cnr.if) and
Wilson Lexicon (Wilson Theresa and Janyce Wiebe 2003), which are vital and commonly used
in identifying opinionated inclination feeds. However, most of these features suit the opinionated
inclination and may not work well in other inclinations, and may introduce noise to other
inclinations, especially for the factual and shallow inclinations. Besides, because of employing
two opinion lexicons, the feature structure is unbalanced for other facets. Thus, in order to
overcome these defects and discover more faceted features, we take the effort to explore some
useful features from corpora.

Here, we propose a feature expansion approach by learning feature candidates through feedback
information of faceted feeds. The idea of learning feature is to introduce feature candidates from
the first faceted ranking, and then learn some important feature candidates for new faceted
ranking. Since TREC has released some annotated faceted feeds, it can be used as a criterion for
feature learning. It is the advantage of this approach that it can learn useful features from
feedback posts automatically. Different from inclination-dependent heuristic features, the
learning process can be easily applied to any new inclination.

There are two steps to learn feedback features in feature expansion: feature candidate collections,
and feature selection. In feature candidate collection, besides introducing the unigram features
(UF), we consider the word associations, which we name as pattern features (PF). All high
frequency unigrams are collected first as feedback feature candidates. However, for pattern
features it is not feasible if we treat each pair of unigram as pattern candidates for the size of
possible paired associations is nearly up to 4*10° in our feature space. We need to measure the
collaborative contribution of each pattern. Several information theoretic methods, such as Chi-
square, log-likelihood ratio and mutual information, are applicable for this purpose. We choose
Point-wise Mutual Information (PMI) for its easy implementation and relative performance,
which are suitable for our massive dataset. The formula of PMI is as follows:

PMI(t;, t;) = log, (P(ti, t;)/P(t)P(t;))

where P(t;, t;) is the joint probability that both unigrams appear in feeds, and P(f;) is the
probability that a word 7 appears in feeds.

By now, we have collected unigram and pattern feature candidates, which are mainly opinion-
independent ones and unbiased for particular inclinations, resulting in more balanced feature
structure. A byproduct of feature expansion is that the unprocessed feature candidates contain too
much useless information, which not only wastes computing resources but also harms the
performance especially for massive dataset. For example, if all unigrams (more than 20,000) and
pattern features (5000 selected with PMI) are selected as features in our experiments, it will take
unpredictable time to extract the features from all feeds. Therefore, we need to select the top
discriminative features with feature selection methods. There are several commonly used feature
selection approaches. According to (Hua Liu and Hiroshi Motoda, 2007), information gain (IG) is
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able to select both positive features and negative features. Thus, in our experiment IG is used to
select features, and the formula is as follows:

IG(Ex,a) = H(Ex) — H(Ex|a)

where Ex is the set of all official annotated faceted feeds instances; H(x) represents the entropy;
a € Attr, Attr denotes all feature candidates including unigram and pattern features.

With lexicon-based features and feedback features, an unanswered question is how to determine
the weight of both features. Though each opinion word has a polarity weight and a feature
selection measure is assigned to each feedback features, these weights are not in the same scale.
To unitize the weights of selected features, for each inclination we apply a SVM classifier with
the default linear kernel and calculate the weight of a support vector from the trained model that
corresponds to a feature. In linear kernel function, these weights stand for the coefficients of a
linear function, and in certain degree they denote the importance of each support vector, which is
the corresponding feature in our task. Eventually, the feeds are re-ranked with the sum of the
products of the feature values and their weights.

3. Evaluation

The experiments are conducted on the blog08 collection(ir.dcs.gla.ac.uk/test_collections) crawled over 14
weeks. It contains permalinks, feeds, and related information. The size of the blog08 collection is up to
2.3TB. In order to efficiently handle the terabyte dataset and reduce noise, the raw dataset is first cleaned
and filtered by several regular expression rules, e.g., removing unreadable text, filtering unnecessary HTML
scripts, which reduce the size to 30% in total. Then, Indri is used to index the cleaned blog08 collection, and
fetch the top 2000 related blog posts according to the 50 topics provided in TREC2009. Since the feeds are
what the task is concerned with, we rank the feeds by summing the relevance scores of retrieved blog posts
corresponding to the same feed number. The top 100 relevant feeds are obtained and evaluated in Table 1.
TREC provides four measures: the mean average precision (MAP), R-Precision (rPrec), binary Preference
(bPref) and Precision at 10 documents (P@10), among which MAP is the primary measure for evaluating
the retrieval performance (TREC Blog Wiki, 2009).

Baseline Distillation MAP | R-Prec | P@10 | B-Pref
Language model 0.2494 | 0.3047 | 0.3590 | 0.2611
Official best 0.2756 | 0.2767 | 0.3206 |0.3821
Official median 0.1752 ] 0.1986 | 0.2447 |0.3282
Official worst 0.0624 | 0.0742 | 0.0980 | 0.1410

TABLE 1 — Evaluation of baseline distillation compared with official best, median and worst

As shown in Table 1, our Indri-based language model ranks competitively against official
submissions. Based on our baseline feed ranking, we conduct the faceted distillation. We first
investigate 1500 opinion words from Lexicons of SentiWordNet and Wilson, about 20 K high-
frequency (presence more than 5 times) unigram features are first collected from the top ranking
five feeds as feature candidates. Then, we calculate the PMI of every pair of unigrams as a
criterion of selecting more contributable pattern features. The top 5000 pattern features are
heuristically selected as another source of feature candidates.

With the above feature candidates, IG is employed to select the features that contribute more.
Instead of using all instances in the official released answers, we calculate H(Ex|a) using the top
five feeds in our experiments. This change can greatly reduce the complexity of computing and
make our approach more adaptable for the massive data collection. The top five feeds are a good
surrogate for the whole feed set as they are statistically found to contain an approximately equal
number of faceted and non-faceted feeds. More importantly, this “shortcut approach” adapts very
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well to the large dataset. We select the top ranked features for each inclination (examples are
illustrated in Table 2). From the table, we also find that selected words really have the trend to
express the meaning of the inclination, like “argument”, “rather”, “powerful” for opinionated.
More important is that we observe these selected features, especially for pattern features, are
topic related. For example, unigrams in Personal inclination, “Fish”, “boat”, “river” usually are
related with topic 1189 “personal travel stories”; the pattern feature in Opinionated inclination
“[synthesis, membrane]” usually present in ophthalmology treatment articles like topic 1194
“macular degeneration™; the pattern feature in In-depth inclination “[genealogy, ancestor]” is
frequently related with topic 1155 “2012 catastrophe armageddon predictions”. A similar
observation is also found in (Yi Hu and Wenjie Li, 2010), which points out that topical terms and
its context can be quite useful in determining the polarity. Thus this may indicates that the topic
words and patterns are important for faceted re-ranking as well. Then, these selected features are
also used to train the faceted models, and then the weights of these features can be inferred by the
trained models. In practice, we use the same strategy to randomly divide the top five feeds into
training and testing datasets (ratio 4:1). Then, the weights of support vectors are calculated from
trained models as the weights of these features for facet re-ranking. With selected features and
their weights, feeds are re-ranked according to each inclination, and for comparison, ranking
without feedback features (HF+LF) is evaluated as well.
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FIGURE 1 — Re-ranking with different number of features

Table 3 compares four rankings, re-ranking with heuristic and lexicon features [HF+LF1; re-
ranking with heuristic, lexicon and unigram (top 500) features [HF+LF+UF]; re-ranking with
heuristic, lexicon and pattern (top 500) features|HF+LF+PF] and re-ranking with heuristic,
lexicon, unigram and pattern (top 750 features)[HF+LF+UF+PF]. The t-test is used to test
whether a significant improvement can be achieved with feedback features. The T-values of
[HF+LF+UF), [HF+LF+PF]| and [HF+LF+UF+PF) are 4.78, 2.74 and 4.64, respectively,
which are larger than 75 = 1.76. This indicates that the re-rankings with feedback features
achieve a significant improvement, and outperform the best of official runs. By using both
unigram and pattern feedback features we obtain the best performance. From the evaluation of
unigram features (HF+LF+UF) against without unigram features (HF+LF), we can find that
great improvements are observed for factual, personal and official identification. It is thus
plausible that those inclinations may be more amenable to the usage of words rather than some
heuristic features. From the evaluation of pattern features (HF+LF+PF) against HF+LF, we can
observe encouraging improvement on the shallow inclination, which may be the most difficult
inclination for feature extraction, and this may also hint that the shallow inclination relies on
word patterns more than single words, which coincides with our intuition that while a single word
may be able to express opinionated or personal inclination, e.g., “rather”, “better”, “personally”,
it usually is hard to convey a shallow thought with only one word.

151



In the last experiment, comparisons are made to investigate the influence of different numbers of
features selected. Figure 1 show four rankings mentioned above with different feature numbers.
Obviously, the feedback feature is important for the faceted re-ranking. They peak at 750 features,
500 features and 100 features for re-ranking with the combination of unigram and pattern features,
re-ranking with unigram features and re-ranking with pattern features, respectively. The flat tail
of without-feedback approach (HF+LF) can be explained by the fact that only about 750 out of
the 1500 features (shown by the points in the circle) are present in the features. We also notice
that the pattern features have positive influence for faceted re-ranking, though there are only 0.83
percentage improvements in the point of 750. The bottom line shown in this figure is that re-
ranking with feedback features outperforms that without feedback. This proves that feedback
features are obviously effective in faceted blog distillation.

4. Conclusion

To sum up, feedback feature expansion coupled with feature selection is effective and efficient
for faceted blog distillation and adapts well to the terabyte dataset. It helps to automatically
discover relevant and discriminative features. Comparing with pattern features, unigram features
play a more vital role in the tasks undertaken. In the future, we will investigate how to select
more significant pattern features and use these pattern features to further improve the
contribution.
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MAP
All Opinionated | Factual | Personal | Official | In-depth | Shallow
Best 09 0.1261 0.1259 0.1350 0.1855 0.1965 0.1489 0.1298
HF+LF 0.1022 0.1340 0.0222 0.1754 0.1143 0.1859 0.0701
HF+LF+UF 0.1581 0.1467 0.1322 0.2166 0.2333 0.2091 0.0748
HF+LF+PF | 0.1365 0.1687 0.1546 | 0.2067 | 0.1043 | 0.1294 | 0.0906
HF+LF+UF+PF | 0.1611 0.1472 0.1581 0.2351 0.1860 0.2210 0.0918
TaBLE 3 — Evaluation against each inclination
Opinionated Factual Personal Official In-depth Shallow
Political, Election, Breed, Ancestor, Learn,
national, target, . veterinarian | surgeon, software,
D Fish, fly, . .
evelopment, agreement, > puppy, surname, cosmetic,
. L catch, gear,
Unigram Maintain, status, Power, potty, software, pocket, fine,
Lo . L Trout, boat,
features Administration, mission, . groom, database, surgeon,
. river, Lake,
Report, Gravity, wait. sail breed, passenger, Procedure,
argument scientist, ’ purebred, index, religion,
Powerful, chief indicate bred census spiritual, tone
[psychiatric | [veterinaria | [genealogy,
[Synthesis, [rocket, n ancestor] [genealogy,
shuttle] ? . Co genealogist]
membrane] [lunar, luna] psychiatry] veterinary] [genealogy, [genealo
S [marine, [veterinaria | genealogist & 8Y»
Pattern [molecule, [communist, . . ancestor]
o marina] n, rabbit] ] L
features membrane] missile] [tunar [dental, [census [psychiatric,
. [thigh, ’ ’ = psychiatry]
[metabolism, underneath] luna] gu_m] genealogy] [census.
b X [surgeon, [diarrhea, [census, y
membranc] [scalp, jaw] surgery] vomit] ancestor] genealogy]

TABLE 2 — Examples of the selected Unigram and pattern features
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ABSTRACT

While the popularity of Twitter brings a plethora of Twitter researches, short, plain and informal
tweet texts limit the research progress. This paper aims to investigate whether hyperlinks in
tweets and their linked pages can be used to discover rich information for Twitter applications.
The statistical analysis on the analysed hyperlinks offers the evidence that tweets contain a large
amount of hyperlinks and a high percentage of hyperlinks introduce substantial and informative
information from external resources. The usage of hyperlinks is examined on a self-defined
hyperlink recommendation task. The recommended hyperlinks can not only provide more
descriptive or explanatory information for the corresponding trending topics, but also pave the
way for further applications, such as Twitter summarization.

KEYWORDS : Twitter, Hyperlink Usage, Hyperlink Recommendation

1. Introduction

The shift of information center from the mainstream media to the general public drives a growth
of social network sites among which Twitter is undoubtedly one of the popular applications now.
In academia, Twitter researches have become a new hotspot (H. Kwak et al, 2010; D. Zhao and
M. Rosson, 2009; M. Michael and N. Kouda, 2010). Existing researches mainly focus on tweet
content and user communication, while ignoring external resources. However, the limitation is
the plain and short tweet text, which contains 140 characters at most. Even worse, tweets are
usually written with many informal expressions.

It has been reported in (Techlnfo, 2010) that about 25% of tweets contain hyperlinks and the
proportion is increasing. Recently, even Twitter itself also provides an interface to allow people
pay close attention to the tweets with hyperlinks. This move probably implies that (1) tweets
contain a large amount of hyperlinks; and (2) hyperlinks in tweets may provide useful
information for understanding topics. For instance, at the time when we write this paper,
“William & Kate” is a popular topic of conversation. When we follow some arbitrary hyperlinks
in the tweets under this topic, we are often directed to the Web pages containing the detailed
information about their royal honeymoon (http://styleite.com/gjhao), the video of royal wedding
(http://bit.1ly/1d72jW) and the comments on their expensive wedding (http://ow.ly/1cKi99).
Without length limit, a Web page tends to use a longer text describing the topics. Especially some
of these hyperlinked pages are written by professional editors, and are much more regular than
ordinary tweets. “William & Kate” is just an example here. But it motivates us to seek for the
answers for the following questions:

QI1: How popular are hyperlinks in tweets?
Q2: Can these hyperlinks provide additional, useful and relevant information for
understanding topics?

Proceedings of COLING 2012: Demonstration Papers, pages 155-162,
COLING 2012, Mumbai, December 2012.
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Q3:  What kinds of information can be explored from hyperlinked Web pages?

To answer these questions, we download ten trending topics from Twitter.com and annotate 2018
hyperlinks in selected tweets to categorize the information presented in the hyperlinked pages.
The statistical analysis of the annotation results indicates that 44% of tweets contain hyperlinks,
among them 35% of examined hyperlinks are worth are worth further exploration, Actually, our
study on hyperlink usage analysis indicates that about 70% of those valuable hyperlinked pages
provide descriptive or explanatory information regarding the topics, which is much richer and
more formal than that brought by tweets themselves. All these statistics suggests that hyperlinked
pages can be used as external resources to assist understanding or interpretation of topics. They
have many potential uses in Twitter applications. For example, trending topics explanation and
summarization, can be generated from hyperlinked pages, rather than just from obscure and
incoherent summary with informal tweets.

In this paper, the usage of hyperlinks is examined on a self-defined hyperlink recommendation
task. Here, hyperlink recommendation is defined to recommend the high-quality hyperlinks (i.e.,
the hyperlinks that provide most relevant textual information beyond Twitter text) for trending
topics. The task is cast as a typical binary classification problem. Considering the small size of
available labelled dataset and unlimited unlabelled dataset, a semi-supervised learning technique,
called co-training, is employed to Leveraging the huge amount of unlabelled data resource to
enhance classification performance. The results are promising. We hope our study will shed some
light on the researches of Twitter hyperlink and its applications.

2. Hyperlink Analysis

To collect enough tweets, the public Twitter APIs (dev.twitter.com) are used to download tweets
from the Twitter websites in real-time. We manually select ten trending topics from Twitter.com
and download 81,530 related tweets with Twitter APIs from March 2 to March 12, 2011. These
trending topics cover the main categories of trending topics. To answer the question 1 in
Introduction, analysis is carried out on these tweets to determine the ratio of tweets with
hyperlinks. In overall, the tweets with hyperlinks account for 44% of all the tweets, which is
much higher than the data (25%) reported in (TechInfo, 2010) in July, 2010. This statistics
answers the first question raised in Section 1. Meanwhile, we can also observe that the tweets
belonging to the technology and emergency categories are more likely to include hyperlinks.

With such a high proportion of tweets containing hyperlinks, the next issue concerned is to
examine the percentage of the hyperlinks that can provide additional relevant information about
the topic, or to say how many of the posted hyperlinks are useful for understanding or
interpreting the topic (and the tweets about the topic’). This is to answer the question 2 in
Introduction. To this end, we randomly selected 2018 hyperlinks for further analysis. These
hyperlinks are annotated as usefiul, off-topic, spam, error-links, and non-English hyperlinks. The
term usefil here means that the Web pages can provide relevant information for trending topics
while the spam hyperlinks refer to the Web pages with the evidential intention of advertising, e.g.
advertisements, or some e-commercial pages. The off-fopic hyperlinks are those pointing to the
Web pages with no relevant information and the error-link hyperlinks are invalid ones. As
exhibited in Figure 1.(a), among 2018 selected hyperlinks, the useful hyperlinks take up 35%. A
much higher ratio is shown in the technology and emergency categories, while the ratio of meme
category is much lower than the others. These observations indicate that the amount of hyperlinks
in tweets can be used to provide related information for given trending topics. Meanwhile, the
higher ratio in technology and emergency and the lower in meme category also indicate that the
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divergence of useful hyperlinks across the categories is striking. We also find that most non-
useful hyperlinks are off-topic hyperlinks (42%), especially in Meme category. This indicates the
necessity of useful hyperlinks identification.

Entertainment o o Technology ..

Entertainment Sports ox o Technolugy

. Useful link , "u sre
Off-topic link Supportive
Sumu

Emergency . Emergencym #Background
® ox

Me Sum up = Error link - Meme D\

FIGURE 1 — (a) Proportion of useful hyperlinks; (b) Proportion of hyperlink purpose

= Non-En

To answer the question 3, the purpose of useful hyperlinked pages is investigated to evaluate
what kind of information can be discovered from hyperlinked pages. We categorize the purpose
of useful hyperlinked pages as source information, background information, supportive
information, comment and others. These categories can direct researchers to explore different
applications, e.g. information source Web pages is kind of help in trending topic explanations and
summarization while the comment Web pages tends to be important in opinion mining. As Figure
1.(b) suggests 69% of the annotated useful hyperlinked pages convey information about the
source of trending topics, which can be also regarded as explanations to the trending topics.
Similarly, the higher ratios occur in the technology and emergency trending category and a lower
ratio appears in the meme category.

Now we can conclude that tweets contain a large amount of hyperlinks and a high percentage of
hyperlinks introduce substantial and informative information from external resources, though the
quality of hyperlinks vary from category to category.

3. Hyperlink Recommendation

Since the statistics analysis on Twitter hyperlinks suggests that it is worth to explore the external
information, we propose a new task, namely hyperlink recommendation, to recommend useful
hyperlinks that provide most relevant information that beyond Twitter text for the corresponding
trending topics. The significance of this hyperlink recommendation task is to pave the way for
future researches that may need to identify the useful hyperlinks beforehand in order to enrich the
text presentation of tweets or discover topic background information etc.

In this preliminary study, hyperlink recommendation is cast as a typical binary classification
problem by separating the useful hyperlinks that provide the relevance information for a trending
topic from the others. Useful hyperlinks are further ranked according to their relevance and
credibility. The top ones are regards as the recommended hyperlinks. One problem is the
insufficient labelled data for effective learning. Fortunately, compared with the limited annotated
hyperlinks, a large amount of unlabelled Twitter hyperlinks are available from Twitter.com. Thus,
we choose to adopt semi-supervised learning as a solution to incorporate the unlabelled data to
enhance the classification performance.
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We consider two sets of features for this classification task. They are the features related to
tweets and topics of tweets, such as trending topics category and the average tweet length, and
the features related to the hyperlinks and the linked target pages, such as PageRank (PR) value of
the page and the domain of links (see Table 1). While a co-training technique is devised based on
the assumptions that the given task can be described with two redundant feature sets and each set
is sufficient enough for classification (M. Li and Z. Zhou, 2007), the design of these two
independent sets of features is just coincident with the co-training assumption.

Features Set Examples
Trending Topics Category Twt | Entertainment, Meme, etc.
Trending Created Time Twt | ipad2'created at":"2011-05-19T00:44:13", etc.
Spelling Error Twt | “fiinds-> fiiends”, etc.
Acronym / Emoticon Twt | FAQ, 10x, Lemeno, etc./ “@”, "®", “~o™”
Repeating letter word Twt “s0000”, “Awesomel!!!!” , etc.
Average (tweet length)/(sentence number) Twt | (12, ete)/2, etc.)
Similarity of tweet and trending Twt | 0.17817, etc.
PR value Hyl “www.apple.com” (PR value:9)
Domain feature Hyl | cnn or yahoo
HF-ITF Hyl | 0.4037, etc.
Similarity of webpage and trending/tweets | Hyl | 0.1085, etc.

TABLE 1 — Hyperlink features and examples, where Twt/Hyl denote tweet/hyperlink feature set

As mentioned in Section 2, the quality of hyperlinks in different trending topic categories varies
distinctly. Thus, the trending topic category is selected as one of the features. The created time of
a trending topic is introduced as well. These two topic features can be extracted via the public
APIs of “What the Trend” (www.whatthetrend.com). Regarding the tweet feature extraction, two
perspectives are considered: text writing style and statistic information. The text writing style
features focus on text expressions, including spelling error, acronym usage, emoticon usage,
repeating letter word usage. The toolkits of Jazzy API are used to detect the spelling error.
However, identifying the real spelling error in tweet is a challenging task when Twitter
frequently broadcasts the messages that contains a large number of nouns not presents in a
common dictionary (M. Kaufmann, 2010). The spelling checker will fail to recognize the correct
nouns. Hence, we calculate the edit distance of the erroneous word and the suggested spelling by
Jazzy. Only those pairs with distance less than 3 letters are corrected, like “frinds-> friends”,
“Niether-> Neither”. For the acronym feature, we uses two publicly available acronyms word
lists from SmartDefine (www.smartdefine.org) (e.g., “FAQ: Frequently Asked Questions”) and
ChatOnline (www.chatslang.com) (e.g., “I/0x: Thanks”). Meanwhile, ChatOnline offers 273
commonly-used emoticons like “©”, “®” and “o””. These emoticons are used to detect the
emoticon usage in tweets text. The last feature about tweet writing style is the use of words with
repeating letter or punctuation, like “what’sssss up”, “soooo guilty” and “Awesome!!!!” etc. As
for the tweet statistics features, average tweet length, average sentence words in tweets are
concerned, and these features in certain degree reflect how much attention the tweet poster pay to
the trending topic. Intuitively more attention implies that the tweet is more likely to contain a
useful hyperlink. In case of hyperlink per se features, the domain information and Google Page-
rank value are extracted, which indicate the global importance of hyperlinks. Af-itf of a hyperlink
is also introduced, where /f denotes the frequency of hyperlinks present in one topic, and iff
denotes the frequency of hyperlinks across all the topics. We also calculate the cosine similarity
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between a hyperlinked page text and the collective text of the tweets containing that hyperlink,
and between a hyperlinked pages and the trending topic it resides to indicate the content
similarity.

Typical co-training paradigm works as follows. Given a set of labelled instances L and a set of
unlabelled instances U, co-training will first define two features views (¥, and ¥, corresponding
to the feature sets related to tweets/topics and related to hyperlinks in this study) on each instance
in L and U, and specialize two classifiers (C, and C,) on each view. In each iterative procedure,
classifier C; and C, will be trained with labelled instance L on feature set /; and ¥, respectively
and label all instance in U. Then, the n most confident new labelled instances L’ are allowed to
update labelled dataset of L for the next iteration. The iteration terminates when all unlabelled
instance U are labelled or nothing is changed. Normally, when parameter » increases, the quality
of new labelled instances will decline and lead the unstable of co-training. To avoid this problem,
we define the most confident instances as the ones with the same predicted labels by both
classifiers. The advantage of co-training is that with sufficient feature sets, classifier C; and
classifier C, can learn information from the unlabelled dataset and exchange it with the other one.

Given the identified useful links for a given topic, we further rank them in terms of relevance and
credibility and recommend the top ones to users. The ranking strategy is simple. We first rank the
useful hyperlinks by their PR values which represent the global importance of hyperlinks. When
several links receive the equal PR value, they are ordered according to the similarity between the
hyperlinked page and the trending topic.

4. Experiments and Discussion

The experiments are conducted on the whole hyperlinks extracted from tweets, including both
labeled and unlabeled hyperlinks. We come up with 230 labeled hyperlinks. We are randomly
split into the training and test datasets (with ratio 4:1). Similarly, unlabeled hyperlinks are
generated from the unlabeled hyperlinks. The evaluations of supervised learning on different
feature sets are provided in Table 2 as the baseline of comparison. Figure 2 shows the co-training
evaluations using different number of new labeled instances updated in each iteration (n).
Comparing Table 2 and Figure 2, the significant improvement is observed in the precision of co-
training, which indicates the co-training can utilize two feature sets information to predict higher
accuracy labels. The higher precision and lower recall of NB classifier reflect that co-training can
help NB learn some accurate rules to precisely predict the label, but cannot balance with the
coverage. In contrast, SVM is able to learn some complex “rules”, which can cover more
instances, while the precision declines a bit.

NBP | NBR | NBF | SVMP | SVYMR | SVMF
Integration | 0.35 0.91 0.51 0.78 0.91 0.84
Tweet 0.64 0.95 0.76 0.85 0.85 0.85
Hyperlink 0.35 0.91 0.51 0.35 0.91 0.51

TABLE 2 — Evaluation of supervised learning
Additionally, compared with the performance of supervised learning with hyperlink features, a
remarkable increase can be achieved by introducing tweet features, which indicates tweet
features play an important role in useful hyperlink classification. To certain degree, these tweet
features can be regarded as features of tweet relevance, which means tweet relevance can be a
good indicator of usefulness hyperlink. When taking a closer look at the wrongly predicted
instances, we found two main sources of errors. The precision error mainly results from the non-
text context type of the hyperlinked pages. For example, a video page can be regarded as useful
by manual annotation, but with little text information it is hard for classifiers to predict correctly.
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The recall error is mainly caused by the Web page that simply has word overlaps with a trending
topic but not really related to it. For example, the Web page of selling ipad2 is prone to be
regarded as related to the trending topic of the launch of apple’s ipad2 by classifiers, but actually
the page is not what the users care about.
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Eventually, useful hyperlinks are ranked by their PR value and their similarities with trending
topics. The top two hyperlinks that are recommended for some example topics are illustrated in
Table 3. These recommended hyperlinks provide the information about the trending topics, and
help to understand the trending topics especially for technology and emergency category. For
example, one of the recommended hyperlinks for “#ipad2” is the homepage of the Apple official
website, and the other one presents the new properties of ipad2. The recommended hyperlinks for
“Frankfurt Airport” are also linked to some predominate websites, e.g. jiHadwatch.com,
webpartner.com, etc. However, the quality of recommended hyperlinks for meme trending topics
is lower than the others. The reasons are: (1) the proportion of useful hyperlinks in meme is lower
than that in the others and (2) there is too much unrelated information in this category. This also
echoes the annotation findings.

In the future, we will continue to improve the performance of useful hyperlink classification by
reducing the precision errors and recall errors. We would also like to further explore the usage of
hyperlinks, and apply useful hyperlinks for potential applications.
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Trending Recommended Hyperlink

. . http://bit.ly/g9hc¢TN (jiHadwatch.com)
Frankfurt Airport . http//bit.ly/hymUEI (webpartner.com)
. . http: .apple. .
#ipad2 http://www.apple.com/ (apple.com)

. http://on.mash.to/dYhMHa (mashable.com)

1
2
1
2
1. http://bit.ly/iPTTon (twitpic.com)

2. http://mysp.ac/dH6vla (myspace.com)
1

2

1

2

#ilovemyfans

. http://bit.ly/1Z64qe (Yahoo.com)

Jon Diebler . http://bit.ly/eZrLa2 (buzztap.com)
Adonis DNA http://bit.ly/e7TgOv (personalinjuryattorneyz.us)

. http://aol.it/ghsgND (popeater.com)

TABLE 3 — Examples of recommended hyperlinks and their domains
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ABSTRACT

Part of Speech Tagger is an important tool that is used to develop language translator and
information extraction. The problem of tagging in natural language processing is to find a way to
tag every word in a sentence. In this paper, we present a Rule Based Part of Speech Tagger for
Hindi. Our System is evaluated over a corpus of 26,149 words with 30 different standard part of
speech tags for Hindi. The evaluation of the system is done on the different domains of Hindi
Corpus. These domains include news, essay, and short stories. Our system achieved the accuracy
of 87.55%.

KEYWORDS: POS, Tagging, Rules, Hindi.
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1. Introduction

Natural language processing is a field of computer science, artificial intelligence (also called
machine learning) and linguistics concerned with the interactions between computers and human
(natural) languages. Specifically, it is the process of a computer extracting meaningful
information from natural language input and/or producing natural language output. Part of
Speech tagger is an important application of natural language processing. Part of speech tagging
is the process of assigning a part of speech like noun, verb, preposition, pronoun, adverb,
adjective or other lexical class marker to each word in a sentence. There are a number of
approaches to implement part of speech tagger, i.e. Rule Based approach, Statistical approach
and Hybrid approach. Rule-based tagger use linguistic rules to assign the correct tags to the
words in the sentence or file. Statistical Part of Speech tagger is based on the probabilities of
occurrences of words for a particular tag. Hybrid based Part of Speech tagger is combination of
Rule based approach and Statistical approach. Part of Speech tagging is an important application
of natural language processing. It is used in several Natural Languages processing based software
implementation. Accuracy of all NLP tasks like grammar checker, phrase chunker, machine
translation etc. depends upon the accuracy of the Part of Speech tagger. Tagger plays an
important role in speech recognition, natural language parsing and information retrieval.

2. Related Work

There have been many implementation of part of speech tagger using statistical approach, mainly
for morphological rich languages like Hindi. Statistical techniques are easy to implement and
require very less knowledge about the language.

Aniket Dalal et al., 2006 developed a system using Maximum Entropy Markov Model
for Hindi. System required a feature function capturing the lexical and morphological feature of
language and feature set was arrived after an in-depth analysis of an annotated corpus. The
system was evaluated over a corpus of 15562 words with 27 different POS tags and system
achieved the accuracy of 94.81%.

Smiriti Singh et al., 2006 developed a part of speech tagger using decision tree base
learning. This methodology uses locally annotated modestly sized corpora, exhaustive
morphological analysis backed by high coverage lexicon. The heart of the system is detailed
linguistic analysis of morph syntactic, handling of suffixes, accurate verb group identification
and learning of disambiguation rules. The evaluation of the system was done with 4-fold cross
validation of the corpora in the news domain and accuracy of the system is 93.45%.

Himanshu Aggarwal et al., 2006 developed a system using Conditional Random Fields
for Hindi. A morph analyzer is used to provide information like root words and possible POS
tags for training. The system was evaluated over a corpus of 21000 words with 27 different POS
tags and system achieved the accuracy of 82.67%.

Manish Shrivastava et al., 2008 developed a system using Hidden Markov Model for
Hindi. The System uses stemmer as a preprocessor to find the root of the words. The system was
developed using 18 different pos tags and system achieved the accuracy of 93.12%.

Sanjeev Kumar Sharma et al., 2011 developed a system using Hidden Markov Model to
improve the accuracy of Punjabi Part of Speech tagger. A module has been developed that takes
output of the existing POS tagger as input and assign the correct tag to the words having more
than one tag. The system was evaluated over a corpus of 26,479 words and system achieved the
accuracy of 90.11%.
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Pranjal Awasthi et al., 2006 developed a system using a combination of Hidden Markov
Model and error driven learning. Tagging process consists of two stages, an initial statistical
tagging using the TnT tagger, which is a second order Hidden Markov Model (HMM) and apply
a set of transformation rules to correct the errors introduced by the TnT tagger. The system was
developed using 26 different POS tags and accuracy of system is 79.66% using the TnT tagger
and transformations in post processing improves the accuracy to 80.74%.

Shachi Mall et al., 2011 developed a system using a Rule based approach. The module
reads the Hindi corpus and split the sentence into words according to the delimiter. The system
finds the words in the database and assigns the appropriate tag to the words.

We can see that most of the taggers are developed using statistical techniques because
these techniques are easy to implement and require very less knowledge about the language. In
this paper, we presented a rule based approach to design part of speech tagger. Rule based
approach required less amount of data and vast knowledge about the language. Rule based
system is usually difficult to develop.

3. System Description

This system is developed using rule based approach and 30 different standard part of speech tags
are [shown in Appendix A] used that are given by Department of Information Technology
Ministry of Communications & Information Technology and some other tags that is time, date
and number tag. Adverb tag is further classified into following categories i.e. adverb of manner
(RB_AMN), adverb of location (RB_ALC), adverb of time (RB_TIME) and adverb of quantity
(RB_Q). Collection of 18,249 words for different tags has been done. The system mainly works
in two steps-firstly the input words are found in the database; if it is present then it is tagged.
Secondly if it is not present then various rules are applied.

3.1 Algorithm

1. Input the text using file upload button or manually enter by user.

2. Tokenize the input text word by word.

3. Normalized the tokenized words. i.e. Separate out the punctuation marks and the symbols from
the text.

4. Search the number tag by using Regular Expression.
For Example: - 2012, 1-2, 1.2, 124, 3, &.b, €-U etc.

5. Search the date tag by using regular expression.
For Example: - 17/10/1985, 17-10-1985, etc.

6. Search the time tag by using regular expression.
For Example: - 12:10, 12:23:45 etc.

7. Search for the abbreviation using regular expression.
For Example: - T.T, 31R .. etc.

&.pi, ar.ke.

8. Search in database for different input words and tag the word according to corresponding tag.
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9. Then different rules are applied to tag the unknown words.

10. Display the tagged data to the user.

3.2 Following Rules are applied to identify different Tags

1. Noun Identification Rules

Rule 1: If word is adjective then there is high probability that next word will be noun.

For Example:-

9€ U Hedl GUHEd &l

vah €k sacca déshbhakt hai.

In above example TZAT (sacca) is adjective and &2T37eFd (deshbhakt) is noun.

Rule 2: If word is relative pronoun then there is high probability that next word will be noun.
For Example:-

& 31 & & T TSl o Sefara 2|

y& vO ghar hai jis€ raja n€ banvaya tha.

In above example @ (vo) and TS (jise) is relative pronoun and ER (ghar) and I (raja) is
noun.

Rule 3: If word is reflexive pronoun then there is high probability that next word will be noun.
For Example:-

I8 Y= B =TT 91T

vah apné ghar cala gaya .

In above example 379eY (apng) is reflexive pronoun and BX (ghar) is noun.

Rule 4: If word is personal pronoun then there is high probability that next word will be noun.
For Example:-

Ig EARTEX &

yah hamara ghar hai .
In above example HRT (hamara) is personal pronoun and X (ghar) is noun.

Rule 5: If current word is post position then there is high probability that previous word will be
noun.

For Example:-
381 Uil A Te2) Hah|
usné pani mém patthar phénka .

In above example 9TAT (pani) is noun and # (mém) is post position.
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Rule 6: If current word is verb then there is probability that previous word will be noun.
For Example:-

€ HIST W TET ¢

vah bhojan kha raha hai.

In above example #ISTeT (bhojan) is noun and @T (kha) is verb.

Rule 7: If word is noun then there is probability that next or previous word will be noun.
For Example:-

¢ B HHldd H R IT |

vah phadinal mukablé mém har gaé.

In above example WISaTel (phadinal) and w (mukabl&) both are noun.

There are more rules are applied to find the noun tags.

2. Demonstrative Identification Rules

Rule 1: If word is pronoun in database and next word is also pronoun, then first word will be
demonstrative.

For Example:-

Eraad

vah kaun hai.

In above example @& (vah) and @isT (kaun) both are pronoun.

Rule 2: If current word is pronoun in database and next word is noun, then curremt word will be
demonstrative.

For Example: -
oS T S
vah mumbi nahim jagnge.
In above example d@g (vah) is pronoun and ﬁ'slé (mumbi) is noun.
3. Proper Noun Identification Rules:-

Rule 1: If current word is not tagged and next word is tagged as proper noun, then there is high
probability that current word will be proper noun.

For Example: - 3IR.&. 3T, TH NIl
ar.ke. goyal, ram goyal
In above example 3TR.&.(ar.ke.), IMIe (gdyal) and IH (rdm) are proper noun.

Rule 2: If current word is name and next word is surname then we tagged them as single proper
name.
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For Example: - FX FHR <N_NNP>
surésh kumar

In above example '{R’?T (sur@sh) is name and $HR (kumar) is surname.

4. Adjective Identification Rules:-
Rule 1: If word ends with &R (tar), @ (tam), T3 (ik) postfix then word is tagged as adjective.
For Example: - SEcR, farRITerc, SOl

laghutar, vishaltam, pramanik

5. Verb Identification Rules:-

Rule 1: If current word is not tagged and next word tagged as a auxiliary verb, then there is high
probability that current word will be main verb.

For Example:-
g AT WIIET &
vah khana kha raha hai.

In above example @T (kha) is main verb and YgT (raha) is auxiliary verb.

The system can be understood by following example:-

Input Hindi Sentence

ATIR T Teh 200 FTel GRIAT ST H 3T ST o ST, TSRl o ok 0 GeRa o §
A saF FaaE B

shringar mém &€k 200 sal purani dargah mém ag lagné k& bad pradrshankariyom né pulis par
pathrav kiya hai aur ilaké mém tanav hai.

Output

shringar <N_NNP> mém <PSP> gk <QT_QTC>200<NUMBER> sal <N_NN> purani <JJ>
dargah <N_NN> mém <PSP> ag <N_NN> lagné¢ <V_VM> k& <PSP> bad <PSP>
pradrshankariydom <N_NN> ng& <PSP> pulis <N_NN> par <PSP> pathrav <N_NN> kiya
<V_VM> hai <V_VAUX> aur <CC_CCD> ilaké <N_NN> mém <PSP> tanav <N_NN> hai
<V_VAUX> .<RD_PUNC>

4, Evaluation and Result

Evaluation is done to enhance the performance of system on different domains of news. These
domains include news, essay, and short stories. The system was evaluated on 26,149 words. The
overall accuracy achieved by system is 87.55%. We have constructed three test data sets for
testing. These test data sets are collected from different websites [15][16] of Hindi. Following
table shows the different test cases for testing.
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Test No. Domain No. of words
Test Case 1 News 17233
Test Case 2 Essay 5039
Test Case 3 Short Stories 3877

The evaluation metrics for the data set is precision, recall and F-Measure. These are defined as

following:-

Recall = Number of correct answer given by system / Total number of words.

Table 5.1 Test Cases

Precision = Number of Correct answer / Total number of words.
F-Measure = (B> + 1) PR/ p°R + P

B is the weighting between precision and recall and typically p = 1.

Recall Precision F-Meaure
Set-1 92.84% 89.94% 91.37%
Set-2 87.32% 81.36% 84.23%
Set-3 88.99% 85.11% 87.06%

Table 5.2 Accuracy of System on different Test Cases
Conclusion and Future Work

In this paper Part of Speech tagger using rule based technique has been discussed. Tokenized
words are search in the database and if not found then appropriate rules are applied. Sometimes
when we apply rules then system may tag the words with wrong POS tags.

If a sentence consists of 12 words out of which 8 words are unknown, then system fails
to tag them. The reason behind it is hard to decide which rules should be handled first because
word tagging resolution is based on neighbour’s words.

By increasing the size of database accuracy of part of speech tagger can be
increased. Hybrid based system can be developed to increase the accuracy of system. There is
problem in handling the words that can act as both common noun and proper noun. So it becomes
difficult for the system to tag the word correctly. When such a situation occur system tag the
word as a common noun, there is high probability that word will be a common noun but in few
cases it can act as proper noun. This limitation can be handled by using Hindi Named Entity
Recognition system in future.
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Appendix A
Standard POS Tags
Sr. Category Label Annotation Examples
No Convention
Top Level Subtype
1. ladakaa, raajaa,
N N kitaaba
kitaaba,
11 Common NN N_NN kalama,
cashmaa
Noun
Mohan, ravi,
12 Proper NNP N_NNP rashmi
Uupara, niice,
13 Nloc NST N_NST aage, piiche
Yaha, vaha, jo
2 PR PR
Vaha, main,
2.1 Personal PRP PR__PRP tuma, ve
Pronoun
Apanaa,
2.2 Reflexive PRF PR_PRF swayam, khuda
23 Relative PRL PR_PRL Jo, jis, jab,
jahaaM,
Paraspara,
2.4 Reciprocal PRC PR_PRC aapasa
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Kauna, kab,
25 Wh-word PRQ PR_PRQ kahaaM
Pronoun Koii, kis
2.6 Indefinite PRI PR_PRI
Vaha, jo, yaha,
3 DM DM
Vaha, yaha
31 Deictic DMD DM_DMD
jo, jis
3.2 | Demonstrative Relative DMR DM_DMR
kis, kaun
3.3 Wh-word DMQ DM_DMQ
Kol, kis
3.4 Indefinite DMI DM_DMI
giraa, gayaa,
4 V V sonaa, haMstaa,
hai, rahaa
giraa, gayaa,
4.1 Verb Main VM V_VM sonaa, haMstaa,
V_VAUX hai, rahaa,
4.2 Auxiliary VAUX huaa,
sundara,
5 Adjective J JJ acchaa, baRaa
jaldii, teza
6 Adverb RB RB
ne, ko, se, mein
7 Postposition PSP PSP
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aur, agar,

8 cc cc tathaa, kyonki
aur, balki,
8.1 Conjunction Co-ordinator CCD CC_ccD parantu
Agar, kyonki,
8.2 Subordinator ccs cc_ccs to, ki
to, bhii, hii
9 RP RP
to,bhii, hii
9.1 Default RPD RP_RPD
are, he, o
9.2 Particles Interjection INJ RP_INJ
bahuta, behada
9.3 Intensifier INTF RP_INTF
nahiin, mata,
9.4 Negation NEG RP_NEG binaa
thoRaa, bahuta,
10 QT QT kucha, eka,
pahalaa
10.1 thoRaa, bahuta,
General QTF QT_QTF kucha
Quantifiers
10.2 eka, do, tiina,
Cardinals QTC QT_QTC
10.3 pahalaa,
Ordinals QTO QT_QTO duusaraa
11 RD RD
Residuals
111 Foreign word RDF RD_RDF
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11.2

11.3

114

Residuals

$.&™*()

Symbol SYM RD_SYM
S 2!

Punctuation PUNC RD_PUNC

Unknown UNK RD_UNK
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ABSTRACT

The efficiency and robustness of statistical parsers has made it possible to create very large
treebanks. These serve as the starting point for further work including enrichment, extraction,
and curation: semantic annotations are added, syntactic features are mined, erroneous anal-
yses are corrected. In many such cases manual processing is required, and this must operate
efficiently on the largest scale. We report on an efficient web-based system for querying very
large treebanks called Fangorn. It implements an XPath-like query language which is extended
with a linguistic operator to capture proximity in the terminal sequence. Query results are
displayed using scalable vector graphics and decorated with the original query, making it easy
for queries to be modified and resubmitted. Fangorn is built on the Apache Lucene text search
engine and is available under the Apache License.

KEYWORDS: language resources, database query, annotation, syntax, parsing.
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1 Introduction

Treebanks play a central role in the analysis of language structures in a diverse range of areas
including language modelling, machine translation, information extraction, and syntactic de-
scription. Manual annotation requires painstaking work by specialists, and this is too expensive
to do on a large scale. Instead, it is standard to use a state-of-the-art parser on massive quanti-
ties of text and then manually post-edit the output. At the point of discovering and correcting
a parse error, it is desirable to quickly locate other instances of the same error, regardless of
where they appear in the corpus. Syntactic research depends on manual exploration of condi-
tioning factors that allow us to identify constructions of interest, and these constructions will
usually be rare. Such activities require efficient query over very large treebanks.

The last decade has seen the development of several corpus query tools, including TGrep2,
TIGERSearch, Emu, Nite NXT Search, Netgraph, fsq, and Emdros (Rohde, 2001; Brants et al.,
2002; Cassidy and Harrington, 2001; Heid et al., 2004; Mirovsky, 2006; Kepser, 2003; Pe-
tersen, 2004). These tools are effective when the corpus fits in main memory, or when work
can be done in batch mode (requiring a linear pass through the entire corpus on disk, typ-
ically taking tens of seconds). When the corpus is large, and when fast query processing is
required, an entirely different approach is needed. Fangorn is designed to fill this gap. It is
the outcome of an interdisciplinary research project combining the scaling properties of gen-
eral purpose semi-structured databases and information retrieval engines with the features
commonly found in corpus query tools (Ghodke and Bird, 2008, 2010).

In this paper we present the features of Fangorn, including its query language, its user inter-
face, and its architecture. Finally, we describe areas for further research.

2 Background

Treebank query tools are often designed for specific annotation structures. Some tools are
designed for phrase structure trees (e.g. TGrep2, TIGERSearch), while others are designed for
dependency trees (e.g. Netgraph). Some are intended for corpora with multiple annotation
types (e.g. Nite NXT Search, Emu). Some permit phrase structure trees with crossing branches
(e.g. TIGERSearch) while others require strict trees (e.g. TGrep2). Some support query of
extra properties on tree nodes or edges. Despite this diversity, there are still some abstract
requirements that are common across all corpus query tools.

All tools support expressive query languages, although the great variety of syntax obscures the
expressive similarity of the languages. Lai and Bird (2004) compare several corpus query lan-
guages and present a few generic requirements for treebank query languages. They state that
the query language should include more than just simple navigational operators and include
features such as: subtree matching, non-tree navigation (e.g. the “immediate following” opera-
tor explained later), secondary edges, and closure operators. They should also handle Boolean
operators: conjunction, disjunction, and negation. The language should be able to specify the
granularity of results. While query language operators depend largely on the structure of the
data, some features such as finding secondary edges in a tree are specific to annotation style.
Query languages usually support regular expressions over node labels, allowing search for la-
bel prefixes and suffixes (e.g. N.* for any noun-like syntactic category). Support for popular
file formats is another requirement. Most corpus query tools accept one or more of the follow-
ing annotation formats as inputs: Penn Treebank (Marcus et al., 1993), NEGRA (Skut et al.,
1997), TIGER corpus (Brants et al., 2002), or custom XML formats.
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Most tree query tools are not designed for very large data since they perform a linear pass
over the entire collection, e.g. TGrep. More advanced tools store and index tree data using
relational databases. However, relational databases are not efficient for storing and accessing
trees (Zhang et al., 2001). On the other hand, semistructured databases have indexes that
are specialised for efficient operations on large tree collections. Unfortunately, their query
languages lack the required expressiveness. An ideal system for large scale treebank data
should inherit the query language and annotation awareness from corpus query tools while
borrowing the scaling features from semi-structured databases.

3 Query Language

Fangorn queries involve “path expressions”, a series of navigations around the tree, e.g. from
a node to its sibling, descendent, or ancestor. At each step, the type of navigation is specified
by an operator and the type of node or terminal is specified with a string. For instance, /NP
navigates to an NP child, =>PP navigates to a PP following sibling, and /NP=>PP combines
both of these steps. Paths always begin at the root, and so a path expression that starts with
/S can only navigate to the S node at the root of the tree. The descendent operator allows
a path to skip to any descendent of the current node, so a path expression beginning with
//NP navigates from the root to any NP node in the whole tree, in a single step. Paths can
be arbitrarily long, e.g. //NP=>S//VP->NN/table; each time we add a step, we further restrict
the number of possible matching trees. Paths can branch, and we use “filter expressions” (sub-
paths contained in square brackets) to specify restrictions on the branches. Furthermore, these
filter expressions can be combined using Boolean operators. The language used by Fangorn is
defined in BNF as follows, where the axis operators and logical operators are given in Tables 1
and 2.

<expr> ::= <term> [<term>]x*
<term> ::= <axis-operator><node-label> [<filter-expr>]
<filter-expr> ::= "[" <filter-element> [(AND|OR) <filter-element>]* "]"
<filter-element> ::= [NOT] <expr>
<node-label> ::= annotation_label | word | punctuation
Operator Symbol Y A
Descendant X//Y C,,D, / \
Child X/Y C, .
Ancestor X\\Y PA s /S/ \
Parent X\Y P ! 2//\\
Following sibling X==>Y c
Immediately following sibling X=>Y /7 /
Preceding sibling X<==Y S, /o, b,
Immediately preceding sibling X <=Y S, N/
Following X——>Y F, Operator Symbols
Immediately following X—>Y F, Conjunction  AND, and, &
Preceding X<——Y S, Disjunction ~ OR, or, |
Immediately preceding X<-Y S, Negation NOT, not, !
Table 1: Navigation operators Table 2: Logical operators

Filter expressions are responsible for the great expressiveness of path queries. Consider the
query: //VBG[<-is AND =>S AND -->PRP]. Here, we are searching for any gerund VBG such
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None of France ‘s wine regions can steal a march on Burgundy , however .

< Match 1 of 1 >

S

NP-SE) ======}:W

NP PP MD: VP

I

I \
NNP IN NP can 'VB =——=NP PP-CLR , ADVP
None of steal DT NN s RB

a march however

Figure 1: A result sentence from a page listing all results for a path query

that three conditions hold: it is immediately preceded by the word ‘is’, it has an immediately
following sibling S, and it is followed somewhere later in the tree by a personal pronoun PRP

The square brackets in the above query delimit the filter expression. Note that the contents of
the filter expression can be arbitrarily complex. The above query could be extended by adding
another step to one of the conjuncts as follows: //VBG[<-is AND =>S AND -->PRP->TO].

The NOT operator may appear before any path expression inside a filter expres-
sion. For example, we can negate the earlier requirement concerning S as follows:
//VBG[<-is AND NOT =>S AND -->PRP]. Similarly, the query to search for all occurrences of
gerunds not preceded by the word ‘is’ is written as: //VBG[NOT <-is].

Finally, filter expressions can be nested. For example, we can limit the S, requiring that it does
not contain a PP, as follows: //VBG[<-is AND =>S[NOT //PP] AND -->PRP].

4 User interface

Fangorn runs in a web browser. The entry point contains a simple search box where the
query can be entered, along with a drop-down menu listing available corpora.! The page also
displays the total number of sentences in the corpus that match the query and the time for
executing the search.

Each matched sentence is rendered as an interactive scalable vector graph-
ics (SVG) image. Figure 1 shows one annotated result sentence for the query
//NP-SBJ[/NP//NNP AND /PP]==>VP/MD->VB=>NP. The NP-SBJ node has two child nodes NP
and PB whose edges are annotated using solid blue lines and a following sibling VP edge
annotated using a double dashed red line. Blue lines are used for vertical operators (ancestor,
descendant, parent, or child operators), while red lines are used for horizontal navigations.
Double lines signify a sibling relationship, solid lines an immediate relationship, and dashed
lines are used for closure operators. The trees are rendered in a minimally expanded form
that ensures that the annotated result is always visible and cannot be accidentally collapsed.

1A demonstration system permits searches over Penn Treebank and the English Wikipedia (see
http://nltk.1ldc.upenn.edu:9090).
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The other nodes in the sentence may be expanded or collapsed by clicking on the nodes or the
triangle below collapsed nodes. Buttons are provided to expand/collapse all nodes in a tree,
and to export each sentence as an SVG image or as text in Penn Treebank format. Displayed
above each result tree is the corresponding sentence without annotations. When the mouse is
positioned over a tree node, the corresponding span of words in the sentence is highlighted.
When a sentence matches a query more than once, only the first match is displayed on screen
while other matches can be viewed by clicking on the arrows on either side of the result.

Result trees are annotated with the path expression that was used to find them, so that users
can immediately see why the tree was matched. This annotation can itself be edited, in order
to modify and resubmit the query. The edit mode can be activated by clicking the “Build query
from tree” button at the top right of each matched result in the result display screen. This
window does not allow nodes in the tree to be collapsed on a mouse click, however, collapsed
nodes can be expanded by clicking on the triangle below such nodes. The following operations
can be performed in the edit query screen: (1) extend a query starting at a node, (2) edit label
or delete query terms, and (3) change or negate operators joining two query terms.

5 Architecture

Fangorn uses a web client-server architecture. An embedded Jetty web server hosts the search
engine software. The search engine is built using Apache Lucene, a popular and versatile
open source text search engine toolkit. A corpus reader loads text corpora and converts the
annotated sentences into a format easily digestible by the search engine. This step is called
the analysis step and is explained later in this section. An embedded database is used to
store corpora metadata, but this database is not used to answer tree queries. Searches can be
performed from a browser once the web server is started.

The client browser receives results as Javascript objects from the server and renders them as
SVG images. The SVG format was chosen because it is a compact vector format, and because
event handlers can be easily attached to SVG elements to make them interactive. Not all
browsers have adequate support for dynamically embedded SVG images, and so we designed
the user interface specifically for the Mozilla Firefox browser.

The analysis step converts a treebank tree into tokens for indexing. Each node is assigned a
4-tuple of position numbers (left, right, depth, parent) that uniquely identify its location in
the tree following the scheme used by LPath (Bird et al., 2006). This position information is
enough to test whether two nodes satisfy an operator condition, avoiding the need to store the
trees explicitly. The output of the analysis step is a sequence of tokens — essentially node labels
in the treebank together with their position numbers — that are then indexed in the text search
engine.

Lucene is configured to use two sets of inverted lists for the index. The first is the frequency
index, which is a list of frequency postings lists. Each token’s postings list maintains a sequence
of document ids that contain the token together with the term-frequency in each document.
(Note that each sentence is treated as its own document.) The second is the position index.
This index typically stores an integer that identifies the sequential location of a token, and is
used in phrase and proximity queries. However, in Fangorn the tree analysis step transforms
a tree structure into a depth-first ordered sequence of tokens, and the integer position of a
tree token is its depth-first position. The position index provides extra storage at each position
(byte-array payloads), and we use these to store the tree position information.
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Tree queries are processed using the frequency and position indexes. First, the frequency
index identifies the sentences that contain the required terms in the query. Then, using the
position index, the position lists of the query terms are joined pairwise, based on the structural
relation between the two terms in a pair. This method of performing pairwise joins is called
a path join. Fangorn implements a join algorithm similar to a path join, called the staircase
join algorithm (Grust et al., 2003). It uses both the depth-first position and the tree position
information to reduce the number of comparisons while executing the join. This join algorithm
is faster in part because it does not find all matches in every sentence. Instead, it checks if a
sentence has any match at all. When a match is spotted, the sentence id is registered and the
search continues with a new sentence. Later, all matches within each sentence are found, but
only for the limited number of sentences that are displayed in one page of results.

Fangorn can be installed on commodity hardware with at least about 2 GB of RAM. The server
software is written in Java and can be installed on POSIX systems with little or no modifica-
tions. Microsoft Windows users may require tools that provide a POSIX-like environment to
run maintenance scripts. A Java runtime version 5 or higher is required to be installed on the
machine. Corpora can be added or removed from the search engine by running shell scripts
distributed with the software. Currently, the Penn Treebank format is the only input format
supported by the system.

6 Conclusion

Treebanks play a central role in the modelling of natural language grammar. The cyclic process
of curating treebanks and retraining parsers on the improved annotations is set to continue for
some time, and will continue to generate ever better treebanks. The bottleneck in this process
is manual curation, and a major part of curation involves discovery of complex tree patterns
that need to be edited in some way.

We have implemented an efficient system for querying very large treebanks, and
it is available for download under the terms of the Apache License 2.0 from
http://code.google.com/p/fangorn. A demonstration version is available at
http://nltk.1ldc.upenn.edu:9090. The system is built on top of Lucene, and its scal-
ing performance can be expected to mimic that of text retrieval engines in general. The system
has already been used for curating an ERG-style treebank (Bender et al., 2012).

The system inherits some limitations of the underlying query language concerning matching of
node labels. For example NP, NP-SBJ, and NP-SBJ-1 are all distinct labels. Yet we would expect
a query containing NP to match any of these. Possible solutions are to extend the language to
support regular expressions over node labels, or to encode grammatical relations (such as SBJ)
as node attributes and refer to them using filter expressions. The system is also limited in the
sense that it only works with phrase structure trees. It cannot be applied to dependency trees
in its current form, since the descendent and ancestor relations cannot be checked using a
single span-inclusion test. In spite of these expressive limitations, Fangorn sets a new standard
for efficiency and ease of use for tree query systems.
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ABSTRACT

Given the rapid publication rate in many fields of science, it is important to develop technology
that can help researchers locate different types of information in scientific literature. A number
of approaches have been developed for automatic identification of information structure of sci-
entific papers. Such approaches can be useful for down-stream NLP tasks (e.g. summarization)
and practical research tasks (e.g. scientific literature review), and can be realistically applied
across domains when they involve light supervision. However, even light supervision requires
some data annotation for new tasks. We introduce the CRAB Reader - a tool for the analysis and
visualization of information structure (according to the Argumentative Zoning (AZ) scheme)
in scientific literature which can facilitate efficient and user-friendly expert-annotation. We
investigate and demonstrate the use of our tool for this purpose and also discuss the benefits of
using the same tool to support practical tasks such as scientific literature review.

TITLE AND ABSTRACT IN CHINESE
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B 2D AR R iR AR G K, BSOS I EOR B TT A0 50 51 NI R R
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1 Introduction

There is a need to develop techniques that can help scientists locate and organize relevant infor-
mation in rapidly growing scientific literature. Scientists have diverse information needs and
are often interested in specific types of information in a paper. Although section headings (e.g.
Methods, Results) can be an indicator of information categories of interest, many sections tend
to include different types of information (e.g. the Discussion section may include information
about methods and results and also provide a comparison against other peoples’ work). An
automatic analysis of the information category of each sentence is therefore important and can
be useful for both natural language processing tasks as well as for scientists e.g. conducting
literature review.

Different approaches have been developed for determining the information structure (aka.
discourse, rhetorical, argumentative or conceptual structure) of scientific publications (Teufel
and Moens, 2002; Mizuta et al., 2006; Shatkay et al., 2008; Teufel et al., 2009; Liakata et al.,
2010; Guo et al., 2010). Some of this work has proved helpful for tasks such as information
retrieval, information extraction, and summarization (Teufel and Moens, 2002; Mizuta et al.,
2006; Tbahriti et al., 2006; Ruch et al., 2007). Most existing approaches are based on supervised
learning and require large amounts of annotated data which limits their applicability to different
domains . Recently (Guo et al., 2011b) has shown that weakly supervised learning (especially
active learning) works well for determining the information structure of biomedical abstracts.
This work is interesting since it can facilitate easier porting of the techniques to new tasks.

However, also approaches based on weak supervision require data annotation in real-world
applications. Moreover, simulation of active learning (such as that conducted by (Guo et al.,
2011b) who used a fully annotated corpus from which they restored the labels of selected
sentences in each iteration) is not practical but real-time interactive annotation is needed.

This requires a development of an efficient and user-friendly annotation tool which can facilitate
rapid expert-annotation of data according to categories of information structure in real-life
scientific tasks. We introduce such a tool: the CRAB Reader - a tool that is capable of supporting
not only off-line AZ annotation but also interactive AZ annotation through weakly supervised
learning, along with visualization of information structure in scientific literature. The latter
functionality can also be applied to support scientists in literature review.

The CRAB! reader enables analyzing biomedical articles according to the Argumentative Zoning
(AZ) scheme — a scheme of information structure that describes the rhetorical progression in
scientific papers (Teufel and Moens, 2002). However, since the AZ scheme has been shown to
apply across different scientific domains (Teufel et al., 2009), the technology presented here
can be widely applicable.

2 CRAB Reader

The CRAB Reader allows users to define a new scheme or to modify an existing scheme for
information structure analysis. Currently, we use the Argumentative Zoning (AZ) scheme which
was originally introduced by Teufel and Moens (2002) and which was first used to describe
the rhetorical progression of scientific argument in computational linguistics papers. This
scheme was subsequently adapted to other domains such as chemistry (Teufel et al., 2009)
and biology (Mizuta et al., 2006). We adopt the latter version in our work, and use eight zone

1CRAB refers to the CRAB project which has developed text mining technology for the needs of cancer risk assessment
(Korhonen et al., 2012).
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categories, including Background, Problem (the research question), Method, Result, Conclusion,
Connection (consistent studies), Difference (inconsistent studies) and Future-work.

Using the CRAB Reader, AZ annotation can be performed on each word, sentence, paragraph,
or the entire document, depending on the requirement. Annotated papers are saved in the
HTML format. Users can visualize zones in different colors in an annotated paper. CRAB Reader
also supports interactive annotation which is useful for weakly supervised learning when used
in conjunction with a classifier such as Support Vector Machines (SVM). More specifically, a
classifier makes a request for the labels of particular sentences; in response to such a request,
CRAB Reader presents the relevant sentences to the annotators, collects their annotations, and
returns the labeled sentences to the classifier for further learning.

2.1 Importing articles

Users can import any paper in HTML format into CRAB Reader. Since the format of articles
varies from journal to journal, an HTML paper needs to be transformed into XML and then
formatted using XSLT (Extensible Stylesheet Language Transformations). Users need to define
different style sheets for different journals. For example, the code in Figure 1 shows how to
separate an abstract from the body of an article (see the <xsl:if> element), and how to format
a section/subsection/paragraph (see the <xsl:for-each> element) given an article from The
Journal of Biological Chemistry, where an <h2> tag refers to a section, an <h3/4/5> tag refers
to a subsection, and a <p> tag refers to a paragraph. Currently, CRAB Reader provides style
sheets for main journals on chemical risk assessment, but it can handle papers from other
domains by integrating more templates. Potentially, PDF papers can also be imported into
CRAB Reader after converted into HTML files, and there are various (free) tools available for
converting PDF to HTML.

<xsl:for-each select="//div[@id="content-block"]//div[@class="article fulltext-view"]/div'>
<xsl:if test="contains(@class, "section”)-contains(@class, ~“abstract®)">

<section>
<heading>
<xsl:value-of select="h2"/>
</heading>
<xsl:for-each select="p|h3|h4|h5">
<xsl:copy-of select="."/>
</xsl:for-each>
</section>
</xsl:if>

</xsl:for-each>

Figure 1: A fragment of the style sheet for The Journal of Biological Chemistry

2.2 Off-line annotation

Off-line annotation differs from interactive annotation in that users need to annotate an entire
article instead of a small number of sentences selected by the machine. The off-line annotation
tool in CRAB Reader is a Firefox plug-in written in XUL (XML User Interface Language). XUL is
based on existing Web technologies such as CSS (Cascading Style Sheets) and JavaScript. Figure
2 shows how to use the tool in Firefox: users can select any amount of text by clicking where
they want to begin, holding down the left mouse button, and then dragging the pointer over the
text. Right-clicking the selected text opens a menu of zone categories such as Result, Conclusion,
and so on. Users can then choose the appropriate category for annotation. The annotations are
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Figure 2: Off-line annotation

saved as an attribute for each word element e.g. <w Conclusion="1">indicate</w>.

2.3 Interactive annotation via active learning

Interactive annotation is based on a client/server model, where a client (annotator) makes
a request for a new assignment (unlabeled sentences); the server then trains classifiers on
existing labeled data, and compares their performance on each unlabeled data, from which it
selects the most informative sentences as a new assignment for the annotator. After completing
the assignment the annotator submits the annotations to the server. The server then updates
the training data by incorporating the fresh labels for further learning. This process can be
repeated many times that is called active learning. The idea of active learning is to create a
high-performance classifier but to minimize the cost of annotation.

On the server side we tested the most popular classifiers including Naive Bayes classifier, Support
Vector Machines (SVM), Maximum Entropy Model, Conditional Random Fields, among many
others, and SVM is so far the best classifier for this task. The features listed below were used
for classification. Most of them have been successfully used in recent related work (Teufel and
Moens, 2002; Mullen et al., 2005; Merity et al., 2009; Guo et al., 2011b). The C&C POS tagger
and parser (Curran et al., 2007) was used for extracting syntactic features such as grammatical
relations (GR) from each sentence.

Section. Normalized section names (Introduction, Methods, Results, Discussion).

Location in article/section/paragraph. Each article/section/paragraph was divided into ten
equal parts. Location was defined by the parts where the sentence begins and ends.

Citation. The number of citations in a sentence (0, 1 or more).

Table and Figure. The number of referred tables and figures in a sentence (0, 1 or more).
N-gram. Any unigrams and bigrams in the corpus (an n-gram feature equals 1 if it is observed
in the sentence and 0 if not; the rest of the features are defined in a similar way).

Verb. Any verbs in the corpus.

Verb Class. Verbs are grouped into 60 categories by spectral clustering (Sun and Korhonen,
2009). Each category corresponds to a feature.

Tense and Voice. Tense and voice indicated by the POS tag of main verbs and auxiliary verbs.
e.g. have|VBZ be|lVBN __|VBN indicates present perfect tense, passive voice.

Grammatical Relation. Subject (ncsubj), direct object (dobj), indirect object (iobj) and second
object (0bj2) relations for verbs. e.g. (ncsubj observed difference obj).
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Subj/Obj. The subjects/objects appearing with any verbs in the corpus.

We implemented a number of query strategies for SVM-based active learning, including least
confident sampling (Lewis and Gale, 1994), margin sampling (Scheffer et al., 2001), query-by-
committee (Seung et al., 1992), etc. The interactive annotation interface is a dynamic web page
(HTML form) that presents a list of sentences selected by the server for human to annotate, as
shown in Figure 3. It also presents the context (in gray color) of each selected sentence (in
blue color) to facilitate the annotation process. After a user completes the form and clicks on
the submit button, the annotations are sent to a PHP (Hypertext Preprocessor) file and then
written to the server as the training data for further learning. The web page also records the
annotation time for each sentence, which is a more appropriate measure of annotation effort
compared to training set size. As an example, Figure 4 shows the results for real-time active
learning on 50 biomedical articles. Although the curves on the left and right panels look very
similar, CRAB Reader does offer an opportunity to evaluate the performance of active learning
in a more natural way.
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Figure 4: Performance of interactive annotation and active learning

2.4 Visualizing argumentative zones

We use CSS to specify the look and format of an annotated paper. Zones have different colors
as shown in Figure 5. The zone label of any particular word will come up when you mouse
over it, as shown in Figure 2. The advantage of using CSS is that it provides more flexibility for
the visualization of zones and allows the same annotated paper to be presented in different
styles for different users (see Figure 6). Also, since CSS separates the format from the content
of a document, it makes it easier to insert automatic annotations into plain text so that we can
visualize the information structure of any paper on demand.
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Figure 5: Visualization of all zones

Consistent with previous studies ( 14,15 ) , our study found that there was no significant effect of smoking or alcohol drinking on MN frequency . The most |~

plausible interpretation for this lack of association is that the it of iation with BD exposure was so strong that relationships with smoking or

alcohol drinking were masked . Alternatively , blood concentrations of cigarette smoke or alcohol-related genotoxins may have been too low to cause

chromosomal damage in lymphocytes ( 16 ) . Previous epidemiologic studies have i igated the effect of various lifestyle and biological factors on MN
quency in human lymp} . The most i d ic variable i ing the MN frequency was age , with MN frequency increasing

significantly with age (17 ) . However , our results indicated that there was no significant increase in MN frequency among older workers compared with
younger workers and no significant difference between female and male workers . A possible reason for these findings may be the limited number of older and [£]
female workers in this study .

Figure 6: Visualization of the "Difference” zone

Conclusions and Future work

We have introduced CRAB Reader, a convenient tool for analysis and visualization of AZ for
scientific literature review. Particularly, CRAB Reader supports real-time interactive annotation
which makes it possible to apply weakly supervised learning to AZ for different tasks and
domains. The tool has been used for creating a corpus of 50 AZ-annotated articles (8171
sentences), and has proved successful for active learning-based AZ on that corpus with 82%
accuracy after labeling 500 sentences, which is just 2% lower than the accuracy of fully
supervised learning.

In the future, we plan to use CRAB Reader for real-world applications of AZ such as question
answering or customized summarization to speed up the literature review process. (Guo et al.,
2011a) and (Guo et al., 2011c) have shown that users find the information in question from
AZ-annotated abstracts significantly faster than from unannotated abstracts. However, is it
realistic for full-text articles, given their high linguistic and informational complexity? We plan
to conduct a similar question answering experiment to evaluate the usefulness of AZ-annotated
articles in the context of a practical biomedical research task. We also plan to investigate
whether AZ annotations are more informative than section headings for creating customized
summaries for different research purposes.

Acknowledgments

The work reported in this paper was funded by the Royal Society (UK) and EPSRC (UK) grant
EP/G051070/1. YG was funded by the Cambridge International Scholarship. IS was funded by
the Swedish Governmental Agency for Innovation System.

188



References

Curran, J. R., Clark, S., and Bos, J. (2007). Linguistically motivated large-scale nlp with c&c
and boxer. In Proceedings of the ACL 2007 Demonstrations Session, pages 33-36.

Guo, Y., Korhonen, A., Liakata, M., Karolinska, L. S., Sun, L., and Stenius, U. (2010). Identifying
the information structure of scientific abstracts: an investigation of three different schemes. In
Proceedings of BioNLP, pages 99-107.

Guo, Y., Korhonen, A., Liakata, M., Silins, 1., Hogberg, J., and Stenius, U. (2011a). A
comparison and user-based evaluation of models of textual information structure in the
context of cancer risk assessment. BMC Bioinformatics, 69(12).

Guo, Y., Korhonen, A., and Poibeau, T. (2011b). A weakly-supervised approach to argumenta-
tive zoning of scientific documents. In Proceedings of the 2011 Conference on Empirical Methods
in Natural Language Processing, pages 273-283.

Guo, Y., Korhonen, A., Silins, 1., and Stenius, U. (2011c). Weakly supervised learning of
information structure of scientific abstracts—is it accurate enough to benefit real-world tasks in
biomedicine? Bioinformatics, 27:3179-85.

Korhonen, A., Séaghdha, D. O., Silins, L., Sun, L., Hogberg, J., and Stenius., U. (2012). Text
mining for literature review and knowledge discovery in cancer risk assessment and research.
PLoS ONE, 7:33427.

Lewis, D. D. and Gale, W. A. (1994). A sequential algorithm for training text classifiers. In
Proceedings of the 17th annual international ACM SIGIR conference on Research and development
in information retrieval, pages 3-12.

Liakata, M., Teufel, S., Siddharthan, A., and Batchelor, C. (2010). Corpora for the conceptuali-
sation and zoning of scientific papers. In Proceedings of LREC’10.

Merity, S., Murphy, T, and Curran, J. R. (2009). Accurate argumentative zoning with maximum
entropy models. In Proceedings of the 2009 Workshop on Text and Citation Analysis for Scholarly
Digital Libraries, pages 19-26.

Mizuta, Y., Korhonen, A., Mullen, T, and Collier, N. (2006). Zone analysis in biology articles
as a basis for information extraction. International Journal of Medical Informatics on Natural
Language Processing in Biomedicine and Its Applications, 75(6):468-487.

Mullen, T, Mizuta, Y., and Collier, N. (2005). A baseline feature set for learning rhetorical
zones using full articles in the biomedical domain. SIGKDD Explor. Newsl., 7:52-58.

Ruch, P, Boyer, C., Chichester, C., Tbahriti, I., Geissbuhler, A., Fabry, P, Gobeill, J., Pillet, V,
Rebholz-Schuhmann, D., Lovis, C., and Veuthey, A. L. (2007). Using argumentation to extract
key sentences from biomedical abstracts. Int J Med Inform, 76(2-3):195-200.

Scheffer, T., Decomain, C., and Wrobel, S. (2001). Active hidden markov models for informa-
tion extraction. In Proceedings of the 4th International Conference on Advances in Intelligent
Data Analysis, pages 309-318.

Seung, H. S., Opper, M., and Sompolinsky, H. (1992). Query by committee. In Proceedings of
the fifth annual workshop on Computational learning theory, pages 287-294.

189



Shatkay, H., Pan, E, Rzhetsky, A., and Wilbur, W. J. (2008). Multi-dimensional classification of
biomedical text: Toward automated, practical provision of high-utility text to diverse users.
Bioinformatics, 24(18):2086-2093.

Sun, L. and Korhonen, A. (2009). Improving verb clustering with automatically acquired
selectional preference. In Proceedings of EMINLP, pages 638-647.

Tbabhriti, I., Chichester, C., Lisacek, E, and Ruch, P (2006). Using argumentation to retrieve
articles with similar citations. Int J Med Inform, 75(6):488-495.

Teufel, S. and Moens, M. (2002). Summarizing scientific articles: Experiments with relevance
and rhetorical status. Computational Linguistics, 28:409-445.

Teufel, S., Siddharthan, A., and Batchelor, C. (2009). Towards domain-independent argu-
mentative zoning: Evidence from chemistry and computational linguistics. In Proceedings of
EMNLP, pages 1493-1502.

190



Automatic Punjabi Text Extractive Summarization System

Vishal GUPTA Gurpreet Singh LEHAL?
(1) UIET, Panjab University Chandigarh, India
(2) Department of Computer Science, Punjabi University Patiala, Punjab, India
vishal@pu.ac.in, gslehal@gmail.com

ABSTRACT

Text Summarization is condensing the source text into shorter form and retaining its information
content and overall meaning. Punjabi text Summarization system is text extraction based
summarization system which is used to summarize the Punjabi text by retaining relevant
sentences based on statistical and linguistic features of text. Punjabi text summarization system is
available online at website: http://pts.learnpunjabi.org/default.aspx It comprises of two main
phases: 1) Pre Processing 2) Processing. Pre Processing is structured representation of original
Punjabi text. Pre processing phase includes Punjabi words boundary identification, Punjabi
sentences boundary identification, Punjabi stop words elimination, Punjabi language stemmer for
nouns and proper names, applying input restrictions and elimination of duplicate sentences. In
processing phase, sentence features are calculated and final score of each sentence is determined
using feature-weight equation. ~ Top ranked sentences in proper order are selected for final
summary. This demo paper concentrates on Automatic Punjabi Text Extractive Summarization
System.

KEYWORDS : Punjabi Text Summarization System, Pre Processing Phase, Processing Phase,
Punjabi stemmer for nouns and proper nouns, Punjabi Named Entity Recognition, Punjabi
Keywords Identification
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1 Introduction

Automatic text summarization (Kyoomarsi et al., 2008; Gupta & Lehal, 2010) is reducing the
source text into a shorter form retaining its information content and overall meaning. Text
Summarization (Lin, 2009) Process can be divided into two phases: 1) Pre Processing phase
(Gupta & Lehal, 2011a) is structured representation of the original text. 2) Processing (Fattah &
Ren, 2008; Kaikhah, 2004; Neto et al., 2000) phase determines the final score of each sentence
using feature-weight equation and top ranked sentences in proper order are selected for final
summary. This paper concentrates automatic Punjabi text summarization system. Punjabi text
Summarization system is text extraction based summarization system which is used to summarize
the Punjabi text by retaining the relevant sentences based on statistical and linguistic features of
text. Punjab is one of Indian states and Punjabi is its official language. For Punjabi language,
Punjabi text summarization system is the only text summarizer and is available online:
http://pts.learnpunjabi.org/default.aspx . Pre processing phase includes Punjabi words boundary
identification, Punjabi sentences boundary identification, Punjabi stop words elimination, Punjabi
language stemmer for nouns and proper names, allowing input restrictions to input text,
elimination of duplicate sentences and normalization of Punjabi noun words in noun morph. In
processing phase, various features influencing the relevance of sentences are decided and
calculated. Some of statistical features are sentence length feature, keywords selection feature
(TF-ISF approach) and number feature etc. Some of linguistic features that often increase the
candidacy of a sentence for inclusion in summary are: sentence headline feature, next line
feature, noun feature, proper noun feature, cue phrase feature and presence of headline keywords
in a sentence etc. Final score of each sentence is determined using feature-weight equation.
Weights of each feature are calculated using weight learning methods. Top ranked sentences in
proper order are selected for final summary at selective compression ratios.

2 Pre Processing Phase of Punjabi Text Summarization System

Various sub phases of complete pre processing of Punjabi text summarization system are given
below:

2.1 Punjabi language stop words elimination

Punjabi language stop words (Gupta & Lehal, 2011a) are most frequently occurring words in
Punjabi text like: 2 d&, 3 hai, § nam and = nal etc. We have to eliminate these words from the
original text otherwise, sentences containing them can get influence unnecessarily. We have
made a list of Punjabi language stop words by creating a frequency list from a Punjabi corpus.
Analysis of Punjabi corpus taken from popular Punjabi newspaper Ajit has been done. This
corpus contains around 11.29 million words and 2.03 lakh unique words. We manually analyzed
these unique words and identified 615 stop words. In the corpus, the frequency count of these
stop words is 5.267 million, which covers 46.64% of the corpus.

2.2 Punjabi language stemmer for nouns and proper names

The purpose of stemming (Islam et al., 2007; Kumar et al., 2005; Ramanathan & Rao, 2003) is to
obtain the stem or radix of those words which are not found in dictionary. If stemmed word is
present in dictionary (Singh et al., 1999) then that is a genuine word, otherwise it may be proper
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name or some invalid word. In Punjabi language stemming (Gupta & Lehal, 2011b; Gill et al.,
2007; Gill et al., 2009) for nouns and proper names, an attempt is made to obtain stem or radix of
a Punjabi word and then stem or radix is checked against Punjabi noun morph and Proper names
list. An in depth analysis of corpus was made and the possible eighteen noun and proper name

Punjabi noun stemming have been generated. The algorithm of Punjabi language stemmer for
nouns and proper names has been published in (Gupta & Lehal, 2011b). The efficiency of this
stemmer is 87.37%, which is tested over 50 Punjabi news documents of corpus and is ratio of
actual correct results to total produced results by stemmer. Some results of Punjabi language
stemmer for nouns and Proper names for various possible suffixes are gt phullam “flowers” >
25 phull “flower” with suffix = am, ¥3 munde “boys”—> ¥ munda “boy” with suffix < & and
fedwud phirdzpurom - fedmya phirdzpur with suffix 3« om etc.

2.3 Allowing input restrictions to input text

Punjabi Text Summarization system allows Unicode based Gurmukhi text as input. Gurmukhi is
the most common script used for writing the Punjabi language. Majority of input characters
should be of Gurmukhi, otherwise error will be printed. From the input text, calculate length of
Gurmukhi characters, punctuation mark characters, numeric characters, English characters and
other characters. If number of Gurmukhi characters are less than equal to number of punctuation
characters or number of numeric characters or number of English characters or number of other
characters then error message is produced, otherwise if number of English characters or number
of other characters are greater than equal to 10% of total input characters length, then error is
produced “Can not accept the input!!!”.

2.4 Elimination of duplicate sentences from Punjabi input text

Punjabi Text Summarization system eliminates the duplicate sentences from the input Punjabi
text. Duplicate sentences are deleted from input by searching the current sentence in to the
sentence list which is initially empty. If current sentence is found in sentence list then that
sentence is set to null otherwise it is added to the sentence list being the unique sentence. This
elimination prevents duplicate sentences from appearing in final summary.

2.5 Normalization of Punjabi nouns in noun morph and input text

Problem with Punjabi is the non-standardization of Punjabi spellings. Many of the popular
Punjabi noun words are written in multiple ways. For example, the Punjabi noun words fSE3t
tibbti “tibbati”, B' tham “place” and TH" dasaa “condition”, fqa’lg brigéd “brigade” can also be
written as T3St tibti “tibbati”, B tha “place” and ©H' dasa “condition”, SIf9JIF bariged
“brigade” respectively. To overcome this problem, input Punjabi text and Punjabi noun morph
has been normalized for the various characters like = aadak, < bindi at top, Punjabi foot
character <: for 9 ra, € v and J ha and < bindi at foot for &, H, 9T, =, S, and &. For doing
normalization of Punjabi noun morph and Punjabi input text, replace all the occurences of <
aadak , < bindi at top, <z bindi at foot with null character and replace all the occurences of
Punjabi foot character <: with suitable I ra or € v or I ha characters.
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3 Processing Phase of Punjabi Text Summarization System
Various sub phases for processing phase of Punjabi text summarization system are given below:

3.1 Punjabi sentence relative length feature

This feature is calculated as published in (Fattah & Ren, 2008). Very short sentences are avoided
for including in final summary as often they contain less information. On the other hand lengthy
Punjabi sentences might contain lot of information. This feature is calculated by dividing number
of words in a sentence with word count of largest sentence. Its value will be always less than or
equal to 1.

3.2 Punjabi Keywords/ Title Keywords identification

Punjabi keywords identification system is first of its kind system available and is implemented by
us as published in (Gupta & Lehal, 2011c). Prior to it no other Punjabi keywords identification
system was available. Keywords are thematic words containing important information. Punjabi
keywords are identified by calculating TF-ISF (Term Frequency-Inverse Sentence Frequency)
(Neto et al., 2000) score. The TF-ISF measure of a noun word w in a sentence s, denoted TF-
ISF(w,s), is computed by: TF-ISF(w,s)= TF(w,s)* ISF(w) where the term frequency TF(w,s) is
the number of times that noun word w occurs in sentence s, and the inverse sentence frequency
ISF(w) is given by the formula: ISF(w) = log(|S|/ SF(w)) , where the sentence frequency SF(w) is
the number of sentences in which the noun word w occurs. Top scored Punjabi noun words (Top
20%) with high value of TF-ISF scores are treated as Punjabi keywords.

3.3 Numeric data identification

Numerical data (Fattah & Ren, 2008) is important and it is most probably included in the
document summary. The sentence that contains numerical data (Digits, Roman and Gurmukhi
numerals) is important and it is most probably included in the document summary. The score for
this feature is calculated as the ratio of the number of numerical data in sentence over the
sentence length.

3.4 Punjabi named entity recognition

Rules based Punjabi named entity recognition system is first of its kind system available and is
implemented by us for identifying proper nouns as published in (Gupta & Lehal, 2011d). Prior to
it, no other rule based Punjabi named entity system was available. It uses various gazetteer lists
like prefix list, suffix list, middle name list, last name list and proper name lists for checking
whether the given word is proper name or not. After doing aanalysis of Punjabi corpus, various
gazetteer lists have been developed. The Precision, Recall and F-Score for condition based NER
approach are 89.32%, 83.4% and 86.25% respectively.

3.5 Punjabi sentence headlines and next lines identification

In single/multi news documents, headlines are most important and are always included in the
final summary. Line just next to headline might contain very important information related to
summary and is usually included in summary. In Punjabi news corpus with 957553 sentences, the
frequency count of these headlines/next lines is 65722 lines which covers 6.863% of the corpus.
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In Punjabi headlines detection system, if current sentence does not ends with punctuation marks
like ‘I’ vertical bar etc. but ends with enter key or new line character then set the headline flag
for that line to true. If the next subsequent line of this headline ends with punctuation marks like
‘|’ vertical bar etc. but does not ends with enter key or new line character then set the next line
flag to true for that line. Those Punjabi sentences which belong to headlines are always given
highest score equal to 10 and their headline flags are set to true. The accuracy of Punjabi headline
identification system and next line identification is 97.43% and 98.57% respectively which is
tested over fifty Punjabi single/multi news documents. Next lines are always given very high
weight equal to 9 and their next line flags are set to true.

3.6 Punjabi nouns and Proper names identification

Those Punjabi sentences containing nouns (Neto et al., 2002) and proper names are important.
Input words are checked in Punjabi noun morph for possibility of nouns. Punjabi noun morph is
having 37297 noun words. Proper nouns are the names of person, place and concept etc. not
occurring in Punjabi Dictionary. From the Punjabi news corpus, 17598 words have been
identified as proper nouns. Punjabi nouns and proper noun feature score is calculated by dividing
number of Punjabi nouns/ proper names in a sentence with length of that sentence.

3.7 Punjabi Cue Phrase identification

Cue Phrases are certain keywords like in conclusion, summary and finally etc. These are very
much helpful in deciding sentence importance. Those sentences which are beginning with cue
phrases or which contain these cue phrases are generally more important than others. Firstly a list
of Punjabi Cue phrases has been developed and then those sentences containing these Cue
phrases are given more importance.

3.8 Calculation of scores of sentences and producing final summary

Final scores of sentences are determined from sentence-feature-weight equation. w;f;+w,f,+
Walat . wif, where f, f, f; . f, are different
features of sentences calculated in the different subphases of Punjabi text summarization system
and Wy, Wp, Wi w, are the corresponding feature weights of sentences. Mathematical
regression (Gupta & Lehal, 2011e ; Fattah & Ren, 2008) has been used as model to estimate the text
features weights for Punjabi text summarization. Three most important features of Punjabi text
summarization system are Punjabi headline identification feature, Punjabi next line identification
feature and number identification feature. Top ranked sentences in proper order are selected for
final summary. In final summary, sentence coherence is maintained by properly ordering the
sentences in the same order as they appear in the input text at the selective compression ratios.

4 Results and Discussions

Punjabi text summarization has been tested over fifty Punjabi news documents (with 6185
sentences and 72689 words) randomly taken from Punjabi Ajit news corpus having 11.29 million
words and fifty Punjabi stories (with 17538 sentences and 178400 words) randomly taken from
www.likhari.org website. We have applied four intrinsic measures of summary evaluation 1) F-
Score 2) Cosine Similarity 3) Jaccard Coefficient and 4) Euclidean distance for Punjabi news
documents and stories. Gold summaries (reference summaries) are produced by including most
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common sentences of manually produced summaries by three human experts at 10%, 30% and
50% compression ratios. For Punjabi news documents, value of average F-Score is 97.87%,
95.32% and 94.63% at 10%, 30% and 50% compression ratios respectively and value of average
Cosine similarity is 0.9814, 0.9629 and 0.9522 at 10%, 30% and 50% compression ratios
respectively. For Punjabi stories, value of average F-Score is 81.78%, 89.32% and 94.21% at
10%, 30% and 50% compression ratios respectively and value of average Cosine similarity is
0.8226, 0.8838 and 0.9432 at 10%, 30% and 50% compression ratios respectively. The results of
intrinsic summary evaluation show that for Punjabi news documents, Punjabi text summarization
system performs very well at 10% compression ratio, because at 10% compression ratio usually
headlines and next lines are extracted which are enough to describe the whole text but for Punjabi
stories, performance of Punjabi text summarization system is not good at 10% compression ratio,
because headlines are not present in stories and only few lines are extracted in summary which
are not enough to describe the sense of complete story. We have performed question answering
task and keywords association task as extrinsic measures of summary evaluation at compression
ratios 10%, 30% and 50% respectively for Punjabi news documents and Punjabi stories. For
Punjabi news documents, the accuracy of question answering task is 78.95%, 81.38% and
88.75% at 10%, 30% and 50% compression ratios respectively. The results of question answering
task show that for Punjabi news documents, performance of Punjabi text summarization system is
low at 10% compression ratio because news documents are usually short and at 10% compression
ratio, mainly headlines and next lines are extracted which are not sufficient to give all answers of
question-answering task. For Punjabi stories, the accuracy of question answering task is 80.65%,
84.26% and 90.72% at 10%, 30% and 50% compression ratios respectively. For Punjabi news
documents, the accuracy of keywords association task is 80.13%, 92.37% and 96.32% at 10%,
30% and 50% compression ratios respectively. For Punjabi stories, the accuracy of keywords
association task is 84.29%, 90.68% and 95.16% at 10%, 30% and 50% compression ratios
respectively. For Punjabi news documents and stories, the accuracy percentage for the task of
keywords association is very well at 50% compression ratio because at 50% compression ratio,
summary produced is enough to cover majority of gold keywords. Both intrinsic and extrinsic
summary evaluation methods show that at 50% compression ratio, Performance of Punjabi text
summarization system is good for both Punjabi news documents and Punjabi stories because
summary produced is enough to describe the whole text.

Conclusion

Punjabi Text Summarization system is first of its kind Punjabi summarizer and is available online
at http://pts.learnpunjabi.org/default.aspx . Most of the lexical resources used in pre processing
and processing such as Punjabi stemmer, Punjabi nouns normalizer, Punjabi proper names list,
common English-Punjabi nouns list, Punjabi stop words list, Punjabi suffix and prefix list etc.
had to be developed from scratch as no work was done previously in that direction. For
developing these resources an in-depth analysis of Punjabi corpus, Punjabi dictionary and
Punjabi morph had to be carried out using manual and automatic tools. This is first time that
these resources have been developed for Punjabi and these can be beneficial for developing other
Natural language processing applications for Punjabi.
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ABSTRACT

Text Summarization is condensing the source text into shorter form and retaining its information
content and overall meaning. Punjabi text Summarization system is text extraction based
summarization system which is used to summarize the Punjabi text by retaining the relevant
sentences based on statistical and linguistic features of text. It comprises of two main phases: 1)
Pre Processing 2) Processing. Pre Processing is structured representation of the original Punjabi
text. In Processing, final score of each sentence is determined using feature-weight equation.
Top ranked sentences in proper order are selected for final summary. This paper concentrates on
complete pre processing phase of Punjabi text summarization system. Pre processing phase
includes Punjabi words boundary identification, Punjabi sentences boundary identification,
Punjabi stop words elimination, Punjabi language stemmer for nouns and proper names, allowing
input in proper format and elimination of duplicate sentences.

KEYWORDS : Punjabi Text Summarization System, Pre Processing Phase, Punjabi stemmer for
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1 Introduction

Automatic text summarization (Kyoomarsi et al., 2008) is reducing the source text into a shorter
form retaining its information content and overall meaning. The goa of automatic text
summarization is to present most important contents from information source to the user in a
shorter version. Text Summarization (Gupta & Lehal, 2010) methods can be classified into
abstractive and extractive summarization. An abstractive summarization method consists of
understanding the original text and re-telling it in fewer words. Extractive summary deals with
selection of important sentences from the original text. The importance of sentences is decided
based on statistical and linguistic features of sentences. Text Summarization Process can be
divided into two phases: 1) Pre Processing phase (Gupta & Lehal, 2011a) is structured
representation of the origina text. 2) In Processing (Fattah & Ren, 2008; Kaikhah, 2004; Neto,
2000) phase, final score of each sentence is determined using feature-weight equation. Top
ranked sentences in proper order are selected for final summary. This paper concentrates on
complete pre processing of Punjabi text extractive summarization system. Punjabi text
Summarization system istext extraction based summarization system which is used to summarize
the Punjabi text by retaining the relevant sentences based on statistical and linguistic features of
text. Punjab is one of Indian states and Punjabi isits official language. Punjabi is spoken in India,
Pakistan, USA, Canada, England, and other countries with Punjabi immigrants. Punjabi is written
in ‘Gurmukhi’ script in eastern Punjab (India), and in ‘Shahmukhi’ script in western Punjab
(Pakistan). For some of Indian languages like Hindi, Bengali etc. a number of automatic text
summarization systems are available. For Punjabi, the only text summarization system available
is online:http:/pts.learnpunjabi.org/default.aspx and no other Punjabi summarizer is available in the
world. Pre processing phase includes Punjabi words boundary identification, Punjabi sentences
boundary identification, Punjabi stop words elimination, Punjabi language stemmer for nouns
and proper names, allowing input in proper format, elimination of duplicate sentences and
normalization of Punjabi noun words in noun morph.

2 Complete Pre Processing Phase of Punjabi Text Summarization System

Various Sub phases for complete pre processing of Punjabi text summarization system are given
below:

2.1 Punjabi language stop words eimination

Punjabi language stop words (Gupta & Lehal, 2011a) are most frequently occurring words in
Punjabi text like: ® de, 3 hai, § nim and &3 nal etc. We have to eliminate these words from the
origina text otherwise, sentences containing them can get influence unnecessarily. We have
made a list of Punjabi language stop words by creating a frequency list from a Punjabi corpus.
Analysis of Punjabi corpus taken from popular Punjabi newspaper Ajit has been done. This
corpus contains around 11.29 million words and 2.03 lakh unique words. We manually analyzed
these unique words and identified 615 stop words. In the corpus of 11.29 million words, the
frequency count of these stop wordsis 5.267 million, which covers 46.64% of the corpus.

Sample input sentence:-
G A T At Ufos @ e 3 I J=4T-fie

200



ghar€lh gais di samssia pahil dé adhar t hall hovegi-thind
Sample output sentence:-
ghar€lh gais samssia pahil adhar hall —thind

As we can see from the sample input and output of Punjabi stop words elimination sub phase that
four stop words (= di, @ dg, 3 t€, I3 hovegl) have been eliminated from the sample output
sentence.

2.2 Punjabi language ssemmer for nounsand proper nouns

The purpose of stemming (Islam et al., 2007; Kumar et a., 2005; Ramanathan & Rao, 2003) isto
obtain the stem or radix of those words which are not found in dictionary. If stemmed word is
present in dictionary (Singh et a., 1999) , then that is a genuine word, otherwise it may be proper
name or some invalid word. In Punjabi language stemming (Gupta & Lehal, 2011b; Gill et al.,
2007; Gill et al., 2009) for nouns and proper names, an attempt is made to obtain stem or radix of
a Punjabi word and then stem or radix is checked against Punjabi noun morph and proper names
list. An in depth analysis of corpus was made and the eighteen possible noun and proper name

suffixes were identified like <t Tam, fonif 1am, ol aam, <m am, <18 Ie, & E and <16 16 etc.
Proper names are the names of person, place and concept etc. not occurring in Punjabi dictionary.
Proper names play an important role in deciding a sentence’s importance. From the Punjabi
corpus, 17598 words have been identified as proper names. The percentage of these proper names
words in the Punjabi corpus is about  13.84 %. Some of Punjabi language proper names are

WS akali, BteT ludhiana, STe& badal and Ufew™sT patiala etc.
Algorithm of Punjabi language stemmer for nouns and proper names is as below:

The algorithm of Punjabi language stemmer (Gupta & Lehal, 2011b) for nouns and proper names
proceeds by segmenting the source Punjabi text into sentences and words. For each word of every
sentence follow following steps:

Step 1: If current Punjabi word ends with < fam, fw iam, ¢ Gam then remove » am from
end.

Step 2: Else If current Punjabi word ends with <& 1& then remove £ & from end.

Step 3: Else If current Punjabi word ends with <1€ 1o then remove € 6 from end.

Step 4: Else I current Punjabi word ends with <M a, €M 12 then remove T a from end.

Step 5: Else If current Punjabi word ends with 8t 1, @ vam, <7< am, 3¢ om, <1 1m and
H/H/A jalzs then remove the corresponding suffix from end.

Step 6: Else If current Punjabi word ends with & &, f:€ ia, 3 6, £58 ium and fonr ia then
remove the corresponding suffix and add kunna at the end.

Step 7: Current Punjabi Stemmed word is checked against Punjabi noun morph or Proper names
list. If found, It is Punjabi noun or Punjabi Proper name.

Algorithm Input: g8 phullam (Flowers) and szam larkiam (Girls)
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Algorithm Output: g% phull (Flower) and 3zst larki (Girl)

Anin depth analysis of output of Punjabi language stemmer for nouns and proper names has been
done over 50 Punjabi documents of Punjabi news corpus of 11.29 million words. The efficiency
of Punjabi language noun and Proper name stemmer is 87.37%, which is tested over 50 Punjabi
news documents of corpus and is ratio of actual correct results to total produced results by
stemmer.

2.3 Normalization of Punjabi nounsin noun morph

Problem with Punjabi is the non-standardization of Punjabi spellings. Many of the popular
Punjabi noun words are written in multiple ways. For example, the Punjabi noun words fSs3t
tibbti, & tham and T dasad can also be written as 331 tibti, = tha and A dasa respectively.
To overcome this problem Punjabi noun morph has been normalized for different spelling
variations of same Punjabi noun words.

The algorithm for normalization of Punjabi nouns proceeds by copying noun_morph into another
table noun_morph_normalized. For each noun word in table noun_morph_normalized follow the
following steps:

Step 1 : Replace all the occurrences of <+ aadak with null character.
Step 2 : Replace al the occurrences of < Bindi at top with null character.
Step 3 :Replace al the occurences of <: Punjabi foot characters with any of suitable
3 (ra) or = (v) or g (ha)characters.
Step 4 :Replace all the occurrences of <: bindi at foot with null character.
Step 5 : noun_morph_normalized is now normalized.
Step 6: End of algorithm
Algorithm Input: 5 tabb , et rakmim, »rfg3t akriti and fimrs khaial
Algorithm Output: e tab, gt rkami, »rafast akriti and femrs khial
An exhaustive analysis has been done on fifty Punjabi news documents for normalization of
Punjabi nouns and it is discovered that very less spelling variations are found. Only 1.562% noun
words show the variations in their spellings. TABLE 1 shows that out of these 1.562% words,

percentage of words having one, two or three variations:

Number of | Words Example

Variants Frequency (%)

1 99.95 YA panjali, UArSt paiijali

2 0.046 S4BT ukkhlai, & ukhlai , SHIT ukkhii

3 0.004 WIS angreji, WIS angrezt, W angreji, WiEER
angrezi

TABLE 1 — Percentage Word Occurrence with Spelling Variations Count
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Thus, above table represents that, the variations found for mgjority of the wordsis just 1 and in
worst case, it can go up to 3. And no case has been found with more than three spelling variants.

2.4 Allowinginput restrictionsto input text

Punjabi Text Summarization system allows Unicode based Gurmukhi text as input. Gurmukhi is
the most common script used for writing the Punjabi language. Punjabi Text Summarization
system can accept maximum upto 1,00000 characters as input otherwise it will give error
message. Majority of input characters should be of Gurmukhi otherwise error will be printed.

Algorithm:

Step 1 : If Uploaded input file is in Unicode based .txt format then calculate input character
length and go to step 2, otherwise display the error message “Can not accept input of this type!!!”

Step 2 : If input character length> 1,00000 characters then display error message “Input length
exeeds the limit” otherwise go to step 3.

Step 3 : From the input text, calculate length of Gurmukhi characters, Punctuation mark
characters, numeric characters, English characters and other characters.

If Gurmukhi characters length is less than equal to Punctuation character length or numeric
characters length or English Characters length or other characters length then display error
message “Can not accept the input!!!”

Else If English characters length or other characters length is greater than equal to 10% of total
input characters length then display error message “Can not accept the input!!!”

Else Go to Stop words elimination phase.

2.5 Elimination of duplicate sentences from Punjabi input text

Duplicate sentences are the redundant sentences which need to be deleted otherwise these can get
the influence unnecessarily and due to which, certain other important sentences will not be
displayed in the summary. Some summarization systems delete the duplicate sentences in the
output summary and other systems delete them in the input itself. It is desirable to delete the
duplicate sentences from input because numbers of input sentences are reduced and processing
phase takes less time. Punjabi text summarization system eliminates the duplicate sentences from
the input Punjabi text. An exhaustive analysis has been done on fifty Punjabi news documents for
determining the frequency of duplicate sentences and it is discovered 9.60% sentences are
duplicate. Minimum frequency of a duplicate sentence in a single Punjabi news document is two,
maximum frequency is four and average frequency is three. Out of 9.6% duplicate sentences
from fifty Punjabi news documents, there are 5.4% sentences with minimum frequency two,
2.29% sentences with average frequency three and 1.91% sentences with maximum frequency
four. Duplicate sentences are deleted from input by searching the current sentence in to the
sentence list which is initialy empty. If current sentence is found in sentence list then that
sentence is set to null otherwise it is added to the sentence list being the unique sentence. This
elimination prevents duplicate sentences from appearing in final summary.
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3 Preprocessing algorithm for Punjabi text summarization system

The agorithm for complete Pre Processing Phase (Gupta & Lehal 2011a) proceeds by checking
input Punjabi text into proper format and segmenting it into sentences and words. Set the scores
of each sentence as 0. Normalize the Punjabi noun morph for different spelling variations of
nouns. For each word of every sentence follow step 1 and step 2:

Step 1 : If current Punjabi word is stop word then delete al the occurrences of it from current
sentence.

Step 2 :If current Punjabi word is not present in Punjabi dictionary, Punjabi noun morph,
common English-Punjabi nouns list, Punjabi proper nouns list then apply Punjabi Noun and
proper noun Stemmer for the possibility of Punjabi noun or proper noun.

Step 3: Delete redundant (duplicate) sentences from input text, to prevent them occurring in final
summary and produce output of preprocessing phase.

TABLE 2 shows sample input and output sentences, for pre processing a gorithm.

Input Punjabi sentence Output Punjabi sentence

393 fiy S8t o8 2 & il J99s 39 | SE8iTw @ vz e Ufgs ugdt
WE & Ug I U8t 3 ulas’ uadt & a1, | it fous 37 Agafeu 37

fows 3 837 59 Agg fegg T 33 J| mukkh mantrT ajj kangras umidvar bharat
- sifgh bailival vot apil vot  pahil

mukkh mantr né kiha ki uh ajj kafngras umidvar arat nifl nivat nata iaric vicar 1or
bharat singh bailival lai votam di apil karan lat para: Y J :
a¢ han par vot paun tom pahilam parati di niti,

niyat t& néta bare jartr vicar di 16r hai.

TABLE 2 — Pre processing a gorithm sample input and output sentences

A through analysis of result of pre processing phase has been done on fifty Punjabi news
documents and stories and it is discovered, that with pre processing phase there is gain in 32%
efficiency of Punjabi Text Summarization system at 50% compression ratio.

Conclusion

Punjabi text summarization system is first of its kind Punjabi summarizer and is available online
at http://pts.learnpunjabi.org/default.aspx. In this paper, we have discussed the complete pre
processing phase for Punjabi text summarization system. Most of the lexical resources used in
pre processing such as Punjabi stemmer, Punjabi nouns normalizer, Punjabi proper names list,
common English-Punjabi nouns list, Punjabi stop words list etc. had to be developed from
scratch as no work was done previously in that direction. For developing these resources an in-
depth analysis of Punjabi corpus, Punjabi dictionary and Punjabi morph had to be carried out
using manual and automatic tools. Thisis first time that these resources have been developed for
Punjabi and these can be beneficial for developing other NLP applications for Punjabi.
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ABSTRACT

As a critical language, there is huge potential for the usefulness of an Arabic Semantic
Role Labeling (SRL) system. This task involves two subtasks: predicate argument
boundary detection and argument classification. Based on the innovations of Diab,
Moschitti, and Pighin (2007) in the field of Arabic Natural Language Processing (NLP),
SRL in particular, we are currently developing a system for automatic SRL in Arabic.
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1 Introduction

The automatic detection and identification of semantic roles in a sentence—a process known
as Semantic Role Labeling (SRL)—has many potential applications within computational
linguistics. Imagine the uses for improving machine translation, information extraction, and
document analysis, among other innovations. As the computational linguistics field has
expanded, so has the amount of research into SRL. However, as with much language
technology research, the main focus has been on English. Because of this, Arabic-language
! technologies and methods are often adapted from tools that have succeeded for English,
rather than developed on their own. Recent years have produced powerful development
resources, such as an Arabic Treebank and Propbank, in both pilot and revised forms. The
number of resources available for automatic parsing, POS -tagging, chunking, of Arabic still
lags behind that of English, but has grown noticeably. As a critical language, there is huge
potential for an Arabic SRL system to revolutionize Arabic-language tools.

Based on the innovations of Diab, Moschitti, and Pighin (2007) in Arabic SRL, we are
currently developing a system for automatic SRL in Arabic. We are looking for feedback
from the conference before fully implementing and reporting the performance of this
system.

2 Arabic NLP

Arabic has a number of challenges which aren't present for other languages. It is unlike English in
many ways, which suggests that directly applying English- language technology many not be the
absolute optimal approach for an effective system. On the other hand, there is no reason not to
utilize the work that has been done on SRL if it can be used in a cross- linguistic way. The best
approach will be to build upon previous work and customize it to Arabic linguistic features, thus
using the differences between English and Arabic to advantage.

One such feature is Arabic's rich morphology. In Arabic, nouns and adjectives encode
information about number, gender, case, and definiteness. Verbs are even richer,
encoding tense, voice, mood, gender, number, and person. These features are often
expressed via diacritics, short vowels marked above or below letters 2

A word in Arabic is typically formed by selecting one of approximately 5,000, 3-to-5-
consonant roots, and adding affixes. ® Diacritics are sometimes the only thing that
specifies semantic differences between words, and for certain genres, especially online
communication, they are often left out. In this case, it is a special challenge for an
automated system to determine the difference.

Another feature is word order. While not completely free, Arabic allows for subject-verb- object
(SVO, as in English), verb- subject-object (VSO), and more occasionally OSV and OVS. In the
Arabic Treebank, SVO and VSO each equally account for 35% of the sentences 4

"I this paper, the term “Arabic” is used to refer to Modern Standard Arabic. Other dialects will be specifically
goted as such.
3Diab et al., 2007.
Abbasi and Chen, 2005.
“Palmer et al., 2008.
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Arabic allows for noun phrases which are more complex than those in English,
particularly the possessive construction called idafa, which relies on the definiteness of
the nouns to convey precise meaning.

Another feature worth mentioning, but not currently handled by this system, is pro-drop.
Because nouns, adjectives, and verbs encode so much information, it is fairly common
to completely drop the subject of a sentence because it is implied. An example of this
given in (Palmer et al., 2008) is: Akl AlbrtqAl ‘ate-[he] the-oranges.’ In this context, the
verb Akl, 'ate,' expresses the subject 'he,' which is not directly said. (Palmer et al., 2008)
notes that 30% of the sentences in the Arabic Treebank are pro-dropped.

3 Related Work

One of the things that challenges Arabic NLP is that much progress in computational
linguistics is focused on English. As a result, many Arabic language technologies are based
on research done on English, and then revised to better fit the characteristics of Arabic. This
is not necessarily detrimental, but it does affect the development process. This is the route
taken in (Diab et al., 2007) : adapting techniques which have proven successful for English
SRL for use in an Arabic system. Specifically, Moschitti's SVM-light-TK is trained and tested
on Arabic data, using features which have proven effective for English and some other
languages, which are referred to as the “standard set”. The features were grouped into:

a) Phrase Type, Predicate Word, Head Word, Position and Voice, based on (Gildea and

Jurafsky 2002);
b) Partial Path, No Direction Path, Head Word POS, First and Last Word/POS in
Constituent and SubCategorization based on (Pradhan et al., 2003);

c) Syntactic Frame, based on (Xue and Palmer, 2004)
(Diab et al., 2008) extends the first, rudimentary system by tailoring it to Arabic- specific
features. This tailoring manifests in the form of feature selection for the SVM. The new,
Arabic-specific features consist of inflectional morphology, including number, gender,
definiteness, mood, case, person; derivational morphology including lemma form of the
words with explicitly-marked diacritics; the English gloss; vocalized form with full
diacritics (much like lemma but including inflections); and unvowelized word as it
appears in the sentence. Tree kernels were specifically chosen for the initial set of
experiments in order to be able to deal with the immense set of possible features.
Adding the Arabic-specific features was shown to significantly improve performance.

4 Experiment Design

4.1 Machine Learning Algorithm

As in (Diab et al., 2007) and (Diab et al., 2008), this system will be using SVM-light-TK.
The SVM algorithm has been shown in numerous studies to handle noisy data and large
feature sets well. Using Moschitti's Tree Kernel SVM will allow for an extensible system,
better suited to the addition of Arabic features. For the present, however, mostly the
standard SVM-light capability will be utilized with a polynomial kernel.
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4.2 Data

The SVM will be trained on annotated data collected from news-oriented, Arabic-language
blogs. For initial testing, the corpus is relatively small, with just over 100 sentences. These
were run through Benajiba and Diab's AMIRA 2.0 POS tagger and BP chunk parser. They
were then annotated with ARGO and ARG1 in PropBank-like style, with adverbial and
prepositional (ARGM) phrases annotated for later use. For this implementation, only ARGO
and ARG1 will be labeled. All of the sentences in this corpus included explicit subjects rather
than pro-drop. Additionally, most of the sentences were of SVO form, with very little variation.

wtla ¥V dasg e g 0l B gEadl RS I dadiiall Ao glaall salg | paedl
s ) 2l Al g el g gnll O e Ll palg o=t

Some attack militant resistance which demands the legitimate rights using terrorism as an excuse.

ROOT

[
)

/\

MNP

\v.l' P
| T M\

MNOUN_QUANT VBP

| | //\

Ol sl SBAR
B /\ T

tadl asbadl WP

AlmgAwmp AlmsiHp
resistanca  militant /

2 Y DTNN DTJJ WHNP 3
|
|

S VBP I

2T N /\
s DTMNN DT NN NP
s || L

@l 4c gyl 452y DTNN

AHgwa AlmSrwEp  bHip

rights legitimate by excuse
Cila Y1
AlArhAb
terrorism

FIGURE 1 — A syntactic parse tree created using the Stanford Parser (factored Arabic
grammar), then marked up to show semantic roles. “S” denotes the subject (ARGO),
“V” denotes the predicate, “O” denotes the object (ARG1).
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4.3 Predicate Argument Extraction and Argument Classification

Any SRL system involves extracting and labeling predicate structures. At the sentence
level, this is constituted of two tasks: detecting the word span of arguments within the
sentence, and classifying the arguments found by type (ARGO, ARG1, ARGM). (Diab,
2007 et al.) describes the general algorithm for doing so by the steps:

1. given a sentence from the training-set, generate a full syntactic parse-tree;
2.let P and A be the set of predicates and the set of parse-tree nodes (i.e. the
potential arguments), respectively;

3. for each pair <p, a> € P x A:

« Extract the feature representation set,;

« If the subtree rooted in a covers exactly the words of one argument of p, put Fpa in

T (positive examples), otherwise put itin T~ (negative examples).

The T" and T sets then serve to train the boundary classifier. With some restructuring,
T" and T can also be used to train the argument classifier.

4.4 Features

The aspect that most distinguishes a system built for Arabic from one built for English is
the selection of features. As mentioned above, (Diab et al., 2007)'s SRL system initially
used the set of standard features before later adding Arabic-specific ones. Similarly, this
system will first be developed using the standard set before experimenting with Arabic
features. Following are brief descriptions of the feature types to be included.

Phrase Type: The syntactic category of the phrase expressing the semantic roles.
(Gildea and Jurafsky 2002)

Predicate Word: Lemma form of the predicate word.

Head Word: Syntactic head of phrase. (Pradhan et al., 2003)

Position: Position of constituent relative to predicate (before or after).

Voice : Active or passive classification of a sentence. This is included due to
correspondence between active voice and subject, passive voice and object.

Path: Syntactic path linking the argument and its predicate. For example, the path
of ARGO in Figure 1 is NQTNP1S|VP|VBP.

Partial Path: Section of the path that connects argument to the common parent of
the predicate.

No Direction Path: Path without directions.

Head Word POS: Syntactic part of speech of the head word.

First and Last Word/POS in Constituent: First and last words and part of speech of phrase.

SubCategorization: Production rule expanding the predicate parent node. (Diab et al.,

2008)

Syntactic Frame: Noun phrase positions relative to the predicate.

5 Expected Results

Using the official CoNLL evaluator, (Diab et al., 2007)'s initial system was able to achieve overall
F1 scores of 77.85 and 81.43 on classifying the arguments of the development and testing sets,
respectively. Boundary detection results were also quite impressive, with F1 scores of 93.68 and
94.06. These results were yielded by use of only the standard features listed above. By adding in
Arabic-specific features, utilizing tree kernels, and testing across a variety of models, (Diab,
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2008 et al.) were able to increase the F1 score for automated boundary detection and
argument classification to 82.17.

By drawing on previous work such as that of (Diab et al., 2007; Diab et al., 2008), we
hope to achieve similar measures, possibly even improving upon them by applying
research performed after the publication of (Diab et al., 2008).

Conclusion and future work

Many of the next steps for expanding the system are quite clear, as the system has not
been fully implemented yet.

In the future, more types of arguments will be labeled. This will be done by comparing

the results of multiple 1-vs-ALL passes through the SVM trained for different argument
types and selecting the highest score.

The system will also be tested on a larger, more representative corpus that possesses
sentences exhibiting pro-dropping and more word-order variation. For our purposes, the
SRL system should be able to detect these patterns.

During the development of the Arabic SRL system, we will continue to tailor it
specifically to Arabic, and make more use of its unique linguistic features.

Constructive feedback on the design of this SRL system is welcomed.
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ABSTRACT

High impact events, political changes and new technologies are reflected in our language and
lead to constant evolution of terms, expressions and names. This makes search using standard
search engines harder, as users need to know all different names used over time to formulate an
appropriate query. The fokas search engine demonstrates the impact of enriching search results
with results for all temporal variants of the query. It uses NEER, a method for named entity
evolution recognition. For each query term, NEER detects temporal variants and presents these
to the user. A chart with term frequencies helps users choose among the proposed names to
extend the query. This extended query captures relevant documents using temporal variants of
the original query and improves overall quality. We use the New York Times corpus which, with
its 20 year timespan and many name changes, constitutes a good collection to demonstrate
NEER and fokas.

TITLE AND ABSTRACT IN GERMAN

fokas: Friiher bekannt als
Eine Suchmaschine mit Einbindung von Namensevolution

Wichtige Ereignisse, politische Verdnderungen und neue Technologien spiegeln sich in unserer
Sprache wieder und fiihren zu einer standigen Evolution von Begriffen, Ausdriicken und Namen.
Dies erschwert die Suche mit herkémmlichen Suchmaschinen, da Nutzer zur Formulierung
einer Anfrage sdmtliche Namen kennen miissen, die im Laufe der Zeit verwendet wurden. Die
Suchmaschine fokas zeigt den Einfluss des Anreicherns der Suchergebnisse mit den Ergebnis-
sen fiir allen zeitlichen Varianten des Suchbegriffs. Sie verwendet NEER, eine Methode zur
Erkennung von Namensevolution. NEER erkennt fiir jeden Suchbegriff alle zeitlichen Varianten
und préasentiert diese dem Nutzer. Ein Termfrequenz-Diagramm erginzt die Ergebnisse, um
Nutzern bei der Wahl zwischen den vorgeschlagenen Namen zur Erweiterung der Anfrage
zu unterstiitzen. Diese erweiterte Anfrage findet relevante Dokumente, die nur eine zeitliche
Variante der urspriinglichen Anfrage verwenden, und verbessert dadurch die Gesamtqualitit.
Wir verwenden den Korpus der New York Times, der mit seiner Zeitspanne von 20 Jahren und
vielen Namensénderungen eine gute Kollektion zur Demonstration von NEER und fokas ist.

KEYWORDS: Named Entity Revolution Recognition, unsupervised, NEER, search engine.

GERMAN KEYWORDS: Namensevolutionserkennung, nichtiiberwacht, NEER, Suchmaschine.
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1 Introduction

Do you remember the bright yellow Walkman, Joseph Ratzinger or Andersen Consulting?
Chances are you do not, because as the world around us changes, new terms are created and
old ones are forgotten. High impact events, political changes and new technologies are reflected
in our language and lead to constant evolution of terms, expressions and names. Most everyday
tasks, like web search, have so far relied on the good memory of users or been restricted only to
the current names of entities. As the web and its content grow older than some of its users, new
challenges arise for natural language tasks like information retrieval to automatically determine
relevant information, even when it is expressed using forgotten terms.

Language evolution is reflected in documents available on the web or in document archives
but is not sufficiently considered by current applications. Therefore, if the users do not
know different names referencing the same entity, information retrieval effectiveness becomes
severely compromised. In this demonstration we present fokas, a search engine that knows
about names used at different points in time to refer to the same named entity (called temporal
co-references) and uses them to help users find all relevant documents. fokas is based on the
NEER method (Tahmasebi et al., 2012b). NEER is an unsupervised method for named entity
evolution recognition independent of external knowledge sources. It finds time periods with
high likelihood of named entity evolution. By analyzing only these time periods using a sliding
window co-occurrence method it captures evolving terms in the same context and thus avoids
comparing terms from widely different periods in time. This method overcomes limitations
of existing methods for named entity evolution and has a high recall of 90% on the New
York Times corpus. Furthermore, using machine learning with minimal supervision leads to a
precision to 94%.

In this demonstration we use the outcome of NEER to improve search on the New York Times
corpus (NYTimes) by identifying temporal co-references and suggesting these to the user as
possible query expansions. NYTimes serves as a good corpus because of its long time span
(1986-2007), the wide range of topics and the high quality of the texts.

2 The NEER Method

Identifying Change Periods We use the Kleinberg algorithm (Kleinberg, 2003) to find bursts
related to an entity. We retrieve all documents in the corpus containing the query term, group
them into monthly bins and run the burst detection on the relative frequency of the documents
in each bin. Each resulting burst corresponds to a significant event involving the entity. However,
these bursts do not necessarily correspond to a name change. By choosing the topB strongest
bursts we expect to find a subset of bursts which also captures change periods. We denote each
change period p; fori =1,...,topB.

Creating Contexts After identifying change periods p; for an entity w we use all documents
D,, that mention the entity or any part of it and are published in the year corresponding to
p;- We extract nouns, noun phrases and named entities. All extracted terms are added to a
dictionary and used for creating a co-occurrence graph (see Figure 1a). The co-occurrence
graph is an undirected weighted graph which links two dictionary terms if and only if they are
present in D, within k terms of each other. The weight of each link is the frequency with which
the two terms co-occur in D,, . The context of an entity w are all terms co-occurring with w.
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FIGURE 1: a) Example graph after creating contexts. b) After merging all direct co-references.

Finding Temporal Co-references Classes To find direct co-references (i.e., with lexical over-
lap) we make use of the contexts and the dictionaries. We consolidate the extracted terms by
recognizing all variants of each term. The procedure for consolidation terms and groups of
co-references is described in detail in (Tahmasebi et al., 2012b). During consolidation terms like
Pope, Pope Benedict and Pope Benedict XVI, as well as Ratzinger, Joseph Ratzinger and Cardinal
Joseph Ratzinger are considered direct co-references and merged. The result is displayed in
Figure 1b.

Indirect Co-references Indirect co-references (i.e. without lexical overlap) are found im-
plicitly by means of the direct co-references. After consolidation, all terms in the context
are considered candidate indirect co-references. These are a mix between true indirect co-
references, highly related co-occurrence phrases as well as noise. The quality of the indirect
co-references is dependent on the named entity extraction, co-occurrence graph creation and
filtering of the co-occurrence graph. In Figure 1b the terms Vatican, German and Cardinal
Joseph Ratzinger are candidate co-references for Pope Benedict XVI. If NEER does not find any
co-references for a term, all direct co-occurrences from the co-occurrence graphs (derived from
the union of the change periods) are returned instead.

Filtering Temporal Co-references To remove noise and identify the true direct and indirect
co-references we need to measure the temporal relatedness of terms. Unlike previous works that
take temporal features into account it is not sufficient to consider relatedness over the entire
time span of a collection. In Radinsky et al. (2011) the frequency of terms over times is used to
capture the relatedness of terms like war and peace or stock and oil. These terms are considered
related because they have similar frequencies over time. To fully capture temporal co-references
we need global relatedness measures as well as a relatedness measure that captures how related
terms are during the time periods where they can be related at all. To this end we allow a
relatedness measure to consider only periods where both terms occur. In all cases we use the
normalized frequencies. Details can be found in (Tahmasebi et al., 2012b).

We consider four relatedness measures: (1) Pearson’s Correlation (corr) (Weisstein, 2012a),
(2) Covariance (cov) (Weisstein, 2012b), (3) Rank correlation (rc) and (4) Normalized rank
correlation (nrc).

The two first measures are standard relatedness measures where corr measures linear de-
pendence between random variables while cov measures correlation between two random
variables. The two last measures are rank correlation measures and inspired by the Kendall’s
tau coefficient that considers the number of pairwise disagreements between two lists. Our rank
correlation coefficient counts an agreement between the frequencies of two terms for each time
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period where both terms experience an increase or decrease in frequency without taking into
consideration the absolute values. The rank correlation is normalized by the total number of
time periods. The normalized rank correlation considers the same agreements but is normalized
with the total number of time periods where both terms have a non-zero term frequency.

Our filtering is based on machine learning. We use a random forest classifier (Breiman, 2001)
consisting of a combination of decision trees where features are randomly extracted to build
each decision tree. In total ten trees with three features each are constructed. We choose
features from the similarity measures presented above. This means that for each term-co-
reference pair (w , w.) found by NEER we calculate the corr, cov, rc and nrc measures. We
also use the average of all four measures as a fifth feature. Finally we classify the pair as either
1 for w, being a correct co-reference of w or 0 otherwise to train the classifier. We use the test
set presented in (Tahmasebi et al., 2012a) for training.

3 Implementation
3.1 General Functionality

fokas stands for formerly known as which refers to the fact that named entities change their
names over time. In fokas, the changed names (temporal co-references) will be used to expand
the query posed to the system. The homepage of fokas mimics that of a common search engine
(see Figure 2) and a typical workflow consists of the following steps:

1. enter a query string into the search field.

2. start searching by clicking the search button or selecting one of the suggested terms.

3. analyze search results, including found direct and indirect temporal co-references of the
query term as well as a frequency chart of the different names.

4. select one or more relevant co-references (if any are available).

5. analyze the extended search results. Results containing only the added co-references
are marked with an icon. The frequencies of the new co-references are added to the
frequency chart.

While entering a query string in the search field the user will get a list of suggested terms (see
Figure 3). The suggested terms are the names starting with the entered query string as well as
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FIGURE 3: Additional query terms are suggested while typing a query.

the direct co-references found by applying NEER on the collection®. As shown in Figure 3, for
the term Benedict the best matching co-references are presented (Pope Benedict, Pope Benedict
XVI, Pope John Paul II). The first two are direct co-references for the term Benedict, while the
last one is highly related as it refers to the previous pope. Clicking on one of the suggestions or
the search button will start the search.

Next to each co-references in the suggestion box is a small graph symbol. Clicking on it will
open a sidebar containing a term frequency chart and co-reference lists with all direct and
indirect co-references found by NEER (see Figure 4). By clicking on one co-reference, the
frequency of that term is added to the chart to help users decide the appropriateness and
correctness of the chosen term.

The results of the search are presented as shown in Figure 4. The search result page has two
columns. On the right hand side is the sidebar described above. The left hand side shows the
search results from the articles of the New York Times corpus. These results are presented in a
format similar to standard search engines, with a headline, a link to the full article and a short
excerpt containing the query terms from the text of the article. The query terms (the entered
query string or the selected co-references) are highlighted within the excerpt. Additionally, each
result contains the publishing date of the appropriate article, which is specially relevant in the
context of fokas and named entity evolution analysis.

fokas gives the user the ability to improve the search results by extending the query with co-
references of the original query term. This can be done by selecting one or more co-references
from the lists of direct or indirect co-references in the sidebar. This will immediately show the
extended search results. Here all search results found through the selected co-references are
marked with an icon. This lets the user directly conceive the advantage of a search augmented
with the co-references of the term based on NEER, instead of only searching for the query term.
The interface gives the user full control over the terms added to the query, supported by the
displayed frequencies of each term.

3.2 Frequency Analysis Over Time

In addition to the search results, which are the main part of fokas, the frequency chart of the
query is shown in the sidebar (see Figure 4, right hand side). This chart contains a graph for the
query term as well as for each of the selected co-references showing the number of documents
containing each term. This supports the user in selecting the co-references relevant to their
query. The chart also helps to understand how NEER inferred the co-references for the query
term and how the names of the appropriate entities changed over time. The blue graph shows
the frequency of the query term. Each selected direct co-reference is illustrated by a green
graph while the graphs for the indirect co-references are drawn in red.

1For efficiency reasons we currently compute co-references for a predefined set of names offline and only present
these names.
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FIGURE 4: Search results enriched with results for co-references of the original query term.

As an example, the chart in Figure 4 shows the graph of the query for Pope Benedict after
selecting the indirect co-reference Joseph Ratzinger to augment the results. This co-reference is
a very valuable enrichment of the original query as the name Pope Benedict was not used before
year 2005 at all. Thus, the users of fokas who are interested in all articles about Pope Benedict
would not be able to find articles from the time before Joseph Ratzinger became Pope. Users of
fokas will be alerted to this fact immediately and are able to take action. For example, by adding
the term Joseph Ratzinger to the query Pope Benedict the user finds 34 documents (published in
2005 in the New York Times) containing only the term Joseph Ratzinger that would not have
been found using plain keyword search.

4 Conclusion

fokas demonstrates a search engine that takes named entity evolution into account and allows
users to query a document collection using temporal co-references. NEER allows us to find
co-references for a wide range of terms in the New York Times corpus used by fokas for
demonstration purposes. The lists of direct and indirect co-references and the frequency chart
shown next to the search give users efficient tools for enriching their queries with their temporal
variations. The highlighted search results give users a direct feedback about the improved
results gained by including co-references. While fokas provides a well selected and filtered set
of co-references based on NEER, it is not able to select the best queries for augmenting the
search results automatically. fokas still requires interaction by the users but provides deeper
insight and control, as well as transparency on how fokas and NEER work.
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ABSTRACT

Well-annotated discourse corpdieilitatethe discourse researches. Unlike English, th
Chinese discourse corpus is not widely available e this paper we presenta web-
based annotation systerro develop a Chinese discourse corpus with much finel
annotation. V€ first reviewour previouscorpora from the practical point of viewhen
propose a flexible annotation frameworkand finally demonstratethe web-based
annotdion system Under theproposedannotationscheme, both the explicit and the
implicit discourse relations occring on various linguistic levelswill be captured and
labelled with thredevel PDTB tags. Besideshe sentiment information of eaéhstance
isalso annotated for advanced study.
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1 Introduction

The study of discourse analysis attracts a lotttdration inrecentyears.The release of
the wellannotated datasets suchths Rhetorical Strature Theory Discourse Treebank
(RST-DT) (Carlson et al., 20029ndthe Penn Discourse TreeBa(lRDTB) (Prasad et al.,
2008) facilitate the discourse researels Many related subtopics such as discae
segmentation and discourse relation recognitigrow rapidly. Discourse corpus
becomegshe essential componefdr the regarches

Both the RSTDT and the PDTB are annotated on Wall Street Jouanticles from the
Penn Discourse Treebank that are written in EnglisiChinese, no discourse corpus is
widely availableyet. To investigate the Chinese discoursealysis, research groups
independentlydeveloped the discourseorpora for their needs We annotatedtwo
corpora based othe Sinica Treebanfor Chinese discourse relation recognitigtiuang
and Chen 2011 2012. At present,Zhou aad Xue (2012) areannotatingthe Penn
ChineseTreebankwith the PDTBstyle scheme

English and Chinese natives have their own writtgyles. Chen (1994showed thatthe
number of sentence terminators (period, questiod arclamation marks) is a little
larger than segmemndeparators (comma and semicolon) in English. Intast, the
segment separators outnumber the sentence term@atcChinese with the ratio 7:2
(Chen, 1994). It results in many segments in Ch@ngentences. Analyses of document
randomly sampling sim Sinica Chinese Treebank (Huang et al., 2000)wshioe
distribution of the number of segments in Chinesatences is 1 segment (12.18%), -
segments (18.35%), 3 segments (20.15%), 4 segn(&bi&2%), 5 segments (12.91%}), 6
10 segments (17.72%), and mahan 10 segments (2.97%). Long sentences tendve h
more complex structural relationships and thus mé&kénese discoursannotation
challenging.

For our previous two discourse annotation work (Huang and Chen, 2@012),
different annotation schemesre usedOnecorpuswasannotatedn the sentence level
with the PDTB fair-class tagsAnothercorpuswas annotatedon the clause level with
the Contingency and the Comparison relations fréva PDTB fourclass tagsln this
paper we consider the specific written style of Chinsamtencesind propose flexible
annotationschemeo develop anewChinese discourse corpus

In this corpus,the three levetliscourse relation tagsom the PDTB 2.0 aréully used
(Prasad et al., 2007The discourse units can lmn various levels An argumentof a
discourse pia can be as short as a clause and as long asades@mtencedn addition,
the nested discourse pairs are annotated in ouenselFor example, the senten¢81l)
is a Chinese sentence that consists of three ctaéseéllustrated in Figure 1(S1) forms
a Comparisondiscoursepair on the top level, and itontains anestedContingency
discourse pairWe annotate ot only the discourse relationdut also thesentiment
information of each discourse paand its two argumentsAs shown in Figure 1, the
polarity of thefirst clause is posive, the polarity of thdragments that consist of the last
two clause is negative and finallythe whole statement (SIyonstitute a polarity of
negative. Such informaion is valuable for the studyof the correlations between
discourse relation and sentiment analysis.
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Constructing a welannotated corpus with adequate amounts of datatisnrivial task
Various considerations and designocesseshould benvolved. In this paper, we airto
share our experience aleveloping Chinese discourse corpora and introdutte
approaches to facilitate the annotation waiith aweb-based system

The rest of this paper is organized as follows.Set¢ion 2, our previoustwo Chinese
discoursecorpora which are annotated on thenter-sententiallevel and the intra

sentential levelrespectively, aranalyzed Consideration and the annotation plantioé

Chinese discourseorpusaredescribed n Section3. The design ands current status
are given in Sectiod. Finally, we conclude this paper in theest section.

2 Two Pilot Chinese Discourse Corpora

Two pilot Chinese discourse corponeredevelopedon the Sinica Treebank 3.1 (Huang
et al.,, 2000), which is a traditional Chinese Traek based on the Academic Sinica
Balanced Corpus (Huang and Chen, 2R9To tackle the issue of Chinese discourse
recognition,a moderatesized corpuswith the fundamental discourse relatiomas
taggedas our first Chinese discourse corpitluang and Chen, 2011for each article,
annotatorgagthe discourse relation betweererytwo successive sentences with one o
the PDTBtop four classesTemporal, Contingency, Comparison, andExpansion. These
four classes are thep level tagsn the PDTB tagging system.

The downsidef this corpus is that only a few Comparison anatiogency relations are
labeled. After analysis we find the Contingency andhe Comparison relationsend to
occur within a sentenceespecially the Contingency relatioSince we annotat¢he
relationson the intersentence levednly, suchinstancesre missingBesides, the nested
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relationsshown in Figure hre alsocompletelymissingin this corpushecauseonly the
relations between every two successive sentences arelébel

To study theContingency and the Comparison relations ociewyin sentences and their
nested structurean intrasentential corpus wasonstructedas our second corpus
(Huang and Chen, 2012Jhe discourse unit in this corpus is clapsfichis defined as
a sequence of words in a sentence that are delimiye commas ‘(> ’). Annotators
decidethe structure of @entence and tag the relatiolbstween every successive clause¢
in the sentencelo simplify the annotation workonly the sentences that consadttwo,
three,and four clauses are selected

3 More Practical Considerations

To annotate a Chinese discourse corpusshouldtacklesome practical issueirstly,
the unit of a discourse argument is not regularmftioned in Section 1, an argument
of a discourse pair may b&s short as a clause, amuay alsobe as long as several
sentences. The more vexing case is the nesteduiseaelations illustrated in Figure 1.
Annotators have to determine the correct bounddmrguments. That is important for
training and testingdiscourseparsers.

Secondly, éscourse markersare importantclues for labelling discourse relatios In
English, the explicit discourse markers are defiresl three grammatical classes o
connectives, including subordinating conjunctiomordinating conjunctions, and
adverbial connectivesPfasad et al2008). These words can be automatically extracte
using a syntactic parser or a POS tagger. Howeiteis not clear what the Chinese
discourse markers are. Cheng and Tian (1989) sugdea dictionary of Chinese
discourse markers, which consist of many womdduding connectives and various parts
of speech such as adverbs, verbs, prepositionstiarelnouns.

Detecting the Chinese discourse markeasitomatically is not trivial. Wrong
segmentation is prone to resuft the less accurate marker detectidesides, ®me
words ina discourse marker dictionary are general functiormradgothat can be used in
other purposes rather than discourse relation nmar&nly. For example, the wor@‘}
(“or”) can be used as a discourse marker of the Expanatin and a corelative
conjunction Thus, to disambiguatié a word is used as a discourse markemdsessary
Furthermore the vocabulary of Chinese discourse markers is aclose set. The
explicit discourse markers are labelled by annotatorshe character level.

Thirdly, veridicality is a property of a discourse relatiomat specifies whether both
arguments of a discourse pair are truth or not @Hirtson, 2004). In the thrdevel
PTDB tagging scheme, the veridicality will be digguished in different tagskFor
example, the tag CONTINGENGCGRondition:unrealpast indicates a discourse pair
wherethe second argument of the pair did not occur ia plast and the first argument
denotes what the effect would have been if the sdcargument had occurred. By
labelling the data with the full PDTB tagging schenthe veridical information of the
dismourse pairs are naturallgbelledat the same time.

Fourthly, £ntiment polarity is another property of a discaurslation that indicates the
sentiment transition between the two argumentsdifaourse pair (Hutchinson, 2004).
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Such information will helpus realize the correlations between discourse iclatand
sentiment polarities.

4 An Annotation Framework

A flexible interfacethat allows annotators to label a variety of diswrurelations with
detailed informationis proposed An annotator first signén to the online annotation
system and a list of articles that are assigned to theatator are given. The annotator
labels the article®ne by one. As shown in Figure the annotator selects the clause
that form adiscourse pair in the textiifis found. The selected clauses will be denoted i
the bold and red font. The annosatclicks the button“Creaté when all the clauses
belonging to this discourse pair are selected, dreth the advanced annotation window
will be popped up.

As shown in Figure3, the discourse relation, the discourse marker,ibendaries of
arguments, and the sentiment polarities of the amguments and the entire discourse
pairs are labelled in the peyp window. The entire selected discourse pair sspnt in
the top of he popup window. The following is the dredown selection lists that
correspond to the three levels of hierarchical digse relation tags used in the PDTB
The next part is about to highlight the discoursarkers from theext. As mentioned in
Section 3, the annotator highlights the discourse markerthe character level. The
annotator can select multiple characters for theaph or the pairwise discourse marke
such as“[xt% .-+, Brl].--" (“Because..., s0.."). The implicit discourse relation is
distinguished if no discourse marker is highlighted. And théme annotator sphtthe
first argument and the second argument by seledtiregclauses belonging to the first
argument. The rest clauses are regarded as thendeapgument. The last part of
annotationis labelingthe sentiment informatianThere are three types of sentimen
polarity, i.e.,positive, neutral, and negative. The polaritiestoé whole discourse pair
and bothof its two arguments will be labelledThe annotatoris asked to judge the
sentiment polarities on thpragmaticlevel. That is, the sentiment polarity of the téxt
not determined by the surface semantics, but bgeisd meaningThe annotator submits
the annotation by clicking the buttd8ave and continues to look up another chsirse
pair in the article. The nested relations can beatated in this interface by choosing the
repeated clauses in different rounds.

AR EELH? —

L THER

Bt

FEHEE 880630
SERA-HHE, —EEEL  REFESTIFERN, £L#H%5 BhaERsE . B usate)
#. RS . ABBRESANE. EREESETEY FRL . RAHESMAE{THED
EE. BFERETRBAMEAHEAES TN, SAREZSNHE? SHHERYE
R EIRMBER T §l—: T&E, AREXEREREHEERNEN, SEEHR
B, MRERBRAATERCEALSERE. TREBRBERFTTHES . B2
BHENA—EXAEREZETRM, HRER_TASAREN, WSRENFRET XH
FIGURE 2 — Choosing a discourse pair on the wiessed online system
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'Comparison | v | Contrast |~ | No Options [~ |
Subrelation
Contrast

Pragmatic Contrast
Concession

FIGURE 3 — Labeling the information for the chosen dissmipairwith the webbased
online system

Conclusion

Discoursecorpus isindispensabldor the studyof discourse analysis. In this papeve
address someconsiderations specific tdChinese language A flexible annotation
framewak is proposed to covea variety of discourse relationand determine the
argument boundary of a relatiofFurthermore the sentiment polarities are also
annotated on the discourse pairs and their argumé&nich a corpus is helpful fahe
exploration of the areas of Chinese discourse pg®iog and sentiment analysiBhe
cost of the detailed annotationis much higherand the annotation task is time
consuming In order tofacilitate the complicated annotation work, we demonstrate
web-basedsystemthatsuppors annotatorso do the workkast and accurately.
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ABSTRACT

This paper proposes a method to enhance sentiment classification by utilizing the Polly
phenomenaThe Pollyanna phenomena describe the human tendency to use positive words
frequently than negative words. This word-level linguistic bias can be demonstrated to be <
and universal in many languages. We perform detailed analyses of the Pollyanna phenom
four Chinese corpora. Quantitative analyses show that for documents with few positive w
the word usages in documents from either the positive or the negative polarities become si
Qualitative analyses indicated this increase of similarity of word usage could be caused by 1
concentration of topics. By taking advantage of these results, we propose a partitioning sti
for sentiment classification and significantly improve the F1-score.
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1 Introduction

The human tendency to use positive words more frequently than negative words was orig
called “the Pollyanna Hypothesis,” named after a fictional young girl with infectious optimisr
(Porter, 1913)by Boucher and Osgood (1969). This word-level linguistic positivity bias h
been not only discussed by early studies, e.g., (Johnson et al., 1960) and (Zajonc 1968), b
explored by contemporary scholars. Zou (2004) analyzed the frequencies of the positive
negative Chinese words based on the Modern Chinese Frequency Dictionary (Wang 198€
concluded their ratio as 7:3. Similar supporting evidences were also found in various
languages, e.g., English (Augustine et al., 2@4drcia et al, 2012; Kloumann et al, 2012), Italiat
(Suitner and Maass, 2008), German and Spanish (Garcia et al, 2012), and even acrt
different languages (Rozin et al., 2010). In contrast, only a few works addressed this part
issue in opinion mining and sentiment analysis. These papers (Bolasco and della Ratta-R
2004; Brooke, 2009; Mohammad et al., 2009) demonstrated supporting evidences o
Pollyanna Hypothesis. Taboada et al. (2009) and Brooke et al. (2009) claimed the positivity
could affect lexicon-based sentiment analysis systems like those of Kennedy and Diana (.
and proposed an adjusting strategy (Taboada et al., 2011).

The contribution of this paper is three-fold: (1) To the best of our knowledge, we conduct the
detailed survey of the Pollyanna phenomena in various modern Chinese corpora. (2) Th
quantitative and qualitative analyses, we discover that for the documents with relatively f
positive words, the intra-polarity document similarity, of either positive or negative opin
polarity, significantly increases. (3) Based on our findings, we propose a strategy for senti
classification and improve performance significantly.

2  Word-Level Linguistic Positivity Bias
In this section, we aim to explore details of the Pollyanna phenomena in Chiheseork

focuses on the word-level linguistic bias, i.e., tmbalanced distributions of positive/negative
words’ occurrences.

CTB RECI iPeen MOAT
- Data Type Generic[News Opinio Restgurant Evaluation
o2 Corpus| Summary Review Data
@ E Data Instance Type Document Sentence
05 #Instance (Inst.) 892 2,389 19,986 4,652
= Avg. Inst. Length#Word) | 532.25 60.36 331.84 16.06
Opinion Polarity Label |Untagge( POS, NEG |POS, NEG, NE(POS, NEG, NEU
g 5 % Pos. Instance - 59.36% 44.16% 8.88%
g3 % Neg. Instance - 40.64% 7.88% 11.11%
‘GEJ S Avg. Pos. WF 0.10 0.11 0.08 0.11
nE Avg. Neg. WF 0.02 0.03 0.03 0.06
Avg. Bias 0.66 0.47 0.48 0.15

TABLE 1: Statistics of the four corpora
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2.1 Experimental Datasets

To realize the Pollyanna phenomena in Chinese, we analyze four modern corpora of dift
genres: opinionative real estate news (RECI), users’ comments on restaurants (iPeen), a dataset
for a multilingual opinion analysis task (MOAT), and a generic corpus (Chinese Treebank).

The Quarterly Report of Taiwan Real Estate Cycle Indicators (RECI) (Chin, 2010) has |
collecting and analyzin@aiwan’s opinionative real estate news, and releasing reports to tl
public every three months since 2002. Each RECI report contains 50 to 70 opinionative
excerpts labeled with opinion polarities. In this study, we select excerpts with “Positive” and
“Negative” labels from 2002 to 2010 to set up a RECI corpus; iPeen (http://www.ipeen.com.tv
is arestaurant review website. Each registered user can post his/her comments and rating
from 0, 5, ..., 55, to 60 toward any restaurants. We randomly collect about 20,000 non-€
posts from iPeen and tri-polarize the opinion polarities of posts. The posts with rating p:
lower than 20 are labeled as “Negative”, those higher than 40 are labeled as “Positive”, and the
remaining posts are labeled as “Neutral”’; The NTCIR Multilingual Opinion Analysis Task
(MOAT) (Seki et al., 2008) provided a dataset for evaluating opinion mining technologies.
use the Traditional Chinese test set with the “strict” annotating standard. Each sentence in the set

is annotated with opinion polarity by three assessors. All three assessors must provide the
label for a sentence, otherwise its label will ‘Deutral”; Finally, the Chinese Treebank 5.1
(CTB) (Palmer et al., 2005) is also adopted for comparison. The statistics of these corpol
summarized in ABLE 1.

2.2 Deep Analysis

In document/sentence lev&lsLE 1 demonstrates that the linguistic bias is not always positiy
RECI and iPeen have different degrees of preference for positive document, while MOAT cc
has a slight higher percentage for negative sentences.

In word level, we tag all four corpora by an extended version of the NTU Sentiment Dictione
(NTUSD) (Ku and Chen, 2007), which contains 9,365 positigeds and 11,230 negative words.
Every word in NTUSD is annotated by multiple human annotators and is examined by or
more expertsWe then define positive word frequency (WF) in a document/sentence to be
total number of occurrences of positive words divided by the length of the document/sent
(The negative word frequency is defined in the same wasB)ET 1 shows that the average
positive word frequencies in these four corpora are 1.83 to 5 times of those of negative w
The ratio Zou (2004) concluded between positive and negative words, i.e., 7:3, also fell w
this range. We further propose an indicaBias(d) in Equation (1) to measure the degree ¢
word-level linguistic bias in a given document/sentehce

Bias(d) =

Cp(d) — Cn(d) { Cp(d) = (Number of positive words ind) + 1 1)

Cp@d +Cn(d) " ( C,(d) = (Number of negative words ind) + 1

Bias(d) is a smoothed and normalized version of the positive-negative word count ratio.
absolute value dBias(d)denotes the magnitude of bias, and the sign shows the direction of t
The last ronof TABLE 1 shows that the average biases in the document-based corpora (i.e.,
RECI and iPeen) are 0.66, 0.47, and 0.48, respégctimad 0.15 in the sentence-based corpt
(i.e., MOAT). These values reflect that the word-level positivity bias is not only strong, but :
universal. These four corpora all have different characteristics in many aspects, but all of
show strong agreements with the Pollyanna Hypothesis.
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3 Intra- and Inter-Polarity Similarity Analysis

The above analyses raise an interesting queditiat happens in those outlier documents whos
positive-negative word ratios afeot that positive”? One intuitive guess is that those documen
mostly represent negative opinions. However, when we look at the lower positively biasec
the number of negative documents is not alkthg largest; Another guess is that people tend
use fewer positive words only in some specific occasions or to describe some certain conter
the use of words in those less positively biased documents could be possibly similar to eact
Our preliminary study suggests that this rise of similarity does not happen uniformly in
documents with lower bias values, but only in certain opinion polarity. In this section, we ail
quantitatively examine this observation. If this guess turns out to be true, it could be poten
beneficial for sentiment classification.

3.1 Methodology

Our goal is to measure the average degree of similarity of word use between documents
same and different opinion polaritieBhe analyses are setup in the following way: First, w
explore a bias value threshgftffrom -1 to 1 in steps of 0.1. For eaBhthose documents with
bias values smaller thgfform alower setof 5, and the remainder is called apper setln a
lower set we would then put documents of the safterget polarity (positive or negative)
together in a sé? and place all remaining documenrtsncluding all neutral documents if ary
into a“non-target polarity setPyr. Note that RECI only has two sentiment polarities (sem &
1), so its target and non-target polarities are interchangeaddend, we use the TF-IDF vectors
to represent documents, and calculate four different average cosine simifaoftieh document
pairs(x, y) in alower setas follows.

e SiiX,yEP,Xx#Y ® Sner:X € Pr, y € Pyr
* SuriXYy€E Py, XxFYy e Sy XYy €E lowerset x #y

St Sur and Syer are then normalized by,S In this paper, we use the asteriskt¢ indicate the
normalized similarity. Finally, for everlower setwith different 5, we have three normalized
similarities, i.e., $, Ssr and $wr. The former two respectively represent the intra-polarit
similarity of documents with target and non-target polarities, and the latter one represent
inter-polarity similarity of documents from different opinion polarities.

(a) RECI - Lower Set (b) iPeen - Lower Set

|
g L8 g 8
@ = e ntra-Polarity (Non-Negative
n | nira-Polarity {Positive) | n Intra: Polarriy (Non- N egative)
oo | ) : oo +6— | m= In(ra-Polarity (Negative)
E | ===Intra-Polarity (Negative) z Inter-Polarity ‘
2 | Inter-Polarity g -
= S
R e E -
£ | g
LR S

|

0:8 ! C 0.8 - - - -
-0.2 0 0.2 0.4 0.6 0.8 1 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Bias Value Bias Value

FIGURE 1: The curves of &, Syr and $uer Of thelower setsin (a) RECI Pr = Positive) and (b)
iPeen P; = Negative). The S obviously rise up when bias value decreases.
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3.2 Resultsand Discussion

In each of RECI, iPeen and MOAT, the'SSyr and G are drawn with respect to the
different bias values.I6URE 1(a) and 1(b) are the resulting curves of RECI and iPeen, wh
positive and negative polarities are respectively explored as targets. These two figures cc
our guessWithin the target opinion polarity, the average cosine similarity among documents
obviously rises up in the portion of data which has less positivity bias, whilaither®l $uer
still remain stable. In other words, when we look at those outlier documents with lower
values, for certain target opinion polarity, people actually tend to use more similar words
each otherIncidentally, we also analyze the same target polarities affher setgespectively
in RECI and iPeen. But the curves do not display any obvious consistent Keoti®er issue is
the choice of the target polarity. We run the analysis in iPeen corpus when targeting at the
opinion polarity, i.e., positive. However, neither in tbaer setnor in theupper setof iPeen
corpus the similariies demonstrate any obvious treMisanwhile, we find that the {5 in
MOAT is always apparently higher than bothr'Sand Ser regardless of bias values,
lower/upper sets, and target polarity. It could be caused by its strict annotating standard '
only accepts the labels with perfect inter-annotator agreement.

4  Qualitative Analysis

In the less positively biased portion of data, we have quantitatively observed the increa
cosine similarity among documeni®hen the next question should naturally be, when using le
positive words, what do people actually talk about? In this section, we adopt quantitative an:
and try to give an insightful interpretation.

In iPeen, we compare the negative documents ingper seeind thdower set(with partitioning
bias value 0.1). In general, negative comments towardurasts cover a wide range of topics.
As expected, both the number of documents and the diversity of topics are much higher
upper setHowever, interestingly, we find that the negative comments mainly focus only on
"poor service" in thdower set As a result, the topics of negative comments inldher set
become more focused than those in tipper set This observation reasonably explains thi
increase of intra-class similarity of negative polarity in iPeem®r set In RECI, while the
positive news in thepper seof RECI (with partitioning bias value 0.1) covers a wide range
topics, the positive news in thewer setof RECI mostly focus on the indicators and rates whic
would be better if reduced, e.g., unemployment rate, land value increment tax rate, lending
overdue loans ratio, inheritance tax, etc. As a result, the narrow focus of topics raises the
class similarity of positive polarity in REClswer set

To conclude, the phenomena we find in Section 3 actually reflecthrinkage of topics in the
less positively biased portion of data. Most topics have strong preferences for positive w
However, few specific topics still relatively prefer negative words, e.g., the "poor service
restaurantThese topics are emphasized when we isolate the lower positively biased data
thus decide in which opinion polarity we can observed the rise of intra-polarity similarity.

5 Partitioning Strategy for Sentiment Classification

Our analyses above reveal the increase of intra-polarity similarity in certain part of data, anc
shed light on sentiment classification. In this section, we propose a strategy to partition the
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setsby bias value, and train another model for the data portion which has lower positivit bia
set of experiments are run to determine how much better this strategy can achieve.

The goal of our sentiment classifier is to predict the opinion polarity of documents respective
RECI and iPeenThe TF-IDF vector of each document is adopted as features, and the libS
(Chang and Lin, 2011) with linear kernel is selected as our model. One fifth of data are ranc
selected as the testing set, and the rest are the training set. Without loss of generality, we ¢
bias valueg for each corpus based on the document distributions and the trepdneér8ioned
in Section 2. Both training and testing data are partitioned by this bias value. Two diffe
models are trained on thgper andlower setsof training data, and then are evaluated on tF
corresponding subsets of testing data, respectively. For comparison, we also train a classifi¢
the whole training data. In the experiments, we explore all possible target polarities mentior
the previous sections. The results are showmsLT 3(a) and 3(b). Note that besides evaluatin
our partition strategy in thepperandlower setsseparately, we also merge the results of the tw
classifiers together (refer to the “Whole” column). The outputs of the original approach are also
evaluated in theipper setthelower set and the whole sets, respectively. As a result, whe
classifying the target polarities which we found iIGURE 1, our partition strategy significantly
increases the F1-scores both of target and non-target polarities in the whole testing set of iF
< 0.01) and RECI (p < 0.01). Note that each of our Partition classifier actually beats the Ori
classifier by using less training data. On the other hand, as expected, our Partition strateg
not outperform the Original approach when predicting the positive polarity in iPeen, which is
the opinion polarity we observed in Section 3.

Polarity StrategyLower|UpperWhold Polarity | Strategy|Lower Upper|Wholg

Pos. Original| .646 | .846 .83% Neg. Original | .333 | .342 341
Partition .692 | .874 |.858 Partition| .342 | .342 |.342

Rg:l Neg. Orig-ir.1al .789| .692 .726*3* -lgl;?n non-Neg. Orig.ir.1al .811 | .927 .92%*
Partition .869 | .704 |.761 Partition| .870 | .929 |.926

#Positive Docs| 191 |1,227] 1,418 #Negative Docs. | 260 |1,314|1,574

#Negative Docg 348 | 623 | 971 #Non-negative Doc| 932 [17,48(18,412

TABLE 3: The F1-Score of Sentiment Classification in
(a) REC| $=0.25 (b) iPeeng = 0.15,P; = Negative (**: p < 0.01).

Conclusion and per spectives

In this paper, we first provide a detailed study of the Pollyanna phenomena in various gen
Chinese. Then we focus on those documents which have less positivity bias. Thr
guantitative analysis, we reveal the obvious increase of average similarity in certain op
polarity among these outlier documents; and through qualitative analyses, we draw insig|
indicate that the increase could be caused by the concentration of féipiity, by taking
advantage of the rise of intra-polarity similarity, we propose a partitioning strategy for sentir
classification and significantly improve thel-score. Our goal is to build a robust automati
mechanism for sentiment modeling, and Pollyanna gives us a good cluét.about
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ABSTRACT

Linked wordnets are invaluable linked lexical resources. Wordnet linking involves matching a
particular synset (concept) in one wordnet to a synset in another wordnet. We have developed an
automatic wordnet linking system that is divided into a number of stages. Starting with a synset
in the first language (also referred to as the source language), our algorithm generates a list of
candidate synsets in the second language (also referred to as the target language). In consecutive
stages, a heuristic is used to prune and rank this list. The winner synset is then chosen as the
linkage for the source synset. The candidate synsets are generated using a bilingual dictionary
(BiDict). Further, the earlier heuristics which we developed used BiDict to rank these candidate
synsets. However, development of a BiDict is cumbersome and requires human labor. Furthermore,
in several cases sparsity of the BiDict handicaps the ranking algorithm to a great extent. We have
thus devised heuristics to eliminate the requirement of BiDict during the ranking process by using
the already linked synsets. Once sufficient number of linked synsets are available, these heuristics
outperform our heuristics which use a BiDict. These heuristics are based on observations made
from linking techniques applied by lexicographers. Our wordnet linking system can be used for
any pair of languages, given either a BiDict or sufficient number of already linked synsets. The
interface of the system is easy to comprehend and use. In this paper, we present this interface along
with the developed heuristics.

KEYWORDS: Wordnet Linking, Bilingual Dictionary, Resource reuse for linking.
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1 Introduction

Wordnet Linking, as the name suggests, is the process of linking wordnet of one language to an-
other. Efforts towards mapping synsets across wordnets have been going on for a while in various
parts of the world. EuroWordNet (Vossen and Letteren, 1997) is one of the projects which is at-
tempting to link wordnets across various European languages. Another effort towards wordnet
linking can be found in the MultiWordNet (Pianta et al., 2002), aligning the Italian and the En-
glish language wordnets. Our linking process can be used for any pair of languages. Currently, we
support linking for Hindi to English. Our wordnet linking system is automatic and involves deploy-
ment of heuristics to find the correct linkage. We initially developed BiDict (Bilingual Dictionary)
based heuristics for ranking. The BiDict is a dictionary, mapping words from the source language
to the target language. The usage of the such a dictionary has certain bottlenecks as follows:

1. Human effort: The development of the BiDict is cumbersome and requires considerable
human efforts.

2. Sparsity: The BiDict is typically sparse in nature and hence in several cases the ranking
results are error prone.

3. Morphological issues: The bilingual dictionary entries are categorized by their respective
parts of speech. Hence in quite a few cases, the word forms differ in their morphology, which
affects the performance of the system as the word form given in the synset and that in the
dictionary do not match.

Due to the issues mentioned above, we had to find an alternative way of ranking the candidate
synsets without using the BiDict. We decided to eat our own cooking. We devised a strategy to use
the already linked synsets for this purpose. The heuristics based on this strategy perform better than
the BiDict based heuristics. In our wordnet linking system, the user can select a source language
(Hindi) synset which goes as input into the system, along with the desired heuristic (both with and
without the usage of the BiDict), which is again opted by the user. The system outputs the top-5
candidate target language synsets, ranked by the chosen heuristic, which can be used for linking
purposes.

The key features of the system are as follows:

1. Minimized dependency on dictionary: The system uses heuristics which use the informa-
tion from already linked synsets, to generate candidate synsets of the target language. Since
the bilingual dictionary has numerous bottlenecks in the process of pruning the candidate
synsets, the tool provides an option of ranking the candidate synsets without such a knowl-
edge source. This is beneficial for language pairs, where an efficient bilingual dictionary is
not available that maps synsets, and a reasonable number of linked synsets are available.

2. User friendliness: Our system interface provides a nice visual experience. The design of
the interface makes the operation of the interface completely clear to the end user.

3. System independence: The system is independent of the web browser and the operating
system it is used on. Since the business logic is written in Java, the system can be easily
ported on another machine.

4. Ease of configuration: The wordnets, BiDict and already linked synsets can be provided
to the system through a simple change in the configuration. This is particularly useful in
porting the system for wordnet linking for a different pair of languages.

5. Easily interpretable output: Our interface is designed in such a way that the user can
easily understand the linking data being displayed. When the candidate synsets of the target
language are exhibited, the user can click on each candidate, to view the details of the synsets
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i.e., each portion of the candidate synset (viz. synset id, gloss, example, etc.), is displayed
separately, making the output easily comprehensible.

This paper is organized as follows. Section 2 lays down the system architecture of our wordnet
linking system, followed by section 3 describing the heuristics employed for ranking candidate
synsets. In section 4 we describe the operation of the tool, followed by section 5 comparing the
results of the heuristics against the baseline. We conclude the paper with section 6.

2 System Architecture

Figure 1 shows the basic architecture of the model adopted to achieve linking of a Hindi synset with
an English synset. Given a Hindi synset, the gloss, examples and synonymous words are parsed
depending on the parts-of-speech (POS) and a bag of words are obtained. This bag of Hindi words
are then translated to English using a Hindi-English bilingual dictionary. Using these translated
bag of words and the English WordNet, candidate English synsets are selected. Now on each of
these candidate synsets, the heuristics are applied and the synset to be linked in the target language
is generated.

Hindi Candidate Synsets
e
Words in ¢
Synset
Heuristic 2 |
Bilingual Hindi to English
Dictionary Translator

Bag of English 4
Translations Combine Scores
v

English English Wordnet
‘Wordnet synset extractor Final English Synsets

Figure 1: Hindi-English wordnet linking system architecture
3 Heuristics

Heuristic 1 |

Heuristic N |

As mentioned earlier, we have a set of heuristics for performing wordnet linking. Our initial heuris-
tics made use of a bilingual dictionary, but due to the problems mentioned earlier, the results were
error prone. We later developed heuristics which do not require any such dictionary for ranking
purposes and yet provide comparable results in presence of already linked synsets. We present
both types of heuristics in this section, each can be used under certain scenarios. Throughout this
description, we follow the standard definitions for hypernym, hyponym, gloss, concept and synset
(Fellbaum, 1998)

3.1 Heuristics based on Bilingual Dictionary

The heuristics that use the BiDict for ranking candidate synsets are as follows. These heuristics are
particularly helpful in presence of a good quality BiDict:

1. Monosemous Word Heuristic- In this heuristic, the monosemous words in the source synset
are only considered for obtaining the candidate synsets. First the translations of the monose-
mous words are obtained using the bilingual dictionary, then synsets containing these trans-
lations are chosen as candidate synsets.
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2. Single Translation Heuristic- This heuristic is similar to the monosemous word heuristic.
Here only those words which have single translations according to the bilingual dictionary
are considered in obtaining the candidate synsets.

3. Hyponymy/Hypernymy Word-bag Heuristics- These heuristics rank candidates by finding
the similarity of synset words of the hyponym/hypernym respectively, of the source synset
with the candidate target synsets.

4. Gloss/Synset/Concept Word-bag Heuristic- These heuristics score the candidates based on
the similarity between the words in the gloss or synset or concept respectively, on source and
target sides.

5. Synset/Concept Back Translation Heuristic- These heuristics make use of synset or con-
cept word translations respectively, from source to target language and vice versa. The can-
didates are ranked based on the combined score.

3.2 Heuristics based on already Linked Synsets

The primary aim of our work was to build a comprehensive, accurate and user friendly tool for
wordnet linking. Since a low quality BiDict lowers the ranking performance of the system, we
resorted to a strategy that avoids the usage of such a knowledge source for ranking, and makes
use of the already linked synsets. The chief design strategy here was to find the closest synset
from the existing set of linked synsets, to the synset in source language to be linked. The metric
of closeness has been defined differently in different heuristics. These heuristics are particularly
helpful in presence of sufficient number of already linked synsets.

3.2.1 Closest Common Synset Word-bag Heuristic

This heuristic uses the maximum intersection of the synset word-bags of the source synset to be
linked and already linked synsets. Once this synset is found, its corresponding link on the target
side is found. The candidate synsets are ranked based on the degree of intersection of synset words,
with this synset in the target language. The heuristic score for each target language candidate synset
is calculated follows:

Score = ‘TargetcandidateSynsetﬂ/m‘ds n Ta"'getclosestSynsetW’oT{is |

3.2.2 Closest Common Concept Word-bag Heuristic

This heuristic uses the maximum intersection of the concept word-bags of the source synset to be
linked and already linked synsets. It is similar to the Closest Common Synset Word-bag Heuristic,
in operation. It uses the intersection of the concept word-bags instead of synset word-bags. Hence
the heuristic score for each target language candidate synset is as follows:

Score = ‘TargetcandidateCanceptWords n TaTgf/’tclosestConceptWonsI

3.2.3 Closest Hypernym Synset Heuristic

The total number of linked synsets from Hindi to English available is 24,124!, which are manually
inspected by our lexicographers. Among these 24,124 synsets, 18,441 (76.443%) are nouns. Hence
a heuristic which performs well on nouns was desirable, as it would boost the accuracy of the entire
system. More importantly, a strategy for finding similarity between the source language synset to be
linked and the linked set of synsets was semantic relations available within the wordnet framework.

las of June, 2012
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Theoretically, the wordnet linking process should follow the hypernymy hierarchy of the source and
target wordnets i.e., if a synset A on source side is linked to synset B on target side, correspondingly
synset C which is a hyponym of A in the source language wordnet should be linked to a hyponym of
B on the target side. The heuristic score for each target language candidate synset can be calculated
as follows:

Score = DiStancehypernynLy (Targetcu.ndidateS'ynset } TargetulosestH'yper'rLym)
4 Interface Design

To support various web browsers on different operating systems, we have designed the web in-
terface using standard open technologies. The interface runs using PHP52 on the server side, and
for the GUI, we have used a javascript framework viz., ExtJS v4.0° which provides a neat and
aesthetic display to the user. Figure 2 shows the system interface. The main screen is divided into

5 | wordnet

Tops ancidates

e ARG, fn | A

e TR AT, on |

Figure 2: Screen-shot showing the main interface of the system
neatly arranged panels, which can be collapsed, in case if the monitor resolution can not display the
complete interface. The screen-shot shows that currently the Help panel on the left is in collapsed
form. Each synset in the list displays the Synset ID, gloss, POS category and the constituent words
fetched from Hindi Wordnet. Selecting a row in this list automatically populates the synset details
in the form adjacent to the grid. The list of synsets can be searched for a particular synset.

Once a source (Hindi) synset is chosen, the user simply needs to select a heuristic and submit the
form. Based on the input synset and the heuristic, the system computes the candidate synsets, ranks
them and returns top-5 candidates to the user. The outcome of this process is shown in figure 3.

5 Empirical evaluation

The system was tested on a total of 24,124 linked synsets manually inspected by our lexicographers.
The results are shown in Table 1. We present the results for all the heuristics developed by us.
Rows 1 to 9 summarize the performance of BiDict based heuristics, and rows 10 to 12 show the
results obtained with heuristics which make use of already linked synsets. Row 13 compares the
performance of all the heuristics against the random baseline, in which a random candidate synset
is assigned as the linked synset. Clearly, the performance of heuristics is improved when they make
use of already linked synsets for linking new synsets.

2nttp://php.net/downloads.php
3http://www.sencha.com/products/extjs/
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Figure 3: System interface showing the outcome of the linking process

[ Heuristic \ Coverage | Accuracy |
Monosemous Word 6644 (27.541 %) | 4194 (63.131 %)
Single Translation 6100 (25.282 %) | 3458 (56.692 %)
Gloss Word-bag 11298 (46.833 %) | 5241 (46.393 %)
Hypernymy Word-bag 12127 (50.269 %) | 5041 (41.570 %)
Hyponymy Word-bag 12127 (50.269 %) | 5712 (47.108 %)
Synset Word-bag 12127 (50.269 %) | 6068 (50.044 %)
Concept Word-bag 11298 (46.833 %) | 5731 (50.737 %)
Synset Back Translation 12127 (50.269 %) | 6133 (50.574 %)
Concept Back Translation 12127 (50.269 %) | 6312 (52.052 %)
Closest Hypernym Synset 12127 (50.269 %) | 9671 (79.758 %)
Closest Common Synset Word-bag 12127 (50.269 %) | 9032 (74.482 %)
Closest Common Concept Word-bag | 12127 (50.269 %) | 6694 (55.203 %)

[ Random Baseline | 12127 (54.071 %) | 3024 (24.936 %) |

Total number of synsets being mapped is 24,124
Average cardinality of candidate English synsets per Hindi synset is 25

Table 1: System Performance for different heuristics and random baseline

6 Conclusion

In this work, we presented a tool for wordnet linking which uses heuristic based approach. The
necessity of a BiDict for ranking process was circumvented by designing new heuristics which
made use of the already linked set of synsets from source to target languages. These heuristics
perform at par with the heuristics based on the BiDict. Once quality linked data between two
languages is available, tasks like WSD, Machine Translation, Cross-lingual Information Retrieval,
etc., can benefit from it. Our on-line system interface is simple yet user-friendly and allows the
user to make use of several linking heuristics which we have developed. The system can be easily
adapted for a new pair of languages by simply supplying the language wordnets along with either
a bilingual dictionary or already linked synsets across the two languages.

In the future, we would like to support more languages. We would also like to provide the users a
facility of adding new heuristics to our system for better comparison.
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Abstract

We have developed an online interface for running all the current state-of-the-art algorithms for
WSD. This is motivated by the fact that exhaustive comparison of a new Word Sense Disambigua-
tion (WSD) algorithm with existing state-of-the-art algorithms is a tedious task. This impediment
is due to one of the following reasons: (1) the source code of the earlier approach is not available
and there is a considerable overhead in implementing it or (2) the source code/binary is available
but there is some overhead in using it due to system requirements, portability issues, customiza-
tion issues and software dependencies. A simple tool which has no overhead for the user and has
minimal system requirements would greatly benefit the researchers. Our system currently sup-
ports 3 languages, viz., English, Hindi and Marathi, and requires only a web-browser to run. To
demonstrate the usability of our system, we compare the performance of current state-of-the-art
algorithms on 3 publicly available datasets.

Keywords: WSD System.
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1 Introduction

Several WSD algorithms have been proposed in the past ranging from knowledge based to unsu-
pervised to supervised methods. These algorithms have their own merits and demerits, and hence it
is desirable to compare a new algorithm with all of these to put the results in the right perspective.
Even when the implementations of these algorithms are publicly available, running them can be
cumbersome as it involves the following tedious steps:

1. Resolving portability issues of operating systems (e.g., linux/windows)
2. Adhering to specific input/output formats

3. Installation issues involving software dependencies

4. Run-time issues pertaining to system requirements

The above process needs to be repeated for every algorithm that the user wants to compare her/his
system with. Further, in many cases, there is no publicly available implementation of the algorithm,
in which case the user has to bear significant overhead of re-implementing these algorithms.

To circumvent the above problems and to ensure ease of use, we have developed an online system,
which allows the user to run several state-of-the-art algorithms. There is no overhead for the user,
all (s)he needs is a web browser and the input file which may be sense tagged. Further, we also
make provision for the developers of the new algorithms to integrate their algorithm in our system.
This can be done by implementing a java interface exposed by us and upload the class file on our
web-page.

Some of the important aspects of our system are as follows:

1. Collection of several approaches - Users can obtain results for state-of-the-art approaches
like IMS (Zhong and Ng, 2010), PPR (Agirre et al., 2009), knowledge based approaches
(Patwardhan et al., 2005) etc, for an easy comparison of all approaches on a single dataset.

2. Parallel execution of several algorithms - The user can choose to run multiple algorithms
in parallel, over the same dataset. The associated overhead of scheduling jobs and managing
system resources is handled by the server and the user is exempted of these hassles.

3. Minimum supervision - After submitting his/her request, the end user can continue with
their work without having to constantly monitor the task. Our interface notifies the user
when the results are available. Once the users is notified, (s)he needs to download a single
zip file which contains all the output files.

4. User Friendly - Currently available systems are mostly without a Graphical User Interface
(GUI). Our interface is visually aesthetic, can be viewed on different screen resolutions, and
is very easy to use.

5. Easy interpretability of the output - Our interface provides an option of viewing the output
files online where the disambiguated words are shown along with the gloss of the sense
present in the wordnets. Most of the available tools only generate the results with the sense
offsets, which are machine readable, but make the manual analysis difficult.

6. Evaluation using standard metrics - Our system evaluates all the algorithms selected by
the user using standard evaluation metrics (precision, recall and F-score). This allows the
user to easily compare the performance of the selected algorithms.

7. Unifies the input/output formats - Existing systems use non-standard input/output formats,
which results in an additional burden of converting the dataset in the required formats. Our
system supports different types of input file formats so that less conversions are required
while providing the inputs. Further, the outputs are provided in a format compatible with
UKB format, which can be easily parsed.
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8. Plug-and-play design - If an implementation of a new approach is provided, it can be easily
plugged into the system. Apart from exposing his/her algorithm to the public, and thereby
increasing its visibility/use, this also allows the user to outsource her/his own computational
load.

In this system demonstration, we explain the system which powers our interface. The paper is
organized as follows: We describe the existing, publicly available systems in section 2. In section
3 we provide technical details about our system. Section 4 summarizes the evaluation results on
3 standard datasets. Section 5 concludes the paper presenting the salient points of our system and
some future enhancements for our system.

2 Related Work

There are a few algorithms for which the implementation is publicly available. These include
UKB (Agirre et al., 2009), IMS (Zhong and Ng, 2010), SenseLearner (Mihalcea and Csomai,
2005) and SenseRelate (Patwardhan et al., 2005). However, most of these have one or more of the
overheads listed above. For example, UKB is currently available only for linux platforms. Further,
the user needs to download and install these systems separately and run them on her/his machine
which increases the computational cost. SenseLearner has an online interface, but in contrast to our
system, it provides only a single algorithm and does not enable the user to compare the performance
of different algorithms.

Our system is a one-stop-shop for comparing several algorithms (including UKB, IMS and
SenseRelate) with minimum computational and manual overhead for the user. We would like to
mention that internally our system uses the implementations provided by UKB, IMS and SenseRe-
late and hence it would provide the same results as obtained by independently downloading and
using these systems. Apart from UKB, IMS and SenseRelate, our system also provides an im-
plementation for McCarthy’s approach (Koeling and McCarthy, 2007) and IWSD (Khapra et al.,
2010).

3 System Details

Figure 1 shows the main interface of our system. We first provide an overview of the system
introducing the inputs which it expects followed by explaining the online output viewer, which is
an interesting feature of our system. We also provide details about the mechanism with which new
algorithms can be easily added to the system. Kindly refer to the figure while reading this section.

3.1 Interface Design

To support various web browsers on different operating systems, we have designed the web inter-
face using standard open technologies. The interface runs using PHP5' on the server side, and for
the GUI, we have used a javascript framework viz., ExtJS v4.0> which provides a neat and aesthetic
display to the user.

3.2 User input
In order to use the system interface, the user needs to provide the following inputs:

1. Language: The language of the corpus file(s) for which the WSD algorithm needs to run. As

'http://php.net/downloads.php
2http://www.sencha.com/products/extjs/
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Figure 1: screen-shot of the online interface showing the results of a job along with the links to
view the output files in our online output viewer

of now, we provide the user an option of selecting between English, Hindi and Marathi since
we have the training datasets and morphological analyzers available for these languages.

2. Domain: Some of the state-of-the-art algorithms are domain specific, and in general, the
WSD systems show better performance when the domain of the experiment is known in
advance. Apart from an option of Tourism and Health domains for the languages mentioned
above, we also support News domain for Hindi, and SemCor domain for English.

3. Algorithms to be run: The user can select one or more from the following:

o IWSD (Iterative WSD) - A supervised WSD algorithm by (Khapra et al., 2010)

IMS (It Makes Sense) - An SVM based approach by (Zhong and Ng, 2010)

PPR (Personalized Page Rank) - A knowledge based approach by (Agirre et al., 2009)

McCarthy’s approach - An unsupervised state-of-the-art algorithm by (Koeling and

McCarthy, 2007)

o Knowledge based measures - SenseRelate (Patwardhan et al., 2005) supports several
knowledge based measures for WSD. We support 3 measures, viz., Lesk, Lin and JCN
out of these.

e RB (Random Baseline)

o WFS (Wordnet First Sense Baseline)

e MFS (Most Frequent Sense Baseline)

4. Input file format: In the most basic form, the user can simply upload a plain text file con-
taining one sentence per line. However, most algorithms perform better if the data is POS
tagged. Our system does not perform POS tagging. Hence, we allow the user to upload POS
tagged data in which each sentence is represented in the following format:
word;_<pos;>word,_<posy> -+ word,_<pos,>
where <pos;>, <pos,>, etc., are the POS tags of the respective words, and can take one of
the 4 values, 1: Noun:, 2: Verb, 3: Adverb, 4: Adjective (since currently available wordnets
support only these POS tags). If the user has sense marked gold data and wants to evaluate
the performance of different algorithms on this data, then he/she can submit the input in the
following format:
word;_<pos;><of fset;>word,_<pos,><of fset,>--- word,_<pos,><of fset,>
where <of fset;>, <of fset,>, etc., are the wordnet sense offsets of the respective words.
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For processing these formats, our system requires a morphological analyzer or stemmer from
the respective language. The gold data sense offsets will be compared against the outcome of
the algorithm. Our algorithms use Princeton WordNet v2.1 for English. In addition to these
simple formats, we also provide support to the following file format which is compatible
with UKB:

word #<roots,;>#<pos,>#<index>#<of f set;> word,#<roots,>#<pos,>#<index>#

<of fsety> -+ word,#<roots,>#<pos,>#<index>#<of fset,>

where <roots;>, <roots,>, etc., represent morphological roots of the respective words. <in-
dex> represents the position of the word in the sentence and is stored as w, w, and so on.
Please note that this format requires the input data to be at least POS tagged and optionally
sense annotated. In case if the data is not sense annotated, the <of fset> field will be rep-
resented with ‘1’ for the words which are to be disambiguated and O otherwise. The output
files generated by our system follow this format.

5. E-mail address: Depending on the size of the input and the number/type of algorithms
chosen, the system will take some time to compute the results. For ease of use, an e-mail is
sent to the user, once the computation is done. This email specifies a link from where (s)he
will be able to download all the results.

6. Input (Data): The user can either type the text to be disambiguated in the text box provided
on the submission form, or (s)he can choose to upload a file containing the text. The uploaded
file can be a zipped directory, in which case, it will be extracted on the server side, and all
the constituent files will be used as the input dataset for running the algorithm.

3.3 Online output viewer

Our system generates the output files in UKB format as stated earlier. This output can be easily
parsed, however, it is not suitable for manual analysis. Our interface provides the users with a
facility of viewing the output online, where the sense tags are accompanied with the sense gloss
and examples as available in the wordnet. This enables the user to easily comprehend the output.
Figure 2 shows a screen-shot of the online output viewer. The interface also provides an output
pane, where the results of the job are summarized, and a link to the results is provided, so that the
user can download them. The same link is also sent to the user to the specified e-mail address.

'WSD : Online File viewer

‘This s a simplified version of the output from our WSD engine. The complete set of results can be downloaded from the link sent to your email address.

#i#6740163 3 340 powerp: 3758994
[ 13758994 - {office,
power} (of a
‘govemment or

‘govemment official)
holding an office
means being in
powerbeing in office
already gives a
candidate a great
advantage’; 'during his
first year in office"
“during his first year
power’ 'the power
ofthe president]

Figure 2: screen-shot of the online interface showing the online output viewer
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3.4 Integration of new algorithms

As mentioned earlier, our system can integrate new algorithms on-the-fly. The developers who
have a new algorithm, and wish to make it a part of our system, can submit their algorithms online,
and such algorithms automatically get added to our system when uploaded.

Currently, our system can not automatically handle the software dependencies exhibited by the new
algorithms, if any. In such cases, the new algorithm will not be useful to end users. To prevent this,
the developers of the new algorithm can contact us and get the dependencies fixed. Our system runs
on a linux based server, and the dependencies must be in the form of publicly available software
packages compatible with linux systems.

The interaction between our system and the new algorithm will be in form a shell script, the details
of which are provided on our web interface®. This shell script can, in turn, call its own resources,
binaries and other shell scripts to read the input text files provided in specific format, and produce
the output text files in specific format. The detailed instructions for integration, along with the
sample text files, can also be accessed from our web interface.

4 Empirical evaluation

To demonstrate the use of our system, we have evaluated the performance of all the algorithms on
3 standard datasets*. The results are summarized in table 1. There are several knowledge based
measures which SenseRelate supports. We show the results for a representative measure, viz., Lesk
(KB-Lesk).

Algorithm [ Tourism Health SemCor
| P% R% F%o [ P% R% % [ P% R% F%

IWSD 77.00 76.66 76.83 78.78 78.42 78.60 67.42 66.27 66.82
PPR 53.10 53.10 53.10 51.10 51.10 51.10 50.42 50.42 50.42
IMS 78.82 78.76 78.79 79.64 79.59 79.61 68.38 67.82 68.02
McCarthy’s approach 51.85 49.32 50.55 N/A N/A N/A N/A N/A N/A
RB 25.50 25.50 25.50 24.61 24.61 24.61 21.08 21.08 21.08
WFS 62.15 62.15 62.15 64.67 64.67 64.67 63.49 63.49 63.49
MFS 77.60 75.2 76.38 79.43 76.98 78.19 67.75 65.87 66.57
KB-Lesk 50.86 50.84 50.85 51.80 51.78 51.79 39.59 39.24 39.41

Table 1: Precision, Recall and F-scores for various algorithms supported by our system

5 Conclusion

In this paper, we have described a system which allows for easy comparison of several state-of-the-
art WSD systems. Since our system is an online system, it minimizes the overhead on the end user
by eliminating the installation issues. Our system only depends on a morphological analyzer for
the input data. Further, since all the computation takes place on our server, it drastically reduces
the system requirements and computational efforts for the end user. The interface to the system
is extremely user friendly, aesthetic and supports multiple input file formats. New algorithms can
be integrated easily with our system with minimal additional efforts on part of the developer. The
system also provides an online results viewer which is useful for manual analysis as it provides the
sense gloss and examples for each disambiguated word.

In the future, we would like our system to support more and more languages.

3http://www.cfilt.iitb.ac.in/wsd-demo
“http://www.cfilt.iitb.ac.in/wsd/annotated_corpus
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ABSTRACT

This paper showcases three applications of GETALP's iMAG (Interactive Multilingual Access
Gateway) technology. IMAGs allow internet users to navigate a selected website in the language
of their choice (using machine translation), as well as to collaboratively and incrementally
improve the translation through a web-based interface. One of GETALP's ongoing projects is
MACAU (Multilingual Access and Contributive Appropriation for Universities), a platform that
allows users to reuse existing pedagogical material to generate adaptive content. We demonstrate
how student- and teacher-produced lecture notes can be translated into different languages in the
context of MACAU, and show the same approach applied to textbooks and to literary works.

[IpyMeHeHHe KOJ/IJIEKTUBHOTO aBTOMAaTU3HMPOBAaHOTO
nepeBo/Ja K y4yeGHbIM MaTepuaiaM U JIMTEPATYPHBIM
pa6éoTam

PEsioME

Ota craThsl JEMOHCTpUpYET TpH mnpuMeHeHus TtexHonoruun iIMAG (Interactive Multilingual
Access Gateway) naboparopun GETALP-LIG. IMAG-u no3Boisiior MHTepHET-N0Ib30BaTENIM
nocelarh W30paHHbIN BeO-CaiiT Ha JKelTaeMOM si3bIKe OnaroJapsi MallMHHOMY IEPEBOAY, a TaK
)K€ MOCTENEHHO KOJUIEKTHBHO YiydIlaTh NepeBoi 4epe3 BeO-uHTepdeiic. OQuH U3 TEKyIHX
npoektoB GETALP - MACAU (Multilingual Access and Contributive Appropriation for
Universities), miatdopma, MO3BOJISIOMAs [OJb30BATENSM HCIIOJNB30BaTh  CYIIECTBYIOLIHE
[E/aroru4eckue Marepuaibl, 4ToObl TEHEPHUPOBATh I[IEPCOHAIM3HMPOBAHHBIC YPOKU. MBI
MOKa3bIBa€M, KaK KOHCIICKTBI CTYJACHTOB M YYHTENEel MOTIYT OBITh IIEPEBEICHBI HA Pa3IN4YHbIC
s3bIkH B KOHTEKCTe MACAU, 1 IeMOHCTPUPYEM NIPUMEHEHHE JAHHOTO MOAX0/a K yyeOHHKaM 1
JIUTEPATypHBIM paboTam.

KEYWORDS :  MACHINE TRANSLATION, COMPUTER-ASSISTED = TRANSLATION, PEDAGOGICAL DOCUMENTS,
INTERACTIVE MULTILINGUAL ACCESS GATEWAY, IMAG, COLLABORATIVE TRANSLATION, POST-EDITING.

KUTIOUEBBIE CJIOBA: MAIIMHHBII [IEPEBO/I, ABTOMATH3UPOBAHBII IEPEBOJ], YUEBHBIUE MATEPHAJIbI, IMAG,
KOJUIEKTUBHBII TIEPEBOJI, [IOCTPEIAKTUPOBAHHUE..

Proceedings of COLING 2012: Demonstration Papers, pages 255-260,
COLING 2012, Mumbai, December 2012.
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1  Interactive Multilingual Access Gateways

An iIMAG (interactive Multilingual Access Gateway) to a website is a web service that allows
users to access the site in a language of their choice (by translating it with one or several machine
translation engines) and to improve the translation by post-editing (Boitet et al, 2008).

When the user chooses to display the page in a new language, the textual segments of the page
are substituted either by a new translation or, if the page has been translated before, by their best
translation retrieved from the translation memory. The translation of a segment can be edited by
hovering the cursor above the segment. This brings up a bubble containing the segment in the
source language, an editing zone and a choice of a score to be assigned to the post-edited
translation. Figures 1 and 2 show the interface of IMAG-COLING.

Wekore to IMAG-COLING-2012! P i i i Eme——
in] Japanese | Help| | Adunin | Last chs 2 Your KALITVIANSKI | Log out] "

I Relisbility (0 Truslationonlv_€ Orieinal

AXRGMAG

24th Internati | Conf on C

. - =
IIN9 IIT Bombay, Mumbai, India e
2012

8-15 December 2012

P

Home  K—i  ELBICOVT  ERS | @E TR EoRE BERRE JO55hL | v7- SELEbhE

BFRSICME I BN FOTSLF 7 DHIcL-> T HEESNTOE T : 75 (7 1= mikayostanford.edu . 22 F +>Boitet: christian.boitet @
imag.fr . FEROITYOWEICE . ENSICH/WOTLES DS

IO 540 QBRI SBOIOT S AETHRELBHICVBATOS. TRRIBEICICITH TS

A118 2299 595 MBAGHT-7-
LU IR O IR D 0 7 I3 15 2390 59509 BGHT -

ps i/ /! softconf.com/ coling; papers . IEZINT:
ERHCEITEST. softeonf) VBB T FEATERE

TR at

COLING 20124, AV FALDCE =l

Figure 1: COLING 2012 website accessed in Japanese through iMAG-COLING
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e
\.;% [Google] /‘X
COLING 2012, the 24th International Cor on Comp nal Ling! L will he by the
Indian Institute of Technology Bornbay (IT8), at IT Bornbay (Mumbai, India), from 8-15 December 20132,

The cor are o underthe u of Inter Committee on Computational
Linguistics (ICCL ).

COLING 2012, = = DEVOEFESEE. e012FI2H8R 1680 5. [T o~
(B oriA, AU T assmm/«4 CIITB) O 2 FIFAS B AN e, ST
ISl @O0 FICRRANTLETHESES (EE@IC0LSD ) .

Vote | 10 | 0K Advanced mode

L
COLING 2012, 5B 55 LD E24OEFEERIE . 2012512 8H 15845, UTHRL~A (LS, AF) T, 3EHIAL
A NTE DA TRHARTRESN S, SHIIEROEO FICIRMSN TOE TSHESER(ERICCL) . #HalT Ly
i AUFOERL S0k B BRCHNA TESEERLALTVET.

Figure 2: post-edition of the translation of a segment.

2 Translation of pedagogical content

One of our ongoing projects is MACAU (Multilingual Access and Contributive Appropriation
for Universities), a platform that would allow its users to reuse existing pedagogical materials to
improve them and generate pedagogical content that best fits their needs, given their preferences
and their level of domain knowledge. This includes multilingualism, as well as choices of
presentation, including topics, types of material and levels of abstraction.

IMAGs can be used by foreign students to access course content in their language and to
collectively improve the translations when needed. A simple scenario within the context of
MACAU would the following.

First, a set of documents is received. We can, for instance, consider a teacher-produced LaTeX
file containing a course on computational complexity theory, and two MS Word documents,
containing student-produced lecture notes.

These documents are converted to an iMAG-compatible format, which for the moment is html. In
this example, we use HeVeA for the LaTeX — html conversion, and MS Word's built-in export
tool. The resulting html documents can now be annotated with semantic information, allowing
for later selective access and extraction. Annotations can indicate the level of abstraction of a
section, its difficulty, pre-requisites, etc. Here, we use simple “span” tags to indicate the type of
a section of the document (e.g. definition, example, illustration).
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<P STYLE="margin-bottom: 0in">

[-]<P STYLE="margin-bottom: 0in"><ER>
</P>

[]#=span class="macau" type="theorem'>

/<P STYLE="margin-bottom: 0in">
Z<3UB>k</SUE> a k bandes. Il existe

<U>Théoréme</U>Lnbsp, :

n* - 2 p (p+l) + n</P>

Soit une MT
une MT simple Z simulant <I>n</I>

pas de calcul de Z<SUB>K</3SUE> par au plus <I>2n % (n + 2K + 1)}</I>

pas de calcul de Z</P>
</ span>

[-|<P STYLE="margin-bottom: 0in"><ER>
</P>

Figure 3: semantic annotation of document sections.

The documents are then placed in a repository accessible to iMAG-MACAU that can be visited
at http://service.aximag.fr//xwiki/bin/view/imag/macau-fr. Users can now navigate and post-edit

the documents in different languages. Since iMAGs preserve the underlying html code of a page,
the annotations are never lost and whatever content generated from these files using the semantic
annotations, has its segments translated. We are currently developing tools that would allow
reversible conversion in order to generate translations of documents in their initial formats.

Birver sur IMAG de macau-{y | Sous pouvez contribuer pour ameliorex a qalite s trductions fournies pow son agees multlingue en es post-editnt (de preference vers votre langus maternele)
i | Last chy on | K.

AXAMAG mnssoal e =

H I ()] Yous b \LITVIANSKI | L t|Ce ht

I Reliility @) € Translation onty € Orieinal

Computational complexity
Université Joseph Fourier 2011-2012 -
Master 1 Computer Science

Teachers in charge: Marie-Christine Rousset, Christian Boitet

[Machine Translation] X
1a notion de ¢ .
indépendamment dun langage ou de la machine sur laguelle s'exécute

ralgorithme.

C ont: ©Eiease sunest s better ransiation

to understand the notion of <em>imtrinsic
complexity of computing,</em> regardless of

Chap Language or the machine on which the algorithm
cuns .

Vote [10 | _OK | Advanced mode

» understand the notion of intrinsic complexily of computing, regardless of
language or the machine on which the algorithm runs.

The goals o

© understand the notion of intrizsic complexily of a problem or a function to
calculate.

Tn the following, we are interested only decidable problems, that s to say, the decision
problems for which there exists an algosithm that terninates in a finite sumber of steps, for
any input, and is able to answer yes or no to the question of the problem.

ﬁ—]

Decidable problems are classified into two categories:

4l |

Cours de complexité
Université Joseph Fourier 2011-2012 —
Master 1 Informatique

Enseignants responsables: Marie-Christine Rousset, Christian
Boitet
Prise de notes: Claude Vial

Table des matiéres

Chapitre 1 Motivations

Les buts du cours de complexité sont les suivants
. la notion de complexizé Sque d'un calcul inf ique,
indépendamment d'un langage ou de la machine sur laquelle <"exécute I'algorithime

. la notion de complexité 2
d'une fonction & calculer

@un problome & résoudre o

Dans la suite, nous ne nous intéresserons qu auws problémes décidables, ¢'est-a-dire aux
problémes de décision, pour lesquels il existe un algorithme, qui se termine en un nombre
fini d’étapes, pour toute entrée, et qui est capable de répondre par oui cuparnondla
question du probléme posé.

4 |

o

Figure 4: a bilingual view of the document being translated.
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3 Translation of books

Many universities now release their educational materials free of charge, however they are
usually unavailable in more than one or two languages, or available for a fee. IMAGs provide a
rapid, convenient and cost-effective alternative for obtaining multilingual versions of educational
materials such as textbooks that are converted into an iMAG-compatible format. As an example,
readers are invited to visit the demonstration iMAG for the book “Bioelectromagnetism” by
Jaakko Malmivuo and Robert Plonsey at
http:/service.aximag. fr//xwiki/bin/view/imag/BEMBOOK.

The use of volunteer workforce for the translation of literary works is a novel approach. Fig. 5
demonstrates a chapter of Rohit Manchanda's “Monastery, Sanctuary, Laboratory” being
translated from English to Hindi.

. Welcome to iMAG-samven (souce language rust be Englisk)
% MAG B | Help| Contact| Register | Log in| Copyright
I Reliability )@ Translation only_© Orieinal

=]

|

[POWiki Xan] in validation process M
It's an arena an eagle wheeling up inthe sky would see as a large bowl of

o landscape, amphitheatre-iike, its northern rim as if chipped away to form

the saddle the contingent has crested
%310, 1950, 7@ ¥ v o qaleat # To6t ¥ 0% B ¥ A T U @ Please suggest a better ranslation Ry
T A B8 AU A, F I g #1 3 A v mé o ged suE F6n S L L L et e P L B SIEAITE H d &

FRAH & G770 # ¥ FATa # U SRUUA materializes. Tg T &I & IFTA A Wheeling &9Ter 9T, 3RATST 41 T, mmﬂwtwﬂchmnpeazmm
SHER Crested & 1 U @l FON & TT A AW BT B SHE TOHA G100 v el g3 e, NG F STHN glistens, AN ITERT F AR ST AT G, S
garlanding & RIS AT 7 v AT RIAM & T &7 F 95 % W RO . T5 T4, T618T, TeaGR allber gHANY OV 9 W T & 3T ¥ F 6% ¥ AC U AH FTARM, T98
#er & AT T, inlaid FY AT 2.

FEAHTT & 3 TR FTo €97 oy W o7 el R 3o 3 37797 27y 3 I 9o S 3 9 TeMeat % FOT Soo IF 0 AT FHF #, T, §AT
& e gwY HOw H cupped. URT 31T 31T, 59 2 ofier 3 3y, Mo el &or 575, IsuTshfeadar ST, T F opd peraet ¥ geT R SieAT | &
g o ST 76T & 39 IUIRT % ZanT e el ow A E .

2T & A, T 3T R, TN SR T O T F (AR & S0 7 7T F GO S ST Goa T % W U $%8 % a8 #1 o, TF TS, UF [ 550
T T & 1 EI 4T H T T o 3R I 41, F A A A A FA F (A A F I F T F [, T 0 G A I 7w § @A
T AT T, 70 90 S TG S T AT T T B T 39 3 R 2 T ¢ AR e 3T @, plinths FAE F smoothed F. HT, unmetalled FE, T
T YA ¥ TR AT AF, ITET - TS WAt 3. FEF U AT % A B, UF 98 500 shamiana T TATGT H @eT R E.

WWWWWQQ%T%»&?%UMW?%VW% wmmﬁwmtmmmm o
Flgure S: translation of Rohit Manchanda's "Monastery, Sanctuary, Laboratory 50 years of IIT-
Bombay"

Readers are invited to contribute at http://service.aximag.fr/xwiki/bin/view/imag/xan-en?
u=http://www-clips.imag.fr/geta/User/christian.boitet/iM AGs-tests/en/ManchandaArticles/IITB-
Monastery-Sanctuary-Laboratory
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ABSTRACT

Current state-of-the-art Word Sense Disambiguation (W&g9rithms are mostly supervised and
use theP(Sense|Word) statistic for annotation. Thif(Sense|Word) statistic is obtained after

training the model on an annotated corpus. The performands® algorithms do not match the

efficiency and quality of human annotation. It is therefon@ortant to know the role of the contex-
tual clues in WSD. Human beings in turn, actuate the tasks#rdbiguating the sense of a word
by gathering hints from the context words in the neighboarthaf the word. Contextual clues thus
form the basic building block for the human sense disamltignaask. The need was thus felt for
a tool, which could help us get a deeper insight into the humind, while disambiguating poly-

semous words. As mentioned earlier, in the human mind, s#isambiguation highly depends on
finding clues in corpus text, which finally lead to a winnersenn order to make WSD algorithms
more efficient, it is highly desirable to assimilate knovgedegarding contextual clues of words
In order to make WSD algorithms more efficient, it is highlysilable to assimilate knowledge
regarding contextual clues of words, which aid in findingreot senses of words in that context
Hence, we developed a tool which could help a lexicograpteekrhe clues for disambiguating

a word in a context. In the current phase, this tool lets tRietgrapher select the clues from the
gloss and example fields in the synset, and adds them to sedatab

KEYWORDS Sense discrimination, tool for generating discriminatiat.

Proceedings of COLING 2012: Demonstration Papers, pages 261-266,
COLING 2012, Mumbai, December 2012.
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1 Introduction

Human annotators form a hypothesis as soon as they staimgetheé text. When they reach the
target word sufficient information is gathered and they gaipugh evidence to disambiguate it
Although in some cases, even reading the whole textmighgimetsufficient clues to disambiguate
a word. Machines have no such facility. The paragraph tleatinotator is reading always gives
him a vague idea of the word sense. In fact, the domain of ttidteng annotated gives away the
most appropriate sense’s idea (Khapra et al., 2010). Alsiaghfamiliar with the text beforehand

stimulates the idea of a winner sense in the mind.Hence str@genuineness of our experimen
we separated lines from different documents of the corpdsaétered their order, such that, each
sentence of text is taken from a separate sort of contexteabsio.

The cognitive load on the human brain while annotating tkeisenuch more than one can imagine
As our expert lexicographers narrate, the hypothesis foomand rejection, work hand in hand
as the senses are first narrowed down to a few most probatdessand then the winner sense is
selected on the basis of matching the word with the glossigeeohvalong with the sense.

One of the more important factors is the replaceability afasyms provided along with in the
sense window, if somehow narrowing down to a few senses arsg ghatching tests are not enough
replaceability of the synonyms give the annotator a betteletstanding of the sense, which alsc
works as verification in many cases.

The above mentioned factors along with the rich knowledg&dwund form firm sense identifica-
tion basis in one’s mind and decides on an appropriate wisgrese. Humans have a more powel
ful very imaginative visual sense of thinking, hence regdext stimulates visual background in a
mind and this is again a very helpful factor in disambigugarword written within a piece of text.

Hence the process of human annotation differs from mactongptetely. To study this process
deeply, the clues which influence the decision of winnersémsa lexicographers mind need to be
known to us. Hence, we went forth with the development of thds, which lets us collect these

clues, which would form base for a solid rule based framevimotke future.

The key features of the system are as follows:

1. Minimized human interaction: The system requires the user to provide very less amou
of input. All the user has to do, is to select on the contextliss once a synset is displayed

2. User friendliness: Our system interface provides a nice visual experience. dBsgn of
the interface makes the operation of the interface comlpletear to the end user.

3. System independenceThe system is independent of the web browser and the opgrat
system it is used on. Since the business logic is written va,Jéne system can be easily
ported on another machine.

4. Ease of configuration:Our system currently uses the Hindi wordnet as the back-sod/k
edge source. However, it can be easily ported to supportzangubage wordnet.

5. Easily interpretable output: Our interface is designed in such a way that the user caryeas
understand the ongoing process and the clues entered so far.

This paper is organized as follows. Section 2 lays down tlséesy architecture of our wordnet
linking system. In section 3 we describe the operation ofttteé. We conclude the paper with
section 4.

262



2 System Architecture

The tool starts by displaying a login page where a user must érs credentials to enter the tool.
Unregistered users are required to click on the create logfton to go create a login user id and
password for them, and their login must be approved by anmdirator or by any of the registered
Super Users on the website.

Once the login id is created and approved, a user can log tmettobl and start using it from the

home page itself. The user gets to start clue marking frora iteelf. Synset words and Synset ID
is displayed on the top along with a text box displaying thername of the user who last edited
the current clue words, if ever edited. If there is no textdfielbeled clue words present on the
page, there are no entries for the clues of this synset indtabdse.

User now has to identify the clue words in the gloss and exarfiplds of the page displayed.
Clues can be words or word phrases depending on the userzettgion of the synset word along
with the lexical category it belongs to. Once the user selekttes with mouse selection on the
screen, He clicks the add button to put them down in the Clees Box given below. User adds
as many clues as possible and when the clues are finally ctenplle should click Submit button
to submit the clues in the database. The clues are added tiathlease and changes are reflecte
immediately in most cases. Due to some problems in spectiegers, if the clue changes are not
being reflected immediately, The user should click refresthteck the clue changes made in the
database. Clicking on refresh will fetch entries of cluesrfithe database immediately.

If there are some clues already added to the database, andarss to edit them, the clues text
box it editable and user can edit the clues present theren @bee with the editing, clicking on
the submit button is again required to update the clues émthe database.

It is advised that user only edits the clues if he has a comjlieta about the synset word he is
presently editing.

3 Interface Design

To support various web browsers on different operatingesyst we have designed the web inter
face using standard open technologies. The interface sing 8HP5 on the server side, and the
back-end database is maintained using My3QL

Figure 1 shows the system interface. The Sense Discriroimdol home page is shown above
and it is described below:

1. Administration Center: For administrative users, Operations such as ApprovecR&an
and Super User and Delete user are present for an Admioistrat

. Go To Synset ID: Navigates to a particular Synset ID.

. Go To Synset Word: Navigates to a particular Synset word, based on choice of use

. Refresh: Refreshes the page for showing updated clue words.

. About: Opens a page explaining the tool

. Help: Opens a page on how to use the tool, and who should use the tool.

. Logout: Logs a user out.

NOoO o~ wWN

Once the user has a login approved, (s)he needs to followtdps sentioned below to use the
tool:

lht t p: // php. net / downl oads. php
2http://nysql . net/
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Sense Discrimination Tool v3.0

T e i d
Synset Words: Terit i, 3rereft 3reeft, 3reff afvera o sfrerrsedy anfere gwach | b Important Links
Gloss: ek eIl o it & et fofdhercll & | 1 Administration Center
Example: T  Jorell o601 w1 & \12 fxféfx?:ﬁalﬁ et
Lexical Category: [noun | 13 Navigate to:
14 Synset ID
Synset Word

1

Previous First Page Next

Figure 1: Screen-shot showing the main interface of theegyst

Sense Discrimination Tool v3.0

Synset ID: [786 Last Edited by: [kd123 ] ]ﬁ’)ggm n s
Synset Words: | 37oreltdTell 31erelt 3rceh, 3+t arora e Arorgsdy smforarr gavach J Important Links
Gloss: U utem Foreiah it ¥ ofef fefameral & | ‘Administration Center

7 . CFILT Home
Example; U1 # 3RS AR I & | Hindi WordNet
Lexical Category: [noun ] Navigate to:
Clue Words: [wa dtr 1 Synset ID

Synset Word
Changes applied to chue words, Refresh to reflect changes
T ot
4

Figure 2: Screen-shot showing the working of the system

1. Identify the synset word : user has to identify the synset word in Synset Words andtsele
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the word/phrase which you think helps disambiguate the woegning and leads to the
winner sense. Selection can be made by highlighting thadipbrase using mouse or using
SHIFT key on the keyboard. The clues will be available in glasd example.

. Gather the clues: User needs to click on add to add them to the Clues Text Boxd4dit

them for any changes, if needed. This makes the clues sefdimeddition to database.

. Submit the clues: The user can then simply click on Submit to add the phrasekdo t

database.

. Navigation across synsetsOnce the synset is done with, the user can move to the next

previous synset. This working is shown in figure 2.

The tool also provides several other facilities for seargha particular word, carrying out admin-
istrative tasks, searching for a particular syns&t, Figure 3 shows the operation of searchin¢
a word. After entering the word in the text box, the user naeddick OK or press Enter. The
navigation will take the user to a page where all the resyllitistances of the input word in the
Hindi WN database are present.

Sense Discrimination Tool v3.0

S.No. SynsetID Category Synset Words ]}:;)559(1 in as:
1 1874 noun [ T, A A, T, e, BT e, TR, ARG .
Important Links
2 1875 noun IR AT, IR T, T e e
Administration Center
3 3045 noun e T, e, 53, e, S & e 3140, 3789, foR e, At e anag s, ad@ e CFILT Home
Hindi WordNet
4 8042 noun ST, HIAT,F
Navigate to:
5 8500 verb Bici
Synset ID
6 10252 noun A AR, T TeRT AR, SR, F e AT o, el G1ehI, e 3 0ereh Synset Word
7 12056 noun TRl Tl FavTe] HieTawel, Fav el Jaaber
8 17155 verb Gics
9 18571 noun HeATITST, 2eeTeh, £, Hiell, AT, EavTaeheT, T, R, e, e, RIGEER
10 18084 noun R, B, TaveEer
n 18086 nonn T T FaOTAT G AT AT Aol FaUTTeITA AT aaT ST daTA

Figure 3: Screen-shot showing the navigational facilityhef system

4 Conclusion

The aim of this paper was to illustrate a tool which allowsatators to conveniently specify the
clues that they use for distinguishing between the varieasas of a word is quite crucial in the
task of word sense disambiguation. It is further importantitilize these clues so as to build a
structure or a framework which allows for reducing the utaiaty of the sense of a particular
word. We imagine that constructing a discrimination nehiaform of a weighted graph will assist
in calculating a score which will say something about thisarteinty. The underlying idea is that
there are words with multiple senses as well as ones withuensgnses, and by traversing this
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graph, we will eventually reach these unique senses anditttenmine the score.

In the future, we would like to help the users in generatirg ¢hues using the clues which are
accumulated in the system so far.
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Abstract

This paper presents Rule based Urdu Stemmer. In this technique rules are applied to remove suffix and
prefix from the inflected words. Urdu is well spoken language all over the world but less work has been
done on Urdu stemming. Stemmer helps us to find the root of the inflected word. Various possibilities of
inflected words like us (vaotnoon-gunna), - (badi-ye), o (choti-ye+alif+noon-gunna) etc. have been
identified and appropriate rules have been developed for them.
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1 Introduction

Stemming is the process in which inflected words are reduced to find stem or root. There are
various inflected words that can be reduced to stem.

e.g. In English language :
1) Act can have inflected words like actor, acted, acting etc.
2) Words like fishing, fished and fisher can be reduced to root word fish.

Similarly in Urdu various possibilities have been identified and rules have been developed
appropriate

Inflected Word Root Word
1. 3 SS3
(larkiam) (larki)
2. ] e
(bastiam) (bastt)
3. BSY s
(garam) (gart
4, RS Qs
(kitabem) (kitab)
5. e S
(mele) (mela)

Table 1 Examples of Urdu Stemmer
1.1 Approaches
Stemming algorithms are classified under three categories- Rule Based, Statistical and Hybrid.

1) Rule Based approach - This approach applies a set of transformation rules to inflected words
in order to cut prefixes or suffixes.

E.g. if the word ends in 'ed', remove the 'ed'.

2) Statistical approach - The major drawback of Rule Based approach is that it is dependent on
database. Statistical algorithms overcome this problem by finding distributions of root elements
in a database. There is no need to maintain the database.

3) Hybrid approach - It is combination of both Affix removal and Statistical approach.

Stemming is useful in Natural Language Processing problems like search engine, word
processing problems and information retrieval. In this stemmer we have applied Rule Based
Approach in which we apply rules on various possibilities of inflected words to remove suffixes
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or prefixes. In Urdu, the only stemmer available to us is Assas-Band developed by NUCES,
Pakistan which maintains an Affix Exception List and works according to the algorithm to
remove inflections.

2 Background and Related Work

The only Stemmer available to us in Urdu is Assas-Band developed by NUCES, Pakistan which
maintains an Affix Exception List and works according to the algorithm to remove inflections. It
has been developed by Qurat-ul-Ain-Akram et al. (2009) using Rule based approach. Urdu word
is composed of sequence of prefix, stem and postfix. A word can be divided into prefix-stem-
postfix. First the prefix is removed from the word which returns stem-postfix sequence. Then
postfix is removed and stem is extracted. This system gives an accuracy of 91.2 %.This system
worked as a base paper for our system. It gave an idea that how Urdu words should be handled
and what are the challenges faced in handling them. We have also used Rule Based Approach but
it is different from Assas-Band.

In 1968 Julie Beth Lovins developed the first English Stemmer. Then Martin Porter developed
Porter Stemming Algorithm which is most widely used technique for stemming in English. Other
work related to Indian Languages are like Pratik kumar popat et al.2010 developed Stemmer for
Guijarati using Hybrid Approach. In this system optimal split position is obtained by taking all
the possible splits of the word and selecting the split position which occur maximum. It gives an
accuracy of 67.8 %. Dinesh Kumar et al.2011 developed a Stemmer for Punjabi using Brute
Force Technique. It employs a look up table which contains relation between root forms and
inflected forms. To stem a word, table is queried to find a matching inflection. If a matching
inflection is found associated root word is returned. It achieves accuracy of 81.27 %.Sandeep
Sarkar et al.2008 developed Rule Based Stemmer for Bengali which achieve an accuracy of 89
%. Ananthakrishnan Ramanathan et al. developed a lightweight stemmer for Hindi using suffix
removal method. Suffix removal does not require a look up table. It achieves an accuracy of 88
%.Vishal Gupta et al.2011 developed stemmer for nouns and proper names for Punjabi language
using Rule based approach. Various possibilities of suffixes have been identified and various
rules have been generated. The efficiency of this system is 87.37 %.

3 Urdu Stemmer

An attempt has been made to develop Urdu Stemmer using Rule Based Approach in which we
have developed rules to remove various prefixes and suffixes. We have designed Rule Based
Approach Urdu Stemmer which helps us to find stem of various inflected words. For this we
have developed a graphical user interface in which we can enter the input directly or we can also
browse files. Database has been maintained of root words along with their frequencies. The
collection of 101,483 unique words has been done. The flowchart of Urdu Stemmer is given
below which explains the system step by step in detail.
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Apply the rules and break
the word to generate the fist
of all the possibilities

!

Match the possibilities list
against the datsbase to find
frequencies

b

Find the max frequency in
possibilities list

'

Werd with maxinmm

Figure 1 Flowchart of Urdu Stemmer

3.1 Algorithm

The algorithm of Urdu stemmer is explained in detail below:-
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i) Tokenization and Normalization- In tokenization process the input text is tokenized word by
word by using delimiter as space. In normalization special characters like ?,”,”,@ etc are
eliminated.

ii) Postfix/Prefix Rules- After the normalization process postfix/prefix rules are applied on the
word. If appropriate rules are found that can be applied then break the word and generate the list
of various possibilities of the word. In some cases if appropriate rules are not found then system
returns the same word as root word. The possibilities list is matched against the database to find
frequencies. Then the frequencies are compared and word corresponding to the greatest
frequency is returned as root. The word corresponding to the greatest frequency is returned as
root because the word that occurs most frequently has the highest probability of being the root.

A corpus of 11.56 million words is used and 1,01,483 words are extracted from the corpus as
unique words. These words are stored in the database along with their frequencies. The
frequency of a word means how many times it repeats in the corpus.

Some of the postfix rules applied are-:
Rule 1- If word ends with U (vao+noon-gunna) then remove o5 (vao+noon-gunna) from end.

For example- &) - S5y
(rangdm)  (rang)

Rule 2- If word ends with ~ (badi-ye) then remove - (badi-ye) from end and replace with !

@lif) .

For example- e - ke
(méele) (méla)
Rule 3- If word ends with us (choti-ye +vao+noon-gunna) then remove us (choti-

ye+vao+noon-gunna) from end and replace with < (choti-ye).

For example- oS - G
(kaviyom)  (kavi)

Rule 4- If word ends with U3 (vao- hamza+noon-gunna) then remove 3 (vao- hamza+noon-
gunna) from end.

For example- usals - Lls
(cacadom) (caca)

Rule 5- If word ends with Jb (choti- ye+alif+noon-gunna) then remove Jb (choti-
ye+alif+noon-gunna) from end and replace with < (choti-ye).

For example- J&sS8 - (AsS
(kotryam)  (kotr)
Rule 6- If word ends with w2 (choti- ye+noon-gunna) then remove w2 (choti-ye + noon-gunna)
from end.
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For example- ol - Jas
(dhalem) (dhal)

Rule 7- If word ends with o (hamza + choti-ye+noon-gunna) then remove u# (hamza+choti-
ye+noon-gunna) from end.

For example- oYl - Yl
(malagm) (mala)

The rules above are some of the rules that are used in the Urdu stemmer. Similarly there are other
postfix rules that can be applied which helps to find root in the system.

iii)Prefix Rules- Some of the prefix rules are applied to find the root word are given below:-

Rule 1- If word starts with 2 (bay+daal) then remove = (bay-+daal) from beginning.

For example- ©say - G)sa
(badstrat) (stirat)

Rule 2- If word starts with = (bay+badi- ye)then remove — (bay+badi-ye) from beginning

For example- - X
(bekdar) (kadar)
So there are 32 postfix and prefix rules in total that we have used to develop this system.

4 Results and Discussion

We have tested this system on different Urdu news documents of 20,583 words to evaluate the
performance of this system. The accuracy of this system is 85.14%. The news document consists
of sports, national, international news. We have tried to cover different domains in order to find
different types of inflected words. Test set 1 covers sports and business news. Test set 2 covers
articles, short stories etc. Test set 3 covers news relating to health and science.

Test Set no. Area covered No. of Words
Test Set 1 Sports, Business news 7261
Test Set 2 Atrticles, Short stories 6239
Test Set 3 Health, Scientific news 7083

Table 2 Different test cases
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Following evaluation metrics are used to calculate the accuracy.

Recall (R) = Correct answers given by system / Total possible correct answers
Precision (P) = Correct answers / Answers produced

F-Measure= (B°+ 1) PR/ p?’R + P

B is the weighting between precision and recall typically p=1. F-measure is called F1-
Measure.

F1Measure=2PR / (P+R).

Test set no. Recall Precision F1-Measure
1. 90.90% 81.18% 86.11%
2. 88.39% 80.35% 84.17%
3. 89.43% 81.30% 85.15%

Table 3 Accuracy of different test cases

The overall accuracy of the system is 85.15%. The overall performance of the system is good. In
test cases we have observed that some rules are more used than other rules. Rule 1 and Rule 2
cover most of the inflected words. So these rules are applied more than other rules. Errors are due
to dictionary error or syntax error. Dictionary error means word is not present in the database.
When we apply rules and find the various possibilities but these possibilities may not be present
in the database. If appropriate rule is not found but the word is inflected it can also give rise to
error. The probability of dictionary error is very less because we have extracted unique words
from corpus of 11.53 million words. We assume that such a large corpus cover most of the
inflected words. The error is mainly due to syntax error. There is no standardization in Urdu
which means there is more than one way of writing a particular word. Although we have tried to
cover all the possibilities of writing a word but error may occur. Absence of Airaabs in most of
the Urdu text increases the error rate. When Airaabs are not present in Urdu text, it becomes
difficult to understand the word. The different rules give different accuracy because some rules
are more frequently used more than other rules.

The rules that are more frequently used are shown below and with their accuracy which helps to

find which rule occur most. The rule that occur more frequently show that the inflection
corresponding to that particular word occur most.
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Urdu Stemmer Rules Accuracy percentage of correct words

Rulel os 95.41%
(vao+noon-gunna)

Rule2 ~ 94.74%
(badi-ye)
Rule3 os 87.21%

(choti-ye+vao+

noon-gunna)

Ruled4 03 86.39%
(vao-hamza+

noon-gunna)

Rule5 b 84.11%
(choti-ye+alif+

noon-gunna)

Rule6 87.53%
(choti-ye+
noon-gunna)

Rule7 us 85.41%
(hamza +choti-ye+

noon-gunna)

Table 4 Accuracy of mostly common applied rules

Conclusion and Future Work

In this paper Urdu stemmer has been discussed using Rule Based Approach which removes
suffixes and prefixes from the inflected word. Various possibilities like s (vao+noon-gunna),
(badi-ye), U (choti-ye+alif+noon-gunna) etc. have been identified and appropriate rules have
been developed to remove inflections and find the root. The data collection is the main problem
because text data in Urdu available to us is rare. The limitation can be handled by increasing the
database in future to achieve more accurate results. Error can also occur due to spelling
variations because there is no particular way of writing a word. There can be more than one way
of writing a particular word in Urdu. Although we have tried to put all the possibilities of writing
a word but still error may occur. Statistical approach can be applied to Urdu Stemmer in future.
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Abstract

Parallel corpora are an extremely useful tool in many natural language processing tasks,
particularly statistical machine translation. Parallel corpora for certain language pairs, such
as Spanish or French, are widely available, but for many language pairs, such as Bengali
and Chinese, it is impossible to find parallel corpora. Several tools have been developed
to automatically extract parallel data from non-parallel corpora, but they use language-
specific techniques or require large amounts of training data. This paper demonstrates that
maximum entropy classifiers can be used to detect parallel sentences between any language
pairs with small amounts of training data. This paper is accompanied by JMaxAlign, a
Java maxent classifier which can detect parallel sentences.

Keywords: Parallel Corpora, Comparable Corpora, Maximum Entropy Classifiers, Statis-
tical Machine Translation.
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1 Introduction

Parallel corpora, one text translated into multiple languages, are used in all types of
multilingual research, especially in Machine Translation (MT) tasks. Statistical Machine
Translation (SMT) systems analyze parallel corpora in two languages to learn the set of
rules that govern translation between them. Since SMT systems use statistical methods,
they require lots of training data to produce useful results Smith et al. [2010]. Unfortunately,
parallel corpora are very difficult to produce. Creating parallel corpora requires humans
who are proficient in both the source and target languages. These translators usually are
compensated in some form, which means that generating parallel corpora is both expensive
and time consuming. It is possible to buy corpora, but not for every language pair. The
Linguistic Data Consortium, one the largest providers of parallel corpora, contains corpora
for less than 20 languages pairs . Because of the utility of parallel corpora, several tools
have been created which allow the automatic extraction of parallel corpora from non—parallel
corpora. However, these tools have been designed to extract parallel corpora from a specific
language pair, such as English-Hungarian (T6th et al. [2005]) or Arabic-English Munteanu
and Marcu [2005]. This paper describes JMaxAlign, a Java Maximum Entropy Alignment
tool. JMaxAlign builds upon previous state-of-the-art research by using maximum entropy
classifiers to detect parallel sentences. By doing so, it avoids dependence on hard—coded
linguistic features (such as lists of stop words or cognates). This independence makes it useful
for generation of parallel-corpora for low-resource language pairs, such as Hindi-Bengali or
Chinese-Tamil.

2 Finding Parallel Sentences

The bulk of previous research that aims to detect parallel sentences uses a combination
of two techniques: length-based similarity and lexical similarity.Length based similarity
was originally developed by Gale and Church [1993]. Length-based similarity is the idea
that long sentences are likely to have long translations and short sentences are likely to
have short translations. This method is very effective for discarding non-parallel sentences.
This is useful because parallel corpora extraction is frequently performed on a large corpora
which may only contain a small amount of parallel data. When Adafre and de Rijke [2006]
attempted to extract a parallel Dutch-English corpora from Wikipedia, they were able to
substantially decrease the number of candidate sentences by discarding sentence pairs that
have drastically different length. But to actually detect parallel sentences, they used the
second technique, lexical similarity.

Lexical similarity is the fraction of the words in one sentence of the source language that
are semantically equivalent to words in the corresponding sentence of the target language.
There are many different ways to compute lexical similarity, but all require a bilingual
dictionary. Adafre and de Rijke [2006] compute it by using a bilingual dictionary, and
looking at the words in the English sentence that have translations in the Dutch sentence.
Tools such as Hunalign Téth et al. [2005] and the Microsoft Bilingual Sentence aligner
Moore [2002] automatically generate their bilingual dictionary from the corpora, using
pruning heuristics to narrow possible word translations. Other tools, such as Ma [2006]
actually create a weighted bilingual dictionary, which uses TF-IDF to make rare words
more indicative then parallelism.

Thttp://www.ldc.upenn.edu/Membership/Agreements/memberannouncement.shtml
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‘While there are many ways to combine these two similarity measurse, previous research
has shown using them to generate features for a maximum entropy classifier is an effective
method. While there are no publicly available sentence tools that use this approach, it
has been researched in several papers (such as Smith et al. [2010] and Mohammadi and
QasemAghaee [2010]) and been shown to be a powerful technique. Specifically, Smith et al.
[2010] used maximum entropy classifiers to detect parallel sentences in English and Spanish,
and Mohammadi and QasemAghaee [2010] used them in the context of an Arabic-English
pair. While English and Spanish belong to similar language families, English and Arabic
are unrelated.

2.1 Motivation

The fact that maximum entropy classifiers achieved reasonable success when classifying
English—Spanish parallel sentences and English—Arabic parallel sentences was the main
motivator for the creation of JMaxAlign. This fact suggested that maximum entropy
classifiers could learn the appropriate weights of lexical and sentence—length similarity.
This is important because not all tools assume that these features need to be learned for
a language pair. Hunalign, one of the most well known sentence alignment tools, does
not make this assumption. Téth et al. [2005] claim that “The relative weight of the two
components [lexical and sentence-length similarity] was set so as to maximize precision on
the Hungarian—English training corpus, but seems a sensible choice for other languages
as well.” Unfortunately, this is not the case. This is because sentences in agglutinative
languages with rich morphologies (such as Hungarian or Turkish) generally have fewer
words than semantically equivalent sentences in isolating languages (such as Spanish and
English). This means that Hunalign’s sentence-length measurement is not applicable to
every language pair. Hunalign’s implementation of lexical similarity suffers from two flaws.
First, Hunalign attempts to assign a lesser weight to stop words (function words that
primarily serve a grammatical purpose) when computing lexical similarity. This is logical, as
stop words are not nearly as indicative of parallelism as rarer words. However, Hunalign uses
hard—coded lists of English and Hungarian stop words, and provides no way to substitute a
new list for different language pairs. Secondly, it does not account for why a word in one
sentence is not aligned to a word in another sentence. A word can be unaligned because
the dictionary does not include that word, or it can be unaligned because it truly has no
corresponding alignment. The first means that the aligner lacks the knowledge necessary to
compute the alignment, while the second is really indicates that the words are unaligned.

3 JMaxAlign
3.1 Architecture

JMaxAlign takes two parallel corpora as input. From these corpora, JMaxAlign computes
build a probabilistic bilingual dictionary between the two languages of the corpora, and
uses that dictionary to compute feature sets for each pair of parallel sentences?. These
feature sets are then used to train a maximum entropy classifier for that language pair. The
test data is then passed into the classifier, which outputs a boolean value for each sentence
pair, indicating whether they are aligned or not. Figure 1 represents this process.

2Thanks to Stanford, for making the Stanford Classifier which is used as the maximum entropy classifier
http://nlp.stanford.edu/software/classifier.shtml

279



Figure 1: Architecture of JMaxAlign

classifier

Analyze features Train classifier
trainingset —— ——> wordalignments, -
feature selections
customized
classifier
Classify
testset ———> —> alignments

3.1.1 Lexical Alignments

After parallel corpora for training have been gathered, JMaxAlign computes the lexical
alignments for each of the words in the parallel corpora. A lexical alignment is simply a
set of possible translations (and optionally the probability of those translations) a word
can have. Multiple words in one language can map to a single word in another. This is
frequently due to differing uses of case. For example, German marks a noun and its modifier
to indicate its case, while English does not. The English phrase the dog can be translated
into German as der hund, den hund, dem hund, or des hundes.

These alignments are extremely important because they are the basis of the probabilistic
bilingual dictionary that allows JMaxAlign to compute the lexical similarity of two sentences.
JMaxAlign uses them to calculate the percentage of words in one sentence that have
translations in the corresponding sentence. Turning parallel sentences into lexical alignments
is a difficult task, but it has been extensively studied in the NLP community. JMaxAlign
uses the Berkeley Aligner, an open—source tool written in Java that generates probabilistic
word alignments from a set of parallel texts (the same texts that serves as the training data
for the aligner). This aligner, described by Liang et al. [2006], works with either supervised
or unsupervised training data (in this context, supervised means parallel sentences with
hand-generated alignments, not just parallel sentences).

3.1.2 Feature Selection

Feature selection is the most important part of building a classifier. If a classifier is looking
at the wrong features to decide whether sentences are parallel or not, it will not obtain
accurate results.

Length Ratio The ratio of the length between the two sentences. Gale and Church [1993]
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showed that the length ratio between sentences that are in fact parallel is an effective
way to determine parallelism.

Percentage of Unaligned Words This measures the lexical similarity of the two sen-
tences. Having more words unaligned means that the two sentences have a lower
lexical similarity. JMAxAlign computes lexical similarity by taking the number of
unaligned words in both sentences, and dividing it by the total number of words in
both sentences.

Percentage of Unknown and Unaligned Words One of the weaknesses of Hunalign
was that it did not account for words that were not aligned because they had never
been seen in training. This feature helps the classifier account for the fact that when
there is a low amount of training data sentences may appear not to be aligned due
to the large percentage of unknown words. It is computed by taking the number of
unaligned and unknown words in both sentences, and dividing it by the total number
of words in both sentences.

Sum of Fertilities Brown et al. [1993] defines the fertility of a word as the number of words
it is connected to. One word can be aligned to multiple words in its corresponding
translation. As Munteanu and Marcu [2005] writes, “The presence in an automatically
computed alignment between a pair of sentences of words of high fertility is indicative
of non—parallelism”. A typical example of this is stop words. The appearance of
words such as a, the, or an do not help us decide parallelism nearly as much as the
appearance of words such as carpet, burning. or elephant. The latter set of words is
much rarer, and therefore much more indicative of parallelism. In Hunalign, lists of
hard-coded Hungarian and English stop words were used. Since it is time—consuming
to create lists of stop words for each language pair, the sum fertilities measure is used.

Longest Contiguous Span Long contiguous spans of aligned words are highly indicative
of parallelism, especially in short sentences. JMaxAlign compute longest contiguous
span of aligned words in each sentence of the pair, and pick the longer of the two.

Alignment Score Following Munteanu and Marcu [2005] The alignment score is defined as
as the normalized product of the translation probabilities of aligned word pairs. This
is indicative of parallelism because non—parallel sentences will have less alignments
and a lower score.

3.1.3 Classifier Training

After computing features from the training and testing data, the next step is to train a
maximum entropy classifier. Even though JMaxAlign only requires the user to put in parallel
sentences (positive training data), maximum entropy classifiers require negative training
(non-parallel sentences). JMaxAlign simply randomly pairs sentences from the parallel
corpus together to create negative training examples. When designing their Arabic-English
maximum entropy classifier, Munteanu and Marcu [2005] assumed that randomly-generated
nonparallel sentences were not sufficiently discriminatory. They created negative training
examples by the same method that JMaxAlign did, but they filtered the sentences to only
include the subset that had a length ratio less than 2.0, and over 50% of the words aligned.
Munteanu and Marcu [2005] claimed that sentences that did not meet these characteristics

281



could immediately be classified as non—parallel, and so there was no need to train the
classifier on these sentences. This claim is problematic because it assumes that those
numbers are appropriate choices, similar to the way that Téth et al. [2005] assumed that
their length-ratio was appropriate for all values. One of the main benefits of maximum
entropy classifiers is that it does not force assumptions about how a certain set of linguistic
properties will hold constant regardless of language pairs. Observe the following Turkish
and English sentences

Turkish: ekoslovakyallatramadklarmzdan mydnz? English: Were you one of those who we
failed to assimilate as a Czechoslovakian?

This is an extreme example, but it illustrates the dangers of assuming linguistic constants.
These sentences are parallel, but would be immediately discarded by Munteanu and Marcu
[2005)’s filter. Randomly generating negative sentences further benefits JMaxAlign by
allowing it to learn the importance of the other features. While the features of the filter
have been shown to be extremely useful discriminators, there is no need to include that
bias in the classifier. There may be sentences that don’t pass the filter but provide useful
information about how fertilities or contiguous spans contribute to parallelism. Discarding
them causes an unnecessary loss of information.

4 Results
4.1 Linguistic Similarity

Detecting similar sentence pairs is easier when the languages are more linguistically related.
For example, when detecting English-Spanish language pairs, cognates could be used in the
absence of a bilingual dictionary, but this is not the case for Arabic-Chinese. To evaluate
JMaxAlign on its sensitivity to the language family of the languages, it was tested on two
types of language pairs: language pairs from the same family (“similar language pairs”),
and language pairs from different families (“dissimilar language pairs”) In the first test, the
training data used included 2000 parallel and 1000 non-parallel training examples, and the
testing data included 5000 parallel examples and 5000 non-parallel examples. The parallel
data was obtained from the Open Subtitles Corpora, a collection parallel sentences obtained
from aligning movie subtitles Tiedemann et al. [2004]. The results are in Table 1 and Table
2.

Table 1: Similar Language Pairs

Language 1 | L1 Family | Language 2 | L2 Family | Precision | Recall | F—Score
English Germanic | German Germanic | 86.75 87.62 | 87.81
Spanish Italic Italian Italic 87.57 85.49 | 86.51
Estonian Uralic Hungarian | Uralic 54.99 99.75 | 70.89
Polish Slavic Russian Slavic 90.08 92.51 | 91.28

Table 1 and 2 show that JMaxAlign is somewhat sensitive to the language families to which
the languages belong. The F—Scores for the similar language pairs are, in general, higher
than those for the dissimilar pairs. However, JMaxAlign is still able to produce useful results
(F-Scores between 75% and 80%) for languages that are very dissimilar. The high recall
scores that JMaxAlign achieves indicates that it is very good at classifying non-parallel
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Table 2: Dissimilar Language Pairs

Language 1 | L1 Family | Language 2 | L2 Family | Precision | Recall | F-Score
Arabic Semitic Spanish Ttalic 69.1 83.85 | 75.76
German Germanic | Italian Italic 83.89 80.3 82.04
Spanish Italic Russian Slavic 79.84 79.17 | 79.50
Hungarian | Uralic Russian Slavic 87.05 74.09 | 83.09

sentences as non-parallel without the help of a filter, like the one Munteanu and Marcu
[2005] proposes. Not using a filter is a non-trivial benefit for two reasons. First, it does
not limit the amount of negative sentences that can be generated. If a training corpus
only contains 5000 sentences, it may not be possible to find enough sentences that are not
parallel and have a length ratio less than 2.0, and have over 50% of the words aligned.

4.2 Domain Sensitivity

No research has been done regarding the effect of domain on maximum entropy classifiers
that generate parallel corpora, but the effect of domain is very important to any type of
classifier. It is especially important for the use case of JMaxAlign, since it is very possible
that the comparable corpora from which parallel corpora are being extracted may be in a
different domain than the training data. For example, someone wishing to extract parallel
corpora from Wikipedia might be forced to train JMaxAlign on a corpora constructed from
government documents. JMaxAlign classifies the test sentences based on the similarity
between their features and the features of the training data. If the corpora are from different
domains, they will have different features. For this reason, training and testing on corpora
from different domains can lower the quality of the results in many NLP tasks. This is
particularly relevant to sentence alignment because extraction from a new data source may
require training on out—of- domain parallel corpora.

To test the sensitivity of JMaxAlign to domain, two corpora were chosen from the Open
Source Parallel Corpora®, an online collection of many corpora. In both of these corpora,
sentences were already segmented, so sentence-aligned gold standard data was available.
The first is the KDE corpora, a collection of localization files for the K Desktop Environment.
The second is the Open Subtitles corpora, which was generated aligning movie subtitles in
different languages based on the time at which they appeared on the screen. Both corpora
already marked sentence boundaries, so no sentence splitting tools were needed.

These corpora exhibit several differences. First, they are not equally parallel. Tiedemann
et al. [2004] makes no observation about the accuracy of the Open Subtitles Corpora, but
they note that “not all translations are completed and, therefore, the KDE corpus is not
entirely parallel”. So there may be some noise in the training data. Second, they both
capture a different type of language data. The Open Subtitles corpora are a collection of
transcriptions of spoken sentences, while the KDE corpora are a collection of phrases used
to internationalize the KDE.

The KDE corpora contain a very specific set of vocabulary. The data are also much more
terse, and sentences are usually between one and five words. Conversely, the Open Subtitles

3http://opus.lingfil.uu.se/

283



corpora contain full grammatical sentences that are much longer. Since sentence-length
similarity is a good indicator of non-parallelism, it was expected that cross-domain tests
will show lower recall due to the different types of sentences in each of these corpora. This
is because dictionaries generated by training on one set of corpora might not have large
vocabulary overlap with a different corpora.

Tables 3 and 4 show the results of training and testing on all possible combinations of the
KDE and Subtitles corpora. The “training” column indicates which corpora the training
data came from and the “testing” column indicates which corpora the testing data came from.
Each test was run with 5000 parallel and 3000 non-parallel training sentences, and tested on
5000 parallel and 5000 non-parallel sentences. In order to prevent the linguistic similarity of
the language pairs could confound the effects of changing the testing and training domain,
all domain combinations were tested on both similar and dissimilar language pairs. Table
3 shows the results of the domain tests for similar language pairs, and Table 4 shows the
results for dissimilar language pairs.

Table 3: Similar Language Pairs

Language Pair | Precision | Recall | F-Score | Training | Testing
Spanish—French | 96.26 49.04 | 64.93 Subtitles | KDE
Spanish—French | 93.54 100.00 | 96.77 Subtitles | Subtitles
Spanish—French | 99.9 49.97 | 66.62 KDE Subtitles
Spanish—French | 99.82 100.0 | 99.91 KDE KDE
Polish—Russian | 93.56 48.33 63.74 Subtitles | KDE
Polish—Russian | 89.18 100 94.28 Subtitles | Subtitles
Polish—Russian | 91.66 47.82 62.85 KDE Subtitles
Polish-Russian | 95.94 100.00 | 97.92 KDE KDE

Table 4: Dissimilar Language Pairs

Language Pair Precision | Recall | F-Score | Training | Testing
English-Japanese | 94.84 48.67 | 64.33 Subtitles | KDE
English-Japanese | 89.18 100.00 | 94.28 Subtitles | Subtitles
English—Japanese | 87.4 46.63 | 60.82 KDE Subtitles
English-Japanese | 87.92 100.00 | 93.57 KDE KDE
Arabic—Spanish 86.46 46.28 | 60.21 Subtitles | KDE
Arabic-Spanish 88.31 100 93.85 Subtitles | Subtitles
Arabic—Spanish 91.08 47.66 | 62.58 KDE Subtitles
Arabic—Spanish 76.18 100.00 | 86.47 KDE KDE

It is clear that altering testing and training domain has an effect on the quality of the
results. Overall, the F-scores are higher for the similar language pairs when the testing
and training domain are the same. This effect seems to be amplified on the dissimilar
language pairs. The biggest effect of changing domain seems to e a significant drop in recall.
This is probably due to the importance of the sentence-length feature. As stated earlier,
sentence—length is extremely useful for determining which sentences are not parallel. By
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training on the Subtitles corpora, the classifier learns that the length of the sentences is an
important discriminator. But that assumption does not hold true for the KDE corpora,
since the sentences are frequently not complete grammatical sentences. If the two corpora
were not such drastically different registers of language, this effect might not be so dramatic.

4.3 Training Data Size

Since parallel corpora are rarely available, the fact that JMaxAlign requires parallel training
data is disadvantageous. To study the effects of training data, we varied the size of training
data used to build a Dutch—Chinese parallel corpora. Dutch—Chinese was chosen because
the two languages are very dissimilar. If the chosen language pair contained two similar
languages, it would be possible to achieve high F-Scores with very little training data. The
previous results have shown that dissimilar pairs generally have lower F—Scores, so there is
more room for growth, which allows us to better see the effects of varying training data.
The values in the Table 5 were generated by testing on 5000 sentences, 2500 parallel and
2500 non-parallel. All data in these tests were taken from the Open Subtitles Corpora. For
this experiment, balanced training data sets were used (i.e., the same number of parallel and
non-parallel sentences were used in testing). Table 5 shows that adding more training data

Table 5: Effects of increasing training data

Training Data | Precision | Recall | F-Score
1000 85.44 94.48 | 82.59
2000 73.41 94.49 | 82.62
3000 73.44 94.49 | 82.64
4000 73.44 94.49 | 82.64
5000 73.44 94.49 | 82.64
10000 73.44 94.49 | 82.64

has little effect on the functionality of the classifier. The high recall in Table 5 indicates
that JMaxAlign is good at detecting non-parallel sentences. However, the low precision
indicates that it does not always accurately classifying parallel sentences. However, the
F-Score at 2000 sentences is almost the same as the F-Score at 1000 sentences. This seems
to indicate that JMaxAlign is not able to take advantage of extra data. But this is not the
case. JMaxAlign can take advantage of extra data in unbalanced training sets. Munteanu
and Marcu [2005]’s Arabic—English classifier achieved the best results when training on
corpora that contained 70% parallel sentences and 30% non—parallel sentences.Table 6 is the
result of training JMaxAlign on the same Dutch-Chinese corpora with various unbalanced
training sets.

Table 6 shows that the balance of parallel and non-parallel sentences can be altered to
improve performance. When there are 3000 parallel sentences and 1000 non-parallel
sentences, JMaxAlign is able to achieve a much higher precision than that 1000 parallel
sentences and 3000 non-parallel sentences. This is impressive, because despite the high ratio
of parallel to non-parallel sentences, JMaxAlign is still able to do a good job classifying
non-parallel sentences. When the number of parallel sentences is increased to 5000, and
the number of non-parallel sentences to 2500, recall increases by 20%. However, this
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Table 6: Training on Unbalanced Corpora

Parallel Sentences | Non-parallel Sentences | Precision | Recall | F-Score
1000 3000 51.20 95.95 | 66.77
3000 1000 87.57 73.81 | 80.10
2500 5000 63.76 93.79 | 75.91
5000 2500 77.02 94.81 | 84.9
5000 10000 64.08 93.83 | 76.14
10000 5000 80.24 95.10 | 87.02
20000 10000 76.08 95.64 | 84.74

causes the precision to drop by 10%, because the lower ratio decreases JMaxAlign’s bias
towards finding parallel sentences. Doubling the data to 10000 paralle 1 sentences and 5000
non-parallel sentences cause the precision to rise by 3%, somewhat negating this effect.
But again doubling the amount of data (to 20,000 parallel sentences and 10,000 parallel
sentences) causes the precision to drop again, possibly due to overfitting. From Table 6, it
seems that the best results for JMaxAlign are achieved with between 10,000-15,000 parallel
sentences, and 2,500-5,000 non-parallel sentences.

5 Conclusion

This work has resulted in several contributions. First, is has advanced the state—of-the art
for parallel sentence detection. It has shown that maximum entropy classifiers, while effected
by linguistic similarity and domain, can produce useful results for almost any language pair.
This will allow the creation of parallel corpora for many new languages. If seed corpora that
are similar to the corpora from which you want to extract parallel sentences can be made,
JMaxAlign should prove a very useful tool. Even if seed corpora cannot be created, the
KDE corpora can be used. JMaxAlign can be tuned for precision or recall by altering the
amount of negative and positive training examples, so researchers can decide what trade—off
is most appropriate for their task. JMaxAlign is also open—source, meaning that other
researchers can modify it by changing the underlying classifier, or adding language-specific
features. The code can be found at https://code.google.com/p/jmaxalign/.
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ABSTRACT

Social media, such as tweets on Twitter and Short Message Service (SMS) messages on
cellular networks, are short-length textual documents (short texts or microblog posts) ex-
changed among users on the Web and/or their mobile devices. Automatic keyword extrac-
tion from short texts can be applied in online applications such as tag recommendation
and contextual advertising. In this paper we present MIKE, a robust interactive system for
keyword extraction from single microblog posts, which uses contextual semantic smooth-
ing; a novel technique that considers term usage patterns in similar texts to improve term
relevance information. We incorporate Phi coefficient in our technique, which is based
on corpus-based term-to-term relatedness information and successfully handles the short-
length challenge of short texts. Our experiments, conducted on multi-lingual SMS mes-
sages and English Twitter tweets, show that MIKE significantly improves keyword extrac-
tion performance beyond that achieved by Term Frequency, Inverse Document Frequency
(TFIDF). MIKE also integrates a rule-based vocabulary standardizer for multi-lingual short
texts which independently improves keyword extraction performance by 14%.

KEYWORDS: Keyword Extraction, Microblogs, Short texts, Semantic Smoothing, SMS,
Romanized Urdu, MIKE.
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Type Text
Message | aj friday hay is jaldi chutti hogayi, aur wassey mein mob lekare jata hun, tm ne
kal program dekha tha kya? [It is Friday, therefore I got off early, otherwise
I take mobile with me. Did you see the program yesterday?]
Tweet | Tweet 3x Lens Cap Keeper Holder with Elastic Band Loop Strap: US$6.93 End
Date: Sunday Sep-05-2010 11:15:10 PDTBuy it N...http: //bit.ly /cZXiSP

Table 1: Examples of short texts

1 Introduction

Recently microblogs (e.g. Twitter) have become very popular for rapid information sharing
and communication (Kwak et al., 2010). Typically, microblog posts and SMS messages are
short-length documents written in an informal style. Two short-text examples are given in
Table 1. The SMS message is a conversational text written primarily in Urdu (but in Latin
script) mixed with some English words, while the tweet represents a short advertisement
in English. Key challenges of short texts include noise (e.g. ‘Better’, :)’), multiple lan-
guages (e.g. ‘friday hay’ [it is Friday]), varied vocabulary (e.g. abbreviations like ‘Interpol’,
contractions like ‘t¢’ [take care], acronyms like ‘BBC’ [British Broadcasting Corporation],
proper nouns like ‘Paris’), different styles (e.g. slangs like ‘lol’ [laughing out loud], collo-
quialism like ‘wanna’), poor quality (e.g. typos like ‘achieve’), and out-of-vocabulary words
(e.g. ‘gr8®). Itis therefore necessary to propose and evaluate new text processing techniques
for this varied document type.

Extensive preprocessing can address some of these challenges, but established resources
and tools are not yet available for short texts. Furthermore, due to multi-varied nature
of short texts (e.g. multi-linguality), external resources like Wikipedia and WordNet are
not applicable. Therefore, in addition to adapting standard preprocessing procedures, we
adopt a specialized standardizer (Khan and Karim, 2012) for transforming varied usage of
terms in multiple languages to their standard forms.

Despite extensive preprocessing, individual short texts contain limited information for term
relevance determination. This is because such documents are short in length (about 13
terms on average), while vocabulary size is large. Moreover, typically a specific term ap-
pears no more than once in a short text document, thus providing no information for its
relevance rank in the document. However, we can exploit term-to-term semantic related-
ness information harvested from similar short texts to reduce sparsity and improve rele-
vance ranking of terms; a technique labeled as contextual semantic smoothing. Semantic
smoothing of document models has been utilized previously for clustering and classifica-
tion (Zhang et al., 2006; Nasir et al., 2011). To the best of our knowledge this is the first
time that semantic smoothing has been applied to short-text processing in general and to
keyword extraction in particular. Also, the incorporation of Phi coefficient in our technique
validates its usefulness for improved term association in sparse datasets (Tan et al., 2002).

In this paper, we make the following key contributions. First, we develop a keyword ex-
traction system for short texts, called MIKE that is based on contextual semantic smoothing
of the TFIDF matrix using Phi coefficient. This methodology does not require an external
knowledge source, is more efficient than iterative graph-based techniques, and caters for all
of the above mentioned challenges of short texts. We also demonstrate robustness of MIKE,
which is interactive in nature, for multi-varied and sparse short texts. Second, we evalu-
ate the impact of various preprocessing procedures on keyword extraction performance.
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In particular, we show that standardization of multi-lingual and multi-varied short texts
through a rule-based standardizer can improve keyword extraction performance by 14%.
Third, we perform our experiments on two short-text collections: a unique SMS collection
from an SMS-based online social network (group messaging service) running in Pakistan,
and a tweet collection from Twitter. The SMS collection contains significant proportions of
messages typed in Romanized Urdu and other local languages, while the Twitter collection
comprises English tweets only. This is the first time that an interactive keyword extraction
system has been developed for short texts, and is evaluated on predominantly Romanized
Urdu SMS messages.

The rest of the paper is organized as follows. We present the system architecture of MIKE
in Section 2. Results from various experiments are provided in Sec 3. Our demonstration
plan is laid out in Section 4.

2 System Architecture

In this section, we present the interactive system architecture of MIKE, which involves four
processing modules: (1) preprocessor and vocabulary creator, (2) document-term matrix
generator, (3) semantic smoother, and (4) term ranker and keyword extractor. These mod-
ules are discussed in detail ahead and in Figure 1. Given a collection of short texts or
documents 2 = {d;,d,,...,dy} and domain-based information (stopword list and stan-
dardization lists), a keyword extraction technique outputs the top K most descriptive terms
from document d; as its keywords.

2.1 Preprocessor and Vocabulary Creator

The first module in MIKE preprocesses the collection of microblog posts and builds the
vocabulary of terms out of it. Due to the presence of substantial variability and ‘noise’ in
short-text documents when compared to conventional documents, several preprocessing
procedures may be required. In this work, we implement the following procedures: (1)
Punctuation removal; (2) Symbol removal; (3) Numeral removal; (4) Transformation to
lower-case; (5) Stemming using Krovetz stemmer (Krovetz, 1995), which produces com-
plete words as stems rather than truncated ones that can be produced by other stemmers.
(6) Removal of stopwords using stopword list containing English articles and pronouns,
obtained from AutoMap software!. (7) Application of English, SMS, and national/local
language standardization lists.

Thttp:/ /www.casos.cs.cmu.edu/projects/automap/
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In order to tackle the issue of multi-varied composition of short texts, we apply three stan-
dardization lists. The English standardization list is obtained from AutoMap software®. This
list maps British English and general English term variations to their respective American
English forms. The SMS standardization list is built from two online sources? 3. This list
transforms frequently used terms in English microblog texts to their standard forms.

For our SMS collection, which contain messages written in Urdu (national language) and
local languages using Latin script, we apply the specialized standardizer that we have de-
veloped earlier (Khan and Karim, 2012). This standardizer is based on a rule-based model
for multi-lingual texts, and maps varied usage of terms to their unique standard forms.

2.2 Document-Term Matrix Generator

Once the vocabulary is built, the second module represents the documents in vector space
of size M, where M is the vocabulary size. TFIDF is utilized here for weighting each term
in a short text document since it is considered state-of-the-art among keyword extraction
techniques (Wu et al., 2010). Now each document d; € 2 is mapped into the vector
X; = [X;1,X2,...,X;m], Where x;; > 0 is the weight of term t; in document d;. Notice
that the computation of TFIDF requires the entire document collection; thus this method
incorporates a corpus-based statistic of a term (its document frequency) alongwith local
document information (its term frequency). After this transformation, the entire document
collection % can be represented by the N x M matrix X = [X,X,,...,Xy]7.

2.3 Semantic Smoother

A key contribution of this work is the evaluation of a contextual or corpus-based term-to-
term semantic relatedness measure (Phi coefficient) on semantic smoothing and keyword
extraction from short texts. The document-term matrix X, defined in the previous subsec-
tion, captures the relevance of each term in a document via its frequency in the document
and the corpus (TFIDF); this matrix does not incorporate the semantic relatedness of terms
in the collection 2. Therefore, we define an M x M term-term matrix R whose (i, j) ele-
ment, identified as r;;, quantifies the semantic relatedness of terms t; and t;. This matrix
serves as a smoothing or scaling matrix for the original document-term matrix X to yield
the modified document-term matrix (Nasir et al., 2011): X = XR.

Matrix X now incorporates local document information, global corpus information, as well
as semantic relatedness between terms. For example, if a document contains three terms
(t;, t;, ty) with equal frequency, and the semantic relatedness of ¢t; is high with both ¢; and
tx in the collection (while ¢; and t; are semantically related to t; only), then the smoothed
weight of t; will become larger than that for both t; and t,. We state our hypothesis as:
"A term in a document should be ranked high for keywordness in the document, if the
term possesses high local document structure value as well as high global (but contextually
relevant since it is based on short texts from the same microblog collection) semantic re-
latedness value with the other terms present in the document". It is worth noting that this
module generates the semantically smoothed document-term matrix via a single multipli-
cation of the document-term and term-term matrices, as opposed to the multiple iterations
required in graph-based techniques (Mihalcea and Tarau, 2004).

2http: //www.sms-text-guide.com/sms-text-language.html
Shttp://www.smsdictionary.co.uk/abbreviations
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2.3.1 Semantic Relatedness measure

We select Phi coefficient as the term-to-term semantic relatedness measure for constructing
matrix R:
. . ad — bc
PhiCoef ficient = (@D
v(a+Db)(c+d)(b+d)a+c)

The pairwise term co-occurrence distributions are formed by the term co-occurrence con-
tingency table (Table 2). Each cell in this 2 x 2 table shows the number of documents
exhibiting a particular term co-occurrence behavior (e.g. b is the number of documents
in the collection in which t; occurs and t; does not [identified with ;]). Due to the short
length of microblog posts, we assume the co-occurrence window size to be the document
length. This choice is supported by our preliminary results which demonstrated that this
setting outperformed all other settings where window size was assigned a value less than
the document length.

GG
t;|al|b
ti|cl|d

tl

Table 2: Term co-occurrence contingency table

The Phi coefficient is the Pearson’s correlation coefficient for binary variables and its value
lies in the interval [—1,+1]. It is a statistically sound measure of correlation which addi-
tionally possesses the following two significant characteristics (Tan et al., 2002). First, it is
anti-symmetric under row and column permutations of the contingency table, i.e., it effec-
tively distinguishes between positive and negative correlations between items. Second, it is
a symmetric inversion invariant measure which does not get affected when the contingency
table is inverted. Phi coefficient is the only measure among co-occurrence based measures
that possesses these strong properties.

2.4 Term Ranker and Keyword Extractor

The final module outputs the top K terms from each document as its keywords. Given
the original or smoothed document-term matrix (X or X), the top K keywords for docu-
ment d; are the top K terms in the document (in the ith row of the document-term matrix)
with the highest term weights. In the next section we evaluate performances of two key-
word extraction techniques: the original document-term matrix (TFIDF), and the smoothed
document-term matrix (TFIDF x R) on multiple short-text collections.

3 Experimental Results

Tables 3, 4 and 5, alongwith Figure 2 highlight significant results generated by our experi-
ments.

4 Demonstration Plan

In the demonstration we will show the system interfaces for user interaction during the pro-
cess of feeding in real-time microblog posts and visualizing keywords automatically gen-
erated by MIKE in result. In addition we will present users option to explore different
combinations of preprocessing procedures as desired for various types of microblog posts.
Also, users can provide different values of K as input; the desired number of top keywords

293



K=1 K=3 K=5
PR RE | FM PR RE | FM PR RE | FM
SMS TFIDF 58.4 | 60.4 | 59.4 | 47.1 | 50.0 | 48.5 | 39.7 | 61.9 | 48.4
SMS TFIDF+Phi 57.2 | 59.1 | 58.1 | 48.9 | 52.0 | 50.4 | 41.7 | 65.0 | 50.8
Twitter TFIDF 49.4 | 50.0 | 49.7 | 42.7 | 45.0 | 43.8 | 39.5 | 67.1 | 49.8
Twitter TFIDF+Phi | 46.5 | 47.1 | 46.8 | 44.0 | 46.3 | 45.1 | 40.9 | 69.5 | 51.5

Table 3: Keyword Extraction Results for SMS and Twitter collections (PR = Precision, RE
= Recall, FM = F-measure)

Size SMS _ Twitter _
TFIDF | TFIDF+Phi | TFIDF | TFIDF+Phi
2,000 | 55.8 57.4 45.5 46.5
5,000 50.7 53.2 44.1 45.9
10,000 | 50.7 52.9 44.2 45.8
20,000 | 48.5 50.4 43.8 45.1

Table 4: Robustness of MIKE for SMS and Twitter collections in F-measure for K = 3
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Figure 2: Significance of our rule-based multi-lingual standardizer among various prepro-
cessing procedures in F-measure for K = 3

K=1 K=3 K=5
Message TFIDF friday | friday jaldi [early] chhutti [holiday] friday jaldi chhutti mobile program
Message TFIDF+Phi | friday friday chhutti mobile friday chhutti mobile program daikha [see]
Tweet TFIDF lens lens cap keeper lens cap keeper band sunday
Tweet TFIDF+Phi lens lens cap holder lens cap holder end sunday

Table 5: Keywords generated from microblog posts (see Table 1) for TFIDF and TFIDF+Phi
techniques

for a document. The keywords generated by MIKE can be considered as personalized tags
or advertising keywords, which are recommended for users for their respective collection
of microblog posts in their selected social networks.

We will describe the system components briefly, alongwith their requirements, functional-
ity and inter-connectivity. We will demonstrate the working of multi-lingual standardizer
that we have built up earlier, and now is incorporated in MIKE. We will summarize the
implementation technique on which MIKE is based and outline our key contributions in
the system development. We will also narrate the practical development lessons learned
through this work, our original research findings, and our first-hand experiences with this
research prototype system.
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ABSTRACT

With the dramatic increase in the amount of content available in digital forms gives rise
to a problem to manage this online textual data. As a result, it has become a necessary to
classify large texts (documents) into specific classes. And Text Classification is a text
mining technique which is used to classify the text documents into predefined classes.
Most text classification techniques work on the principle of probabilities or matching
terms with class name, in order to classify the documents into classes. The objective of
this work is to consider the relationship among terms. And for this, Sports Specific
Ontology is manually created for the first time. Two new algorithms, Ontology Based
Classification and Hybrid Approach are proposed for Punjabi Text Classification. The
experimental results conclude that Ontology Based Classification (85%) and Hybrid
Approach (85%) provide better results.

KEYWORDS: Punjabi Text Classification, Ontology Based Classification, Naive Bayes
Classification, Centroid Based Classification.
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1. Introduction

A review of the literature shows that no prior work has been done to classify the Punjabi
documents. Therefore the objective of the work is to develop a system that takes Punjabi
text documents as input and classify them into its corresponding classes using
classification algorithm selected by user. These classes are: f&e (krikat) (Cricket), Irsit
(haki) (Hockey), =3t (kabddi) (Kabaddi), ge='s (phutbal) (Football), Sf&H (tainis)
(Tennis), §3fHe® (baidmintan) (Badminton). These classes are defined by analyzing the
Punjabi Corpus used for the classification task. And for classifying these documents, two
new approaches are proposed for Punjabi language, Ontology Based Classification and
Hybrid Approach. For Ontology Based Classification, Sports specific Ontology is
manually created in Punjabi Language for the first time that consist of terms related to
the class. E.g. Cricket class consists of following terms S&gml (batting), Jiegit
(bowling), JBfSA (fielding), fede (wicket), Football class consist of
(Goalkeeper), 31 (Goal), T9=I3 (Forward), fH3<S39 (Mid-fielder), f32@39 (Defender)
etc. An advantage of using Ontology is, there is no requirement of training set i.e. labeled
documents and it can also be beneficial for developing other NLP applications in
Punjabi. And to compare the efficiency of proposed algorithms, standard classification
algorithms results, Naive Bayes and Centroid Based Classification are compared using F-
score and Fallout.

2. Proposed algorithm for Punjabi Text Classification
For Punjabi Text Classification, initials steps that need to do are following:

e Prepare Training Set for Naive Bayes and Centroid Based Classifier. The
documents in the training set are tokenized and preprocessed. Stopwords,
punctuations, special symbols, name entities are extracted from the document.

«  For each class, centroid vectors are created using training set.

After initial steps, Punjabi Text Classification is implemented into three main phases:

e Preprocessing Phase
*  Feature Extraction Phase
*  Processing Phase

2.1 Pre-processing Phase

Each Unlabelled Punjabi Text Documents are represented as “Bag of Words”. Before
classifying, stopwords, special symbols, punctuations (<,>, :,{,},[,],",&*,(,) etc.) are
removed from the documents, as they are irrelevant to the classification task. Table 1
shows lists of some stopwords that are removed from the document.

S (lan) s e &t 3 (tam)

(né) (apane) (nahim)

&g (ih) Gl # (jam) &3 (ditta) | I (ho)
(h)
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TABLE 1- Stopwords List

2.2 Feature Extraction Phase

After pre-processing, input documents still contain redundant or non-relevant features
that increase the computations. Therefore, to reduce the feature space, along with
statistical approaches, language dependent rules and gazetteer lists are also used by
analyzing the documents. TFXIDF weighting is the most common statistical method
used for feature extraction [Han J. and Kamber M. 2006] using equation (1).

W() = tf(i)*log(N/Ni) (€]

2.2.1 Linguistic Features

And to extract the language dependent features, Hybrid Approach is used that include
Rule Based Approach and List Lookup approach. A number of rules specific for Punjabi
language is formed to extract the language dependent features are following:

1. Name Rule
a. if word is found, its previous word is checked for middle name.
b. if middle name is found, its previous word is extracted as first name from the
document. Otherwise, word is extracted from the document.
2. Location Rules
a. if word is found, it is extracted from the document.

b. if Punjabi word @3 (vikhé) or ff& (zilheé) is found, its previous word is extracted
as location name.
c. if Punjabi word fi3 (pind) is found, its next word is extracted as location name.

3. Date/Time Rules
a. if month or week day is found, it is extracted.

b. if Punjabi words Wi (ajj), 85 (kall), A= (saver), AH (shamm), TUfIg (duphir)

etc. are found, they are extracted.
4. Numbers/Counting
a. if any numeric character is found, it is extracted.

b. if Punjabi words f&a (ikk), T (daja), T (do), Ufgsr (pahila), 22 (chévim) ete.

are found, they are extracted.

5. Designation Rule
a. if designation found e.g. IU3s (kaptan), 39 (koc), UTs (kaiptan), it is
extracted.

6. Abbreviation
a. if words like et (a1), At (sD), 0o (ail), &t (pD), =t (bi) etc. are found, they are

extracted.

2.2.2 Gazetteer Lists
Lists prepared for classifying Punjabi Text Documents are following;:

e Middle Names
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¢ Last names

¢ Location Names

¢ Month Names

* Day Names

¢ Designation names

*  Number/Counting

e Abbreviations

e Stop words

«  Sports Specific Ontology (e.g. preparing list for class I&ll (Hockey) that contain all

of its related terms like AeIEiag (Striker), I[T=HBT (Dribbler), 365t (Penalty)

etc.

2.3 Processing Phase

At this phase, classification algorithms are applied as following:

2.3.1 Naive Bayes Classification

Multinomial Event Model of Naive Bayes is used [McCallum and Nigam 1998; Chen et
al. 2009] and for classification assign class Ci to the document if it has maximum
posterior probability with that class.

2.3.2 Centroid Based Classification

Calculate the distance between each Centroid vector (¢) and document vector (d); assign
that class to the document that is having minimum Euclidean distance from the
Centroid vector [Chen et al. 2008].

2.3.3 Ontology Based Classification

Traditional Classification methods ignore relationship between words. But, in fact, there
exist a semantic relation between terms such as synonym, hyponymy etc. [Wu and Liu
2009]. The Ontology has different meaning for different users, in this classification task,
Ontology stores words that are related to particular sport. Therefore, with the use of
domain specific ontology, it becomes easy to classify the documents even if the
document does not contain the class name in it. After feature extraction phase, for
classification, calculate the frequency of extracted terms that are matched with terms in
ontology. E.g. assign class cricket to the unlabelled document, if frequency of matching
terms with class cricket ontology is maximum. If no match is found or a document
shows same results for two or more classes then that document is not classified into any
class, and left for manual classification.

2.3.4 Hybrid Approach

In hybrid approach, the two algorithms Naive Bayes and Ontology based Classifier are
combined for better results of classification. Using TF, TFXIDF or Information Gain (IG)
as feature selection method sometimes results in features that are irrelevant. Therefore,
Class Discriminating Measure (CDM), a feature evaluation metric for Naive Bayes
calculates the effectiveness of the feature using probabilities, is used for feature
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extraction. The results shown in [Chen et al. 2009], indicate that CDM is best feature
selection approach than IG. The term having CDM value less than defined threshold
value is ignored. And the remaining terms are used to represent the input unlabelled
document. CDM for each term is calculated using (2)

CDM(w) = [log P(w|Ci) — log P(w|Ci )| )

Where P(w|Ci) = probability that word w occurs if class value is i
P(w|Ci ) = probability that word w occurs when class value is not i
i=1,2,.....6

Calculate the frequency of extracted terms that are matched with terms in ontology.
Assign class Badminton to the unlabelled document, if the frequency of matching terms
is maximum with class badminton. If no match is found or a document shows same
results for two or more classes then that document is not classified into any class, and
left for manual classification.

2.4 Classified Documents

After processing phase, unlabelled documents are classifies into classes.

o [E=SECE S|

Help  AboutUs

Punjabi Text Classifier
Source Path Dl Total

(Selectupto 180 Text Files)

Select Classification
Algorithm

a1l

FIGURE 1- Punjabi Text Classifier System

Figure 1 shows the system takes 8 secs 04 ms to classify 42 Punjabi Text Documents. It
also gives information about number of stopwords removed and number of words that
are left after preprocessing phase.

3 Experimental Evaluations

3.1 Dataset

The corpus used for Punjabi Text Classification contains 180 Punjabi text documents, 45
files are used as Training Data. Training set contains total 3313 words. All the
documents in the corpus are sports related and taken from the Punjabi News Web
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Sources such as jagbani.com. The system has been implemented using C#.net platform.
The stopword list is prepared manually contains 2319 words. The data structures used
are files and arrays. Stopwords list, gazetteer lists and ontology are stored in text file.
During the implementation, these files are stored into arrays to read the contents fast.

3.2 Experimental Results

F-score [Sun and Lim 2001] for each class is calculated for each classifier using equation

(3)

F-Score = (2*Precision*Recall)/ (Precision + Recall) 3)
Precision = (docs correctly classified in class Ci)/ (total docs retrieved in class Ci)
Recall = (docs correctly classified in class Ci)/ (total relevant docs in test set that belong

to class Ci)

Badminton Cricket Football Hockey Kabaddi Tennis

Ontology Based 0.84 0.89 0.89 0.81 0.88 0.8
Classification

Hybrid Classification  0.83 0.91 0.88 0.84 0.8 0.88
Centroid Based 0.64 0.85 0.8 0.64 0.67 0.81
Classification

Naive Bayes 0.87 0.77 0.46 0.63 0.42 0.75
Classification

TABLE 2- F-Score of each class using different classification techniques

From Table 2, it is concluded that on average Ontology (85%) and Hybrid Based
Classification (85%) shows better results than standard algorithms, Naive Bayes (64%)
and Centroid Based Classification (71%) for Punjabi Language. Even the fallout results
shows that 2% of the documents retrieved by system are irrelevant in case of Ontology
and Hybrid Based Classification where as 5% and 6% non-relevant documents are
retrieved if Centroid and Naive Bayes Algorithm are chosen respectively.

Conclusion

It is first time that two new algorithms Ontology and Hybrid Based Approach are
proposed and implemented for classification of Punjabi documents as previously no
other Punjabi document classifier is available in the world. The experimental results
conclude that Ontology and Hybrid Classification provide better results in comparison
to Naive Bayes and Centroid Based for Punjabi documents.
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ABSTRACT

Open IE usually has been studied for English which of one of subject-verb-object(SVO) languages
where a relation between two entities tends to occur in order of entity-relational phrase-entity
within a sentence. However, in SOV languages, two entities occur before the relational phrase
so that the subject and the relation have a long distance. The conventional methods for Open
IE mostly dealing with SVO languages have difficulties of extracting relations from SOV style
sentences.

In this paper, we propose a new method of extracting relations from SOV languages. Our
approach tries to solve long distance problems by identifying an entity-predicate pair and
recognizing a relation within a predicate. Furthermore, we propose a post-processing approach
using a language model, so that the system can detect more fluent and precise relations.
Experimental results on Korean corpus show that the proposed approach is effective in improving
the performance of relation extraction.

KEYWORDS: relation extraction, SOV language, predicate extraction.

Proceedings of COLING 2012: Demonstration Papers, pages 305-312,
COLING 2012, Mumbai, December 2012.

305



1 Introduction

Relation extraction detects the relationship between entities from natural language text and
makes the information as a structured data. In the traditional relation extraction task, the
relationship that needs to be extracted is pre-defined, according to the domain specific goal.
Recently, the World Wide Web provides vast amounts of documents and internally accumulates
a variety of valuable relational information. Therefore, extracting and utilizing the information
from a large web corpus become a hot research issue.

Banko et al. (2007) announced the first proposed system as a new paradigm called Open IE. The
goal of Open IE system is to extract all possible correct relationships between entities without
pre-defining the relationships. Open IE has shown successful result in some degree. Hereafter, a
lot of research has been carried out on Open IE like TextRunner (Yates et al., 2007), REVERB
(Etzioni et al., 2011) and WOE (Wu and Weld, 2010). However, most previous approaches have
been proposed for English corpus. Although they are language independent approaches, when
applied to another kind of language such as Korean, an unexpected problem occurs. English is
a SVO(Subject-Verb-Object) word order language. In most cases, a relational phrase appears
between subject(an entity) and object(another entity). Therefore, they naturally assume that
the phrase is associated with the subject entity.

However, in SOV language such as Korean, Japanese and Turkish, by default, the subject, object,
and verb usually appear in that order. And the modifiers should always be placed before their
modificands. Moreover, the word order is relatively free. Therefore, it is difficult to extract
a relationship by using English like assumption. The following example is a sentence from a
newspaper article.

[English Sentence]

| Lee Bo-young ” starts relationship  with ” Choi Min-young |af‘ter accepting the money from Kim Su-mi
NE[Person] 1 NE[Person] 2 NE[Person] 3

subject Xerb object &/ \

Relation = <Lee Bo-young , starts relationship with, Choi Min-young>

[Korean Sentence]

Z4al o7 = 2, [EECH|E CI0fE REEEE|
[Lee Bo-young] [from Kim Su-mi] [the money] [after accepting] [Choi Min-young] [relationship] [starts]
NE[Person] 1  NE[Person] 3

object verb

subject \

Relation = <O|= @ , ClONE A|ZHSICE A|QIG> ~~==-

Figure 1: Word ordering and relation extraction: SVO vs. SOV

In Figure 1, the relational phrase of "]} J(Lee Bo-young[PERSON])" is "=& w1l
(accepting the money from)" and "¢ o] & A] 23} T}(starts relationship with)". The noticeable
difference from the English sentence is that the entity, "©] & J (Lee Bo-young[PERSON])",
and the relational phrase, "¢ o] & A] 23k} (starts relationship with)", is far apart. Moreover,
before appearing the phrase, another irrelevant entity, "7 <~"](Kim Su-mi[PERSON])",
and the relational phrase, "= %1l (accepting money from)", appear. Because of these
characteristics, it is impossible to apply the assumption of English (a relational phrase
appears between two entities) to Korean sentences. In the strict sense, there exist two
relational tuples in this sentence. Another is <Lee Bo-young, accepting the money from,
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Kim Su-mi>. However, it is also impossible to extract this tuple by the assumption in
English. To solve the problem, we consider the connectivity between entities and predicate
in the first place. And then, we identify if there exist a relationship in the connected tuple.
In addition, to extract a comprehensible phrase, we apply a language model to the relation tuple.

2 Open IE System for SOV Language

s 75

article corpus -

Relation Extractor

Natural Language Predicate Extractor Relation Classifier
Processor
Predicate Candidate
Tagger Post Processor
Classifier

E

Relational Tuples
<NEL, Relation, NE2>

L
I Predicate / Association Learner I

Figure 2: System architecture

Figure 2 shows the architecture of our proposed system. It takes a web corpus as an input and a
set of relation tuples <NE1, Relation, NE2> as an output. First, the corpus is pre-processed.
The named entities in a sentence are recognized and the sentence is POS-tagged and parsed to
a dependency tree.

The relation extraction process comprises two key modules. The first module, predicate extractor
generates <entity, predicate> pair candidates by using a simple POS constraint and classifies
whether the predicate is a proper one of the entity by using the maximum entropy classifier.
The second module, relation extractor finds another entity in an entity-predicate pairs that are
classified into a correct one at the previous step. And then, it transforms two entities and the
predicate into a candidate relation tuple form. Finally, the maximum entropy classifier decides
if the candidate relation tuple represents a correct relationship between two entities.

2.1 Predicate Extraction
2.1.1 Predicate Candidates Generation

First, we generate predicate candidates that can be connected for one NE. We assume that the
"predicate" is based on a verb phrase. We follow the Etzioni et al. (2011)’ verb-based constraints
to prevent the relational phrase from being incomprehensible. The predicate candidates are
generated through the proposed algorithm, as shown in Figure 3. The start point of a predicate
is a NP chunk and the end point is a verb or the end of a sentence. The reasons of extracting
both the verb and the adjacent NP chunk are as follows. 1) In SOV language, the subject is far
away from the verb. However, the other entity (an object or an adverb) is adjacent to the verb.
2) We restrict the predicate to the one including a relational meaning.

2.1.2 Entity-Predicate Pair Detection

The predicate classifier is the part of deciding whether the predicate in an entity-predicate
pair extracted from the predicate generator describes about the entity or not. In Figure 1,
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Define Set: StartSet, EndSet, Candid
for(i=0; i< sentence.length; i++)
if{ (POS(i)....) match "(adjective | noun)* (noun)" ) | for(i=0; i < StartSet.size: i++)

puti to StartSet for(j=0; j < EndSetsize; j++)
for(j=0; j< sentence.length; j++) if( StartSet[i] < EndSet[j] )
if{ POS(j) match "(verb | ending)" ) put<i,j>to CandidateSet

put j to EndSet

Figure 3: Predicate candidate generation algorithm

according to the predicate generation pattern, candidates are generated as follows. P1:< 9]
X % (Lee Bo-young[PERSON]), & 71 % 3} ¢ o} & A] =3t} (starts relationship with Choi Min-
young[PERSON])>, P2:<Z) 41| (Kim Su-mi[PERSON]), & 717} HAof & A] & 3tr}(starts
relationship with Choi Min-young[PERSON])>, etc. In this case, the predicate of P1 is a
correct description about the entity, Lee Bo-young. But the predicate of P2 is an inappropriate
description about the entity, Kim Su-mi. The goal of the predicate classifier process is to detect a
correct or incorrect connection between an entity and a predicate, to improve the performance
of relation extraction.

For classifying correct entity-predicate pairs, we use Maximum Entropy classifier which is one
of Machine Learning method. The classifier assigns probability that the predicate is correct and
is connected to the entity. Classifier is learned by supervised learning and uses the following
features in Table 1. The features are grouped into three major categories.

Surface Syntactic Semantic
- Sentence length - Functional words next to NE1 - NE1 type
- Predicate length - POS tags in predicate - Verb type
- Distance NE1 ~ predicate - POS tags in left/right side of predicate | - Existance of matched
- # of other entities in sentence - POS tags at the boundary of predicate | verb frame
- Existence of verb between NE1 | - The length of dependency link be-
and predicate tween NE1 and predicate
- Position of NE1 and phrase

Table 1: Surface, syntactic and semantic features used

In order to investigate the connection between an entity and a predicate, we use the distance
between an entity and a predicate, whether there is a verb between an entity and a predicate, the
postposition next to an entity etc. as a feature. And for the purpose of identifying the suitability
of a predicate as description, we use the predicate length, POS tag of predicate and others. The
dependency link is the number of links between the entity and predicate in dependency tree.
The type of entity indicates the type that the entity belongs to, like “PERSON”, “PROGRAM”,
“LOCATION” and so forth. We build a set of verb-arguments frames for each high-frequent
verb by using the collocation of a verb and argument types. We decide the argument type by
using the functional words attached. There are four argument types: S(Subject), O(Object),
B(Adverbial) and C(Complement). We assign same type to the verbs which have the same
frame. The feature presents both whether the predicate includes some important information
and whether the argument and the predicate are connected semantically.

2.2 Relation Extraction

In this step, we extract relation tuples from the entity-predicate pairs. First, we separate the
other entity, NE2, from the predicate and convert the NE1, NE2, and the rest phrases of predicate
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to a relation tuple form. And we classify whether the tuple is a correct relation tuple or not. For
example, from an entity-predicate pair, <Al A] 7 (Sin Se-kyoung[PERSON]), ¢17] =21
3% Ao &3t} (make an appearance on the famous TV program Muhan-dojeon[TV
PROGRAM])>, we can get two relation tuples, R1: <A1 A 7 (Sin Se-kyoung[PERSON]), ¢17]
X 2 7 ¥ (famous TV program), ¥ 3% A (Muhan-dojeon[TV PROGRAM])> 2} R2: <Al A 7
(Sin Se-kyoung[PERSON]), & ¢ 3+t}(make an appearance on), ¥ 3t %= A (Muhan-dojeon[TV
PROGRAM])>. Among the R1 and R2, only the R2 is a correct tuple. To determine that the
candiate relation tuple is correct, we use the Maximum Entropy classifier learned by supervised
learning. Like the predicate classifier, we use several surface, syntactic and semantic features.
Additionally, to judge that the triple has a relationship, we uses the following features in Table 2.

Surface Syntactic Semantic
- The precedency between the NE2 | - Functional words next to NE2 - Type of NE2
and the rest phrase - POS tags in left/right side of two
- Position of NE2 entities

Table 2: Additionally used features for relation extraction

2.3 Post-processing Using Language Model

We propose a new post-processing method using a language model, in addition to the relation
extraction method based on the predicate extraction. The LM-based approach is motivated by
the following common errors, which may be incorrect relations in spite of high probabilities
given by our relation classifier. For example, the tuple <®% 4 (Park Myoung-su[PERSON]),
3} 7} Zrolght} (the peace comes to), ¥ 3F%= A (Muhan-dojeon[TV PROGRAM])> can be
outputted by the system described in the previous section. These erroneous tuples cannot
usually produce a fluent and comprehensible sentence when concatenating their entities and
the relational phrase. Therefore, this problem can be solved by using a language model.

We measure the perplexity of the word sequence generated by concatenating two entities and
the relational phrase in order of the occurrence in its original sentence. The relation tuples that
have a higher perplexity than a threshold are removed from the final set of relation tuples. To
construct the Korean 5-gram language model, we use the refined Sejong corpus (Kang and Kim,
2004) consisted of 6,334,826 sentences.

3 Experiments

3.1 Experimental Environment

We have experimented with our method on the Korean news corpus crawled in television
program domain from August 13, 2011 to November 17, 2011. The corpus consists of 118K
articles and 11.4M sentences. We have performed named entity recognition for pre-processing
of this news corpus and have sampled 7,686 sentences containing one or more entities from the
NE-recognized corpus. Among these annotated sentences, 4,893 sentences, 2,238 sentences,
and 555 sentences are used as the training set for the entity-predicate pair detection, the
training set for relation extraction, and the test set for relation extraction, respectively. We used
the precision, the recall, and the f-measure as evaluation metrics. When matching between a
gold relational phrase and a system output to measure these metrics, we adopted the relaxed
matching in which the difference between two target phrases boundaries was permitted up to
two words on both the left and the right of each phrase.
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3.2 Evaluation of Relation Extraction

We first evaluated the effectiveness of the entity-predicate pair detection. We compared the
performance of extracting the relation tuples after the proposed detection phase with the
performance of the baselines that extract the tuples without the phase. We set two baseline
systems. The first is the system that passes all possible entity-predicate pairs to the relation
extraction phase after the predicate candidate generation (ALL). The second is the system that
passes only the entity-predicate pairs including the nearest entity for each predicate candidate
to the relation extraction phase (NEAR). Table 3 shows the performance of relation extraction
of the baseline systems and the proposed system. In this experiment, the classification threshold
was optimized on the development set by using the f-measure as the objective function. As
shown in Table 3, the proposed approach outperformed both the baseline systems. These results
show that our additional phase is effective in finding the relation between two entities in SOV
language such as Korean. This also shows that it is helpful to consider first the relationship
between an entity and its predicate, prior to recognizing the relationship between two entities.

System Precision | Recall | F-measure
ALL 0.4540 0.4726 0.4631
NEAR 0.5177 0.5000 0.5087
Proposed 0.5223 0.5616 0.5413

Table 3: Effectiveness of the entity-predicate pair detection phase
4 Demo

Our Open IE system’s two key modules, the predicate extractor and the relation extractor
were implemented in C++. In addition, to provide users with searching service, we developed
extra modules, a ranker and a viewer. The predicate extractor and the relation extractor work
periodically as a batch job. However the ranker and the viewer work on demand. Optionally,
users can enter the duration, an entity name or a (part of) relation. Then the system looks up
the relation DB and shows the following results.

- Relation tuple view

- Relation tuple view including a user-queried entity

- Entity view related to a user-queried relational phrase

- Entity view related to a user-queried entity

We implemented the searching service as a web application.

5 Conclusions

In this paper, we propose a new Open IE system for SOV language. In order to extract relation
in SOV language, the system extracts entity-predicate pairs by considering the connectivity
between an entity and a predicate, prior to identifying a relationship between two entities. We
have shown that our system is effective in improving the performance of relation extraction.
The paper’s contributions are as follows. First, though the word order is relatively free or there
is long distance between an entity and a predicate, the relation is extracted successfully. Second,
our post-processing approach using a language model has an effect on finding more fluent and
precise relations.
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ABSTRACT

This paper describes a font independent Gurmukhi-to-Shahmukhi transliteration system. Even
though Unicode is gaining popularity, but still there is lot of material in Punjabi, which is
available in ASCII based fonts. A problem with ASCII fonts for Punjabi is there is no
standardisation of mapping of Punjabi characters and a Gurmukhi character may be internally
mapped to different keys in different Punjabi fonts. In fact there are more than 40 mapping tables
in use for the commonly used Punjabi fonts. Thus there is an urgent need to convert the ASCIL
fonts to standard mapping, such as Unicode without any loss of information. Already many such
font converters have been developed and are available online. But one limitation is that, all these
systems need manual intervention in which the user has to know the name of source font. In the
first stage, we have proposed a statistical model for automatic font detection and conversion into
Unicode. Our system supports around 225 popular Gurmukhi font encodings. The ASCII to
Unicode conversion accuracy of the system is 99.73% at word level with TOP1 font detection.
The second stage is conversion of Gurmukhi to Shahmukhi at high accuracy. The proposed
Gurmukhi to Shahmukhi transliteration system can transliterate any Gurmukhi text to Shahmukhi
at more than 98.6% accuracy at word level.

KEYWORDS: n-gram language model, Shahmukhi, Gurmukhi, Machine Transliteration, Punjabi,
Font, Font detection, font Conversion, Unicode
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1 Introduction

There are thousands of fonts used for publishing text in Indian languages. Punjabi (Gurmukhi)
alone has more than 225 popular fonts which are still in use along with Unicode. Though online
web content has shown the sign of migration from legacy-font to Unicode but books, magazine,
news paper and other publishing industry is still working with ASCII based fonts. They have not
adopted Unicode due to following reasons:

e Lack of awareness of Unicode standard

e People resist to change, due to Unicode typing issues and little support of Unicode in
publishing software they are working with

e Less availability of Unicode fonts has shown very less verity of text representation

A problem with ASCII fonts for Punjabi is there is no standardisation of mapping of Punjabi
characters and a Gurmukhi character may be internally mapped to different keys in different
Punjabi fonts. For example, the word Ut is internally stored at different keys as shown in
figure 1. Therefore, there is

an urgent need to develop a 0070+004D+006A+0077+0062+0049  in Akhar
converter to convert text in 0066+002E+0075+006A+0057+0067  in Gold

ASCII based fonts to 0070+00B5+006A+003B+0062+0049  in AnandpurSahib
Unicode without any loss 0067+007A+0069+006B+0070+0068  in Asees

0050+005E+004A+0041+0042+0049  in Sukhmani
00EA+00B3+00DC+00C5+00EC+00C6 in Satluj

of information. Already
many such font converters
have been developed and
are available online. But
one limitation with all these systems is that the user has to know the name of source font. This
may not be a big issue but there are many occasions when a user may not be aware of the name
of the ASCII font and in that case he cannot convert his text to Unicode. To overcome this
hurdle, we have developed a font

FIGURE 1 Internal representation of Y/rst in different fonts

identiﬁcgtion system, which 11 Million Keyboard Mappings
automatically detects the font and Word Corpus
then converts the text to Unicode. i kl , /C2 ..... k 41

2 Omni-Font Detection and Input

. . Character-level
Conversion to Unicode Asci i P
Gurmukhi Analysis - Trigram Language
text v Model

Our system supports around 225
popular Gurmukhi font encodings. TR
Some of the popular fonts Conversion
supported are Akhar, Anmol Lipi, I

Chatrik, Joy, Punjabi, Satluj etc. In
fact, these fonts correspond to 41
keyboard mappings. It means if
ky,k,....k, be the 41 keyboard
mappings and . f,....f,,; be the Gurmukhi fonts, then each of fonts s will belong to one of the
keyboard mapping «, . We could also have multiple fonts belonging to same keyboard map and
fonts belonging to same keyboard map have same internal mappings for all the Gurmukhi

Font Detection

I Char Maps

FIGURE 2— Model Components

Unicode text
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characters. For example, Akhar2010R and Joy font belong to same keyboard map family. The
problem is now reduced from 225 distinct fonts to just 41 group classes corresponding to each
keyboard map. Therefore, our font detection problem is to classify the input text to one of these
41 keyboard mappings. It could be thought of as a 41 class pattern recognition problem. The
proposed system is based on character-level trigram language model (see figure 2). We have
trained the trigrams corresponding to each keyboard map. For training purpose a raw corpus of
11 million words has been used. To identify the font of a text, all the character trigrams are
extracted and their probability is determined in each of the keyboard map. The keyboard map
having maximum product of trigram probability is identified as the keyboard map corresponding
to the input text.

Data next

0 105 58 0.86775 ——» ptr

2.1 Font Detection

The omni font detection problem is
formulated as characFer level trigram  ~py cp2 Ch3  Probability
language model. The single font has 255
character code points. Therefore, in a
trigram model, we need to process 255x255x255=255 code points for a single keyboard map.
But we are dealing with 41 distinct keyboard maps so the memory requirement will be further
increased to process and hold 41x 255° code points. After detailed analysis we found that the
array representation of this task is sparse in nature i.e. the majority of code points in omni fonts
have zero values. We observed that each keyboard map has around 26,000 non-zero code points
which is 0.156% of the original code points. Hence, to avoid sparse array formation, we have
created trigram link list representation (see figure 3) having on an average 26,000 trigram nodes
for only valid code points with respect to each keyboard map. The structure of the node is
expressed in figure 2. The trigram probability of a word w having length / is:

/
w = HP(Ci l€isCisa) (O]
il

FIGURE 3— Tri-gram Character Node

The total probability of input text sentence is:

n k n
W, = Z w' and the keyboard map is detected by K= arg max Z Z w 2)
1 11

2.2 Font Conversion

After the identification of the keyboard map, the handcrafted mapping table of identified font is
used by the system to transform input text into Unicode characters and finally produce the output
Unicode text. Special care has been given for transforming long vowels €[v], €[ul, €[o], ™[s],
], B[], D], Be], M), M[O] and Gurmukhi short vowel sign f:[1]. This is because in Unicode
these nine independent vowels €[], €[ul, 8[o], ™[o], "a], 1], Bil, Ble], "z], M[O] with three
bearer characters Ura 8[v], Aira W [o] and Iri €[1] have single code points and need to be mapped

accordingly as shown in figure 4. There are no explicit code points for half characters in Unicode.
They will be generated automatically by the Unicode rendering system when it finds special
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symbol called halant or Viram [<:]. Therefore, Gurmukhi transformation of subjoined consonants

is performed by prefixing halant <: symbol along with the respective consonant.

Long Vowels o] + o7 — T[] 8+ o Qv] g+
o] + >M[a] 8+ -8 g+ - 8]
o] + & — M[D] €+ 5 €0] E+3 5 8e]
Short Vowel [fz]  d[k] +fx » fa
Nukta Symbol ~ A+a=my+a=H J+a=drd+a=1; T+a=58+u=5;
Subjoined S+ =3 [n"] U++d =Y [pr] FH+A+E=H [sv]
Consonants

FIGURE 4- Unicode Transforming Rules

The  Unicode  transformation
becomes complex when Gurmukhi ﬁ-iﬂ-(()mni-Fom)*) fu R “H

short vowel Sihari [f:] and SU+a+I+ft g+ A ﬁ‘fﬂ (Unicode)
subjoined  consonants comes
together at a single word position. FIGURE 5— Complex Unicode Transformation

For example, consider the word
fA. In omni font Sihari [f»] come as first character. But according to Unicode it must be after the

bearing consonant. Therefore, it must go after the subjoined consonant :+3J as shown in figure 5.

3 Gurmukhi-to-Shahmukhi Transliteration System
The overall transliteration process is divided into three tasks as shown in figure 6.

3.1 Pre-Processing

The integration of omni font detection and conversion module enhances the scope, usefulness and
utilization of this transliteration system. The Gurmukhi word is cleaned and prepared for
transliteration by passing it through the Gurmukhi spell-checker and normalizing it according to
the Shahmukhi spellings and pronunciation as shown in Table 1.

Sr. Gurmukhi Word Spell-Checker Normalized Shahmukhi
1 Y9 /khudgaraj/ | HTdI9H /khudgaraz/ | HEdI9d /khudgaraz/ JFFaé
2 | gift /khushi/ T /khushi/ gﬂﬁ /khiishi/ §s
3 | gJ9R /pharngy/ 2I9t /farngy/ 2Ia /farngy/ f Y

TABLE 1- Spell-Checking and Normalization of Gurmukhi Words

3.2 Transliteration Engine

The normalised form of Gurmukhi word is first transliterated to Shahmukhi by using dictionary
lookup. Dictionary lookup is a limited but effective and fast method for handling the complex
spelling words of Shahmukhi and transliteration of proper nouns. Therefore, a one-to-one
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Gurmukhi-Shahmukhi dictionary resource has been created and used for directly transliterating
frequently occurring Gurmukhi words and transliterating Gurmukhi words with typical
Shahmukhi spellings.

Gurmukhi Stemmer: In our case, stemming is primarily a process of suffix removal. A list of
common suffixes has been created We have taken only the most common Gurmukhi suffixes
such as 3, €, T8, , < etc. The Shahmukhi transliteration of these suffixes is stored in the
suffix list. Thus if the word HEF@ is not found, we search the suffix list and find suffix 3<. This
suffix is removed from

FIE('?; and the resultant word Gurmukhi Text

HIH is then searched again in Y
the dictionary. If found then

Pre-Processing

the transliterated. word £ %s Omni font to Unicode Converter -
then appended with s, which is Gurmukhi
the Shahmukhl transliteration Text Normalization | Spell-Checking Spell-Checker
of the suffix 3, Thus, the
correct transliteration i.e. uh(“l Normalized Words l
is achieved.
Transliteration Engine

321 Rule-base Gurmukhi-Shahmukhi Dictionary

Transliteration

Gurmukhi, Gurmukhi Stemmer

The rule based transliteration Shahmukhi ——

is used when dictionary lookup Unigram, bi- Rule based Transliteration
. . gram, trigram

and Gurmukhi stemmer failed tables Check Shahmukhi Spellings

to transliterate the input word.
Using the direct grapheme
based approach; ~Gurmukhi Transliterated Words l

consonants and vowel are Bost-Processing
directly mapped to similar
sounding Shahmukhi Word Disambiguation
characters. In case of multiple HMM Model for Using HMM
. . Shahmukhi
equivalent Shahmukhi
characters or one-to-many
mappings, the most frequently Shahlekhi Text

occurring Shahmukhi character
is selected. Thus, I is mapped
to » and = is mapped to J. Besides, these simple mapping rules, some special pronunciation based
rules have also been developed. For example, if two vowels in Gurmukhi come together, then
Shahmukhi symbol Hamza is placed in between them. After simple character based mapping we
resolve character ambiguity. That is, the Gurmukhi characters with multiple Shahmukhi
mappings, all word forms using all possible mappings are generated and the word with the
highest frequency of occurrence in the Shahmukhi word frequency list is selected. For example,
consider the Gurmukhi word ATJE. It has two ambiguous character A[s] and J[h]. The system
will generate all the possible forms and then choose the most frequent >l (6432) unigram as
output as shown in the figure 7. Finally, the output word is inspected for correct spelling using
Shahmukhi resources.

FIGURE 6— System Architecture
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All forms
A A A
Charl 2w 2w d=o (with unigram firequency)
Char? or - (O)YTV (0)“.'}L/
Char3 I 5. Tog (0)wb (6432) -l
Chard o il (0)st ()¢
Selected —
Chars ¥ 50 (most frequent) =

FIGURE 7- Steps for handling Multiple Character Mapping

3.3 Post-Processing

The transliteration of Gurmukhi word I8 has two Shahmukhi spellings with different senses as
Js (state, condition, circumstance) and Ju (Hall; big room). In post-processing we have
modelled 2™ order HMM for Shahmukhi word disambiguation where the number of HMM states
are corresponding to each word in the sentence and their possible interpretations or ambiguity.
The transition probabilities and inter-state observation probabilities are calculated as proposed by
Thede and Harper (1999) for POS system.

4  Evaluation and Results

There are two main stages of our system first is font detection and Conversion of detected font to
Unicode and the second stage is conversion of Gurmukhi text to Shahmukhi. The evaluation
results of both the stages are:

Font Detection and Conversion Accuracy: In order to test font detection module we have a set
of 35 popular Gurmukhi fonts. A randomly selected test data of having 194 words and having
962 characters (with spaces) is converted into different Gurmukhi fonts and used for system
testing. The font detection module has correctly predicted 32 fonts. Hence, they have 100%
conversion rate into Unicode. The remaining 3 fonts were not correctly recognized and confused
with other fonts with which the character mapping table is almost similar. The fonts varied by
only 2-3 code maps and hence the confusion. But this confusion did not create much problem in
the subsequent Unicode and then Shahmukhi conversion.

Transliteration Accuracy: We have tested our system on more that 100 pages of text compiled
from newspapers, books and poetry. The overall transliteration accuracy of this system is 98.6%
at word level, which is quite high. In the error analysis we found that this system fails to produce
good transliteration when the input words have typical spellings. The accuracy of this system can
be increased further by increasing the size of the training corpus and having plentiful of data
covering maximum senses of all ambiguous words in the target script.

Conclusion
For the first time a high accuracy Gurmukhi-Shahmukhi transliteration system has been
developed, which can accept data in any of the popular Punjabi font encoding. This will fulfil the

demand from the users to develop such a system, where the Gurmukhi text in any font could be
converted to Shahmukhi.
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ABSTRACT

We introduce a translation retrieval system THUTR, which casts translation as a retrieval
problem. Translation retrieval aims at retrieving a list of target-language translation candidates
that may be helpful to human translators in translating a given source-language input. While
conventional translation retrieval methods mainly rely on parallel corpus that is difficult and
expensive to collect, we propose to retrieve translation candidates directly from target-language
documents. Given a source-language query, we first translate it into target-language queries
and then retrieve translation candidates from target language documents. Experiments on
Chinese-English data show that the proposed translation retrieval system achieves 95.32% and
92.00% in terms of P@10 at sentence level and phrase level tasks, respectively. Our system also
outperforms a retrieval system that uses parallel corpus significantly.

TITLE AND ABSTRACT IN CHINESE

THUTR: —MNEXK R RS

BTN B — ALK RATHUTR. ZARAEBMFEUERN— MRS, ¥R
BN TIIRE S SO R — A IERIE, BN RIS . BSME TR Tk
F BT XGEE R, FLH I A 3 2 ) R M @B B RERN B . A, RATR A
FHEAEERHESZI R O R .. AEFIES TR, RATECEEMERARES TR, A5
BN FRAEE R PG R AR B S TEDCREE I sEsh R, AR R KRG 0
TIEA)F RN B R 1595.32%/1192.00%IP@101H . FATIM RS th B3 8t 7 4l i 747
TR RS R RS-
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1 Introduction

This demonstration introduces a translation retrieval system THUTR, which combines machine
translation and information retrieval to provide useful information to translation users. Unlike
machine translation, our system casts translation as a retrieval problem: given a source-language
string, returns a list of ranked target-language strings that contain its (partial) translations from
a large set of target-language documents.

Translation Retrieval

WITHAT T K2 Search
1: the two sides held cordial and friendly talks .

2: the two sides held talks in a friendly atmosphere

3: the two sides had friendly talks

4: the two sides held cordial and friendly talks on developing the two countries ' cultural and journalistic

cooperation .
. the two sides held friendly talks [ you hao jiao tan 0645 1170 0074 6151 ]
:  the two sides held cordial and friendly talks on developing bilateral cultural and journalistic cooperation .
. the two sides had friendly and candid talks .
:  the two sides had warm and friendly talks
:  the two sides conducted talks in a cordial and friendly atmosphere
10: the two sides had a cordial and friendly talk

© ® N OO

Figure 1: A screenshot of the translation retrieval system.

For example, as shown in Figure 1, given a Chinese query, our system searches for its translations
in a large set of English documents and returns a list of ranked sentences. ! Although the
retrieved documents might not be exact translations of the query, they often contain useful
partial translations to help human translators produce high-quality translations. As the fluency
of target-language documents are usually guaranteed, the primary goal of translation retrieval
is to find documents that are relevant to the source-language query. By relevant, we mean that
retrieved documents contain (partial) translations of queries.

Our system is divided into two modules:

1. machine translation module: given a source-language query, translates it into a list of
translation candidates;

2. information retrieval module: takes the translation candidates as target-language queries
and retrieves relevant documents.

Generally, the MT module ensures the fidelity of retrieved documents and the IR module ensures
the fluency. Therefore, the relevance can be measured based on the coupling of translation and
retrieval models.

We evaluate our system on Chinese-English data. Experiments show that our translation
retrieval system achieves 95.32% and 92.00% in terms of P@10 at sentence level and phrase
level tasks, respectively. Our system also significantly outperforms a retrieval system that uses
parallel corpus.

1In our system, each document is a single sentence.
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2 Related Work

Translation retrieval is firstly introduced in translation memory (TM) systems (Baldwin and
Tanaka, 2000; Baldwin, 2001). Translation equivalents of maximally similar source language
strings are chosen as the translation candidates. This is similar with example-based machine
translation (Nagao, 1984) that translates by analogy based on parallel corpus. Unfortunately,
these systems suffer from a major drawback: the amount and domain of parallel corpus are
relatively limited. Hong et al. (2010) propose a method for mining parallel data from the Web.
They focus on parallel data mining and report significant improvements on MT experiments.

Many researchers have explored the application of MT techniques to information retrieval tasks.
Berger and Lafferty (1999) introduce a probabilistic approach to IR based on statistical machine
translation models. Federico and Bertoldi (2002) divide CLIR into two translation models: a
query-translation model and a query-document model. They show that offering more query
translations improves retrieval performance. Murdock and Croft (2005) propose a method for
sentence retrieval but in a monolingual scenario. They incorporate a machine translation in
two steps: estimation and ranking. Sanchez-Martinez and Carrasco (2011) investigate how to
retrieve documents that are plausible translations of a given source language document using
statistical machine translation techniques.

3 System Description

Figure 2: System architecture.
Given a source language query f, conventional translation retrieval systems (Baldwin and
Tanaka, 2000; Baldwin, 2001) search for a source string f that has the maximal similarity with

f in a parallel corpus Dy, = {(f,e1),..., (fy,en)}:

f = argmax {sim(f,f’)} (@)
f'€Dy,

where sim(f, f’) calculates the similarity between two source language strings f and f’. Then,

retrieval systems return the target language string & corresponding to f in Dy .. Therefore,

conventional translation retrieval systems only rely on source language string matching and do

not actually consider the translation probability between f and é.

Alternatively, given a source language query f, our translation retrieval system searches for
a target string é that has the maximal translation probability with f in a monolingual corpus
De = {61,...,€M} :

é:argmax{P(elf)} @

e€D,
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where P(e|f) is the probability that e contains a translation of f.

This problem definition is similar with cross-lingual information retrieval (CLIR) (Ballesteros
and Croft, 1997; Nie et al., 1999) except for the relevance judgement criterion. While CLIR
requires the retrieved documents to be relevant to users’ information need, translation retrieval
expects to return documents containing the translations of queries. For example, given a Chinese
query “BLiZ 237 (i.e., “Olympic Games”), both “Olympic Games” and “London” are relevant in
CLIR. However, in translation retrieval, only “Olympic Games” is relevant. Therefore, translation
retrieval can be seen as a special case of CLIR.

The translation probability P(e|f) can be further decomposed by introducing a target language
query ¢’ as a hidden variable:

Plelf) =D Ple,€/|f) =Y P(¢/f) x P(ele’) ®)

where P(¢’|f) is a translation model and P(e|e’) is a retrieval model. 2

In this work, we use a phrase-based model as the translation model. Phrase-based models (Och
and Ney, 2002; Marcu and Wong, 2002; Koehn et al., 2003) treat phrase as the basic translation
unit. Based on a log-linear framework (Och and Ney, 2002), the phrase-based model used in
our system is defined as

, score(e’, f)
PN = s @
score(e’,f) = Py(€|f )" x Py(fle')'2 x Pp(€|f )2 x P (fle') x
exp(1)’s x exp(le’[)* x Py(e')” x Py(f, €)' ©)

The A’s are feature weights that can be optimized using the minimum error rate training
algorithm (Och, 2003).

We use the vector space model for calculating the cosine similarity of a target language query e’
and a target language document e.

Therefore, the decision rule for translation retrieval is 3

é = argmaX{ZP(e’lf) x P(ele')} 6)
~ argmax {score(e/,f) X sim(e’,e)} ()]

ee’

The pipeline of our translation retrieval system is shown in Figure 2. Given a source language
query f, the system first obtains a K-best list of target language query candidates: e}, ej,...,ey.
For each target language query e;, the system returns a list of translation candidates Ej. These
translation candidates are merged and sorted according to Eq. (7) to produce the final ranked
list E.

2Such “query translation” framework has been widely used in CLIR (Nie et al., 1999; Federico and Bertoldi, 2002) In
this work, e’ is a translation of f produced by MT systems and e is a target language document that probably contains
a translation of f. While e’ is usually ungrammatical and erroneous, e is often written by native speakers.

3In practice, we add a parameter A, to Eq (12) to achieve a balance between translation model and retrieval model:
score(e’, f) x sim(e’,e)*. We set Ao = 2 in our experiments.
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4 Experiments

We evaluated our translation retrieval system on Chinese-English data that contains 2.2M
sentence pairs. They are divided into three parts:

1. Training set (220K): training phrase-based translation model and feature weights.
2. Query set (5K): source language queries paired with their translations.

3. Document set (1.99M): target language sentences paired with their corresponding source
language sentences.

The statistical machine translation system we used is Moses (Koehn et al., 2007) with its default
setting except that we set the maximal phrase length to 4. For language model, we used SRI
Language Modeling Toolkit (Stolcke, 2002) to train a 4-gram model with modified Kneser-Ney
smoothing (Chen and Goodman, 1998). Our retrieval module is based on Apache Lucene, the
state-of-the-art open-source search software. *

4.1 Sentence Level

We first evaluated our system at sentence level: treating a source language sentence as
query. Given the bilingual query set {( flq,e'll), o( fg,eg)} and the bilingual document set
{(f&eD),...,(fd,ed)}, we treat {f},.. .,f(g} as the query set and {e}, ... ,e(qz,ef, ...,el} as the
document set. Therefore, relevance judgement can be done automatically because the gold
standard documents (i.e., {eil, ey eg }) are included in the document set. The evaluation metric
is P@n, n=1,10,20,50.

phrase length || BLEU | P@1 P@10 P@20 P@50
11.75 | 83.12 89.38 90.80 92.52

24.15 | 89.54 93.66 94.36 95.08
27.48 | 90.46 94.26 94.98 95.52
28.37 | 90.62 94.44 95.28 95.86
30.12 | 90.50 94.14 9498 95.66
29.52 | 90.40 94.42 94.96 95.56
29.96 | 90.62 94.40 95.10 95.74

N WN =

Table 1: Effect of maximal phrase length.

Table 1 shows the effect of maximal phrase length on retrieval performance. Beside retrieval
precisions, Table 2 also lists the BLEU scores of query translation. Retrieval performance
generally rises with the increase of translation accuracy. Surprisingly, our system achieves
over 90% in terms of P@1 when the maximal phrase length is greater than 2. This happens
because it is much easier for translation retrieval to judge relevance of retrieved documents
than conventional IR systems. We find that the performance hardly increase when the maximal
phrase length is greater than 3. This is because long phrases are less likely to be used to
translate unseen text. As a result, extracting phrase pairs within 4 words is good enough to
achieve reasonable retrieval performance.

Table 2 shows the effect of the K-best list translations output by the MT system. It can be
treated as “query expansion” for translation retrieval, which proves to be effective in other IR

“http://lucene.apache.org/
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| P@1  P@10 P@20 P@50
1-best | 90.62 94.44 9528 95.86
10-best | 91.88 9532 96.16 96.84

Table 2: Effect of K-best list translations.

systems. We find that providing more query translations to the retrieval module does improve
translation quality significantly.

system | P@Q1 P@10  P@20 P@50
parallel 3448 58.62 63.98 70.88
monolingual | 69.04 81.17 83.68 87.45

Table 3: Comparison to translation retrieval with parallel corpus.

We also compared our system with a retrieval system that relies on parallel corpus. Table 3
shows the results for retrieval systems using parallel and monolingual corpora, respectively.
Surprisingly, our system significantly outperforms retrieval system using parallel corpus. We
notice that Baldwin (2001) carefully chose data sets in which the language is controlled or
highly constrained. In other words, a given word often has only one translation across all
usages and syntactic constructions are limited. This is not the case for our datasets. Therefore,
it might be problematic for conventional retrieval systems to calculate source language string
similarities. This problem is probably alleviated in our system by providing multiple query
translations.

4.2 Phrase Level

| P@1  P@10
I-best | 64.00 88.00
10-best | 72.00  92.00

Table 4: Results of phrase level retrieval.

Finally, we evaluated our system at phrase level: a source language phrase as query. We selected
50 phrases from the source language query set. The average length of a phrasal query is 2.76
words. On average, a query occurs in the source language query set for 3 times. Given a source
query, our system returns a list of ranked target language documents. Relevance judgement
was performed manually. Table 5 shows the results of phrase level evaluation. We compared
between using 1-best translations and 10-best translations produced by MT systems. The P@10
for using 10-best translations reaches 92%.

Conclusion

We have presented a system THUTR that retrieves translations directly from monolingual corpus.
Experiments on Chinese-English data show that our retrieval system achieves 95.32% and
92.00% in terms of P@10 for sentence level and phrase level queries, respectively. In the future,
we would like to extend our approach to the web that provides enormous monolingual data. In
addition, we plan to investigate more accurate retrieval models for translation retrieval.
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ABSTRACT

We extend the concept of Named Entities to Named Events — commonly occurring events
such as battles and earthquakes. We propose a method for finding specific passages in news
articles that contain information about such events and report our preliminary evaluation
results. Collecting “Gold Standard” data presents many problems, both practical and
conceptual. We present a method for obtaining such data using the Amazon Mechanical Turk
service.

TITLE AND ABSTRACT IN PORTUGUESE

Reconhecimento de Passagens de Eventos Mencionados em
Noticias

Estendemos o conceito de Entidades Mencionadas para Eventos Mencionados — eventos que
ocorrem frequentemente como batalhas e terramotos. Propomos uma forma de encontrar
passagens especificas em artigos que contenham informagdo sobre tais eventos e reportamos os
nossos resultados preliminares. Colecionar um “Gold Standard” releva muitos problemas, tanto
praticos como conceptuais. Apresentamos um método para obter tais dados usando o Amazon
Mechanical Turk.

KEYWORDS : Named Events, Named Entities, Crowdsourcing, Multi-class Classification
KEYWORDS IN PORTUGUESE : Eventos Mencionados, Entidades Mencionadas, Crowdsourcing,
Classificacao Multi-classe
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1 Introduction

Modern Newspapers have been organized into news articles since their invention in the early 17™
century (Stephens 1950). These articles are usually organized in an “inverted pyramid” structure,
placing the most essential, novel and interesting elements of a story in the beginning and the
supporting materials and secondary details afterwards. This structure was designed for a world
where most readers would read one newspaper per day and one article on a particular subject.
This model is less suited for today’s world of online news where readers have access to
thousands of news sources. While the same high-level facts of a story may be covered by all
sources in the first few paragraphs, there are often many important differences in the details
“buried” further down. Readers who are interested in these details have to read through the same
materials multiple times. Automated personalization services decide if an article has enough new
content of interest to the reader, given the previously read articles. Rejection of an article simply
because it covers topics already presented to the user misses important new information.

To solve this problem, automated systems have to be able to identify passages dealing with
specific events and extract specific details such as: who, what, and where. For example, an article
about a particular war may describe several battles in different geographical locations, but only
some of which previously covered in other articles. The same article may also contain
information about other events not directly related to the battles, such as food shortages and
international reaction.

In this work, we focus on the problem of identifying passages dealing with Named Events —
commonly occurring events such as battles, bankruptcy, earthquakes, etc. Such events typically
have generic names such as “battle” and sometimes have specific names such as “Battle of
Waterloo.” More importantly, they have recognizable high-level structures and components as
well as specific vocabularies. These structures were explored in the 1970s (Schank and Abelson
1977), but the early methods did not scale-up and were abandoned.

In the late 1990s, the problem was addressed under the Topic Detection and Tracking (TDT)
trend (Yang, Pierce, and Carbonell 1998)(Yang et al. 1999)(Allan, Papka, and Lavrenko 1998).
This work assumed that each news article had one and only one topic. The goal was to track
articles by their topics. More recent work (Feng & Allan, 2007)(Nallapati et al. 2004) on Event
Threading tried to organize news articles about armed clashes into a sequence of events, but still
assumed that each article described a single event. Passage Threading (Feng and Allan 2009)
extends the event threading by relaxing the one event per news article assumption and using a
binary classifier to identify “violent” passages or paragraphs.

In this paper, we investigate methods for automatically identifying multi-sentence passages in a
news article that describe named events. Specifically, we focus on 10 event types. Five are in the
violent behavior domain: terrorism, suicide bombing, sex abuse, armed clashes, and street
protests. The other five are in the business domain: management changes, mergers and
acquisitions, strikes, legal troubles, and bankruptcy. We deliberately picked the event categories
where language often overlaps: business events are often described using military metaphors.

Our approach was to train a classifier on a training set of sentences labeled with event categories.
We used this classifier to label all sentences in new documents. We then apply different
approaches to cluster sequences of sentences that are likely to describe the same event.
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For our experiments, we needed a set of documents where the pertinent passages and sentences
are labeled with the appropriate event categories. We used Amazon’s Mechanical Turk' (AMT)
service to obtain such a set.

The main contributions of this paper are the following:

- Using sentence-level features to assign event-types to sentences.

- Aggregating sequences of sentences in passages that are likely to contain information
about specific events.

- Mechanical Turk service to obtain a usable set of labeled passages and sentences.

The rest of this paper is organized as follows. Section 2 outlines our named event recognition
process. The creation of a “Gold Standard” dataset is described in section 3 as well as a new
technique to improve the quality of AMT data. Section 4 explains how the experiments were
performed and their results. Section 5 presents the conclusions and future work.

2 Technical Approach

We used a two-step approach to find named event passages (NEP) in a document. First, we used
a previously trained classifier to label each sentence in the document. Second, we used both a
rule-based model and HMM based statistical model to find contiguous sequences of sentences
covering the same event. For the classifier part, we adopted a supervised learning framework,
based on Weka (Hall et al. 2009).

2.1 Features and feature extraction

As features, we used key-phrases identified by an automatic key-phrase extraction algorithm
described in (Marujo et al. 2012). Key phrases consist of one or more words that represent the
main concepts of the document.

Marujo (2012) enhanced a state-of-the-art Supervised Key Phrase Extractor based on bagging
over C4.5 decision tree classifier (Breiman, 1996; Quinlan, 1994) with several types of features,
such as shallow semantic, rhetorical signals, and sub-categories from Freebase. The authors also
included 2 forms of document pre-processing that were called light filtering and co-reference
normalization. Light filtering removes sentences from the document, which are judged peripheral
to its main content. Co-reference normalization unifies several written forms of the same named
entity into a unique form.

Furthermore, we removed key-phrases containing names of people or places to avoid over-fitting.
This was done using Stanford Named Entities Recognizer NER (Finkel, Grenager, and Manning
2005). We kept the phrases containing names of organizations because they often indicate an
event type, e.g., FBI for crime, US Army for warfare, etc.

Due to the relatively small size of our training set, some of the important words and phrases were
missing. We augmented the set with the action verbs occurring in the training set.

! https://www.mturk.com
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2.2 Ensemble Multiclass Sentence Classification

The first problem we faced is the selection and training of a classifier to label each sentence. We
used 11 labels — 10 categories plus “none-of-the-above”. We trained three classifiers: SVM
(Platt 1998), C4.5 Decision Tree with bagging (Quinlan 1994, Breiman 1996) and Multinomial
Naive Bayes (McCallum and Nigam 1998). The final sentence classification is obtained by
combining the output of 3 classifiers using a Vote meta-algorithm with combination rule named
majority voting (Kuncheva 2004, Kittler et al. 1998).

2.3  Selection of Passages

Once each sentence is labeled, we need to identify passages that most likely contain the
descriptions of named events. The simples approach is to aggregate contiguous sequences of
identical labels, which we consider as baseline. The problem with this method is that it is very
sensible to sentence classification errors. Because a single classification error within a passage
means that passage will not be correctly identified. To illustrate this problem, suppose that the
true sequence of classifications in a small example document is: “A A A A B B”, where A and B
are some possible labels of events. The correct passages would be “A A A A” and “B B”.
However, a single classification error can make the sequence “A B A A B B”. In this case, we
would form 4 passages, which is very far from the correct sequences of passages. Thus, a smarter
approach to extract passages from classifications is developed where we take into account
possible classification errors from the sentence classifier when forming blocks. For this purpose,
we propose an HMM-based passage-aggregation algorithm which maximizes the probability
P(B,|C,....,.C,) of a passage spanning positions n-L through n, given the previous L
classifications C,,,...,C,. We estimate this probability using a maximum likelihood estimator as:
P(B,|Cpyy s Cy) = w
N(Cnle R Cn)

Where N(B,, C,_y, ...,Cy,) is the number of occurrences of the sequence of classifications
Cp_p, -, C, where the passage ends at position n normalized byN(C,,_;, ..., C;,)- the number of
occurrences of the same sequence. We also perform Backoff smoothing, i.e.: when the sequence
with length L is not observed, we find the sequence with length L-7, then L-2 if necessary. Given
a document with the sequence of classifications Cj, ..., Cy, we want to find the sequence of blocks
By, ..., By, so that we optimize the objective function:

PBo B = || PBalCas)

Ba,-BN
This optimization problem is performed in polynomial time using a Viterbi approach for HMM.

3 Crowdsourcing

3.1 General information

For training and evaluation, we needed a set of news stories with passages annotated with the
corresponding event categories. Obtaining such a dataset presents both conceptual and practical
difficulties. Designations of named events are subjective decisions of each reader with only
moderate agreement between them (see Table 2, column 1). We used Amazon Mechanical Turk
(AMT) service to recruit and manage several annotators for each story. Each assignment (called
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HIT) asked to label 10 sentences and paid $0.05 if accepted by us. We selected 50 news articles
for each of the 10 named events and we created 5 HITS for each of sequence of 10 sentences
from 500 news articles in our set. We also suspect that the sequence of sentences would influence
labelling. For example, even a neutral sentence might be labelled “bankruptcy” if the
neighbouring sentences were clearly about bankruptcy. To verify this hypothesis, we created a
condition with randomized order of sentences from different stories. Our data supported this
hypothesis (see Table 1), which has an important implication for feature selection. In the future,
we plan to include contextual features from the neighbouring sentences.

Ann. Mode Bank. | M&A | M. Chang.

Sequential 35% 47% 39%
Random 24% 33% 34%
Table 1: Proportion of sentence labels matching the topic of the article

Our first practical problem was to weed out bad performers who took short cuts generating
meaningless results. We used several heuristics such as incomplete work, fast submission,
randomness, etc. to weed out bad HITs.

Even after eliminating bad performers, we still have a problem of disagreements among the
remaining performers. We give each label a score equal to the sum of all votes it received. We
also explored an alternative scoring formula using a weighted sum of the votes. The weight
reflects the performer’s reputation from previous HITs (the proportion of accepted HITs) and the
discrepancy in the amount of time it normally takes to do a HIT (assuming a Gaussian
distribution of the time it takes to perform a HIT). To evaluate these alternatives, we used Fleiss
kappa metric (Fleiss 1971) to measure the agreement between expert labeling and the top-scoring
labels (weighted and un-weighted) produced by the AMT performers.

In Table 2, K(C) is the agreement among all performers. K(Lc,Lg) is the agreement between the
expert and the top-scoring labels using un-weighted votes. K(Lyw,Lg) is the agreement between
expert and the top-scoring labels using weighted votes. Using weighted votes, on average,
produces a small improvement in the agreement with expert opinion.

CAT K(C) K(Lc,Lg) | K(Lw,Lg)
Terrorism 0.401 0.738 0.788
S. Bombing 0.484 0.454 0.553
Sex abuse 0.455 0.354 0.420
M. Changes 0.465 0.509 0.491
M&A 0.408 0.509 0.509
Arm. Clashes 0.429 0.655 0.630
Street Protest 0.453 0.603 0.587
Strike 0.471 0.714 0.709
L. Trouble 0.457 0,698 0,694
Bankruptcy 0.519 0.638 0.638
AVG. 0.454 0.575 0.592

Table 2: Inter-annotator agreements (p-value < 0.05)
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4  Experiments and Evaluation

First, we trained our sentence-labeling classifier on the training set of 50 news stories from the
“Gold Standard” set labeled by the Amazon Mechanical Turk performers. We then applied this
classifier to the remaining 450 stories in the Gold Standard set. We used two metrics to compare
the algorithm’s performance to the Gold Standard: F1 and nDCG (Jarvelin et al., 2000). For the
first metric, for each sentence, we used the best-scoring label from the Gold Standard using the
weighted sum of the votes and the best label produced by our classifier. For the second, we used
lists of labels ordered by their scores Table 3.

CAT P R F1 nDCG
Terrorism 0.758 | 0.650 | 0.700 0.853
S. Bombing 0.865 | 0.724 | 0.788 0.934
Sex abuse 0.904 | 0.705 | 0.792 0.951
M. Changes 0.780 | 0.599 | 0.678 0.873
M&A 0.805 | 0.569 | 0.667 0.899

Arm. Clashes 0.712 | 0.594 | 0.789 0.816
Street Protest 0.833 | 0.697 | 0.845 0.921

Strike 0.758 | 0.650 | 0.700 0.842
L. Trouble 0.626 | 0.569 | 0.667 0.735
Bankruptcy 0.907 | 0.786 | 0.842 0.940
None of ab. 0.727 1 0.907 | 0.807 0.834

Weight. AVG. | 0.752 | 0.750 | 0.737 0.880
Table 3: Named-event classification results using 10 fold cross-validation (p-value < 0.01).

For comparison, we calculated the average scores for the individual human labellers measured
against the rest of the labellers. We obtained F1 = 0.633 and nDCG = 0.738, which is lower than
the performance obtained by our classifier. To compare the results of the HMM-based passage
aggregator to the baseline we used the standard B-cube metrics (Bagga, 1998) applied to the
sentence rather than word boundaries. For the “Gold Standard” of passage boundaries, we used
contiguous blocks of best-scoring labels produced by the human performers (in Table 4).

CAT P R F1
Baseline 0.554 | 0.626 | 0.588
HMM based 0.489 | 0.903 | 0.634

Table 4: Passage evaluation

Conclusions and Future work

We introduced a new supervised information extraction method to identify named-event passages.
On a sentence-by-sentence basis, our method outperformed human labellers (nDCG = 0.880 vs
0.738, F1 = 0.737 vs 0.633). Our HMM-based aggregation algorithm outperformed the baseline
(F1 =10.634 vs. 0.588). While our results show promise, they should be viewed as a preliminary
step towards extraction of named-event information, the main goal of this research. Another
contribution of this work is the use of the AMT to obtain useable data from a diverse set of
performers. We report several procedures to weed out bad performers from data.

Acknowledgments

This work was supported by Carnegie Mellon Portugal Program.

334



References

Allan, James, Sridhar Mahadevan, and Ramesh Nallapati. 2004. “Extraction of Key Words from
News Stories.” CIIR Technical Report.

Allan, James, Ron Papka, and V. Lavrenko. 1998. “On-line new event detection and tracking.”
Pp. 37-45 in Proceedings of the 21st annual international ACM SIGIR conference on Research
and development in information retrieval. ACM.

Breiman, Leo. 1996. “Bagging predictors.” Machine Learning 24(2):123-140.

Bagga, Amit; Baldwin, Breck . 1998. “Algorithms for Scoring coreference chains.” Pp.563-566
in the First International Conference on Language Resources and Evaluation Workshop in
Linguistics Coreference

Feng, Ao, and James Allan. 2007. “Finding and linking incidents in news.” Proceedings of the
sixteenth ACM conference on Conference on information and knowledge management -
CIKM °07.

Feng, Ao, and James Allan. 2009. “Incident threading for news passages.” Pp. 1307-1316 in
Proceeding of the 18th ACM conference on Information and knowledge management. New York,
New York, USA.

Finkel, Jenny Rose, Trond Grenager, and Christopher Manning. 2005. “Incorporating Non-local
Information into Information Extraction Systems by Gibbs Sampling.” Pp. 363-370 in
Proceedings of the 43nd Annual Meeting of the Association for Computational Linguistics (ACL
2005).

Fleiss, J.L. 1971. “Measuring nominal scale agreement among many raters.” Psychological
Bulletin 76(5):378.

Hall, Mark et al. 2009. “The WEKA data mining software: an update.” ACM SIGKDD
Explorations Newsletter 11(1):10-18.

Hastie, T., and Robert Tibshirani. 1998. “Classification by pairwise coupling.” The annals of
statistics 26(2):451-471.

Jarvelin, K., and Jaana. Kekalainen. 1996. “IR evaluation methods for retrieving highly relevant
documents.” Proceedings of the 23rd annual international ACM SIGIR 96.

Kittler, J., Mohamad Hatef, Robert P.W. Duin, Jiri Matas. 1998. “On Combining Classifiers”
IEEE Transactions on Pattern Analysis and Machine Intelligence. 20(3):226-239

Kucheva, L. 2004. “Combining Pattern Classifiers: Methods and Algorithms”. John Wiley and
Sons.

Marujo, Luis, Anatole Gershman, Jaime Carbonell, Robert Frederking, and Jodo P Neto. 2012.
“Supervised Topical Key Phrase Extraction of News Stories using Crowdsourcing , Light
Filtering and Co-reference Normalization Pre-Processing.” in Proceedings of 8th International
Conference on Language Resources and Evaluation (LREC).

McCallum, A., and Kamal Nigam. 1998. “A comparison of event models for naive bayes text
classification.” Pp. 4148 in AAAI-98 workshop on learning for text categorization.

335



Medelyan, Olena, Vye Perrone, and Ian H. Witten. 2010. “Subject metadata support powered by
Maui.” P. 407 in Proceedings of the 10th annual joint conference on Digital libraries -
JCDL ’10.New York, New York, USA.

Nallapati, Ramesh, Ao Feng, Fuchun Peng, and James Allan. 2004. “Event threading within news
topics.” P. 446 in Proceedings of the Thirteenth ACM conference on Information and knowledge
management - CIKM ’04. New York, New York.

Platt, J.C. 1998. “Fast Training of Support Vector Machines using Sequential Minimal
Optimization.” Pp. 637-649 in Advances in Kernel Methods - Support Vector Learning.

Quinlan, JR. 1994. “C4.5: programs for machine learning.” Machine Learning 16:235-240.

Ribeiro, Ricardo, and D.M. Matos. 2011. “Revisiting Centrality-as-Relevance: Support Sets
and Similarity as Geometric Proximity.” Journal of Artificial Intelligence Research.

Schank, Roger C., and Robert P. Abelson. 1977. “Scripts, Plans, Goals, And Understanding: An
Inquiry into Human Knowledge Structures”. Lawrence Erlbaum Associates, Hillsdale, New
Jersey, USA

Stephens, Mitchell. 1950. “History of Newspapers.” Collier’s Encyclopedia.

Yang, Yiming et al. 1999. “Learning approaches for detecting and tracking news events.”
Intelligent Systems and their Applications, IEEE 14(4):32-43.

Yang, Yiming, Tom Pierce, and Carbonell. 1998. “A Study of Retrospective and On-line Event
Detection.” Proceedings of the 21st annual international ACM SIGIR 98

336



Nonparametric Model for Inupiaq Morphology Tokenization

ThuyLinh Nguyen' Stephan Vogel?
(1) Carnegie Mellon University.
(2) Qatar Foundation, Qatar.
thuylinh@cs.cmu.edu, svogel@gf.org.ga

Abstract

We present how to use English translation for unsupervised word segmentation of low
resource languages. The inference uses a dynamic programming algorithm for efficient blocked
Gibbs sampling. We apply the model to Inupiaq morphology analysis and get better results than
monolingual model as well as Morfessor output.
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1 Introduction

The tasks of morphological analysis or word segmentation have relied on word-formation rules or
on available pretokenized corpora such as a Chinese word list, the Arabic or Korean treebanks, or
the Czech dependancy treebank. However, these resources are expensive to obtain and for small or
endangered languages, these resources are even not available. In recent years, unsupervised methods
have been developed to infer the segmentation from unlabeled data such using minimal description
length (Creutz and Lagus, 2007), log-linear model (Poon et al., 2009), nonparametric Bayesian
model (Goldwater et al., 2009).

1. Anun magpigaaliugaa Aiviq . the man is writing the book for Aiviq .
Anun(man) maqpigaa(book) liug(writing) aa Aiviq(Aiviq) .

2. Anun magpigaaliunitkaa Aiviq . the man is not writing the book for Aiviq .
Anun(man) maqpigaa(book) liu(writing) nit(not) kaa Aiviq(Aivig) .

Table 1: Two examples of Inupiaq text, their English translations and their morphology tokenizations
and English alignments.

A different promising approach is using information from a second language to learn the morphology
analysis of the low resource language. Look at the example of Inupiaq' and its English translation
in Table 1. Without knowing the language, let alone its morphology, we can conjecture that

Inupiaq morpheme equivalent to English’s “not” must be a substring of “magqpigaaliunitkaa” and be
overlaping with“pitk”. This derivation is not possible without English translation.

This paper presents a nonparametric model and blocked Gibbs sampling inference to automatically
derive morphology analysis of a text through its English translation. >(Snyder and Barzilay, 2008)
also applied a Bayesian model with Dirichlet Process priors to multilingual word segmentation
task. Their prior distribution of souce word and target word alignment is defined based on the
phonetic matching between two words. The bilingual word segmentation therefore benefits only
when the source language and the target language belongs to the same family but does not achieve
the same benefit when two languages are unrelated, such as using English translation to segment
Arabic or Hebrew. We model the base distribution of target-source word alignment depends on the
cooccurance of the two words in parallel corpora, independent of the language pair, the experiment
results show the benefit of using English translation for Inupiaq morphology analysis.

Our model inherits (Nguyen et al., 2010)’s model of joint distribution of tokenized source text
and its alignment to the target language. The alignment consists of at most one-to-one mappings
between the source and target words with null alignments possible on both sides. To get samples of
the posterior distribution, we use blocked Gibbs sampling algorithm and sample the whole source
sentence and its alignment at the same time. The inference uses the dynamic programming method
to avoid explicitly considering all possible segmentations of the source sentence and their alignments
with the target sentence. Our inference technique is an extension of the forward sampling-backward
filtering presented by (Mochihashi et al., 2009) for monolingual word segmentation. Dynamic
programming algorithm has been also employed to sample PCFG parse trees (Johnson et al., 2007)
and grammar-based word segmentation (Johnson and Goldwater, 2009).

!Inupiaq is a language spoken in Northern Alaska
2 We use the term bilingual word segmentation for the problem we are working on to differentiate with monolingual word
segmentation problem of learning to segment the text without translation reference.
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In the next section we will discuss the model. Section 3 will describe the inference in detail.
Experiments and results will be presented in section 4.

2 Model

A source sentence-s-is a sequence of {sf characters (cl, Cy... CM). A segmentation of-s-is a sentence

s of |s| words si:(sl, .. .,s|s|2. We use the notation with bar on top-s-to denote a sequence of
characters to distinguish with a sequence of segmented words s. In sentence s, the set of aligned
words is s, the set of nonaligned words is s,,;, each word in s,; aligns to a word in the set of aligned
target words t, the set of nonaligned target words is t,,;.

In the first example Inupiaq segmentation in Table 1, the segmented s = “Anun magpigaa liug aa
Aiviq . the set s,; = {Anun, maqpigaa liug, Aviq}, s,,; = {aa}, the mapping of s,; and t; is {
Anun(man), magpigaa(book), liug(writing), Aiviq(Aivig)}, the set of unaligned target is t,; = {the,
the, for }.

The generative process of a sentence s and its alignment a consists of two steps. In the first step,
s and the alignments of each word in s are generated, each source word is either null aligned or
aligned to a target word. In the second step, the model generates null aligned target words. More
specifically, the two steps generative process of (s, a) as follows:

1. Repeatedly generate word s; and its alignment:

e Generate the word s; with probability p (s;).
e Mark s; as not aligned with probability p(null | si) or aligned with probability

(1—p(null]s)).

- If s; is aligned, s € s,), generate its aligned target word t,, € t, with probability

p((tals:)-

2. Generate the set of non-aligned target words t,,; given aligned target words t, with probability
P (tnal | tal) .

We model the source word distibution p (s), null aligned source word p (null | s) and null aligned
target words p (tnal |tal) similar to the same model described in (Nguyen et al., 2010). The main
difference is in how we define the base distribution of a target word given a source word p (¢t|s).

2.1 Source-Target Alignment Model

The probability p (t|s) that a target word ¢t aligns to a source word s is drawn from a Pitman-yor
process t | s ~ PY(d, a, Po (tls)) here d and a are the input parameters, and pg (t|s) is the base
distribution.

In word alignment model, highly co-occuring word pairs are likely to be the translation of each other,
this is the intuition behind all the statistical word alignment model. However, the standard IBM
word alignment models are not applicable to define conditional distribution of a pair of sequence of
characters as the source side and a target word. We propose source-target alignment base distribution
that captures the cooccurence of a sequence of source characters ¢ = (cl, .. 'Clél) and a target word
t as follows.

Given the sentence pair (s, t), let count(¢, t)s ) be the number of times the pair (¢, t) cooccur. In
Table 1, the example 1 has count(aa, the)s ) = 2; count(maqgpiga, book) sy = 1.

339



-k
( p(null | c}7k+1) p(c{7k+1) > a(l=kut\t',t") ift=null
u=1l  t'ey
or t'=null

a(lLkty,t) = (l—l[ik(null | cll_k+1)) P(Czl_k+1) P(f|Cll_k+1) if t is not null
2 2 a(l-kuty\t,t)

Figure 1: Forward function a (l, k,tq, t).

Given the training parallel corpora I number of times (¢,t) cooccur in I is count(c,t)y =

Z(s’t)e,f count(c, t)s g-

Note that if “maqpiga” is the translation of “book” by cooccuring in sentence pairs, any substring

of the word such as “m”, “ap” also coocur with “book”, but book is not thgir translation candidate.

We therefore remove these counts from corpora coocurence count. Let ¢’ be a substring of ¢, if

count(c’, t)g = count(g, t), count(c’, t)g > 6, and length (c/) < 0,, we remove count(c’, t)

from the count, count(c’, t) = 0. Here 6, and 6, are the input thresholds to avoid removal of low

frequency words or long words. We define the base distribution for any sequence of character ¢ and
. ~y ___count(G,t)

a target word t as: pg (t|C) = T count@0”

3 Inference

We use blocked Gibbs sampling algorithm to generate samples from the posterior distribution of
the model. In our experiment, the variables are potential word boundaries and sentence alignments.
‘We first initialize the training data with an initial segmentation and alignment. Then the sampler
iteratively removes a sentence from the data and samples the segmentation and alignment of the
sentence given the rest of training set. The new sentence is then added to the corpus. This process
continues until the samples are mixed up and represent the posterior of interest.

We apply the dynamic programming Forward filtering - Backward sampling algorithm. The Forward
filtering step calculates the marginalized probabilities of variables and the Backward sampling step
uses these probabilities to sample the variables.

3.1 Forward Filtering

‘We define the forward function a ( Lk,ty, t) to iteratively calculate the marginalized probabilities
in step 1 of generation process. That is the probability of the substring cg with the final k characters
being a word aligned to t and ciﬁk aligns to the subset target words t;.

Figure 1 shows how to calculate a (l, k,tq, t), the mathematic derivation of the function is similar
to forward function of HMM model. We will give the detail in a technical report.
3.2 Backward Sampling

The forward filtering step calculates function a (l, k,ty, t) in the order of increasing . At the end
of the source sentence, the forward filtering step calculates the forward variables a (+s+, k,tq, t)
for any k < {sf, t; C tand t € t, t ¢ t;. That is the probability that the sentence-s-has the last
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word with length k and the word aligns to ¢, the rest of the sentence aligns to the set t;. The set of
corresponding aligned target words is t; U {t}.

So the marginalized probability in step 1 of the generation process is

P(sta) Z > a(lstht\ ¢ t)

t'et)\t
or t’=null

We have the marginalized probability that any t,,; C t is the set of nonaligned target word:
P (85 tats that) = P (S5ta) X P (thar|tar)-

In backward sampling, we first sample the set of nonaligned target words t,, proportional to the
marginalized probability p (85t,1, tha)-

Once we got the set of aligned target words t,, for string s, we sample the length k of the last word
of the sentence according to its marginalized probability:

D7 a(ishkty\t,t).
tety,
or t=null

then sample the alignment ¢ of the last word CH «1 Proportional to a (+s+, kty\t, t). The process
continues backward until we reach the beginning of the sentence.

4 Empirical Results

The Inupiag-English data is from an ellicit parallel corpora which consists of 2933 parallel sentences
of average 4.34 words per Inupiaq sentence, 6 words per English sentences. On average, each
Inupiaq word has 11.35 characters. Our task is to segment Inupiaq into morphemes with average
2.31 morphemes per word. The number of morphemes per word has high variance, Inupiaq
usually has subject and oblique as separate words and the rest of the sentence as one long word.
It is a rich morphology language with relatively free reordering. For example, both sentences
“Magpiaaliugniagaa Aiviq Paniattaam” and “Aiviq magpiaaliugniagaa Paniattaam” have the same
translation “Paniattaaq will write a book for Aivig”.

4.1 Experiment Setup

‘We report the best result of experiments with different values hyperparameter p, (from 0.5...0.9 and
0.95, 0.99) which model the source word null alignment and the parameter represent word length
distribution. All other hyperparameters are fixed before the experiment. The MCMC inference
algorithm starts with an initial segmentation as full word form and initial monotone alignment. The
inference samples 100 iterations through the whole training set. The inference adopts simulated
annealing to speed convergence of the sampler and approximates the samples around the MAP
solution. In the last 10 iterations, the inference uses a temperature parameter T and starts cooling
down from 1, 1":) to 5 The last iteration represents the MAP solution and is the segmentation output.
We leave the analysis of inference convergence to the future work. We report the segmentation
accuracy on F-score of:3 BF: word boundries score; F: word token score: both boundaries of a
word must be correctly identified to be counted as correct; LF: instead of reporting the word-token
accuracy as F, LF represents word-type score.

3the evaluation script is on http:/homepages.inf.ed.ac.uk/sgwater/resources.html
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One word in rich morphology language is often equivalent to several English words. But English
has morphology in the language too, an English past tense verb or plural noun are equivalent to
two morphemes. We also experiment our bilingual model with the target side is tokenized English.
The tokenized English is the result pf manually convert English past tense verbs into “verb PAST”,
plural nouns into “lematize_noun PL”, all other words are lemmatized. For example, the sentence
The men sang is converted to The man PL sing PAST.

4.2 Empirical Results

F BF LF

HDP-Monolingual 35.02 | 62.62 | 30.51
Morfessor 35.53 | 63.98 | 29.72
Bilingual 35.83 | 65.68 | 29.80

Bilingual-tokenized Eng | 39.15 | 66.71 | 30.15

Table 2: Inupiaq morphology analysis results: comparing the baseline scores (upper row) and our
scores (lower row).

Table 2 presents our segmentation results. The top rows are monolingual baselines, the bottom rows
are our bilingual results using either English or tokenized English as the target language. The best
score belongs to bilingual model using tokenized English for unsupervised segmentation.

For monolingual baselines, we use (Goldwater et al., 2009)’s monolingual nonparametric word
segmentation. The HDP-Monolingual result in Table 2 is the best score from nearly 100 experiments
of their model with different hyperparameters. Unlike (Snyder and Barzilay, 2008) report that
bilingual word segmentation do not benefit when two languages are different. Our bilingual model
still has better performance than the nonparametric monolingual word segmentation on F, BF and
average scores. The informative source-target base distribution contribute to this better result.

We also use Morfessor (Creutz and Lagus, 2007), an unsupervised morphology analysis as another
monolingual baseline. Morfessor is the state-of-the-art unsupervised segmentation for complex
morphology languages such as Finish, Czech. The bilingual model using tokenized English signifi-
cantly outperforms Morfessor result. Our experiment on small Inupiaq-English data is typical for
low resource language scenario. The morphology analysis of the parallel data then can be used as
supervised data for monolingual segmentation task without given English translation.

5 Conclusion

We have presented a bilingual nonparametric word segmentation model for low resource languages.
The inference uses a dynamic programming algorithm for an efficient blocked Gibbs sampling. The
experiment shows the benefit of using translation in word segmentation task.
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ABSTRACT

The increasing penetration of internet into less developed countries has resulted in the increase in
the number of digital documents written in many minor languages. However, many of these
languages have limited resources in terms of data, language resources and computational tools.
Stemming is the reduction of inflected word forms into common basic form. It is an important
analysis process in information retrieval and many natural language processing applications. In
highly inflected languages such as Tigrinya, stemming is not always straightforward task. In this
paper we present the development of stemmer for Tigrinya words to facilitate the information
retrieval. We used a hybrid approach for stemming that combines rule based stemming which
removes affixes in successively applied steps and dictionary based stemming which reduces
stemming errors by verifying the resulting stem based on word distance measures. The stemmer
was evaluated using two sets of Tigrinya words. The results show that it achieved an average
accuracy of 89.3%.
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1 Introduction

Most Information Retrieval (IR) systems use inverted indexes for indexing and searching
purposes. An inverted index contains a collection of terms and their corresponding occurrences in
documents. However, a single word may occur in a number of morphological variants in the
index, thus, increasing the size of the index and decreasing retrieval performance. Therefore, it is
important to reduce different variants of words to their corresponding single form before
indexing.

Stemming is a normalization step that reduces the morphological variants of words to a common
form usually called a stem by the removal of affixes. Among the many normalization steps that
are usually performed before indexing, stemming has significant effect in both the efficiency and
the effectiveness of IR for many languages (Pirkola, A. & Jarvelin, K. 2001). In addition to
Information retrieval, stemming is also important in many other natural language processing
application such as machine translation, morphological analysis and part of speech tagging. The
complexity of stemming process varies with the morphological complexity of a natural language.
Tigrinya belongs to the Semitic language family that includes languages like Arabic, Hebrew and
Amharic. Those languages are highly inflected and derived. Thus, a hybrid approach would be a
good choice to get correct stems so as to increase search precision. Dictionary verification
applied after suffix stripping can further enhance the accuracy of the stemmer and it can also give
meaningful stems. In this paper we report the development of stemming procedure for Tigrinya
that combines rule based suffix stripping and dictionary based verification.

The rest of the paper is organized as follows. In section 2, we briefly review background
information on the Tigrinya language and stemming approaches. In Section 3, we briefly present
the Corpus used in this research. The stemming approach used is detailed in Section 4. The
evaluation of the stemmer is discussed in Section 5. Finally, the conclusion of the research is
given in Section 6.

2 Background

2.1 The Tigrinya Language

Tigrinya is a language spoken in the east African countries of Eritrea and Ethiopia. It is one of
the two official languages of the State of Eritrea. It is also a working language of the Tigray
region of Ethiopia. It is estimated to be spoken by over six million people both countries
(http://www.ethnologue.com). Tigrinya is a Semitic language of the afro-Asiatic family
originated from the ancient Geez language. It is closely related to Amharic and Tigre.Tigrinya is
written in Geez script also called Ethiopic. Ethiopic Script is syllabic, each symbol represents
'consonant + vowel' characteristics. Each Tigrinya base character also known as "Fidel" has
seven vowel combinations. Tigrinya is written from left to right. Tigrinya is a 'low resource'
language having very limited resources: data, linguistic materials and tools.

2.2 Tigrinya Morphology

Tigrinya is a highly inflected language and has a complex morphology. It exhibits the root and
pattern morphological system. The Tigrinya root is a sequence of consonants and it represents the
basic form for word formation. Tigrinya makes use of prefixing, suffixing and internal changes to
form inflectional and derivational word forms. Tigrinya Nouns are inflected for gender, number,
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case and definiteness. For example,71é-F(hagerat) - countries, +977¢-& (temaharay) - male
student, +99Y4+ (temaharit) - female student.Tigrinya adjectives are inflected for gender and
number. For example, &A.9°(Selim), &A9>t: (Selemti) meaning 'black' (masculine), 'blacks'
respectively. Like other Semitic languages Tigrinya has rich verb morphology.Tigrinya verbs
show different morphosyntactic features based on the arrangement of consonant (C) -vowel (V)
patterns. For example, the root 'sbr' /to break/ of pattern (CCC) has forms such as 'sebere'
(CVCVCV) in Active, 'te-sebre'(te-CVCCV) in Passive.

2.3 Related Work

Anjali Ganesh Jivani (Anjali Ganesh Jivani, 2011) classifies stemmers in to three broad
categories: truncating, statistical and mixed. Truncating stemmers are related with removal of the
affix of a word. They apply a set of rules to each word to strip the known set of affixes. The first
stemmer following such algorithm was developed by Julie Beth Lovins in 1968 (Lovins,1968). A
latter such stemmer was proposed by Martin Porter in 1980 (Porter, 1980). The major
disadvantage of such stemmers is that they need large set of affixes and prior knowledge of the
language morphology.

Yassir et. al. (Yassir, 2011) reported an enhanced stemmer for Arabic that combines light
stemming and dictionary based stemming. In their research they included handling of multi-word
expression and named entity recognition. They reported that the average accuracy of their
enhanced stemmer was 96.29%. Sandip and Sajip (Sandip et. al. 2009) reported a rule based
stemmer for Bengali that also uses stem dictionary for further validation . They used a part of
speech(POS) tagger to tag the text and apply POS specific rules to output the stem. Not much
work has been reported for Tigrinya language stemming compared to other languages. Tigrinya is
a an under-resource language with very few computational work done on it. However, there is a
pioneering work done on Tigrinya language morphological analysis and generation by Michael
Gasser (Michael Gasser, 2009 ). Yonas Fissaha reported a rule based Tigrinya stemmer on his
locally published thesis and reported an accuracy of 86% (Yonas Fissaha, 2011). We could not
find any other publication on Tigrinya Stemmer following Hybrid approach.

3 The Corpus used

This work is part of an ongoing research to design a Tigrinya language Search Engine. As part of
the research, we have crawled significant number of documents from the web using a language
specific crawler that was specifically designed for Tigrinya web content. Our corpus includes a
number of Tigrinya pages from different domains including news, religious, political, sport and
so on. After cleaning the data, we generated a Tigrinya word lexicon of size 690,000 unique
words. Finally, it was used to generate list of prefixes, suffixes and list of stop words for
Tigrinya. The corpus is freely available for researchers in Tigrinya language and can be
downloaded from the Eritrean NLP website (Eri-NLP: http://www.eri-nlp.com).

4  The Tigrinya Stemmer
The stemmer was developed to conflate different inflected forms of words into a common term
so as to increase retrieval recall and decrease the size of the index. In addition to that, since

different inflections of the same base word can have different stems, we as much as possible
wanted to put such forms in to a common stem so as to increase the precision of retrieval.
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The stemmer follows a step by step transformation of a word until it finally outputs the possible
stem. Firstly, the word is checked for apostrophe suffixes attached. Next, any other punctuations
or accents concatenated to the word are removed. The resulting string is then normalized for
letter inconsistencies. It is then checked against stop word list. If not in the list, it is transliterated
and passed to the prefix removal routine. The result is then forwarded to the suffix removal
routine. The result is then further checked for single and double letter duplicates. Finally the
resulting stem is verified in the stem dictionary. If an exact match is found it is taken as the final
stem. If no exact match is found, possible candidates stems are selected from the dictionary based
on the inclusion of the stems in the stripped string. If more than one stems are selected, the one
closest to the stripped string is selected based on the string distance metric. If two or more of the
candidate stems selected from the dictionary have the same distance from the stripped word, the
stem with high frequency on the corpus is selected as a final result. Finally, the final selected
stem is transliterated back to Ethiopic and displayed as an output.

4.1 Suffix Removal

In many Tigrinya web documents an apostrophe or other similar mark is placed at the end of
words to add suffix or to show that a letter has been omitted. In most of these words the character
represents the letter in the 'A' series. For example, £T7’9°0C is meant to be read as &T+7 A9°(C,
havhAN SN are meant to be read AovhAA$ Ade. In most cases, the character used is the
apostrophe, the right single quotation mark or the left single quotation mark. Thus, a routine that
handles such suffixes is added. It removes such suffixes in addition to any other punctuations
concatenated to the word. Tigrinya uses Ethiopic punctuation which lies in the Unicode range of
\ul360-\ul368. This makes sure that no non-letter characters remain in the string.

4.2 Normalization

The Ethiopic Script includes different letters that have the same sound in a language. The letters
'a' (se) and "' (se), letters '2' (Tse) and 6 (Tse) are some examples. Although most Tigrinya
writings have one of these forms, some writers use them interchangeably. In Eritrea the '&' series
is used while in Ethiopia the 6 series is used. Thus, a single Tigrinya word may exist in two
different variations on many web documents. For example, @2&%+(meShEt) and a26%+ (me'ShEt)
are two variants of the same word meaning 'pamphlet’. Such variant forms have negative effect
on precision of retrieval. Thus, a routine is added to convert such variants in to a single form.

4.3  Transliteration

After the string is normalized, it is first checked against the stop word list. Stemming a stop word
is a useless process because stop words are not indexed. Hence, only those words that are not on
the list are further processed by the stemmer. The transliteration step converts the Ethiopic string
to Latin. We need this because the Ethiopic Script is Syllabic where both consonants and vowels
are joined together in a Symbol. Thus, without transliteration it is very difficult to make word
analysis such as affix removal or string comparison. By transliterating we convert the Tigrinya
Symbols to their corresponding consonant + vowel combinations which makes it suitable for
affix removal. For example, the word 714 /hagerat/ meaning 'Countries' is composed of the
stem ¥1C /hager/ and the number marker suffix Ai/at/. In this case, the letter 4'a' which is part of
the suffix is fused in the letter ¢&+/ra/If the suffix removal is done before Romanization, either the
/t/ or ¢-t/rat/ can be removed which leads to wrong stem. Romanizing the word to /hagerat/
makes it convenient to delete the suffix /at/ and retrieve the stem /hager/.We used the
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transliteration conventions of SERA - 'System for Ethiopic representation in ASCII' with few
exceptions (Firdyiwek and Yacob, 1997).

4.4 The Affix Removal

This is the step where most of the inflections are removed. Tigrinya affixes include prefixes
which are placed before a word and suffixes placed after the stem of a word. A Tigrinya word
contains zero or more prefixes and zero or more suffixes. Our affix removal algorithm depends
on a list of prefixes and suffixes. For this purpose, we have manually compiled a 153 set of
prefixes and 204 set of Suffixes from our corpora mentioned in Section 3. The main disadvantage
of affix removal strategies is that they require the knowledge of the language's morphology
beforehand. Given the complex morphology of Tigrinya words, it is not easy to come up with a
general set of context sensitive rules that govern the affix removal process. However, we have
constructed a basic set of affix removal rules by studying various Tigrinya words with different
parts of speech. The affix removal algorithm is similar to the one used by (Alemayehu and Willet
,2002) on Ambaric. It iteratively removes the longest matched affix from a word by considering
the minimum stem length. It also considers the length of the word to be stemmed so that to
decrease over-stemming. The shortest Tigrinya word consists of two consonants. Hence, for a
word to be further processed, it should at least have three consonants.

4.5 Duplicate Consonant Handling

Some Tigrinya verbs are derived by doubling of a consonant form. This words are of two types:
those words containing consecutive consonants of the same form and those words containing one
consonant form followed by the same consonant of different form. For example, consider the
word tahh(l /teseHaHabi/. The Romanized form of the word shows that the consonant 'H'
occurs consecutively. In the consonant-vowel fused form, forth form 4 (Ha) is doubled in the
word. In this specific case, after the prefix step removes the prefix 'te', the remaining word Achch(L
/seHaHabi/ is handled by removing the double consonant and changing it to the sixth form to
give . For the second types consider a word of the form XYC¢C4WZ where each of the
letters represent a consonant-vowel Ethiopic form. The sixth order(Cy) is followed by the fourth
order(C,). In such forms, C,4 is deleted. For example, the word 9°71°C /mnggar/. The affix
removal step gives us the word 792C /nggar/ and it is reduced to #IC /ngr/. By studying the
patters in many such words, we have constructed a set of rules for changing such forms.

4.6 Dictionary Verification

This step is introduced to further increase the accuracy of the stemmer. It helps put different
stems of the same word into a single form. The Tigrinya stem dictionary employed was
constructed manually from the corpus and it contains a stem, its Romanized form and its
frequency in the corpus. Firstly, the resulting string is searched in the stem lexicon for an exact
match. If found, it is returned as a final stem and the process is terminated. This is done as a
means of validation of the correctness of the stem. If an exact match is not found, verification is
done as follows: all the stems that are contained in the stripped string are selected as candidate
stems. To select the most likely stem, we introduce string distance metric between the string and
the potential stem candidates. The candidate with minimum distance from the word is given
highest priority. We use the Levenshtein Edit distance (Levenshtein, 1966). The Levenshtein
distance (commonly known as Edit Distance) between two strings is the minimum number of
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operations needed to change one string into another. The edit distance between each candidate
stem and the string is calculated. Those candidates that are above a certain edit distance are
removed from the candidates list. This is important because sometimes stems which are unrelated
to the word may be selected as candidates stems. In order to avoid the wrong matching of such
stems, the candidates which are very far from the word are removed from the selection. This
ensures that only the stems which are related to the word get considered and thus avoids
inconsistent matching which would lead to a wrong stem. The remaining candidates are ranked
on the basis of their edit distances. Finally, the stem with minimum distance from the string is
selected as a final result of the stemmer. If two or more of the candidates have equal edit distance,
their frequency on the corpus is used and the more frequent stem is selected as final result.

5 Evaluation and Discussion

To evaluate the design of the stemmer, it was implemented in C# programming language. The
stemmer was then tested using two sets of words. The purpose of the evaluation was to calculate
the accuracy of the stemmer. The set of words used for evaluation were selected from different
domains. The first sample was extracted from an Eritrean news paper (Hadas Eritra) and the first
1200 unique words were selected. The second sample was extracted from an online Tigrinya
Bible. Similarly the first 1300 unique words were selected. The test samples were supplied to the
stemmer and the results were manually checked. On the first sample the stemmer achieved an
accuracy of 89.92% while the accuracy on the second sample was 88.6%.

The stemmer produces some over-stemmed and under-stemmed words. However, the accuracy
rate was acceptable for the purpose of our work which is to develop a Lucerne Analyzer for
Tigrinya. The use of the dictionary checking method was the core reason for enhancement. The
stemming errors during the affix removal step were fixed by the dictionary based stemmer.
However, the dictionary based stemming is not be applied to words that are not in the stem
lexicon. The repetitive consonant handling and the apostrophe suffixes steps contribute much less
than the other steps because the number of such Tigrinya words is small. We can easily get the
root of a Tigrinya word from its stem by deleting all vowels from the stem to get a sequence of
consonants.

6  Conclusion and Future Work

In this paper we presented a stemmer for the highly inflected Tigrinya language. The stemmer
was designed for the purpose of representing different forms of a Tigrinya word with single form
to enhance the effectiveness of Tigrinya Information Retrieval applications. Although the overall
accuracy was satisfactory, it can further be enhanced for higher accuracy and meaningful stems.

Tigrinya inflections vary with part of speech (POS) of the words. Currently there is no POS
tagger for Tigrinya. Introducing a POS tagger would help apply different affix removal rules on
the basis of POS of a word. Adoption of more context sensitive rules would also give better
results. The distance metric used gives the same priority to both consonants and vowels.
However, the root of Tigrinya words consists of only consonants. Thus, adopting a distance
metric that considers this would also increase the matching rate of the dictionary based stemmer.
Further study on the above points will be done in the future to improve the accuracy of the
stemmer. The stemmer will be used to study the effectiveness of stemming in Tigrinya
information retrieval and to develop a Tigrinya language Search Engine.
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ABSTRACT

Brazilian Portuguese needs a Wordnet that is open access, downloadable and changeable, so
that it can be improved by the community interested in using it for knowledge representation
and automated deduction. This kind of resource is also very valuable to linguists and computer
scientists interested in extracting and representing knowledge obtained from texts. We discuss
briefly the reasons for a Brazilian Portuguese Wordnet and the process we used to get a
preliminary version of such a resource. Then we discuss possible steps to improving our
preliminary version.!
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1 Motivation

WordNet (Fellbaum, 1998) is an extremely valuable resource for research in Computational
Linguistics and Natural Language Processing in general. WordNet has been used for a number
of different purposes in information systems, including word sense disambiguation, information
retrieval, automatic text classification, automatic text summarization, and dozens of other
knowledge intensive projects.

We started a project at Fundacéo Getulio Vargas (FGV) in Brazil, whose goal, in the long run,
is to use formal logical tools to reason about knowledge obtained from texts in Portuguese.
Originally we had expected to be able to use some existing Brazilian Wordnet, out of the box,
but it turns out that these are not available in the form that we need it. There are some attempts.

There is the project WordNet.PT (Portuguese WordNet) from the “Centro de Linguistica da
Universidade de Lisboa” headed by Prof. Palmira Marrafa. But this is available online only,
no download available and, as far as we can see on their webpages, little development has
happened recently to this project. The WordNet.PT version available online has about 19000
lexical expressions, from different semantic fields. The fragment made available online in-
cludes expressions from subdomains such as art, clothing, geography, health, institutions,
living entities and transportation, but no description of other domains and/or future releases
of the database are discussed. The group has also a newer version of WordNet.PT called
WordNet 'PTglobal (Marrafa et al., 2011) which pays attention to different varieties of Por-
tuguese, like African variations of the language. But while this is very interesting for linguistic
comparative research and useful for online queries (http://www.clul.ul.pt/wnglobal/),
this smaller version of WordNet.PT is not available for download and hence cannot be the target
of modifications and improvements.

There is also the MultiWordNet project and its Portuguese version MWN.PT, developed by
Antdnio Branco and colleagues at the NLX-Natural Language and Speech Group, of the University
of Lisbon, Department of Informatics. According to their description (http://mwnpt.di.fc.
ul.pt/), MWN.PT, the MultiWordnet of Portuguese (version 1), spans over 17,200 manually
validated concepts/synsets, linked under the semantic relations of hyponymy and hypernymy.
These concepts are made of over 21,000 word senses/word forms and 16,000 lemmas from
both European and American variants of Portuguese. It includes the sub-ontologies under the
concepts of Person, Organization, Event, Location, and Artworks, which are covered by the top
ontology made of the Portuguese equivalents to all concepts in the 4 top layers of the English
Princeton WordNet and to the 98 Base Concepts suggested by the Global Wordnet Association,
and the 164 Core Base Concepts indicated by the EuroWordNet project. But again this wordnet
is available online only and with a restrictive license that requires payment.

Finally, there is a first version of a Brazilian Portuguese version of Wordnet developed by Bento
Dias da Silva and collaborators (Dias-Da-Silva et al., 2000; Scarton and Aluisio, 2009). But this
also cannot be downloaded, is not available online and is not being maintained on an open
access basis, which is one of the strongest points of Princeton WordNet.

Open access availability is one of the main reasons we would like to create a new Portuguese
Wordnet, which we are calling OpenWordNet-PT (or OpenWN-PT for short). This is because we
believe that resources like Wikipedia and WordNet need to be open and modifiable by others in
order to improve over time.

With a similar philosophy of open access to ours, there is also the work of Hugo Oliveira
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and Paulo Gomes on Onto.PT ((Gongalo Oliveira et al., 2011)), another lexical ontology
for the Portuguese language, structured similarly to Princeton’s WordNet, in the process of
development at the University of Coimbra, Portugal. Unlike our own OpenWordNet-PT, Onto.PT
is not connected to the synsets in the Princeton WordNet. Due to this, existing Princeton
WordNet-focused resources like inter-lingual links in EuroWordNet, mappings to the SUMO
ontology and DBpedia/YAGO cannot be used in conjunction with this resource.

2 OpenWordNet-PT

OpenWordNet-PT is being created by drawing on a two-tiered methodology so as to offer high
precision for the more salient and frequent words of the language, but also high recall in
order to cover a wide range of words in the long tail. We thus combine manual base concept
annotation with statistical cross-lingual projection techniques.

2.1 Cross-Lingual Projection

As a starting point, we applied the UWN/MENTA methodology (de Melo and Weikum, 2009,
2010), developed by one of the authors of this paper in conjunction with Gerhard Weikum, to
the Portuguese language.

In a first step, the information in the English Princeton WordNet is projected to Portuguese by
using translation dictionaries to map the English members of a synset to possible Portuguese
translation candidates. In order to disambiguate and choose the correct translations, feature
vectors for possible translations are created by computing graph-based statistics in the graph of
words, translations, and synsets. Additional monolingual wordnets and parallel corpora are
used to enrich this graph. Finally, statistical learning techniques are then used to iteratively
refine this information and build an output graph connecting Portuguese words to synsets.

In a second step, Wikipedia pages are linked to relevant WordNet synsets by learning from
similar graph-based features as well as gloss similarity scores. Such mappings allow us to attach
the article titles of the Portuguese Wikipedia with WordNet synsets, thus further increasing the
coverage.

2.2 Base Concept Annotation

Using cross-lingual projection, we obtain a resource with good coverage. In order to have high
precision for the most important concepts of a language, we rely on human annotators.

In particular, we decided to rely on a set of Base Concepts. The Global WordNet Association
aims at the development of wordnets for all languages of the world and to extend the existing
wordnets to full coverage and many parts-of-speech. In 2006, the association launched a project
to start building a completely free worldwide wordnet “grid”. This grid would be built around a
shared set of concepts, which would be expressed in terms of the original Wordnet synsets and
SUMO (Niles and Pease, 2001) terms.

The vision of a global grid of wordnets in many languages that draw on a common set of
concepts is very appealing, as it enables many cross-lingual applications. The suggestion of
the Global WordNet Association is to build a first version of the grid around the set of 4689
“Common Base Concepts” and to make the grid free, following the example of the Princeton
WordNet. The Base Concepts are supposed to be the most important concepts in the various
wordnets of different languages. The importance of the concepts was measured in terms of two
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main criteria: (1) A high position in the semantic hierarchy; (2) Having many relationships
to other concepts. The procedure described as the EuroWordNet “expand approach” seemed
sensible: First translate the synsets in the Princeton WordNet to Portuguese, then take over
the relations from Princeton and revise, adding the Portuguese terms that satisfy different
relations. Then we hope to revise thoroughly to guarantee the consistency of the taxonomy
and to make sure that all lexical items with a heavy use in Portuguese were described. This
process is under development at the moment. Currently, Portuguese annotators are revising the
base concepts by manually choosing appropriate Portuguese words and by manually writing
appropriate Portuguese gloss descriptions.

2.3 Project Status

OpenWordNet-PT is freely available as an open-source project?. The data is also available for
online browsing® via the online interface developed by Francis Bond (Bond and Paik, 2012).
This interface, depicted in Fig. 1, is particularly insightful, as it displays Portuguese entries
in conjunction with entries in several other languages given by other open-source wordnet
projects.

e i
[ [ e ] [Csire | e | e ]
Synset 04401088

Anbe s i g 1 3B
an 9 \

e

Figure 1: Francis Bond’s Open Multilingual Wordnet website

In total, our resource has 62,034 sense-word pairs, and 45,421 unique words. These include
2,498 manually entered sense-word pairs as well as an additional 1,299 manually written
Portuguese synset glosses. Additional statistics regarding the lexical coverage are provided in
the appendix.

The raw coverage seems reasonable in number of terms in the ontology, but we need to make
sure that the quality of the items is comparable and in particular that the level of detail is
approximately the right one for our intended application.

2https://github.com/arademaker/wordnet-br/
Shttp://casta-net.jp/ kuribayashi/cgi-bin/wn-multi.cgi

356



3 Perspectives
3.1 OpenWordNet-PT and SUMO

We started from an informal project discussing how logic and automated reasoning could
have a bigger impact, if coupled with natural language processing. We also wanted to make
sure that we could obtain some (ideally most) of the advances already made for English text
understanding to Portuguese text understanding and reasoning.

Building on previously developed technology, like the Xerox PARC XLE (Xerox Language Engine)
system and trying to adapt that system to Brazilian Portuguese seemed a good idea. However,
the Al and logic components of the system come at the end of a long pipeline of modules
which require expertise on processing of natural language. In particular we felt that a Brazilian
Portuguese version of WordNet that could be freely distributed to others was an essential part
of it.

Wordnet is an important component of the XLE Unified Lexicon (UL (Crouch and King, 2005)),
as the logical formulae created by the Abstract Knowledge Representation (AKR) component of
the system are given meaning, in terms of Wordnet synsets. A previous version of the system
used, instead of the Unified Lexicon, the proprietary Cyc (Lenat, 1995) concepts as semantics.
As discussed in (De Paiva et al., 2007) the sparseness of Cyc concepts was the main reason
to move away from Cyc onto a version of the Bridge system based on the unified lexicon and
WordNet.

Having a Brazilian version of WordNet and a mapping from Portuguese words to that would
allow us to use a knowledge representation system very similar to the AKR (Abstract Knowledge
Representation) used in the PARC Bridge system. Having our version of the Portuguese WordNet
based on basic concepts we hope to leverage the huge manual construction effort which
constitutes the mapping from WordNet to SUMO (Niles and Pease, 2003).

Through a partnership with Adam Pease, (the technical editor of SUMO), we additionally intend
to use the SUMO hierarchy to check the consistency between the Portuguese version of WordNet
and the English one.

3.2 Intended Application

The main application we envisage for our work in OpenWordNet-PT is related to the entries
in the Brazilian Dictionary of Historical Biographies (in Portuguese DHBB), one of the main
knowledge resources implemented as a result of the archival efforts of the Fundagio Getulio
Vargas. The DHBB consists of 7,553 dictionary entries, out of which 6,584 are biographies of
important politicians in Brazil’s recent history. There are also 969 topical entries, concerning
institutions, events and descriptions relating to the history and economy of Brazil after 1930.
The dictionary is available online, but since the project was started in the 1970s the information
is not properly linked, which makes querying its data somewhat unwieldy.

We intend to process all of the DHBB entries and we plan to extract from them the main SUMO
concepts referenced. Using these main SUMO concepts we want to bootstrap a fledgeling
Ontology of Historical Biographies, already started and documented in the Development section
of SUMO. From the analysis of the SUMO concepts uncovered in the biographical entries, we
want to discover new relationships between the historical characters described in the DHBB.

Here are some examples of the kinds of questions that this association of text of biography
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entry with collections of SUMO concepts will allow us to answer: (1) Amongst Brazilian first
rank politicians how many are from S4o Paulo? (2) Has the proportion of Paulistas increased
of decreased since the 1930s? Since 1965 when Brasilia became the Capital of Brazil has the
proportion changed? (3) What are the important Brazilian political families, corresponding
to the Kennedys, the Bushs, etc? (4) What are the prevalent occupations among Brazilian
historical figures? Are they mostly lawyers by training?

4 Conclusion

OpenWordNet-PT combines high recall with high precision for the more salient words in the
language. The work in this project is only starting, but we have many plans to measure and
increase the quality of the Portuguese lexical resource, as well as many plans to use the resource
in its current form. The data is freely available for download as well as for online browsing.
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A Some OpenWordNet-PT Statistics

In Table 1, columns 1-3 numbers by POS are: (1) word-sense-pairs; (2) unique words/terms;
and (3) synsets with portuguese words. Columns 4-6 apresent averages of polysemy and senses
by POS: (4) the average polysemy (number of senses per word, tot avg. 1.3658); (5) the
average polysemy excluding monosemous, (number of senses per word excluding words with
only one sense, tot. avg. 3.0100); and (6) the average number of sense lexicalizations excluding
unlexicalized (number of words per synset for those synsets that have at least one Portuguese
word, tot. avg. 1.4836).

€3] ) 3 4 () 6)

Nouns 45,751 31,438 35869 1.2755 2.9681 1.4553
Verbs 7,155 4265 3,724 19213 3.9200 1.6776
Adjectives 7,402 5,193 4,996 1.4816 2.8145 1.4254
Adverbs 1,726 917 1,305 1.3226 2.3849 1.8822
Total 62,034 41,813 45,421

Table 1: The size of OpenWN-BR and averages about polysemy and senses

In Table 2, column (1) shows the number of relations from Princeton WordNet where either
source or target synset have a Portuguese lexicalization. Column (2) shows the number of
relations from Princeton WordNet where both source and target synset have a Portuguese
lexicalization.

(1) Source or Target  (2) Source and Target

hypernymy 68,002 22,002
instance-of/has-instance 7,899 4,540
part meronymy 7,964 4,247
member meronymy 8,591 2,802
substance meronymy 637 332
has-category 6,494 2,213
cause 163 76
entailment 370 162
similar 13,998 3,524
closely-related 2,595 1,117
attribute 1,068 516
antonym 4,907 1,863

Table 2: Relations from Princeton WordNet
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ABSTRACT

The WordNets for many official Indian languages are being developed by the members of the
IndoWordNet Consortium in India. It was decided that all these WordNets be made open for
public use and feedback to further improve their quality and usage. Hence each member of
the IndoWordNet Consortium had to develop their own website and deploy their WordNets
online. In this paper, the Content Management System (CMS) based approach used to speed up
the WordNet website development and deployment activity is presented. The CMS approach
is database driven and dynamically creates the websites with minimum input and effort from
the website creator. This approach has been successfully used for the deployment of WordNet
websites with friendly user interface and all desired functionalities in very short time for many
Indian languages.
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1 Introduction

WordNet is an important lexical resource for a language which helps in Natural Language
Processing (NLP) tasks such as machine translation, information retrieval, word sense disam-
biguation, multi-lingual dictionary creation etc. WordNet is designed to capture the vocabulary
of a language and can be considered as a dictionary cum thesaurus and much more (Miller,
1993), (Miller, 1995), (Fellbaum, 1998). The IndoWordNet is a linked structure of WordNets of
major Indian languages from IndoAryan, Dravidian and Sino-Tibetan families. These WordNets
have been created by following the expansion approach from Hindi WordNet which was made
available free for research in 2006 (Bhattacharyya, 2010).

Most of these language WordNets have reached the necessary critical mass required to open
them for public and research use. Feedback from users was the next step to further improve
the quality of these resources and increase their usability. Hence, the Consortium decided to
make all these WordNets available for public feedback and validation of synsets through online
deployment. It was also desirable to have standardisation across all WordNet websites with
respect to the user interface, functionality, storage, security, etc. After considering schemes such
as Wiki, Blog, Forum and Content Management System we realised that Content Management
System was the best option available to publish WordNet content. We also evaluated freely
available CMS’s like Jhoomla, Seagull, PHP-Nuke, etc. and concluded that these CMS’s were
bulky for the task that we set to achieve. From maintenanace point of view it was desirable that
non-technical person should be able to create and maintain the website with minimal effort
and time. So a decision was taken to develop a new CMS for website creation.

The rest of the paper is organised as follows — section 2 introduces the general concept and
functionalities of a CMS, section 3 presents the framework and design of our WordNet CMS. The
implementation and deployment details of WordNet CMS are presented in section 4. Section 5
presents the results and the conclusions.

2 Content Management System (CMS)

CMS allows you to deploy and manage the content within your website with little technical
knowledge.

2.1 Advantages of CMS
The common advantages of CMS are:

o Designed with non-technical authors in mind: You can manage the dynamic content of
your site with great ease by adding new content, editing existing content or publishing
new content.

e Ease of Maintenance: In case of traditional websites there is no proper separation of
roles when it comes to website developer and content creator. Any changes to the content,
menus or links have to be made through an HTML editor. This can at times be difficult
for non technical content creator. Absence of “back end” or “admin” feature requires
someone with necessary technical skills to make the changes. Without a CMS, the content
quality is not properly monitored and becomes inconsistent. CMS gives direct control
over the content on the website to the content creator. The back end database stores the
content appearing on the website and other important information.

e Consistent Presentation: CMS offers well-defined templates for content presentation
on the site to maintain a consistent look and feel. Normally, these can be changed and
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customised so that the site will have a unique look. It also means that a site redesign can
take around ten minutes for the simple changes.

Integration of new modules /components: New features and functionality can be easily
integrated as source code for modules which are responsible for all the functionality
provided by the website are also maintained in the back end database.

Role based permissions: This helps in content management. Role based access can be
provided to create/edit/publish (Author/Editor/Administrator) content.

User-friendly interface: Basic Computer knowledge is required to operate a CMS and
therefore no need of specialized technical manpower to manage the website.

Control over Meta data in Web page: You can control the Meta data with appropriate
keywords that reflect the content on each page and expected search engine behaviour.
Decentralised maintenance: You do not need specialized software or any specific kind
of technological environment to access and update the website. Any browser device
connected to the Internet would be sufficient for the job.

Automatic adjustments for navigation: When you create a new navigation item, a new
item in a menu, or a new page of any kind, the CMS automatically reconfigures the front
end navigation to accommodate it.

Security: The CMS stores information in a database system where access control mecha-
nisms can more easily restrict access to your content. The information is only accessible
via the CMS thereby providing better protection for site’s content from many common
and standard web site attacks.

2.2 Databases used

We have also implemented a relational database to store the WordNet data. This database
design (IndoWordNet database) supports storage for multiple WordNets in different languages.
The design has been optimised to reduce redundancy. The data common across all languages is
stored in a separate database and its size is 1.8 MB. The data specific to a language is stored in
the database of respective language. The database size may differ from language to language
depending on the synset information. For Konkani the size of this database is 7 MB for thirty
thousand synsets. An object-oriented API (IndoWordNet API) has also been implemented to
allow access of WordNet data independent of the underlying storage design. The IndoWordNet
API allows simultaneous access and updates to single or multiple language WordNets. The
heart of the WordNet CMS is a database (CMS database) that stores all the CMS data which is
necessary to deploy all the implemented modules. The size of the CMS database is 1 MB for
Konkani and should be the same for others.

3 Framework and Design of WordNet CMS

The block diagram of WordNet CMS is shown below in figure 1. An important feature of
WordNet CMS is a customizable template, to customize the overall look and layout of a site.
A template is used to manipulate the way content is delivered to a web browser. Additionally
using CSS within the template design, one can change the colours of backgrounds, text, and
links or just about anything that one could within an ordinary XHTML code. The designs for
these are all set within the template’s CSS file(s) to create a uniform look across entire site,
which makes it easy to change the whole look just by altering one or two files rather than every
single page (Brinkkemper, 2008).

Template also provides the framework that brings together default functionality and features
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Figure 1: Block diagram of WordNet CMS.
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implemented through modules. Functionality and features can be customized or added by the
user by customizing the default modules or adding new modules. This offers advantage over
traditional websites where such change needs redesign of the entire website. The navigation
menus and links are also auto generated to reflect these changes.

3.1 WordNet CMS Modules

A module is an independent component of WordNet CMS which offers a specific functionality.
These modules depend on CMS database. While the addition of new modules does not require
any changes to the CMS database, new tables may need to be added to store data specific to
module functionality. Presently there are six default modules, namely Web Content module,
FAQ module, WordNet module, Word Collection module, Terminology module, and Feedback
module.

1. WordNet module: Provides online access to the WordNet data. The basic functionality
supported are search for synsets containing a word, access synsets related through
semantic and lexical relationships and compare two or more synsets.

2. Web content module: Textual or visual content that is encountered as part of the user
experience on websites. A wide range of content can be published using the CMS. This can
be characterised as: simple pages, complex pages, with specific layout and presentation
and dynamic information sourced from databases, etc. The examples of Web Content are
Introduction, About WordNet, About Us, Credits, Contact Us, etc.

3. Frequently asked questions (FAQ) module: Listed questions and answers, all supposed
to be commonly asked in some context, and pertaining to a particular topic.

4. Terminology module: The technical or special terms used in a business, science or special
subject domain. For WordNet CMS, it is a vocabulary of technical terms used in Natural
Language Processing.

5. Words Collection module: The list of all words available in synsets of a particular
language. Selecting a word opens its synsets WordNet module.

6. Feedback module: Valuable feedback from visitors and users of the website that helps
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to improve the overall experience of the site, and its contents. Feedback can range from
general visitor’s views, comments, and suggestions to discrepancies in synset data and
complaints.

The CMS also supports creation of multilingual user interface for the website and customizable
on-screen keyboard for all languages. The multilingual user interface is supported through
suitably implemented Content and Label components of the CMS. Role based access mechanism
is available to restrict access to certain parts and features of the CMS to different users. The
WordNet CMS also allows control of Meta data embedded in the generated web page so as
to reflect the content on each page as well as provide search engines clues to how the web
page should be handled. The WordNet CMS supports both left-to-right and right-to-left text
rendition and allows adjustment of the layout as per direction in which content language in
written through a simple setting of a flag.

3.2 Architecture of WordNet CMS

‘ WordNet CMS I

l h A
|Content I I Structure I | Design I

articles Business Logic Templates
titles, labels IndoWordNet API’s layout

T metadata " scripts —  css
images images
modules

menus

Figure 2: Architecture of WordNet CMS.

As seen in figure 2 above the WordNet CMS is implemented in three layers: Design, Structure,
and Content (not to be confused with Content module). The functional division among these
three layers allows many advantages throughout the life cycle of the website deployed using
CMS. Each layer of the CMS can be recreated and adjusted independent of the other layers.
The Design layer can be completely reworked for a new user interface without the need for
any adjustments to Structure or Content. The Structure layer can be enhanced for additional
functionality with no changes required to Design and Content. Content layer can be changed
with no need to adjust the front-end design or functional structure. This three layer architecture
makes CMS highly flexible and customizable as per user requirement.

4 Implementation and Deployment Details

The WordNet CMS is developed using PHP scripting language and can be hosted on any Web
Server which supports PHP version 5.3.15 and above. Currently MySQL version 5.5.21 is used
as database. The CMS development was done using XAMPP on 32 bit Microsoft Windows
platform. These softwares can be downloaded from their respective sites. The Konkani WordNet
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website created using WordNet CMS has been deployed on Fedora 16 Linux Platform using
Apache version 2.2.22 and MySQL version 5.5.21 which come bundled with Fedora 16 Linux
Platform.

Conclusion and perspectives

The graph in figure 3 below shows the average number of days required to build and deploy
the website using the traditional method and using WordNet CMS. The total time taken to
develop WordNet website using traditional method was around 47 days. It took 7 days to
design the layout and template of the website, 30 days to implement the website and 10 days
for the deployment phase. In case of websites which were deployed using the WordNet CMS,
the number of days taken was comparatively very less. For the design phase, it took 2 days
to design the layout and template, the structure remains the same and therefore hardly any
time was spent on coding and debugging. It took another 2 days for the deployment phase.
Therefore the total number of days to create and deploy the website using the WordNet CMS
was around 5 days.

30 Number of days required
for Traditional method of
Number 22 website creation
ofDays ;g
Number of days required
15 to create website using .

WordNet CMS

Design  Implementation Deployment

Figure 3: Deployment time requirement analysis.

From the above analysis, we conclude that the WordNet CMS can be used for the speedy
deployment of WordNet websites with minimal effort, with good user interface and features
by a non technical content creator in a very short time for any language. The enhancements
planned for the WordNet CMS are as follows:

1. To develop an installation wizard so that the installation of the CMS is automated.

2. Implementation of Reports module. This will help to keep track of the users visiting the
website, provide statistics related to validation of synsets, feedback tracking, etc.

3. Allow further customization of website user interfaces by the website user depending
upon the user category such as students, teachers, researchers, linguists, etc. for better
user experience.

The WordNet CMS has been successfully used by many IndoWordNet members to design their
own language WordNet website.
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ABSTRACT

Traditional construction methods of domain ontology usually have following tméd. First,
these methods usually depend on some high cost resources. Second, thedsametasilyto
result in error propagation because of the errors introdimcdt concept identificatiorstep.In
this paper we msenta demo that construcdomain ontologywith an easy method. il three
main features distinguish our methfsdm traditional methods First, the proposed methodass
academicpapersto construct domairontology Second, the proposed method carefully selec
some keywords in theseademigapes as domain concept$hus error propagation is reduced
accordingly Third, the proposed method mines hierarchical relataamengconcepts with a
graph generation armbnversiomrmethod. The effects afur proposed method are evaluated fron
two perspective in an IT domain ontology which is constructed with the proposed meted:
quality of domain concepts aritle quality of conceps relations.And evaluation results show
that both of them achieve high qualities

KEYWORDS: Domain Ontology; Graph Geneiat; Graph Conversion; Ontology Concept;
Hierarchical Relation

Proceedings of COLING 2012: Demonstration Papers, pages 369-376,
COLING 2012, Mumbai, December 2012.

369



1 Introduction

Domain ontology is a kind of domain related ontoldgywledgewhich usually contains three
basic items: domain concepts, concept relations and conceptétdtiqrs. Because it is well
known that domain ontology can reduce or eliminate conceptual and tergibablconfusiorfor
many hot research areas suchsasanticweb, informationalretrieval,questionand aswering
machine translation, and so on, a lot ofeshers have been devoting to constructing vario
domainontologiesfor decadesCompared with general purpose ontology like WordNet, doma
ontology has following two features.

First, all of the ontology items must be relatedite samedomain. It is easily to understand that
the domain concept is crucial to domain ontology because the other two ontology vitiém
center around it. To achieve high quality domain ontology, the domain msnosust be
accurately identified.

Second, domain concepts aggdmic: new concepts are constantly emerging.

Because of these features, two barriers are put up for the construadimmaihontology.One is
how to identify domain concepts accuratend the other is how to update domain ontolog
timely when new cotepts emerge? Teoonstructa practical and useful domain ontology, thest
barriers must bevercomeeffectively.

Traditional construction methods of domain ontolagynot overcome these barriers effectively
First, because of the technology limits, manyoes are introduced during the process o
identifying domain conceptsSecond, traditional method usually cannot respond to corscef
change timelyEven more serioyghese methods usually depend on some high cost resoul
like other general purpose oftgy, right concept tagged corpus, right relation tagged corpus ¢
so on. However, these resources are not always acquired easily, especihtigdaesourckack
languages.

In this paper, we psent a demo thabnstruct domain ontologwith an easyway, and itcan
overcome above barriers effectivelhe proposed method takes academic papers as data so
and selects some keywords in these academic papers as domain concepts. Aerdrtiiechi
relations among concepts are mined with a graph géorrandconversionrmethod.When new
concepts emerge, domain ontology can be completely reconstructed easily.

2 Our Basicldea and System Architecture

Usually a&ademic papers are easily acquired even for those redaukcéanguagesAmong
these papers there are thmeplicit but widely acknowledged facts which are useful for domai
ontology construction. First, it is certain ttatthorswill submit their paper to thogeurnak that
are related to their research field$us we can say thatademic paers have beerclassified
into appropriatedomairs before submitted as these research fields are nature classificatio
domains.So it is easily tocollect some papers in a specific domain according to journal
research scopes. Second, keywords are usually used to discovetheaperin a concise way
and they usually contain rich information that is related to a specific doiffaiis keywords are
born concepts in the domain where they belong to. Third, there are uswallkirids of
keywords in an académpaper. One is more related to papetomain, while the other is more
related to paper theme. So if we use a directed graph to describe a doto&gy, keyword
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frequency can be used to reveal a kind of hierarchical relation among keyhigtd&equency
keywords are usually more related to domain and shouldaoeglin the higher levels of the
ontology graph; while low frequency keywords are usually moreeetltd paper themes and
should be placed in the lower levels of the ontology graph.

These facts indicate that domain ontology can be constructed in such an easysin@y:
academic papers as data source, selecting some keywords as domain conceptsjngnd
hierarchical relations among concepts based on their frequencies.

Based onthese analyss we design our domain ontology construction method wisyséeem
architecture is shown ifgure 1.

Domain
Technical
Papers

Concept
Selection

i Relation
Extraction

UndirectedOntology
Graph Genation |

'

DirectedOntology |}
Graph Conversion )}

TargetDomain
Ontology

FIGURE 1. SYSTEM ARCHITECTURE

There are three main components in our domain ontology constructiondnetimcept selection,
undirected ontology graph generation and directed ontology graph convémsibthe latter two
components can been viewed as a relation extraction model.

3 Our Method

Concept Selection

We have pointed out that keywords are born concepts in the domain where tray toeBut
we shold also notice that some keywords are so common that will appear in sevegetely
different domains. Obviously these keywords are not appropriate for takingnaeptsin a
specific domainHere we use two methods to select some keywords as appropriate concepts
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The first one is théf*idf method.We think a keyword will be appropriate for taking as domai
concept if it has a high frequency in a target domain but a low frequency irdothains Based
on this idea, using*idf value to select conpéfrom keywords is a natural choice.

The second one is to remove all of the abbreviation keywords that are madeaitalfletters
because it is hard to understand the real meaning of an abbreviationrdkelyaoexample, there
is such keyword like*TMT”, none can understand its real meanind Tisustable Machine
Translatiori if there are not any contexts providddus these abbreviations are more likely tc
introduce confusions than to eliminate confusions in some applicatiohsnélea domain
ontology. So we remove all of those abbreviation keywords filoaconcept list that is generated
by thetf*idf method.

3.1 Reation Extraction

In an ontology graph, we take those selected concepts as vertexes and use etigEseid
represent the hierarchicallagons among concepts. After concept selectioo, steps are taken
to mine this kind of hierarchical relationhe first step is to construct an undirected graph bas
on coeoccurrence information among concepts. The second step is to ctmseundireted
graph into a directed graph.

Step 1: Undirected Ontology Graph Construction

In this step, oubasic idea is that if two concepts appear insmepapets keyword list, there
will be a potentiahierarchicalrelation among themAnd we use undirected edges to describ
these potential relations among concepts. Thus the aim of this uedirecttology graph
construction step is to find all of these potential relations. Specifically, itbmaepts appear in
the same paper keyword list, an undireadeweighted edge will be added between themthe
final undirected ontology graph, the weight of an edgthésco-occurrencefrequency of this
edges two adjacent conceptsh@detail of this construction algorithm is shownFIBURE 2.

Input: Concept seCSetand keyword list se€={S,,S,,...,S}
Output: Undirected Ontology Graph G=(V(G),E(G))

Algorithm:

1. Initialize G, set VLSet E(G)= @
2. Fori=1ltonDo

For each two keywordskm,kn € SNV
If edge Kkim,kin) € E(G) then SetW(Kim,kin)=W(Kim,kin)+1;
Else Add edge Kim.kin) in E(G) and Set(kim,kin)= 1;

3. Removeall edges whose weights less than a given threshold 6
4. ReturnG

FIGURE 2. Undirected Ontology Graph Construction

In FIGURE 2, W(k,, ki) is theweight of undirectecedge (kin,kn), V(G) and E(G) are vertex set
and edge set of the ontology graph respectively.
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Step 2: Directed Ontology Graph Conversion

This step aims to make those potential hierarchical relations expliwit. is to say we need to
convert those undirected edges into directed edges so ravdal the fartherchild relations
among concepts. As we have pointed our previously, in an undirected leeldrgh frequency
concept is usually more relatedtte target domain and thus should be taken as a farthixye
while the low frequency keyword is usually more related to paperetand thus should be taken
as a child vertexBased on this idea, we design a conversion algorithm to make those pote
hierarchical relations explicit. Andhé¢ detail of this ayorithm is shown ifFIGURE 3.

Input: Undirected Ontology Graph G
Output: Directed Ontology Graph’'G

Algorithm:

1. For each undirected edgec(g) €E(G)
If deg(g)-deg(g)> 6 Change (ci,G) to <c;,G>;
Else If deg(g)-deg(¢)> 0 Change (c;,c) to <¢;,¢>;
Else Change (ci,G) to <¢;,¢> and <;,G>;

2. ReturnG’

FIGURE 3. Directed GraplConversion

In FIGURE 3, <c;,¢> denotes a directed edge from conogpbd concepts. And deg(g) denotes
the degree of concept

After this step, we construct a directed ontology graphthis graph, every vertex denotes ¢
concept, and every directed edge denotes a hierarchical relation in whichtitgy stancept
denotes an upper father vertex and its ending concept denotes a lower child vertex.

After this stepthe remaining directed edges atitbr adjacent concepts together constitute th
final domain ontology graph.

4  Approach Evaluation

4.1 DataPreparation

For Chhese, almost all published academic papers can be downloaded fidfabsite
(http://www.cnki.net) and all of these papers have been classified into proper donmithe o
Web. From this Website, we downloaded more floamhundred thousandf academic papers in
Information Technolog{T for short) domain that span almdise past thirty years.

With these data, we constructad|IT domain ontology with the proposed method and used it
evaluate the proposed approaSpecifically, we setthe thresholds off andidf to 2 during the
process of concept selectidrhat is to say, only those keywords whifsealues are greater than
2 andidf values are less than 2 will be selected as domain conéamly, we constructethe
target IT domain ontology thabntains 383176 concepts and 239720 hierarchical relations.
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4.2 Evaluation Strategy

In this paper, we use accuracy, recall and F1 vale@aluation methadAll of these evaluations
are performed byfive experienced humarxgerts who come from our researgtoup And we
randomly select 500 concepts from our domain ontoldgyd we also randomly select 500
relationsfrom our domain ontologgs test relation seAnd the evaluation results are shown ir
Table 1 and Table 2 resgtively.

Our Method Our Method
Accuracy 93.6% Accuracy 88.4%
Recall 84.2% Recall 80.26
F1 88.7% F1 84.1%

TaBLE 1—Concept Evaluation Results TABLE 2 -Relation Evaluation Results

From our experimental results we can see titatlomain ontologyonstructed with our methods
achieves far higher qualityVe think following reasons play major roles for this redtitst, our
method takes keywords as domain concelptss well known that most of the keywords are
domain terms, so they are nature domain conc&ptss ourmethodeffectively avoids thereor
propagatiorwhich will often troubletraditionaldomain ontology construction method®cond,
our concept relation discovery method is mainly based on toeeagrencef two concepts and
the frequency of each adjacent concefptom the experimental results it can be seen that o
method well captures theriting habits of most researchers when tleiting technical papers.
From the experimental results we can also see that our method is eetjvefft canconstruct a
domain ontology with rich concepts and hierarchical relations.

5 Conclusions

In this paper, we propose a simfiat effectivedomain ontology construction metho@ur
method uses academic papers as data source and selects some keywords in these agadenm
as domain concepts. The hierarchical relations among cenaeptmined based on a graph
generation and conversion method.

Compared with other domain ontology construction methods, ourochdths following novel
aspectsFirst, the proposed method can be used to construct domain ontology for many langt
In our method, the used data source is a kind of very common resource that aeguived
easily for many languages. Thus the proposed mella@da large scopand can be easily
transplanted to any languages even for those restagkedanguagesSecond, the proposed
method can construct some domain ontologies with high qualitibsth concept quality and
relation quality. Third, the proposed method is easily implemeffitetbesnt use any complex
technologies or higleost resourceAny researchers can implement our work easiburth, the
proposed methoid suitable to construct some largeale domain ontologies.
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ABSTRACT

In this paperwe present a demo that transl@eineseEnglish organization name based on th
input organization name distribution characteristics on the weSBpecifically, we first
experimentallyvalidate two assumptions that are often used in organization nams&ation
using web resources. Framperimental results, we find out several distitn characteristics of
Chinese organization name on the w&bhen, we proposa web mining methoblased on these
distribution claracteristics Experimental results show that our method is effective. It c:
improve the inclusion rate of correcanslationsfor those Chinese orgamiion names whose
correct translations often occur on the web, and it can also improve the &ide¢Jandccuracy
for those Chinese organization names whose correct translations @madyo the web.
KEYWORDS: organization name translation, distribution characteristics, web tesomachine
translation
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1 Introduction

Named entity (NE) translatiois very importantto many Natural Language Processing (NLP)
taks, such as crosknguage information retrieval anddatadriven machine translation.
Generally NE tradlation has three main sdbsks which are person name (PER) translatio
location name (LOC) tragation, and organization name (ON) translation. And t€Xslation is
attracting more and more researchraite.

There are a large amount of resources on the web, thus researchers usuallyredfomeviery
NE to be translated, its correct translation exists somewhere on the wwebd Bn this
assumptia, recent resedhers (Y.AFOnaizan et al., 2002, Huang et al., 2005, Jiang et al., 20!
Yang et al., 2008, Yang et al., 2009, Ren et al., 2009, and so on) have focusedlatingaDN
with the assistance of web resources. And the performance of ON translationwesimgsources
depends greatly on the solution of thédwing problem: how can we find the web pages the
contain the correct translations effectively? Solving this prbusually involves some query
construction methods. Some reséars Huang et al., 2005, Yang et al., 2009, Ren et al., 20C
and so on) prefer to constructing bilingual queries to find the web paafesontain the correct
translations. Theyurther propose anotherssumption that both the input NE and its correc
transldion exist sorawhere in some mianguage web pages. Based on #ssumptionthey
think bilingual queries are the mosefid clues that can be used to find these web pages.

These two assumptions are essential for those ON translatioadsetsing webasources. Their
validity will determinethe validity of those ON translation methods using wesurces. So we
think it is very necessary to validate these two assumptions expéailpeHoweverto our best
knowledgethere are no related works on tlesearctof validatingthese two assuptions.

In this paper, we focus on the following two issues. The first issue iprimentally validate
these two assumptions. The second issue is to propose an effectiveinimdp method for
Chinese ON tranation.

2  Our Basic ldea

In this section, we carried out some experiments to validate these two &iesgmyye use some
bilingual ON translation pairs as test data to validate whether these QGhiti@npairs and their
monolingual ON parts can be s#g found on the web. The test data are extracted froi
LDC2005T34. In order to analyze the validity of these two assumptions gidyowve divide
these ON translation pairs into different groups according to the kdywpes of their Chinese
parts. And 20 grouphat have the mamal amount of ON translation pairs are selected as fin
test data. In our experiments, following three kinds of queries argraoted for every ON
translation pair in the test data:

Q1: only the Chinese ON.
Q2: only the English ON.
Q3:the ON translation pair.

We obtain at most 10 web pages from Biidtp:/Avww.bing.com/) for every query, and
compare the inclusion rates of different test groups respectively. For @®@3nthe inclusion
rateis defined as the percentage of ON translation pairs whose queriesrgietety contained
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in the returned web pages. And for Q3, the inclusion rate is defisgtie percentage of ON
translation pairs whose Chinese parts and English parts are both abmtathe returned web
pages. And the expenental esults are shown in table 1.

Keyword types Num inclusion rate(%)

Q1 Q2 Q3 Q3
committee 3444 77.09 72.97 13.30 20.76
company 2315 65.49 61.17 7.17 12.53
factory 971 67.35 47.79 11.23 13.80
college 572 95.80 86.19 29.20 34.97
institute 531 85.31 71.37 18.27 26.55
center 467 75.16 51.61 8.99 12.21
bureau 409 83.86 81.42 16.38 24.21
agency 349 75.93 73.07 17.48 21.49
university 294 97.28 94.22 47.28 62.93
ministry 258 82.56 83.33 16.67 26.74
bank 180 81.67 88.33 28.89 33.89
party 137 85.40 89.05 18.25 26.28
organiztion 131 67.94 83.97 12.98 21.37
restaurant 126 81.75 92.86 30.95 48.41
union 125 72.00 87.20 16.00 22.40
group 123 51.22 70.73 4.07 6.50
school 98 82.65 45.92 6.12 8.16
area 76 67.11 85.53 23.68 27.63
team 73 83.56 89.04 12.33 16.44
hospital 56 92.86 71.43 28.57 39.29
Total 10735 75.81 69.91 14.49 20.75

TABLE 1. INCLUSION RATECOMPARISONS
From table 1 we can draw following conclusions.

The first one is that the correct translations for most of Chinese ©Nsist onthe web, but
more effective clues are needed to find them. Besides, experimentits ralso tell us that only
bilingual query is not enough to find the web pages that cotttaircorrect translations. This
conclusion can be further confirmed by another experiment whose resulsnateddas Q3in
table 1. The query astruction method for Q3is the same as the method for Q3, but th
definition of inclusion rate between them igfdrent. And the inclusion rate for Qi3 defined as
the percentage of KD translation pairs whose English parts aretained in the returned web
pages. In fact, the experimental results of @& the upper bound of the correct translatio
inclusion rate that can be obtained by usidlmgual queries. But they are still flower than the
results of Q2, which is the true inclusion rate of the correct translations

The second conclusion is that the inclusion rates for different typ€hinése ON are different
greatly. To furtheiinvestigatethis conclusion, we pick out son@N transétion pairs that have
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the highest inclusion rate for Q2 and'Q38Ve find out that most of the ONs in these OMN
translation pairs are multinational companies, government agergsesych institug univesity
names and so on. The ONSs in theset@iNslation pairs often occur on the web and the availak
web resources for them are huge. For such kind of an OBlatian pair, it is easier to find both
some monolingual web pages that contain one of its monolingual ONsoame mixlanguage
web pages that otain the source ON part and the target ON part. On the other hand, we
pick out some ON translation pairs that have tlveekt inclusion rate for Q2 and Q3Ve find
out that the ONs in these ON translation pairs rarely occur on the web diesxtlynost of the
ONs in these ON translation pairs have faflog two characteristics. Firstly they usually have
lot of modifiers, and théengthsof them are long tooSecondly there are usually some nestec
sub-ONs in them. Based on these chanasties, we think if the ON translation pairs that rarely
occur on the web were segmented into several smaflatam pairs (such as chunk translatior
pairs), the inclusion rate of these small translation pairs would impfoefurther experiments
corfirm our idea. These experimental results are showalle 22.n table 2, the test data are
extracted from the ON translatigpairs whose English parts cex be found on the web. Three
types of chunks in the Chinese ON parts are defined as [Chen agd Z088] did, and these
chunks are Regionally Restrictive Chunk (RC), Keyword Chunk (KC), aiddIM Specification
Chunk (MC). The test ON translation pairs are chunked and aligediallyand every chunk
translation pair is viewed as a new ON tratish pair. From table 2 we find that both the
monolingual chunk parts and the chunk translation pairs are easier tondecfothe web. We
take our above idea as the third conclusion. Moreover, from thesioklrates for Q1 and Q2 in
table 2 we can see thanaller text units areasierto be found on the web, so this conclusion i:
also suitable to those ON traatgbn pairs that often occur on the web.

Keyword types | Chunk num Inclusionrate ¢)

Q1 Q2 Q3 Q3
committee 2514 100 100 38.46 55.33
company 2248 100 100 26.25 34.48
factory 1065 100 100 41.22 46.2
college 182 100 100 59.34 75.82
institute 441 100 100 63.72 79.59
center 588 100 100 59.35 65.99
bureau 175 100 100 70.86 86.86
agency 263 100 100 65.02 79.85
university 37 100 100 75.68 94.59
ministry 108 100 100 83.33 92.59
bank 44 100 100 61.36 65.91
party 30 100 100 60 66.67
organiztion 27 100 100 88.89 88.89
restaurant 42 100 100 80.95 88.1
union 44 100 100 77.27 77.27
group 94 100 100 46.81 55.32
school 154 100 100 77.27 81.17

area 25 100 100 64 72
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team 23 100 100 60.87 60.87
hospital 40 100 100 57.5 62.5
Total 8144 100 100 42.98 54.15

TABLE 2. INCLUSION RATE OF CHUNK TRANSLATION PAIRS
3 Our Web Mining Method for Chinese ON Translation

3.1 Moaotivationsof Our Method

Based on above alysis, we design a web mining method for Chirésglish ON translation as
shown in Fig 1.

Input:  a Chinese OK, to be translated

Qutput: a Query se@Sand a recommended translation result

Algorithm:

1. SegmenD. into RG, MC,, andKC,,.

2. Genera translation candidates f@. and the segmented chunks, denote these tran:
canddates a$,, RG,, MC,, andKC,. Add “O, + O.", “O, + RG", “O, + KC,", and“Q, +
MC." into QS TakeRG, MC,, andKC, as queries respectively and goto step 3.

3. Submit irput query to search engine and revise this query according to some egea. R
this procedure until the input query cannot be revised any more.

4. Take"RG + MC.", “KC. + RG" and“KC, + MC.” as queries respectively and goto step 3.

5. Take “RG + MC, + KC", “KC, + RG, + MC," and “KC, + MC, + RCG" as querie
respectively and goto step 3.

6. If there is a query that has been revised in step 5, take it as the reatedntemsition
result. Otherwise;RC. MC, KC." is selected as theecommendedranslation restl Add
this reconmended result int@QS

7. ReturnQSand the recommended translation result.

FIGURE 1. OUR WEB MINING METHOD

In Fig 1, we use NEUTrans [Xiao et al., 2009] system to generate transtamdidates for the
input. The training corpus for NEWans casists of about 370K bilingual sentences that ar
extracted from the corpora bbC2005T10, LDC2003E07, LDC2003E14 and LDC2005T06

In the third step of Fig 1, for a given query(its original Chinese source text is denotedjds
and the returned &b pages, one of following rules is used to regisend we denote thevised
result asq’.

Rule 1: If qis completely contained in the web pages, tqkeq'.

Rule 2: If g cannot be completely contained in the web pages, and if we can find suc
cortinuous English texs in a web page that is subjected tddwing three conditions, takeas

1

q.
(1) Submitsto search engine and it can be completely contained in the returned web pages.

(2) shas the largest similarity wittp And the similarity is computed with followingrimula 1.
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SameWord g)s 1
Len(g+ Lerf 3

This condition is required to solve the reaidg problem in ON translation.

Sin(q 9=

(3) If there is a wordy; in s that does not appeardnwe require thaty, must have at least one
dictionary translation item that appearsgnor w; must not have any dictionary traatgbn items.
This condition is required to solve the cof-vocabulary(OOV) translation problem and the
translation item selection problem in ON translation.

Rule 3: If g camot be revised by rule 1 and rule 2, takasq’ directly.
4 Experiments

In this section, we evaluate the obtained nemended translation results with the metrics o
BLEU score andaccuracy In this experiment, test data consists of 500 Chinese ONs that
randomly selected from those Chinese ONs whose correct translaiimt exist on the web.
The entiretest ONs are chunked manually. Expegntal results are shown in taBBle

Num Average BLEU Score ToplAccuracy
Length NEUTrang Our NEUTrans Our
500 3.7 words 0.1811 0.2326 11.6% 19.4%

TABLE 3. RESULTS OF THE SECONEXPERIMENT

From these results we can see that our method can improve the effidiengly mining greatly
for Chinese ON translation. Compared with the baseline systemsnetiiod obtais higher
inclusion rate and higher translation performance.

Conclusions

The main contribtion of this paper is that we validate the two assumptions that are oftérinus
ON translation using web resources. Another contribution of thisrpsypleat we find out some
distribution characteristics of Chinese ON on the Weétese distribution charactstics arevery
useful for designing appropriate web mining method for Chinese @hslation using web
resources. Besides, we propose a novel web mining mdihsdd on these distribution
characteristic for Chinese ON translation. Angeimentalresults show that our method is
effective.
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Elissa: A Dialectal to Standard Arabic
Machine Translation System
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Abstract

Modern Standard Arabic (MSA) has a wealth of natural language processing (NLP) tools and
resources. In comparison, resources for dialectal Arabic (DA), the unstandardized spoken varieties
of Arabic, are still lacking. We present Elissa , a machine translation (MT) system from DA to
MSA. Elissa (version 1.0) employs a rule-based approach that relies on morphological analysis,
morphological transfer rules and dictionaries in addition to language models to produce MSA

paraphrases of dialectal sentences. Elissa can be employed as a general preprocessor for dialectal
Arabic when using MSA NLP tools.
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1 Introduction

Much work has been done on Modern Standard Arabic (MSA) natural language processing (NLP)
and machine translation (MT). MSA has a wealth of resources in terms of morphological analyzers,
disambiguation systems, annotated data, and parallel corpora. In comparison, research on dialectal
Arabic (DA), the unstandardized spoken varieties of Arabic, is still lacking in NLP in general and
MT in particular. In this paper we present Elissa, our DA-to-MSA MT system.! To process Arabic
dialects with available MSA tools, researchers have used different techniques to map DA words to
their MSA equivalents (Chiang et al., 2006; Sawaf, 2010; Salloum and Habash, 2011). Having a
publicly available tool that translates DAs to MSA can help researchers extend their MSA resources
and tools to cover different Arabic dialects. Elissa currently handles Levantine, Egyptian, Iraqi, and
to a lesser degree Gulf Arabic.

The Elissa approach can be summarized as follows. First, Elissa uses different techniques to identify
dialectal words in a source sentence. Then, Elissa produces MSA paraphrases for the selected words
using a rule-based component that depends on the existence of a dialectal morphological analyzer, a
list of morphological transfer rules, and DA-MSA dictionaries. The resulting MSA is in a lattice
form that we pass to a language model for n-best decoding which selects the best MSA translations.

2 Challenges for Processing Arabic and its Dialects

Contemporary Arabic is in fact a collection of varieties: MSA, the official language of the Arab
World, which has a standard orthography and is used in formal settings; and DAs, the commonly
used informal native varieties, which have no standard orthographies but have an increasing presence
on the web. Arabic, in general, is a morphologically complex language which has rich inflectional
morphology, expressed both templatically and affixationally, and several classes of attachable
clitics. For example, the Arabic word Q;riiﬁaj ws+y-ktb-wn+hA? ‘and they will write it’

has two proclitics (+ 3 w+ ‘and’ and +_ s+ ‘will’), one prefix - ¢ y- ‘3rd person’, one suffix

{5~ -wn ‘masculine plural” and one pronominal enclitic W+ +hA ‘it/her’. DAs differ from MSA
phonologically, morphologically and to some lesser degree syntactically. The morphological
differences are most noticeably expressed in the use of clitics and affixes that do not exist in MSA.
For instance, the Levantine Arabic equivalent of the MSA example above is la }«.{,a -9 w+H+y-ktb-
w+hA ‘and they will write it’. The optionality of vocalic diacritics helps hide some of the differences
resulting from vowel changes; compare the diacritized forms: Levantine wHayikitbuwhA and MSA
wasayaktubuwnahA.

All of the NLP challenges of MSA (e.g., optional diacritics and spelling inconsistency) are shared by
DA. However, the lack of standard orthographies for the dialects and their numerous varieties pose
new challenges. Additionally, DAs are rather impoverished in terms of available tools and resources
compared to MSA, e.g., there is very little parallel DA-English corpora and almost no MSA-DA
parallel corpora. The number and sophistication of morphological analysis and disambiguation
tools in DA is very limited in comparison to MSA (Duh and Kirchhoff, 2005; Habash and Rambow,
2006; Abo Bakr et al., 2008; Salloum and Habash, 2011; Habash et al., 2012). MSA tools cannot
be effectively used to handle DA, e.g., Habash and Rambow (2006) report that over one-third of
Levantine verbs cannot be analyzed using an MSA morphological analyzer.

!Elissa’s home page can be found at http://nlp.ldeo.columbia.edu/elissa/.
2 Arabic transliteration is presented in the Habash-Soudi-Buckwalter scheme (Habash et al., 2007): (in alphabetical order)
Abt6jHxddrzsiSDTDcyfgklmnhwy and the additional symbols: * ¢, A |, A LA 1 W3,9ss.085
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3 Related Work

Much work has been done in the context of MSA NLP (Habash, 2010). In contrast, research on
DA NLP is still in its early stages: (Kilany et al., 2002; Kirchhoff et al., 2003; Duh and Kirchhoff,
2005; Habash and Rambow, 2006; Chiang et al., 2006; Habash et al., 2012; Elfardy and Diab, 2012).
Several researchers have explored the idea of exploiting existing MSA rich resources to build tools
for DA NLP (Chiang et al., 2006). Such approaches typically expect the presence of tools/resources
to relate DA words to their MSA variants or translations. Given that DA and MSA do not have
much in terms of parallel corpora, rule-based methods to translate DA-to-MSA or other methods to
collect word-pair lists have been explored (Abo Bakr et al., 2008; Sawaf, 2010; Salloum and Habash,
2011). Using closely related languages has been shown to improve MT quality when resources are
limited (Hajic et al., 2000; Zhang, 1998). This use of “resource-rich” related languages is a specific
variant of the more general approach of using pivot/bridge languages (Utiyama and Isahara, 2007;
Kumar et al., 2007). Sawaf (2010) built a hybrid DA-English MT system that uses an MSA pivoting
approach. In his approach, DA is normalized into MSA using character-based DA normalization
rules, a DA morphological analyzer, a DA normalization decoder that relies on language models, and
a lexicon. Similarly, we use some character normalization rules, a DA morphological analyzer, and
DA-MSA dictionaries. In contrast, we use hand-written morphological transfer rules that focuses on
translating DA morphemes and lemmas to their MSA equivalents. We also provide our system to
be used by other researchers. In previous work, we built a rule-based DA-MSA system to improve
DA-to-English MT (Salloum and Habash, 2011). We applied our approach to ATB-tokenized Arabic.
Our DA-MSA transfer component used feature transfer rules only. We did not use a language model
to pick the best path; instead we kept the ambiguity in the lattice and passed it to our SMT system.
In this work, we run Elissa on untokenized Arabic, we use feature, lemma, and surface form transfer
rules, and we pick the best path of the generated MSA lattice through a language model. In this
paper, we do not evaluate Elissa. We reserve the evaluation to a future publication.

4 Elissa

Elissa is a Dialectal Arabic to Modern Standard Arabic Translation System. It is available for use by
other researchers. In Elissa 1.0 (the version we present in this paper), we use a rule-based approach
(with some statistical components) that relies on the existence of a dialectal morphological analyzer,
a list of hand-written transfer rules, and DA-MSA dictionaries to create a mapping of DA to MSA
words and construct a lattice of possible sentences. Elissa uses a language model to rank and select
the generated sentences.

4.1 Elissa Input/Output

Elissa supports input encoding in Unicode (UTF-8) or Buckwalter transliteration (Buckwalter, 2004).
Elissa supports untokenized (i.e., raw) input only. The output of Elissa can be encoded also in
Unicode or Buckwalter transliteration. Elissa supports the following types of output:

1. Top-1 sentence. Elissa uses an untokenized MSA language model to rank the paths in the
MSA translation output lattice. In this output format, Elissa selects the top-1 choice (the best
path) from the ranked lattice.

2. N-Best sentences. Using the untokenized MSA language model, Elissa selects the top ‘n’
sentences from the ranked lattice. The integer ‘n’ is configurable.

3. Map file. Elissa outputs a file that contains a list of entries of the format: source-word, weight,
target-phrase. The weight is calculated in the transfer component not by the language model.
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Figure 1: This diagram highlights the different steps inside Elissa and some of its third-party
dependencies. ADAM is an Analyzer for Dialectal Arabic Morphology (Salloum and Habash, 2011).
TOKAN is a general tokenizer for Arabic (Habash, 2007). SRILM is SRI Language Modeling
Toolkit (Stolcke, 2002). ADAM and TOKAN are packaged with Elissa.

This variety of output types makes it easy to plug Elissa with other systems and to use it as a dialectal
Arabic preprocessing tool for other MSA systems, e.g., MADA (Habash and Rambow, 2005) or
AMIRA (Diab et al., 2007).

4.2 Approach

Our approach, illustrated in Figure 1, consists of three major steps proceeded by a preprocessing step,
that prepares the input text to be handled (e.g., UTF-8 cleaning), and succeeded by a post-processing
step, that produces the output in the desired form (e.g., top-1 choice in Buckwalter transliteration).
The three major steps are:

1. Selection. Identify the words to handle, e.g., dialectal or OOV words.
2. Translation. Provide MSA paraphrases of the selected words to form an MSA lattice.

3. Language Modeling. Pick the n-best fluent sentences from the generated MSA lattice
according to a language model.

4.2.1 Selection
In the first step, Elissa decides which words to paraphrase and which words to leave as is. It provides

different alternative settings for selection, and can be configured to use different subsets of them:

1. User Token-based Selection. The user can mark specific words for selection using the tag
‘/DIA’ after the word. This allows dialect identification tools, such as AIDA (Elfardy and
Diab, 2012), to be integrated with Elissa.

2. User Type-based Selection. The user can specify a list of words to select what is listed in it
(OOV) or what is not listed in it (INVs — in-vocabulary).

3. Dialectal Morphology Word Selection. Elissa uses ADAM (Salloum and Habash, 2011) to
select two types of dialectal words: words that have DA analyses only or DA/MSA analyses.
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4. Dictionary-based Selection. Elissa selects words that exist in our DA-MSA dictionaries.

5. All Elissa selects every word in an input sentence.

4.2.2 Translation

In this step, Elissa translates the selected words to their MSA equivalent paraphrases. These
paraphrases are then used to form an MSA lattice. The translation step has two types: surface
translation and deep (morphological) translation. The surface translation depends on DA-to-MSA
dictionaries to map a selected DA word directly to its MSA paraphrases. We use the Tharwa
dictionary (Diab et al., 2013) and other dictionaries that we created. The morphological translation
uses the classic rule-based machine translation flow: analysis, transfer and generation.

1. Morphological Analysis produces a set of alternative analyses for each word.
2. Morphological Transfer maps each analysis into one or more target analyses.

3. Morphological Generation generates the surface forms of the target analyses.

Morphological Analysis. In this step, we use a dialectal morphological analyzer, ADAM, (Sal-
loum and Habash, 2011). ADAM provides Elissa with a set of analyses for each dialectal word in
the form of lemma and features. These analyses will be processed in the next step, Transfer.

Morphological Transfer. In the transfer step, we map ADAM’s dialectal analyses to MSA anal-
yses. This step is implemented using a set of transfer rules (TRs) that operate on the lemma and
feature representation produced by ADAM. These TRs can change clitics, features or lemma, and
even split up the dialectal word into multiple MSA word analyses. Crucially the input and output of
this step are both in the lemma and feature representation. A particular analysis may trigger more
than one rule resulting in multiple paraphrases. This only adds to the fan-out which started with the
original dialectal word having multiple analyses.

Elissa uses two types of TRs: lemma-to-lemma (L2L) TRs and features-to-features (F2F) TRs.
L2L TRs simply change the dialectal lemma to an MSA lemma. The mapping is provided in the
DA-MSA dictionaries we use. On the other hand, F2F TRs are more complicated and were written
by experts. These rules work together to handle complex transformations such as mapping the
DA circumfix negation to a separate word in MSA and adjusting for verb aspect difference. The
following is an example illustrating the various rules working together: Elissa creates the MSA
analysis for \VJj ‘y.b.»“ ‘] |9 wim yohbwA AlyhA “‘And they did not go to it — lit. and+did+not they+go

to+it” starting with the DA analysis for Y ?bu 9 wmArAHwIA ‘lit. and+not+went+they+to+it'.

Morphological Generation. In this step, we generate Arabic words from all analyses produced by
the previous steps. The generation is done using the general tokenizer/generator TOKAN (Habash,
2007) to produce the surface form words. Although TOKAN can accommodate generation in
specific tokenizations, in the work we report here we generate only in untokenized form. Any
subsequent tokenization is done in a post-processing step (see Section 4.1). The various generated
forms are used to construct the map files and word lattices. The lattices are then input to the language
modeling step presented next.

4.2.3 Language Modeling

The language model (LM) component uses SRILM (Stolcke, 2002) lattice-tool for weight assignment
and n-best decoding. Elissa comes with a default 5-gram LM file (trained on ~200M untokenized
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Arabic words) and default configurations; however, users can change the default configurations and
even specify their own LM file.

5 Example
DA source A Joy Ml s pansle yﬁ\(w Las & eale I,
bhAIHAIN mAHyktbwlw Sy EHyT SfHtw IAnw mAxbrin ywm Ally wSI EAIbld.
Human In this case, they will not write on his page wall because he did not tell them the day
Reference he arrived to the country.
Googl Bhalhalh Mahiketbolo Shi Ahat Cefhto to Anu Mabrhen day who arrived Aalbuld.
Transl
Human .wi&gyjrxﬁ#_ga”vwwamm,,@;;ml oda b
DA-to-MSA | fy hoh AIHAIR In ykibwA Ih §y$A EIY HAYT SfHth [Anh Im yxbrhm ywm wSI AIY Albld.
Google In this case it would not write him something on the wall yet because he did not tell
Transl them day arrived in the country.
Elissa A J\ Jes sl P CBAE ‘} <Y w.!élodusd: l;.:.(;u.l 4 oda 2
DA-to-MSA | fy hoh AIHAIR In yktbwA Sy’ Ely HAYT SfHth [Anh lm yxbrhm ywm Alé}: wSI Aly Albld.
Google In this case it would not write something on the wall yet because he did not tell
Transl them the day arrived in the country.

Table 1: An illustrative example for DA-to-English MT by pivoting (bridging) on MSA. Elissa’s
Arabic output is Alif/Ya normalized (Habash, 2010).

Table 1 shows a illustrative example of how pivoting on MSA can dramatically improve the
translation quality of a statistical MT system that is trained on mostly MSA-to-English parallel
corpora. In this example, we use Google Translate Arabic-English SMT system. The table is divided
into three parts. The first part shows a dialectal (Levantine) sentence, its reference translation to
English, and its Google Translate translation. The Google Translate translation clearly struggles with
most of the dialectal words, which were probably unseen in the training data (i.e., out-of-vocabulary
—OOV) and were considered proper nouns (transliterated and capitalized). The lack of DA-English
parallel corpora suggests pivoting on MSA can improve the translation quality. In the second part of
the table, we show a human MSA translation of the DA sentence above and its Google Translate
translation. We see that the results are quite promising. The goal of Elissa is to model this DA-MSA
translation automatically. In the third part of the table, we present Elissa’s output on the dialectal
sentence and its Google Translate translation. The produced MSA is not perfect, but is clearly an
improvement over doing nothing as far as usability for MT into English.

Future Work

In the future, we plan to extend Elissa’s coverage of phenomena in the handled dialects and to
new dialects. We also plan to automatically learn additional rules from limited available data
(DA-MSA or DA-English). We are interested in studying how our approach can be combined with
solutions that simply add more dialectal training data (Zbib et al., 2012) since the two directions are
complementary in how they address linguistic normalization and domain coverage.
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ABSTRACT

Text Clustering is a text mining technique which is used to group similar documents into
single cluster by using some sort of similarity measure & separating the dissimilar
documents. Popular clustering algorithms available for text clustering treats document
as conglomeration of words. The syntactic or semantic relations between words are not
given any consideration. Many different algorithms were propagated to study and find
connection among different words in a sentence by using different concepts. In this
paper, a hybrid algorithm for clustering of Punjabi text document that uses semantic
relations among words in a sentence for extracting phrases has been developed. Phrases
extracted create a feature vector of the document which is used for finding similarity
among all documents. Experimental results reveal that hybrid algorithm performs better
with real time data sets.

KEYWORDS: Natural Language Processing, Text Mining, Text Document Clustering,
Punjabi Language, Karaka Theory.
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1. Introduction

The current study was undertaken specifically for clustering of text documents in
Punjabi Language as no prior work has been done in this language as per review of
literature done to carry out this study. It is an attempt in this direction to provide a
solution for text clustering in Punjabi Language, by developing a new hybrid approach of
text clustering, which will be immensely useful to the researchers who wish to undertake
study and research in vernacular languages. The study proposed and implemented a new
algorithm for clustering of Punjabi text documents by combining best features of the text
clustering algorithms i.e. Clustering with frequent Item Sets, Clustering with Frequent
Word Sequences, keeping in view the semantics of Punjabi language. Efficiency of the
three algorithms for Punjabi Text Document Clustering was compared using Precision,
Recall & F-Measure.

2. Proposed approach for Punjabi text clustering

Positional languages, which come in the category of Context Free Grammars (CFGs)
have used popular approaches for text clustering. A context-free grammar is a formal
system that describes a language by specifying how any legal text can be derived from a
distinguished symbol called the axiom, or sentence symbol. It consists of a set of
productions, each of which states that a given symbol can be replaced by a given
sequence of symbols. The sentence structure of Punjabi is different as it belongs to the
category of Free order language, unlike in English. Hence, features of free order
languages were to be taken into consideration for clustering of Punjabi text.

Paninian framework, a technique for formalism, has been used for extraction of phrases
for Indian languages. Karaka relation between verbs and nouns in a sentence is used to
analyse the sentence. Sudhir K Mishra [2007] whose work focused on the theory of
Karaka, (Panini : Adhikara sutra [Bharati, A. and Sangal, R. 1990]), for analyzing the
structure of a sentence in Sanskrit Language, did the prominent work in this category.

Any factor that contributes to the accomplishment of any action is defined as karaka.
Punjabi language identifies eight sub types like Hindi and Sanskrit [Bharti, A. and
Sangal, R. 1993]. The karaka relations are syntactico-semantic (or semantico-syntactic)
relations between the verbal and other related constituents in a sentence. They by
themselves do not give the semantics. Instead they specify relations which mediate
between vibhakti of nominals and verb forms on one hand and semantic relations on the
other [Kiparsky 1982; Cardona 1976; Cardona 1988].

2.1 Pre-processing Phase

In text clustering, some techniques used in pre-processing are removal of punctuation
marks, removal of stop words, stemming of words, normalization (where the same word
exists in different spellings in case of multilingual words).

For pre-processing, the Algorithm takes Punjabi text documents as input. The first step
in pre-processing comprises of removal of punctuation marks. Stop words are not
removed, since Karaka theory [Bharati, A. and Sangal, R. 1990] is being used for
generating phrases. Karaka theory works only on complete sentences, which necessarily
includes, stop words. This does away with the requirement of removal of stop words.
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Next step is normalization of those words which are used with different spellings.
Purpose of normalization is to maintain uniformity of spelling in all documents which
contain that word. This helps in better clustering results. Otherwise some documents
may not be identified just because of the difference in spellings.

2.2 Algorithm Details

After the completion of pre-processing step, phrases are extracted from sentences with
the help of karaka list. Karaka List is the collection of words which are used to specify
role of words as nouns, verbs, objects and gives information about semantics of the
sentence.

To overcome the drawback of Frequent Item Sets [Fung et. al. 2003] and Frequent Word
Sequences [Li, Y. et. al. 2008] that generated long Sequences by trying all combinations
of 2-word sequences using Apriori algorithm [Agrawal R. and Srikant, R. 1994], Karaka
list is used in proposed approach.

Extraction of phrases from the document with the help of Karaka list generates a
document vector containing phrases of various lengths in the same order in which they
were originally in input document. This dissuades the computation of k-length
sequences in number of steps by trying all possible combinations of (k-1)-length
sequences.

2.2.1 Calculation of Term frequency of Phrases

Term Frequency is a numerical statistic which reflects how important a word is to a
document in a collection. It is often used as a weighting factor in information retrieval
and text mining. The value of Term Frequency increases proportionally to the number of
times a word appears in the document which helps to control the fact that some words
are generally more common than others. For each phrase, we calculate the Term
Frequency, by counting the total number of occurrence in the document.

2.2.2 Finding top k Frequent Phrases

Sort all phrases by Term Frequency in descending order. Then declare top k phrases as
Key phrases. These key phrases will be used for finding similarity among all other
documents. The value of k is a very important factor for better clustering results. The
valid value of k ranges from 1 to n, where n is number of phrases in a document. For
experimental results, 20% of phrases are used as value of k.

2.2.3 Finding Similar Documents and Creating Initial Clusters

In this step, initial clusters are created by matching key phrases of documents with each
other. If a phrase is found common between two documents, then it is assumed that
these documents may belong to the same cluster. All matched documents will be
searched for common Cluster Title by using Cluster Titles list.

The main idea of using Cluster Title List is to avoid overlapping clusters, meaningless or
ambiguous titles of Clusters. To avoid this major drawback, manually created list of
Cluster Titles for specific domain have been used. Text data has been taken for Sports
domain. List of Cluster Titles specific to sports have been created manually as no such
list is available in Punjabi language.

395



Documents with same Cluster Title are placed into same cluster. If two documents
contain matching phrase but do not contain same Cluster Title, then it is assumed that
both documents do not belong to same cluster.

2.2.4 Calculate term frequency of each term for each document and sort
them to find top k frequent terms

After creating initial clusters, all those documents which are not placed in any cluster,
are placed in a cluster named "Unrecognized". Since, some documents may contain
cluster titles but did not appear in top k Frequent Phrases, for those unrecognized
documents, VSM model is used [Salton et. al. 1975] i.e. now document is represented as
a collection of single word terms obtained by splitting all phrases. The difference
between Term and Phrase is that by splitting a single phrase of N word length, N
different terms have been obtained. For each unrecognized document, Term Frequency
for each term in the document is calculated. Then, all terms are sorted based on their
Term Frequency in document, to find top k frequent terms of the document. The value of
k can be varied as per the users’ discretion from 5%, 10%, 20% and so on. Higher the
value of k, more terms will be considered for finding cluster for unrecognized document.

2.2.5 Find cluster frequent terms for new clusters

After calculating top k frequent terms for each unrecognized document. Now, top k
Cluster Frequent Terms for each cluster will be identified. Term Frequency of each term
of the conceptual document is calculated.

2.2.6 For each unrecognized document assign a cluster

Cluster for unrecognized document, by matching top k Frequent Terms of document
with top k Cluster Frequent Terms of each document, is identified.

2.2.7 Final Clusters

After processing of unrecognized documents, final clusters containing documents from
initial cluster and documents from unrecognized documents are created.

3. Experimental Evaluation

Natural Classes F-Measure
It (Hockey) 0.99
T (Cricket) 0.93
2fSH (Tennis) 0.87

g<TS (Football) 0.93

=3fi{es (Badminton) 1.00
Hag+t (Boxing) 0.89

Table 1. Natural Classes for Hybrid Approach
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3.1 Data Set

The text documents are denoted as unstructured data. It is very complex to group text
documents. The document clustering requires a pre-processing task to convert the
unstructured data values into a structured one. The documents are data elements with
large dimensions. The system was tested for 221 text documents collected from various
Punjabi News websites which comprised of news articles on sports. This dataset was
categorized into 7 Natural classes (see table 1), which were used for the evaluation of all
three algorithms.

3.2 Experimental Results and Discussion

To evaluate the accuracy of the clustering results generated by clustering algorithms, F-
measure is employed. Let us assume that each cluster is treated as if it were the result of
a query and each natural class is treated as if it were the relevant set of documents for a
query. The recall, precision, and F-measure for natural class K; and cluster C; are
calculated as follows:

Precision(K;, Gj) = nj/|Gj )
Recall(K;, C)) =y / | K| ()
F-Measure(K;, Cj) = 2 * [Precision(K;, ;) * Recall(K;, C;)] @

[Precision(K;, G;) + Recall(Ki, C)]

where nj is the number of members of natural class K; in cluster C; . Intuitively, F(K;;C;)
measures the quality of cluster C; in describing the natural class K;, by the harmonic
mean of Recall and Precision for the “query results” C; with respect to the “relevant
documents” K;.

In fig.1 the graph plotted for Precision, Recall and F-Measure for all the three algorithms
that were studied for clustering of Punjabi text documents, the two algorithms namely,
Frequent Itemset and Frequent word sequence, shows a good precision but a very poor
recall value. This leads to a very low value of F-Measure which is indicative of its overall
poor performance. On the other hand, Hybrid algorithm that shows good Precision,
Recall and F-Measure, outperform other two algorithms and hence generate best
clustering results.

1.00
0.80
0.60
0.40
0.20

0.00

Frecision Fecall F Measure

WFrequentltamsets EFrequentWordsequences % Hybrid Approach

Fig 1 Precision, Recall and F-Measure
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3.3 Error Analysis

During the development of this algorithm, several problems for improving clustering
results were encountered. These problems and reason for errors in clustering result are
discussed below.

Different Spellings in Different Documents results in True Negative. In case of words,
which are originally from other languages than the one under purview, e.g. English

word 'football' can be written as &= or ge='®. Now, during clustering phase, efforts

are made to find similarity between two documents about football, but having different
spellings, that do not match. To overcome this problem, we have used normalization of
Cluster Titles in pre-processing step.

Phrases containing Important Terms but not coming in Top k Frequent Phrases,
results in True Negatives. For example, a document contains news about football. But
word 'football' is appearing only one or two times in whole document, then it is very
hard to capture this desired information in top k Frequent phrases. To overcome this
problem, VSM approach is utilized after creating Initial clusters. In this step, top k
Frequent Terms are identified. Advantage of applying this step is utilizing those
meaningful terms which are not captured in top k Frequent phrases, but very vital for
efficient, effective & correct clustering of documents.

Multiple Key Phrases matches with Multiple Cluster Titles results in False Positive
and True Negative. For example, a document contains an article on football, but uses
some terms common with other sports e.g. team, goal, match referee etc. then it
becomes difficult to identify the exact cluster for the document. To overcome this
problem, the number of matching Cluster frequent Terms are counted for each matching
cluster. Document is, then, placed in that cluster which has maximum number of
matching Cluster frequent Terms.

4. Conclusion

Domain based Punjabi Text clustering software is logically feasible, efficient and
practical for Punjabi text documents. It is more feasible and has a better performance
than Frequent Itemsets and Frequent Word Sequences with reference to Punjabi Text
Documents. The results are validated and drawn from the experimental data. This
approach focuses on the semantics of a sentence. Proposed work shows better results as
it uses a list of Cluster Title candidates, which does not allow the construction of huge
number of clusters with meaningless names. This algorithm was not tested with
benchmark data set, because all available data sets are for English language only.
Dataset for Punjabi language is created manually because no such benchmark dataset is
available for Punjabi language.
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ABSTRACT

The purpose of this demo is to introduce the linguistic development tool NooJ. The tool
has been in development for a number of years and it has a solid community of
computational linguists developing grammars in two dozen languages ranging from
Arabic to Vietnamese'. Despite its manifest capabilities and reputation, its appeal within
the wider HLT community was limited by the fact that it was confined to the .NET
framework and it was not open source. However, under the auspices of the CESAR
project it has recently been turned open source and a JAVA and a MONO version have
been produced. In our view this significant development justifies a concise but thorough
description of the system, demonstrating its potential for deployment in a wide variety
of settings and purposes. The paper describes the history, the architecture, main
functionalities and potential of the system for teaching, research and application
development.

KEYWORDS : NooJ, Finite-State NLP, Local Grammars, Linguistic Development Tools,
INTEX, Information extraction, text mining
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1 Introduction

The purpose of the paper and the demonstration is to introduce the NLP system NooJ in
its new incarnation as an open-source, cross-platform system. The porting into JAVA,
recently created under the supervision of Max Silberztein, the developer of the system,
within the CESAR project, as well as the recent steep development path of the core
system, justifies a brief overview and demonstration of the potential of the system for a
wide variety of computational linguistic applications. For lack of space we will
concentrate on two issues: how NooJ is capable of supporting development of a wide
variety of grammars of different strength and formalism and how efficiently it can do
so. Accordingly, Section two gives a brief general overview, section three discusses the
architecture, section four describes the expressive power and suitability of NooJ to
develop grammars of various formalisms, section five will contain a brief discussion of
the processing efficiency of the system.

2 General description of NooJ

NooJ is a self-contained corpus analysis and comprehensive linguistic development tool,
employing an efficient uniform formalism that enables the system to be deployed for a
range of NLP tasks. A more flexible and powerful successor to INTEX (Silberztein,
1993), which was created at the LADL to develop sophisticated yet robust
computational linguistic analyses, NooJ has far surpassed its predecessor both in terms
of implementation and linguistic and computational power and efficiency (see sections 4
and 5 for details).

3  Architecture

The system consists of three modules, corpus handling, lexicon and grammar
development that are integrated into a single intuitive graphical user interface
(command line operation is also available). An essential feature of NooJ is that these
modules are seamlessly integrated and are internally implemented in finite state
technology (with optional important enhancements, see below).

3.1 Corpus handling

NooJ is geared towards developing grammars processing large amounts of texts and
therefore contains a full-fledged corpus processing module, indexing, annotation and
querying of corpora is a basic functionality. Corpora’s size are typically up to 200MB +
(e.g. one year of the newspaper Le Monde), and we have experimented with the
MEDLINE corpus (1GB+) successfully. Text can be imported in a wide variety of
formats and a lexical analysis is immediately applied on the basis of a robust dictionary
module that has a built-in morphological analyser. The result of the lexical analysis
becomes the initial tier in a set of stand-off annotation levels containing at first POS and
morphological codes as well as the result of any morphological grammars that carried
out typical pre-processing normalisations of the text. This basic annotation, amounting
to indexing of the corpus, can be enhanced with an arbitrary number of further tiers as
subsequent syntactic grammars are applied in a cascaded manner. The corpus handling

402



facility provides instant feedback for the coverage of grammars in the form of
concordances, the annotation of which can be manually filtered before applying to the
text. NooJ can handle pre-annotated corpora, providing that the XML annotations that
represent lexical information follow a few requirements.

3.2 Lexical module

NooJ contains a robust dictionary module, which, together with its integrated
morphological grammars, is designed to handle simple words, affixes and multi-word
units. The lexical module is capable of handling full-fledged dictionaries, for example,
the Hungarian system consists of cc. 72000 lemmas representing over120 million word
forms, which the system can efficiently analyse and generate. Dictionary entries consist
of POS and any number of typed features describing the morphological, syntactic,
semantic etc. characteristics of the lemma, including, for example, foreign language
equivalents.

Morphology is implemented by specifying paradigms that define all possible affix
sequences, employing morphological operators to take care of assimilation, stem
changes etc. Morphological grammars can be written in a graphical interface to segment
and analyse compound word forms, to treat spelling variants as well as to implement
guessers to handle unknown words.

3.3 Syntactic module

One of the most attractive features of the system that immediately appeals to users is
the ease with which sophisticated grammars (of various levels of computing power) can
be built in graph form and applied to corpora as a query (Beesley & Karttunen, 2003)(see,
Figure 1, for an example). This feature alone makes NooJ ideal for teaching and rapid
application development tool alike. The graphs have alternative textual notation in case
that mode of definition proves more applicable.

The original philosophy behind developing NooJ was to employ fast finite state
technology to exploit its potential in describing local dependencies in language in all
their complex details. This led to the development of local grammars capturing
sophisticated distributional distinctions, which are applied in a cascaded manner to
yield, hopefully, a comprehensive parsing of text. (Gross, 1997)

Recently, a number of enhancements have been introduced that significantly increased
the expressive power and the elegance of grammars that can be devised in NooJ. Such
advanced features include use of variables, lexical constraints, agreement over long
distance dependencies and the generation of word forms required by the grammar. As a
result, in its current stage of development NooJ allows implementation of grammars
that represent various levels of computing power. This will be the focus of attention in
Section 4.

3.4 Implementation

Originally available only on the .NET and Mono platforms, the system has recently been
ported to JAVA. NooJ’s engine and its user interface are decoupled and the
corresponding API has been defined to ease the task of porting both to Java. The Java
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version of NooJ has been implemented using the Swing GUI components. The resulting
JAVA system, currently in final integration testing phase, will be published soon
together with source code and documentation. NooJ is capable of processing texts in
over 150 file formats (including HTML, MSWORD, PDF, RTF, all version of ASCII and
Unicode, etc.), NooJ internal engine processes texts in UTF8.

4  The expressive power of NooJ grammars

Beside being a corpus processor (that can process large texts in real time) as well as a
linguistic development tool (used to implement large number of linguistic resources),
NooJ offers a unified formalism that can be used to enter grammars of the four type of
the Chomsky-Schiitzenberger hierarchy (Chomsky & Schiitzenberger, 1963):

* NooJ’s Regular Expressions and finite-state graphs are compiled into finite-state
automata and transducers. For instance, the graph in Figure 1 recognizes the set of
correct sequences of preverbal particles in French.

-
a5 Noo) - [deuxiéme graphe.nog] _ C=1AC)

o File Edit Lab Project Windows Info GRAMMAR - |5 %
French (France)/French (France) syntactic grammar.
le -
lui -
la E
les leur |
donna
donnait
I donne
me donnera'
te le donnerait
se la
nous les
vous

Figure 1 Implementing Type3 grammars

* NooJ’s Context-Free Grammars and recursive graphs are compiled into finite-state
machines or push-down automata®. For instance, the grammar in Figure 2 contains
two graphs that recognize transitive sentences in French GN (NounPhrase). <V >
(Verb) GN (NounPhrase).

* NooJ’s Context-Sensitive grammars have two components: a FS or CFG finite-state
component, and a constraint-resolution component. For instance, the graph in

2 Note that most real world CFGs have either left or right recursions, which can be removed automatically.
Left-recursive and right-recursive Context-Free Grammars are turned into equivalent non-recursive grammars
and subsequently compiled into finite-state machines.
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Figure 3 recognizes the language a"b"c" in two steps: The finite-state graph
recognizes the language a*b*c*, then, for all sequences recognized by the finite-
state graph, the constraints: (here: <$B$LENGTH=S$A$LENGTH> and
< $C$LENGTH = $ASLENGTH >) are checked.

55! Noo) [e@] =
File Edit Lab Project Windows Info GRAMMAR
85 grammaire non contextuelle graphique.nog [ @] =

French /French syntactic grammar consists of 2 graphs

GN
N> P

_Cancel |

Figure 2 Implementing Context-Free Grammars

* NooJ’s transformational grammars also have two components: one finite-state or
context-free grammar component, and a component that produces and parses
outputs based on variables’ values. For instance, the three grammars in Figure 4
compute the Passive form, the negation form and the pronominalized form of a
given sentence.

The fact that NooJ’s enhanced transducers can produce sequences that can in turn be
parsed by the same, or other transducers gives NooJ the power of a Turing-Machine.

In effect, these different types of grammars and machines make NooJ the equivalent to a
large gamut of formalisms used in Computational Linguistics, including XFST (Beesley &
Karttunen, 2003), GPSG (Gazdar, Klein, Pullum, & Sag, 1985), CCG (Steedman &
Baldridge, 2011) and TAG (Joshi & Schabes, 1997), LFG (Kaplan & Bresnan, 1994) and
HPSG (Pollard & Sag, 1994). The fact that the same exact notation is used in all four of
grammars/machines makes NooJ an ideal tool to parse complex phenomena that
involve phenomena across all levels of linguistic phenomena.

5 Efficiency

NooJ’s parsers are extremelv efficient compared with other NLP parsers. Compared with
INTEX, GATE (Hamish Cunningham, 2002) or XFST (which have very efficient finite-
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state parsers). NoolJ's finite-state eranhs are compiled dvnamicallv during parsine.
instead of being comniled (determinized and minimized) before parsine. NooJ often
needs to ontimize onlv a fraction of large erammars (tvnicallv. 100.000 + states). and
ends the parsine of large corpora much faster than it would have been necessary to just
fully compile them.

82 NooJ o @)=
File Edit Lab Project Windows Info GRAMMAR
8 a*n b*n c*n.nog o [@][=

French [French syntactic grammar.

(B () -( Ty Y
A B c <SBSLENGTH=$ASLENGTH>
<SCSLENGTH=$ASLENGTH>

< m »

8 Contract for: a*n b”n c*n =2

Check

# NooJ
# Enter examples, “counter-examples and fcomments

m

aaabbbccec

a—a—a—bbeee
_Cancel |
Figure 3 Implementing Context-Sensitive Grammars
22 Noa - [Pasivenog] [E=Sifon ==]
¥ File Edt Lab Project Windows Info GRAMMAR .| &) x

English (United States)English (United States) syntactic orammar consists of 7 oraphs

LD—O—()—%()—F()—/@

NO v $N1 is SV_V4PP by $NO

2/ Nool - [Negation.nog] [E=REcR ===}

% File Edt Lab Project Windows Info  GRAMMAR _ =[x

English (United States)English (United States) syntactic grammar consists of 7 graphs
——— () ——(EEm) ——(—E—)
NO v N1 $NO does not $V_ $N1

|
o2/ Nool - [Pron-0.nog] fofe s

# File Edit Lab Project Windows Info  GRAMMAR - J]x

English (United States) English (United States) syntactic grammar consists of 7 graphs.

v $V $N1

Lb—{)f()()—bf()—b/@ '
NO N1

<$NOSGender=fem>She

=

Figure 4 Implementing Unrestricted Grammars

NooJ’s parsers are also much more efficient than the parsers that process context-
sensitive formalisms such as TAG. CCG or LFG. because when parsing a context-sensitive
language, NooJ actually starts by parsing their finite-state superset, and then applies a
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series of constraints to filter out the result. See for instance how the context-sensitive
language a™n b™n c¢’n is processed in Fieure 3: in a first sten. a finite-state automaton
recoenizes the language a* b* ¢* in O(n): in the second sten. NooJ checks each of the
two constraints in constant time. In other words. when anplving this context-sensitive
erammar (as well as manv “classical” ¢grammars used to describe realistic linguistic
phenomena). NoolJ’s parser performs in O(n). as opposed to O(n"6) which is the tvpical
efficiency for parsers available for mildly context-sensitive formalisms such as TAG.

6 Resources

There are over 20 language modules alreadv available for download from NooJ’s WEB
site www.nooi4nln.net. includine 5 that have onen source dictionaries and morphologv.
When the opnen source of NoolJ is published. the ¢oal of the METANET CESAR
consortium is to release open source modules for the languages covered by the CESAR
project.

NooJ provides half a dozen tools to help lineuists develon new laneuage modules
rapidlv. The first versions of the latest NooJ modules (Turkish and Serbian) have been
developed in less than a year.

7 Conclusions

The recent porting to JAVA. the publication of its source code and. more importantlv.
its enhanced features develoned in recent vears sugeest that the NooJ svstem has
reached a maior milestone in its develonment. We hovne that this naner and the live
demonstration will serve to areue the case that these maior develonments onen un new
perspectives for a wider range of application within the computational linguistic
community.
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ABSTRACT

Speech basednterface can play a vital role for the successful implemdioa of
computerized systems fanasses. As a tool for this purpose, effort has bmade for the
development of &ext-To-Speech (TTS) synthesis system for Punjabiguagewritten in
Gurmukhi €ript. Concatenative method has been used to dpvehls TTS system
Syllables have been reported as good choice ofddpaait for speech databases of man
languages. Since Punjabi is a syllabic languagey#iables has been selected as the bas
speeb unit for this TTS system, which preserves withinit co-articulation effects.
System involves development of algorithms for qpr&cessing, schwa deletion anc
syllabification of the input Punjabi texas well as speech database for Punjabi. A sylal
based Punjabi speech database has been develbpedtores articulations of syllable
sounds at starting, middle and end positions ofwied for producing natural sounding
synthesized speech.

KEYWORDS: Speech synthesis, Punjabi speech database, Psyljables
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1 Introduction

Text-To-Speeb (TTS) synthesis system hastensiverange of applications in everyday
life. In order to make the computerized systems eniateractive and helpful to the users
especially physically and visibly impaired andt#liate masses, the TTS synthesis syster
are in great demand for the Indian taragesConcatenative speech synthesis techniqt
has been used for the development of this sysfemmjabi is a syllabic languad&ingh,
2002) sosyllables has been selected as the basic speeth amd output waveform is
generated by concatenating thsyllable sounds which preserves within unit eo
articulation effects(Raghavendra, Desai, Yegnanarayana, Black, & Pratdalk008;
Narayana & Ramakrishnan, 2007Syllable sounds in different contexts have bee
markedin prerecorded sound fileand storedin the speech databadge get natural
sounding synthesized speech.

1.1 Research background

1.1.1 Punjabilanguage

Punjabi is an IndéAryan language spoken by more thaondredmillion people those
are inhabitants of the historical Punjab regionrforth westerrindia and Pakistan) and
in theDiasporagarticularly Britain, Canada, North America, Eastida and Australia. It
is written from left to right usingsurmukhi (an abugida derived from thepda script
and ultimately descended from Brahmi script) aslwesl Shahmukhi (a version of the
Arabic script) scriptsThis TTS system for Punjabi language has been deeel for
Gurmukhi script. In Gurmukhi script, which followshe ‘©ne soundone symbol”
principle, the Punjabi language has thirty eight comants, ten nomasal vowels and
same numbers of nasal vowels (see Figu(&itigh & Lehal, 2010)

AHJd SHJI WS
ged8& <53 TET
I TS YT IHIH
HWIdB<TIF HHIASEH

Consonants

T@degtwowr® @86 Nonnasal Vowels
BEE At €66 Nasal Vowels

FIGURE 1-Punjabiconsonants andowels

1.1.2 Punjabi syllables

Defining syllable in a language Bcomplex task. There are many theories available
phonetics and phonology to defirsgllable. In phonetics, the syllables are definexdd

upon the articulation{Krakow, 1999. However in phonological approach, the syllable
are defined by the different sequences of the phoee So, combination of phoneme:
gives rise to next higher unit called syllable. ther, combination of syllables produce:
larger units like morphemes amebrds. So, syllable is a unit of sound which isger than

phoneme and smaller than word. In every languagaain sequences of phonemes an
hence syllables are recognized. Using these phomsetjuences and hence structures, i
possible syllables cabe formed those have been discovered so far inean@nd recent
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literary works. In addition, all theoretically paske syllables can be composed that ma
or may not yet be used in a language, but validhia sense that these follow renderin
rules forthe language apresent(Joshi, Shoff, & Mudur, 2003). Ayllable must have a
vowel, without vowel, syllablecannot exist. In Punjabi seven types of syllables ar
recognized(Singh, 2002)- V, VC, CV, VCC, CVC, CVCC and CCVC (where V and (
represents voweand consonant respectively), which combine inntto produce words.
The occurrence of syllables of last type CCVC isyvaare, and has not been considered |
the present work.

Punjabi language has thirty eight consonants, temmasal vowels and sanmumbers of
nasal vowels; so, the above said seven syllablegypsults 11,27,090 syllables in Punjat
with non-nasal vowels and the same number of syllables widlsal vowels and thus
giving total of 22,54,180 syllables in Punjabi.

1.1.3 Schwadeletion in Punjabi language

Schwa is a miecentral vowel that occurs in unstressed syllabdsonetically, it is a very
shortneutral vowel sound, and like all vowels, its psecguality varies @pending on its
adjacent consonants Each consonant in Punjabi (written in Gurmukhirigg is

associated with one of the vowels. Other vowelgepx schwa ¢ the third character of

Punjabi alphabet and written a$a] in International Phonetic Alphabet (IPA)
transcriptior), are overtly written diacritically or nediacritically around the consonant;
however schwa vowel is not explicitly representedoirthography. The orthographical
representation of any language does not provide iamglicit information about its
pronuncation and is mostly ambiguous and indeterminatehwiéspect to its exact
pronunciation. The problem in many of the languagemainly due to the existence of
schwa vowel that is sometimes pronounced and somestinot, depending upon certair
morphologicalfactors. In order to determine the proper pronuticia of words, it is
necessary to identify which schwas are to be ddlatred which are to be retainefichwa
deletionis a phonological phenomenon where schwa is absetiie pronunciation of a
particular word, although ideally it should have been pronced (Choudhury, Basu, &
Sarkar, 2003 The process of schwa deletion is one of the compled important issue
for graphemeto-phoneme conversion, which in turn is required foe development of a
high quality textto-speech (TTS) synthesizer. In order to produce redtamd intelligible
speech, the orthographic representation of inpwe ttabe augmented with additiona
morphological and phonological information in ordercorrectly specify the contéexin
which schwa vowel is to be deleted or retaiifdarasimhan, Sproat, & Kiraz, 2004).

Mostly phonological schwa deletion rules have been progaseliterature for Indian
languages. These rules take into account morphiertegnal as well as across mdrgme
boundary information to explain thghenomenonNarayana & Ramakrishnan, 2007
Themorphological analyis can improve the accuracy s¢hwa deletion algorithm which
is adiachronic and sociolinguistic phenomen@ingh, 2002; Singh & Lehal, 2010The
syllable structure and stress assignment in cortjpnawith morphological analysis can
also be used to predict the presence and absersmhoi(Tyson& Nagar, 2009).

Vowels, except schwa #f), are represented diacritically when these commalwith

consonants (known as half vowels), otherwise ashsuhe consonant sound varies
according to the vowel attached to consonant. kangle, consonantd] conjoined with
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vowel [&] (having diacritic <1) results a single orthographic unitd*, having
pronunciation of a consonawbwel sequenced+&/ (/si/) however when this consonan’
comes with vowel'fr] the resulting single unit{] will be pronounced asA+»/ (/sa/).

Consonants represented in orthography without dtgched diacritic, basically havthe
associated inherent schwa vowel that is not represskdiacritically.While pronouncing
any written word, the speaker retains the intervenicvea vowel associated with a
consonant where required and eliminate it from prociation where iis notrequired.
In Punjabi,inherent schwa fédwing the last consonant eford is elided. For example,
Punjabi word #i3a” ([sedaka] means road) pronounced &sA™M I\ (\sa d K\) is

represented orthographically with only the consanemaractersH], [3] and [&]. Schwa
following the last consonan®] is deleted as per rule said aboaaddeletion of schwa

following the second consonant][ makes the word monosyllabic of type CVCC
(ConsonantschwaConsonant-Consonant).

2 Implementation

The working of this Punjai TTS system can be divided into two modul®$fline Process
and Online Proces3hese two subparts are discussed in the followirzssctions.

2.1 Offline process

Offline process of this TTS system involvedievelopment of the Punjabi speech databas
In order to minimize the size of speech databaertehas been made to select a minime
set of syllables covering almost whole Punjabi weet. To accomplish this all Punjabi
syllables have been statisticalgnalyzed on the Punjabi corpus having more th¢
hundredmillion words. Interesting and very important retsuhave been obtaidefrom
this analysis those helpetb select a relatively smaller syllable set (abdiust ten
thousand syllables (0.86% of total syllables)) obsh frequently occurring syllables
having cumulative frequency of occurrence less th81%, out of 1156740 total
available syllablegSingh & Lehal, 2010) An algorithm has been developed based on t
set covering problem for selgieg the minimum number of sentencesntaining above
selected syllables for recording of sound file ihigh syllable positions are marked. The
developed Punjabi speech dhése is havingtarting and end positions of the selecte
syllablesoundslabeled cartully in pre-recordedsound file As thepronunciation of a
syllable varies dependingn its position (starting, middle or end) in thendpso separate
entries for these three positions has been madieerdatabase for each syllable.order
to increasethe naturalness of the system a good number of rfreguently occurring
words of corpus have been stored in the databasadas

2.2 Online process

Online processis responsible for pr@rocessing of the input text, schwa deletior
syllabification and the searching the syllables ispeech databas&irst module,Pre-
processingnvolvesexpansion of abbreviationaumeric figuresand special symbolstc
present in the input texo the full word form so that these should be spokemrrectly

Second moduleSchwa [2letion is an important step for the development of a hic
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quality TextTo-Speech synthesis system. During utterance of waoradfs every schwa
following a consonant is pronouncelor proper pronunciation of word, schwagich
arenotto beutteredhave to be identifiedh the orthographic form of word for deletioA
rule based schwa deletion algorithm has been dpeelofor PunjahiThese rules are
based on mainly three parameters: grammatical cairgs, inflectional rules and
morphotactics of Pmjabilanguage which play important role for identification oflswa
to be deleted for correct pronunciation of inputrdioFor example, th vowelconsonant
pattern forPunjabi word #3=” ([marada] means man) is CCC. Grammatically, ther

must be schwa voel following each consonant in Punjabi but the wengronunciation
specifies the existence of schy@] /™ sound after the first consonant only. So, schw

following the first consonantH] will be retained, however schwa vowels followingeth
second §] and third E] consonants will be deleted. The accuracy of dewvedopchwa
deletion algorithm is about 98.27@6ingh & Lehal, 2011)

Third module,Syllabification of thewords of input texis a challenging taskA universal
tendency for syllables to have onsets has long é@med in phonological theory. This
preference is built into rule based approachesytlalsification formulated, for example,
as the onset first principle (Kahn) or the coreladffication principle (Clements)
(Chiosain, Welby & Espesser, 2012).rule based syllabification algorithm has bee
developed, which syllabifies the input word into ethcorresponding syllables.
Syllabification rules are mostly language specificor syllabification the phonotactic
constraints of Punjabi havieeen followed. So, rules have been devised basedhen
position of vowels and cowmsants in a word, to segmeimput word into correspasing
syllables. For example, table 1 below shay#abification of some wals; where C, V and
n stands for consonant, vowel and nasal respegtivel

Input CV pattern of Output of CV pattern of word
word input word Syllabification syllables

(after Schwa module

deletion)
e VWV nr fo oo vV VYV
[SSIGE] VnCCvnC i 33 VnC CvnC
LUGES CSCvCvC H W A CS Cv CvC
I CSCCvwVC g3 T g CSC Cv VC
EGREE] CvCCvCC EGISES CvC CvCC
I CvCCvCvnC 9 & He CvC Cv CvnC

35 Cv CvC CvC

UfarAz3s CvCvCCvC u fIn
wigeght | VCvCvCvVn w fg g o9t o V Cv Cv Cv Vn
fefenrggt | CvCvWCCwWn fe fe wg & o |Cv Cv VC Cv Vn

TABLE 1- Output of the syllabification module

The developed syllabification module has been tste about first 10,000 most
frequently used words of Punjabi, selected from anjBbi corpus having about
1,04,42,574total words and 2,32,565 unique words. It has been fothed accuracy of
the syllabifcation module is about 97.89%.

Syllablesof input textarefirst searched in thRunjabispeechdatabase for correspondinc
syllablesound msitions in recordedsound file and then these syllable sounds ar:
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concatenated\Normalizationof the synthesized Punjabi souisddone in order to remove
discontinuities at the concatenation points and deeproducing smooth andatural
sound.Synchronous@verLapAdd (SOLA) method is used tachieve a shorter or longer
playback time than originavaveform.A good quality sound is being produced by this
TTS system for Punjabilanguage.

Conclusions

A fairly good quality Punjabi TexTo-Speech synthesis system has been developed
Punjabi. During the development of this TTS systdimhas beenobsewed that for a
concatenatie speech synthesis system, thportant features that must be taken care
are: ®lection of basic speech unit fooncatenation, statistical analysis of selectecespe
units on corpus, corpus must lcarefully selected andnbiased and markng of the
speech unitsn recorded sound fileThe last one is most important anguality of the
output peech depends, how carefupeech units arenarked in recorded sound file.
Correct schwa detion is very important fornatural ppnunciation of the output
synthesized speh. Schwa basically controbrticulation of the sound wave and hence
pronunciation. Syllabification process is languagecific and involves grammatical rules
of thelanguageas well as knowledge of how local iahitants syllabify avord during its
utterance in a natural wagyllabification with good accuracy jgroviding a strong base
for high quality oftheoutput synthesized speech.
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ABSTRACT

In this paper, we present an add-on called EXCOTATE for the annotation tool MMAX2. The add-
on interacts with annotated data stored in and spread over different MMAX2 projects. The data
can be inspected, revised, and analyzed in a tabular format, and will be reintegrated into MMAX2
projects afterwards. It is based on Microsoft Excel with extensive usage of the script language
Visual Basic for Applications.
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1 The Scenario

Annotation mining sometimes requires the manual annotation of large data sets, such as the
annotation of preposition senses (cf. A. Milller et al., 2011). These annotations have been carried
out with the annotation tool MMAX2 (C. Miller and Strube 2006). It allows the declaration of
multiple layers and stores data in an xml-standoff format. As the annotation scheme for
preposition senses is itself subject to evolutionary development, already annotated data require
manual re-annotation or correction. It is thus necessary to inspect, and quite often also to re-
annotate already processed sentences containing prepositions under investigation.

Due to the design of MMAX2, the search for particular annotations in the vast amount of data is
cumbersome. In some applications, searching becomes practically impossible since the data has
to be spread over various MMAX2 projects to allow efficient processing within MMAX2.

To overcome this inherent problem of MMAX2 and to allow inspection and analysis from a
different — tabular — perspective, we have developed an annotation add-on to MMAX2 based on
Microsoft Excel (Microsoft Corporation, 2010). It is used to search for and correct instances that
require a do-over of their current annotation. The name of the add-on — EXCOTATE — reflects its
basis as well as its purpose.

2 General Requirements and Advantages of Microsoft Excel

With MMAX2 at hand, we did not intend to create a new stand-alone annotation tool, and hence
introduce an additional data format. Such a format would require the synchronization of existing
MMAX2-project files, as well as the duplication of the scheme files that describe the encoding
rules in an MMAX2 project. Due to the frequency by which changes in the annotation scheme
are conducted, this would have resulted in high maintenance and was therefore considered
unacceptable.

The choice of Microsoft Excel as a basis for an add-on was guided by several considerations.
Using commercial spreadsheet software might be considered controversial, but it offers various
advantages over a “from the scratch” approach. Many recent tools in computational linguistics
have been implemented and maintained by (PhD) students. This has the major disadvantage that
support, bug fixing and the development of extensions come to a rapid end when the students in
question move on to different tasks. This disadvantage can be at least partially circumvented, if
one chooses popular and widely common software as a foundation and reduces further custom
modifications to a minimum.

Besides these rather general thoughts, Microsoft Excel offers several technical advantages
making it almost ideal for annotating instance-based data:

Data validation is a core functionality of Excel, ensuring that an annotator can only set values for
attributes that have been defined legitimate.

Sorting and filtering are also core functions and quite helpful if one wants to investigate the data
in more detail; a task which in most annotation tools can only be fulfilled, if at all, when using a
search query with its own syntax to be learned upfront.

Further, exporting data from a spreadsheet to a data-mining tool is almost trivial, as all popular
tools provide CSV-support.
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Finally, Microsoft Excel offers the possibility to encode hierarchical graphs using the script
language Visual Basic for Applications (Microsoft Dynamics, 2006). With the help of
dynamically created VBA code, changes to one attribute lead to automatic changes of dependent
attributes.

3 Description of the Data and Scripts

In the following, we will offer descriptions of the input data, the scripts that are used to
automatically build EXCOTATE instances from the data and the functionality of EXCOTATE itself.

3.1 MMAX2 Projects and Scheme Files

In light of performance limitations and experienced drawbacks in lucidity when opening too
many sentences within the annotation tool, we decided to restrict individual MMAX2 projects to
a maximum number of 50 sentences. All data are stored as MMAX2 projects after a completed
processing step; all files created besides MMAX2 projects are mere temporary files.

The meaning of the preposition is the key-feature in the annotation task. Hence, it forms the basis
for an instance-based representation of the data in a shallow spreadsheet. Every MMAX2 project
contains an xml file that declares all tokens contained in this particular project along with an id.
All additional layers of information are optional. We declared several layers, two of which are
the sentence and the preposition-meaning layer. Each layer is stored in an individual xml file, in
which the ids of the words spanned by this particular layer are being named along with attributes
and their values. Figure 1 exemplifies this for the preposition-meaning layer.

<markable id="markable_1" span="word_298" mmax_level="prep-meaning" modal="+" local ="na" (...) />
<markable id="markable_2" span="word_1373" mmax_level="prep-meaning" modal="na" local ="na" (...) />

FIGURE 1 — Sample of two markables in a preposition-meaning-markable file.

The attributes for annotation in a MMAX2 project are declared within the correspondent scheme
file of a layer. Here, the availability of specific attributes can be defined as being dependent on
another attribute showing a particular value. This results in the provision of decision trees in
which the annotator may choose the next steps for a precise interpretation of a preposition (cf. A.
Muiller et al., 2011). For example, he is working at a school would be a candidate to be classified
as local (mother node) in general and also as (localized at an) institution (child node). We
currently use sub-trees with a depth of one to a total depth of over seven chained attributes and
their respective values in one tree (cf. A. Muller 2012).

3.2 Creation of an EXCOTATE Instance

The creation of an EXCOTATE instance containing the information of several MMAX2 projects
should be automated. It therefore requires some sort of script, which acts as a transformation
between both programs. To create Excel files from within a script, we decided to use the Perl
module Spreadsheet::WriteExcel®. This module offers support for all necessary functions within
Excel, as data validation, auto filtering and the automated insertion of VBA code into an Excel
worksheet, and the ability to declare write-protected cells. We create xIs as well as xlsx versions.?

1 Available on www.cpan.org
2 See module Excel::Writer::XLSX for xlsx support.
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To create an EXCOTATE instance, the first step is to generate a list of all MMAX2 projects to be
included in such. Successively, every project is processed by the following steps.

We decided to annotate exactly one preposition per sentence to allow for an instance-based
representation of the data. Therefore, the first information to be written into every row into the
first of two sheets is the string of the preposition and also a simple continuous number as an id. In
addition, the path to the root directory of the MMAX2 project the data originated from is also
stored. This step obviously differs in minor details depending on the data to be annotated but the
remaining script is generic. If additional layers from a MMAX2 project shall be included into
EXCOTATE, these layers have to be declared as parameters and the respective scheme files need to
be parsed.

As the scheme files include the declaration of all possible attributes, it is a straightforward task to
initialize each attribute as a column and read the respective value of this attribute in the affiliated
MMAX2 file. If the attribute is not set, a default value (na = not applicable) is used. Figure 2
gives a simplified overview of the first rows of an EXCOTATE worksheet.

Basic information meta-information layer | preposition-meaning layer

id | mmax_path preposition | annotation | comment | local local_ modal
status extension

1 Uber\match_1-50 | Uber done interesting | na na +

2 iber\match_1-50 iber problem idiomatic | local_ext institution | na

FIGURE 2 — Sample of first worksheet. CRildof

In our annotation task the layer meta-information is used to mark the status of the annotation and
to set a comment if needed. The comment attribute is declared as a free text attribute in the
scheme file and as such does not possess a default value. The preposition-meaning layer lists all
attributes one can use for the meaning of the preposition in a given context. We decided to output
the context in which the preposition occurred as a string value in an additional attribute column
named context in the basic information section (not included in Figure 2), while marking the
pertinent preposition in the string by an unique symbol (**).

Annotators err during annotation, especially when annotating vast amounts of data. Therefore, we
make use of the data validation functionality of Excel by setting a list of legitimate values for
every column (attribute). The list can easily be obtained from the already parsed scheme file of
the layer the attribute belongs to. Free text attributes, such as the comment attribute, are
automatically recognized as such and therefore excluded from this functionality.

The data validation function adds a comfortable drop-down menu to all attributes with more than
one value, allowing an easy and error resistant adjustment of the values by an annotator. The first
row of the Excel sheet has to be write-protected, as the header should never be changed. In
addition, we add the functionality of an autofilter to the header, allowing an annotator to only
show rows that contain specifically chosen values for an attribute. The annotation status attribute
is frequently used in this fashion to display only those cases in which the annotation is marked as
problematic and therefore should be revised.

As we want to reintegrate all layers included in the sheet back into the original MMAX2 projects,
we also need to store the position of the markables defined in the MMAX?2 files. To do so, we
store the information on every span of every markable in a second worksheet, but in the same cell
the attribute of this markable is saved. An ongoing id in both sheets is needed due to the

420




possibility of sorting the rows of the first sheet and is therefore used to keep both sheets
synchronized. As the basic information is used for other purposes than storing annotations, we do
not need to store any values on their position. The information on the position of a markable can
contain only one token or span over multiple words. To maintain the functionality, the second
worksheet is never to be changed and is declared write protected as a whole to hinder accidental
changes.

Data validation, auto filtering etc. are functions directly amenable from the utilized Perl module.
However, when it comes to coding dependencies between specific attributes and their values,
these functions reach their limits. Dependencies between attributes occur frequently in our
project, since some of our defined meanings show a hierarchical structure. If a most specific
branch (which corresponds most closely to specific senses of a preposition) in a decision tree is
changed, its mother(s) may change as well. Hence, we would like Excel to automatically adjust
all influenced attributes to their corresponding values. So to speak, child nodes should rectify
their parents’ values if changed. Similarly, changes at a mother node will influence daughter
nodes, and this should be reflected as well.

To fulfill these requirements, we analyzed the hierarchies encoded in the scheme files and stored
for every attribute (and its values) its respective parent node. In addition, we internally stored
which column position holds which attribute. The next step was to automatically create VBA
code, which would capture these hierarchies and could be inserted into the Excel sheet to be used
during annotation. A working sample of this code is exemplified in Figure 3.

Option Explicit Sub hierarchy_update(ByVal Target As Range)
Private Sub Worksheet_Change(ByVal Target As Range)
‘error handler If Target.Column = 7 Then
On Error GoTo ErrorHandler update_col_7 Target
‘disable events End If
Application.EnableEvents = False ()
‘how big is the sheet? End Sub
Dim number_of_rows
number_of_rows = _ Sub update_col_7(ByVal Target As Range)
ActiveSheet.Cells(Rows.Count,1).End(xIUp).Row Dim row As Long
‘update the attributes ‘only rows changed will be checked
“first row is header and therefore excluded For row = Selection.Row To _
If Target.Row > 1 And number_of_rows >= Target.Row Then Target(Target.Cells.Count).Row
hierarchy_update Target If Not Cells(row, Selection.Column)._
End If EntireRow.Hidden Then
ErrorHandler: Cells(row, 6).Value = "local_extension™
Application.EnableEvents = True 're-enable events End If
End Sub Next row
End Sub

FIGURE 3 — Sample of VBA code to handle hierarchical dependencies between attributes.

While the first subroutine (Worksheet Change) is static, the other routines are created
dynamically, depending on the hierarchy coded in the scheme files and the overall number of
attributes involved. When a change in the Excel sheet is detected, the subroutine of the changed
column is called. For all rows, which have been involved in the change, all parent and child
nodes of this particular attribute are set to the logical correct value.

3.3 EXCOTATE

After creating an Excel file using the aforementioned script, an annotator can directly use it to re-
annotate the data. Annotators are allowed to hide columns they do not need during annotation,
e.g. preposition meanings never being used with the preposition at hand, but should of course
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never delete columns. Also rearranging the columns and the use of copy and paste are
problematic. If an annotator wishes to change the value of an attribute on multiple rows, he or she
can use the mouse to drag-fill the focused cells.

Even with over 135 columns and several thousands instances, Excel does not show any
mentionable performance issues.

3.4 Reintegration of EXCOTATE

After correction within EXCOTATE, the sheet needs to be reintegrated into the original MMAX2
projects. Fortunately, reintegration can simply be achieved by completely recreating the layers
with the information at hand. Layers not included in the EXCOTATE file, but present ina MMAX2
project remain untouched and are in no need of alteration.

Conclusion and perspectives

We have described the creation of Excel files from MMAX2 projects in generic terms. Over time
extensions have been added to meet specific requirements unique to our project. However, we see
EXCOTATE as a quite useful supplement to annotate data in general.

There are some types of annotations that are not as easily transformed from MMAX2 to
EXCOTATE and vice versa. Complex annotations, such as syntactic or semantic structures cannot
be stored in a flat data representation as it is the case within EXCOTATE. Only with some
restrictions and therefore special treatment of these layers, information on layered structures can
be processed. Since these are the type of annotations MMAX2 was developed for in the first
place, information on these layers are only stored in an EXCOTATE instance when it is crucial
input for a statistical analysis.’
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1 Introduction

Modeling inflectional morphology is a key problem for any natural language processing ap-
plication of Bulgarian language. It can result in a wide range of real applications however
different formal models and theories offer different insights for encoding of almost all gram-
mar features, and allow the use of related principles for encoding.

2 General problems with applications of word inflectional morphology

The problems with natural language processing applications for word inflectional morphology
are generally of two types (i) the problems of language theory at the level of phonology, mor-
phonology, and morphology, and (ii) the adequacy of existing methodologies and techniques
to offer the applications capable to interpret the complexity of natural language phenomena.
Thus, the context of natural language formal representations and interpretations of inflectional
morphology is the logical framework which are capable to deal with regularity, irregularity, and
subregularity and have to provide a logical basis for interpreting such language phenomena
like suppletion, syncretism, declension, conjugation, and paradigm.

2.1 The traditional academic representation and computational mor-
phology formal models of inflectional morphology

The traditional interpretation of inflectional morphology given at the academic descriptive
grammar works (Popov and Penchev, 1983) is a presentation of tables. The tables consist of all
possible inflected forms of a related word with respect to its subsequent grammar features. The
artificial intelligence (AI) techniques offer a computationally tractable encoding preceded by a
related semantic analysis, which suggest a subsequent architecture. Representing inflectional
morphology in Al frameworks is, in fact, to represent a specific type of grammar knowledge.

The computational approach to both derivational and inflectional morphology is to represent
words as a rule-based concatenation of morphemes, and the main task is to construct relevant
rules for their combinations. The problem how to segment words into morphemes is central
and there are two basic approaches of interpretation (Blevins, 2001). The first is Word and
Paradigme (WP) approach wich uses paradigme to segment morphemes. The secound is Item
and Agreement (IA) approach which uses sub-word units and morpho-syntactic units for word
segmentation. With respect to number and types of morphemes, the different theories offer
different approaches depending on variations of either stems or suffixes as follows:

(i) Conjugational solution offers invariant stem and variant suffixes, and
(ii) Variant stem solution offers variant stems and invariant suffix.

Both these approaches are suitable for languages, which use inflection rarely to express syn-
tactic structures, whereas for those using rich inflection some cases where phonological alter-
nations appear both in stem and in concatenating morpheme a "mixed" approach is used to
account for the complexity. Also, some complicated cases where both prefixes and suffixes
have to be processed require such approach.

We evaluate the "mixed" approach as a most appropriate for the task because it considers both
stems and suffixes as variables and, also, can account for the specific phonetic alternations.
The additional requirement is that during the process of the inflection all generated inflected
rules (both using prefixes and suffixes) have to produce more than one type of inflected forms.
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prefl [pref2 | root |suffl|suff2|ending

Figure 1: The word structure according to the general linguistic morphological theory.

2.2 Interpreting sound alternations

The sound alternations influence the inflectional morphology of almost all part-of-speech of
standard Bulgarian language and as a result they form irregular word forms. In fact, we have
a rather unsystematically formed variety of regular and irregular sound alternations which is
very difficult to be interpreted formally.

The phonetic alternations in Bulgarian are of various types and influence both derivational and
inflectional morphology. The general morphological theory offers a segmentation of words
(Fig. 1) which consists of root to which prefixes, suffixes or endings are attached. In Bulgarian,
all three types of morphemes are used and additional difficulties come from the fact that sound
alternations can be occurred both in stems, prefixes, suffixes, and also on their boundaries
which suggest extremely complicated solutions.

3 The Universal Networking Language

In the UNL approach, information conveyed by natural language is represented as a hy-
pergraph composed of a set of directed binary labelled links (referred to as "relations")
between nodes or hypernodes (the "Universal Words"(WS)), which stand for concepts
(Uchida and Della Senta, 2005). UWs can also be annotated with "attributes" representing
context information (UNL, 2011).

Universal Words (UWs) represent universal concepts and correspond to the nodes to be in-
terlinked by "relations" or modified by "attributes" in a UNL graph. They can be associated
to natural language open lexical categories (noun, verb, adjective and adverb). Additionally,
UWs are organized in a hierarchy (the UNL Ontology), and are defined in the UNL Knowledge
Base and exemplified in the UNL Example Base, which are the lexical databases for UNL. As
language-independent semantic units, UWs are equivalent to the sets of synonyms of a given
language, approaching the concept of "synset" used by the WordNet.

Attributes are arcs linking a node to itself. In opposition to relations, they correspond to one-
place predicates, i.e., function that take a single argument. In UNL, attributes have been
normally used to represent information conveyed by natural language grammatical categories
(such as tense, mood, aspect, number, etc). Attributes are annotations made to nodes or
hypernodes of a UNL hypergraph. They denote the circumstances under which these nodes
(or hypernodes) are used. Attributes may convey three different kinds of information: (i) The
information on the role of the node in the UNL graph, (ii) The information conveyed by bound
morphemes and closed classes, such as affixes (gender, number, tense, aspect, mood, voice,
etc), determiners (articles and demonstratives), etc., (iii) The information on the (external)
context of the utterance. Attributes represent information that cannot be conveyed by UWs
and relations.

Relations, are labelled arcs connecting a node to another node in a UNL graph. They corre-
spond to two-place semantic predicates holding between two UWs. In UNL, relations have
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Bulgarian Dictionary

EO® 3., 3] torma ] seareh
Statistics
‘ Class UNL-NL Dictionary Dicﬁnohar
‘ UWs ‘ Lemmas ‘Polysemy y
[ Adjectives 288 | 509 | 177 | 388
| Adverbs 171 [ 229 | 134 | 199
| Nouns | 694 | 881 | 127 | 735
[ Verbs 529 | 843 | 159 | 682
‘ Other 0 ‘ 0 ‘ 0.00 ‘ 0
[ Al 1682 | 2462 | 146 | 2004

Figure 2: The statistical word distribution of part-of-speech for UNL interpretation of Bulgarian
inflectional morphology.

been normally used to represent semantic cases or thematic roles (such as agent, object, in-
strument, etc.) between UWs.

UNL-NL Grammars are sets of rules for translating UNL expressions into natural language (NL)
sentences and vice-versa. They are normally unidirectional, i.e., the enconversion grammar
(NL-to-UNL) or deconversion grammar (UNL-to-NL), even though they share the same basic
syntax.

In the UNL Grammar there are two basic types of rules: (i) Transformation rules - used to
generate natural language sentences out of UNL graphs and vice-versa and (ii) Disambigua-
tion rules - used to improve the performance of transformation rules by constraining their
applicability.

The UNL offers an universal language-independent and open-source platform for multilingual
web-based applications (Boitet and Cardenosa, 2007) available for many laguages (Martins,
2011) including Slavonic languages like Russian (Boguslavsky, 2005) as well.

3.1 Representing Bulgarian inflectional morphology in UNL

The UNL specifications offer types of grammar rules particularly designed to interpret inflec-
tional morphology both with respect to prefixes, suffixes, infixes, and to sound alternations
taking place during the process of the inflection. Thus, UNL allows two types of transfor-
mation inflectional rules: (i) A-rules (affixation rules) apply over isolated word forms (as to
generate possible inflections) and (ii) L-rules (linear rules) apply over lists of word forms (as
to provide transformations in the surface structure). Affixation rules are used for adding mor-
phemes to a given base form, so to generate inflections or derivations. There are two types of
A-rules: (i) simple A-rules involve a single action (such as prefixation, suffixation, infixation
and replacement), and (ii) complex A-rules involve more than one action (such as circumfixa-
tion).
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Bulgarian Grammar

search “

EO X EPIA TS

Morphology

M14

e3uk (tun 14) -k, -um 74

SNG&DEF:=0>"a"; SNG&DEF:=0>"b1"; PLR:=1>"un";
PLR&DEF:=1> "uute"; PAU:=0>"a"; MUL:=0>"a";

"

Figure 3: The inflectional rules definitions for the word "ezik".

There are four types of simple A-rules: (i) prefixation, for adding morphemes at the beginning
of the base form, (ii) suffixation, for adding morphemes at the end of the base form, (iii) infix-
ation, for adding morphemes to the middle of the base form, (iv) replacement, for changing
the base form.

The analysed application of Bulgarian inflectional morphology (Noncheva and Stoykova,
2011) was made within the framework of the project ‘The Little Prince Project’ of the UNDL
Foundation aimed to develop UNL grammar and lexical resources for several european lan-
guages based on the book ‘The Little Prince’. Hence, the lexicon is limitted to the text of the
book. It offers the interpretation of inflectional morphology for the nouns, adjectives, numer-
als, pronouns (Stoykova, 2012) and verbs which uses A-rules (Fig. 2).

The UNL interpretation of nouns defines 74 word inflectional types. Every inflectional type
uses its own rules to generate all possible inflected forms for the features of number and defi-
niteness. Here we are analysing the inflectional rules of Bulgarian word for language "ezik".

base form = ezik SNG&DEF:=0>"a";
SNG&DEF :=0>"ut"; PLR:=1>"ci";
PLR&DEF :=1>"cite"; PAU:=0>"a"; MUL:=0>"a";

The inflectional rules for generation of all inflected word forms are defined as separate
rules (Fig. 3). The suffixation rules for adding: SNG&DEF:=0>"a";, SNG&DEF :=0>"ut";,
PAU:=0>"a";, MUL:=0>"a"; use the idea of introducing stems to which the inflectional
morphemes are added. A-rules for replacement also reflect the idea of introducing inflectional
stems consisting of root plus infix PLR:=1>"ci";, PLR&DEF:=1>"cite" ;.

The generated inflected word forms of the example Bulgarian word for language "“ezik" are
given at the Fig.4. In general, the UNL lexical information presentation scheme underlie the
idea of WordNet for semantic hierarchical representation and allows the presentation of syn-
onyms and the translation of the word as well, which also is introduced in the application.

Adjectives are defined by using 14 word inflectional types and every inflectional type uses its
own rules to generate all possible inflected forms for the features of gender, number and def-

1 Here and elsewhere in the description we use Latin alphabet instead of Cyrillic. Because of mismatching between
both some of Bulgarian phonological alternations are assigned by two letters instead of one in Cyrillic alphabet.
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Bulgarian Grammar
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base form=e3auk SNG&DEF=e3nka SNG&DEF=e3uksbr
PLR=e3nuun PLR&DEF=e3anuute PAU=e3unka MUL=e3uka

"

Figure 4: The word forms of the word "ezik"” generated by the system.

initeness. The interpretation of numerals and pronouns consist of 5 and 6 word inflectional
types, respectively. Alternatively, verbs are represented in 48 inflectional types. The UNL in-
terpretation, also, offers syntactic and semantic account. The syntacitc account is represented
by 21 syntactic rules for subcategorization frame and linearization, and rules to define the
semantic relations.

In general, the UNL interpretation of Bulgarian inflectional morphology offers a sound alterna-
tions interpretation mostly by the use of A-rules. The inflectional rules are defined without the
use of hierarchinal inflectional representation even they define the related inflectional types.
The sound alternations and the irregularity are interpreted within the definition of the main
inflectional rule.

The UNL application, also, represents a web-based intelligent information and knowledge man-
agement system which allows different types of semantic search with respect to the context like
semantic co-occurrence relations search, keywords or key concepts search, etc.

Conclusion

The demonstrated application of Bulgarian inflectional morphology uses the semantic net-
works formal representation schemes and the UNL as a formalism. However, it encodes the
inflectional knowledge using both the expressive power and the limitations of the formalism
used. The UNL knowledge representation scheme offers well defined types of inflectional rules
and differentiates inflectional, semantic, and lexemic hierarchies. The treatment of inflectional
classes as nodes in the inflectional hierarchy is used extensively, as well.

The application is open for further improvement and development by introducing additional
grammar rules and by enlarging the database for the use in different projects.
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ABSTRACT

The purpose of this demo is to introduce the Language Resources, Tools and Services
(LRTS) that are being prepared within the Central and South-East European Resources
(CESAR) project. To the computational linguistic community the languages covered by
CESAR (Bulgarian, Croatian, Hungarian, Polish, Serbian and Slovakian) were so far
considered under-resourced and their language resources and tools being insufficient or
hard to obtain, with limited coverage and processing capabilities. The CESAR project,
functioning as an integral part of META-NET initiative, aims to change this situation by
coordinating all relevant national stakeholders, to enlarge and enhance the existing
LRTSs, as well as connect them multi-lingually in various ways. The most important aim
of the project is to make all LRTSs for respective languages accessible on-line through
the common European LRTS distribution platform META-SHARE. This demo will
present how this platform can be used in different scenarios and how researchers or
industry partners can easily access CESAR Language Resources, Tools and Services.
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1 Introduction

The purpose of the paper and the accompanying demonstration is to introduce the
Language Resources, Tools and Services (LRTS) that are being prepared within the
Central and South-East European Resources (CESAR) project. The CESAR project functions
as an integral part of the larger, Europe-wide initiative META-NET®, that tries to
coordinate efforts for 30 + European languages in the field of LRTS. META-NET started
as a network of excellence in 2010 and after a year it turned into a large META-NET
initiative that encompasses and interlinks four EC-funded projects, resulting in a truly
Europe-wide conglomerate of computational linguistic and NLP communities. CESAR is
one of the projects involved. Section 2 gives a brief description of the project within the
META-NET context; section 3 discusses its general aims and describes the META-
SHARE ? platform; section 4 describes the CESAR results obtained so far and
demonstrate their availability on-line; finally, the paper ends with a brief conclusion
and suggestion for future development.

2 General CESAR description

CESAR stands for Central and South-East European resources, a CIP ICT-PSP-2010-4 Theme
6: Multilingual Web Pilot B type project, funded in 50:50% scheme by EC and national
funding sources. The project started on 1* February 2011 and its duration is 24 months.
The partners of the project are academic institutions coming from six Central and
South-East European countries, namely, Bulgaria, Croatia, Hungary, Poland, Serbia and
Slovakia, representing respective languages. Although some of these languages might be
considered not to be completely under-resourced any more, still for most of them LRTSs
have been developed mostly in a sporadic manner, in response to specific project needs,
with relatively little regard to their long-term sustainability, IPR status, interoperability,
reusability in different contexts as well as to their potential deployment in multilingual
applications. In this respect, CESAR languages should be regarded as under-resourced
languages and CESAR is aiming to change this situation.

3 Aims

High fragmentation and a lack of unified access to language resources are among key
factors that hinder European innovation potential in language technology development
and research. In that context the general aims of CESAR are coordinated with other
projects in META-NET initiative.

3.1 Coordinating stakeholders

Even for languages with relatively well developed LRTSs, it is difficult or in many cases
impossible to get access to resources that are scattered around different places, are not
accessible online, reside within research institutions and companies and exist as “hidden
language resources”, similar to the existence of the “hidden web”. CESAR wants to

! http://www.meta-net.eu.
2 http://www.meta-share.eu
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overcome this situation at the respective national levels by coordinating researchers,
industrials and policy makers, and by putting them in their proper roles at the national
LRTS landscape.

3.2 Actions with LRTSs in CESAR

In principle, the CESAR project doesn’t produce new resources, but puts most of its
efforts in their upgrading, extending and cross-lingual alignment.

The upgrade task mostly focuses on reaching META-SHARE compliance by upgrade for
interoperability (changing annotation format, type, tagset), metadata-related work
(creation, enhancement, conversion, standarization) and harmonization of
documentation (conversion to open formats, reformatting, linking).

Existing resources are being extended or linked across different sources to improve their
coverage and increase their suitability for both research and development work. This
task took into account the specific goals of the project, identified gaps in the respective
language community, and most relevant application domains. Probably the best
example is merging of two pre-existing competitive Polish inflectional lexica (Morfeusz
and Morfologik) with different coverage and encoding systems, into one large unified
one (Polimorf Inflectional Dictionary).

Cross-lingual alignment of resources is the most demanding task and it will be applied
only to a small number of resources close to the end of the project, mostly by producing
collocational dictionaries and n-grams from national corpora using the common
methodology.

3.3 META-SHARE

META-SHARE is a sustainable network of repositories of language data, tools and
related web services documented with high-quality metadata, aggregated in central
inventories allowing for uniform search and access to resources. Data and tools can be
both open and with restricted access rights, free of charge or for-a-fee. META-SHARE
targets existing but also new language data, tools and systems required for building and
evaluating new technologies, products and services. In this respect, reuse, combination,
repurposing and re-engineering of language data and tools play a crucial role.

META-SHARE is on its way to becoming an important component of a language
technology marketplace for HLT researchers and developers, language professionals
(translators, interpreters, localisation experts, etc.), as well as for industrial players that
provide innovative HLT products and services to the markets.

META-SHARE users have a single sign-on account and are able to access everything
within the repository. Each language resource has a permanent locator (PID). One of the
key features of META-SHARE will be metadata harvesting, allowing for discovering and
sharing resources across many repositories.

At the moment there are 1248 language resources, tools or services accessible through
META-SHARE and they are distributed over 100+ languages, four main resource types
(corpus, lexical/conceptual model, tool/service, language description) and four main
media types (text, audio, image, video).
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Figure 1: General structure of META-SHARE (Piperidis 2012)

Extensive usage of advanced metadata schemata for description enables automatic

harvesting and discovery of resources within the network of repositories (Gavrilidou et
al. 2012).
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Figure 2: Metadata schema for Lexical/Conceptual resource (Monachini, 2011)
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4 CESAR LRTSs in META-SHARE

The description of CESAR resources were prepared in compliance with the META-
SHARE component-based metadata model. The taxonomy of LRTSs includes two-level
hierarchy, with general main resource type and type-dependent subclassification. The
metadata were prepared by CESAR partners with the intention of providing detailed
informaton on each LRTS. It is planned that CESAR LRTSs will be submitted to META-
SHARE in three separate batches. So far for the first two batches all relevant metadata
have been uploaded in November 2011 and July 2012, with the third planned for
January 2013.

Currently, after two batches in CESAR META-SHARE node 127 CESAR LRTSs are
accessible, out of which there are 68 corpora, 16 dictionaries, 3 lexicons, 4 wordnets, 8
speech databases and 28 tools, but the number is changing with each new LRTS made
accessible through this platform. To illustrate the size of LR in cumulative numbers over
six CESAR languages, what is accessible now encompasses 1.7 billion tokens in
monolingual corpora, 41.8 million tokens in parallel corpora, and 1.6 million lexical
entries/records.

Within the META-SHARE platform a specialised editor for entering metadata about
individual LRTS was developed. It enables finetuning the metadata about each resource.

Lagend.
[Tabs with a red text contain mandatory data.

denotes an optional field
denotes a required field

| Content | Identification Metadata Distribution Person Usage Version ResourceCreation

ResourceDocumentation | LexicalConceptualResource | Text | Validation

lexicalConceptualResource - | MediaType (T893

L0 uil | ItalWordNet (Italian WordNet) is an updated version
of the Eurgordiet Italian database.

Figure 3: Entering metadata about new resource using META-SHARE editor

However, to speed up the development time, CESAR metadata descriptions were
prepared in XML format off-line in accordance with the predefined schema and
uploaded into the CESAR META-SHARE node, currently operated by IPIPAN, Warsaw
for all CESAR partners. Referenced resources are stored by their respective owners.
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Once the metadata about LRTS is stored, META-SHARE enables the user to use a search
function, so that users can search and browse through the network of repositories in the
most flexible way possible, using the panel with different filtering criteria available on
the left hand side of the META-SHARE website window. An overall search engine is also
available on the top.

L META=SHARE
Slovak|
Filter by: 9 Language Resources

b Language

Order by:| Resource Name AZ x|

b Usels NLP Specific

» Linguality Type

» MIME Type

Resource Type:

Corpus: @

Lexical/Conceptual: ab

ab  sjovak Morphology [
Tool/Service: & .

Figure 4: Search results of a query in META-SHARE

It is our intention to demonstrate to the research community in computational
linguistics and NLP the features and possibilities of META-SHARE platform, particularly
stressing the visibility and accessibility of LRTSs for six Central and South-East
European under-resourced languages.

Conclusions and future development

With this demo paper we intend to demonstrate to the computational linguistic
community how simple it has become to find in the META-SHARE platform language
resources, tools and services for languages covered by CESAR that are usually
considered under-resourced or at least not easy to access. The future steps in the CESAR
project will include the uploading of the final batch or LRTSs and particularly
publishing of NooJ, the open source NLP development environment, newly ported into
JAVA under the aegis of the CESAR project.
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Abstract

Commonsense knowledge is useful for making Web search, local search, and mobile
assistance behave in a way that the user perceives as “smart”. Most machine-readable
knowledge bases, however, lack basic commonsense facts about the world, e.g. the property
of ice cream being cold. This paper proposes a graph-based Markov chain approach to extract
common-sense knowledge from Web-scale language models or other sources. Unlike previous
work on information extraction where the graph representation of factual knowledge is rather
sparse, our Markov chain approach is geared towards the challenging nature of commonsense
knowledge when determining the accuracy of candidate facts. The experiments show that
our method results in more accurate and robust extractions. Based on our method, we
develop an online system that provides commonsense property lookup for an object in real
time.

KEYWORDS: commonsense knowledge, knowledge-base construction.
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1 Introduction

For a search query like “what is both edible and poisonous?”, most search engines retrieve
pages with the keywords edible and poisonous, but users increasingly expect direct answers like
pufferfish. If a user wants hot drinks, a mobile assistant like Siri should search for cafés, not
sleazy bars. Commonsense knowledge (CSK) has a wide range of applications, from high-level
applications like mobile assistants and commonsense-aware search engines (Hsu et al., 2006)
to NLP tasks like textual entailment and word sense disambiguation (Chen and Liu, 2011).

State-of-the-art sources like Cyc and ConceptNet have limited coverage, while automated
information extraction (IE) typically suffers from low accuracy (Tandon et al., 2011), as [E
patterns can be noisy and ambiguous. Large-scale high precision IE remains very challenging,
and facts extracted by existing systems thus have rarely been put to practical use. Previously, Li
et al. (Li et al., 2011) filtered facts extracted from a large corpus by propagating scores from
human seed facts to related facts and contexts. However, their method does not handle the
very ambiguous patterns typical of CSK. FactRank (Jain and Pantel, 2010) uses a simple graph
of facts to find mistyped or out-of-domain arguments. However, they do not exploit the large
number of seeds provided by databases like ConceptNet for robust pattern filtering.

In contrast, our work proposes a joint model of candidate facts, seed facts, patterns and relations
geared towards Web-scale CSK extractions. Standard IE deals with fact patterns like <X> is
married to <Y> that are fairly reliable, so the same tuple is rarely encountered for multiple
relations simultaneously and the resulting graphs are sparse. Our approach instead deals with
CSK IE. Owing to the much more generic nature of patterns, e.g. <X> is/are/can be <Y>,
an extracted tuple frequently has more than one candidate relation, leading to much more
challenging graphs. This paper addresses these challenges with a graph-based Markov chain
model that leverages rich Web-scale statistics from one or more large-scale extraction sources in
order to achieve high accuracy. We develop an online system that can lookup commonsense
property knowledge in real time. We make use of anchored patterns for fast lookup. The system
provides a ranked property tag cloud. These scores are obtained using our graph-based Markov
chain model.

2 Approach

Tuple Graph Representation. We follow the standard bootstrapped IE methodology, where
seed facts lead to patterns, which in turn induce newly discovered candidate facts (Pantel
and Pennacchiotti, 2006). We apply it, however, to Web-scale N-Grams data. For a given
candidate fact T, a directed tuple graph G = (V, E) is created. The node set includes nodes for
the candidate tuple T, for the pattern set P that extracted T, for the seed set S that induced
P, as well as all for the relations R that s € S belong to, plus an additional artificial relation
node NO_RELATION to account for noise. A weighted edge from the tuple node v, to one or
more patterns v, corresponds (after normalization) to a tuple probability Pr(p|t), which is
estimated using the pattern frequency in an extraction source like the Google N-grams dataset.
The outgoing edge weights of a node are normalized to sum to 1 in order to give us such
probabilities. A weighted edge from a pattern node v, to one or more seed nodes v, corresponds
to Pr(s|p) probabilities, which are estimated as the seed confidence scores delivered by the
source of the seeds (ConceptNet in our case). These, too, are normalized as above. A weighted
edge from a seed node v, to a relation node v, corresponds to the conditional relation probability
Pr(r|s), and is estimated as 1 over the number of relations a seed belongs to. A weighted
edge from every node to NO_RELATION with the edge weight proportional to the average
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Figure 1: Sample tuple graph with k1=1, k2=1

of outgoing edges of the node and inversely proportional to the number of outgoing edges
as Zi out;/ numoutklnum’;it, where k1 and k2 are parameters. The first component provides
scaling and the second component depicts lower chances of noise when the tuple matches
several patterns or when a pattern is generated from several seeds. All other node pairs remain
unconnected in the adjacency matrix. Figure 1 shows an example of a tuple graph. One of
the desirable properties of this model is that it is localized, allowing us to consider the local
graph G for each tuple instead of a single graph with potentially millions of seeds, patterns
and tuples. Our method can thus be parallelized very easily without additional communication
overhead.

Fact scoring and classification. The Markov chain consists of states for every node and a
transition matrix Q. The state transition probabilities in Q are fixed by taking the edge weights
and 1) incorporating random transitions to the NO_RELATION state in order to account for
uncertainty and noise, and 2) additionally incorporating a random restart jump from any
v € V to v, with probability a (instead of the unmodified transitions with probability 1 — a), in
order to satisfy ergodicity properties. One can then prove that a random walk using Q has a
well-defined and unique stationary distribution over the nodes. The stationary probability of
being at a certain relation node can be leveraged to classify the relation that the tuple belongs
to, along with the confidence of classification. When the tuple matches few patterns it is likely
to be noisy. For such tuple graphs, NO_RELATION has a higher stationary probability because
the other edges carry low weights. We use the standard power iteration method to compute the
stationary distribution using Q. Upon convergence, we determine the relation node v, whose
stationary distribution is the highest. If this is the NO_RELATION node, the fact is treated as
noise and rejected.
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3 System

The system takes as input a common noun like car, flower and provides a scored list of
commonsense properties with visualization. The first step involves constructing semi-instatiated
patterns(SIP) from the input, i.e. anchoring the input with patterns. For example, car/NN
is very */JJ, car/NN seems really */JJ are some SIPs in the current example. These
SIPs are looked up in three resources: Google N-grams corpus, Wikipedia full text and Microsoft
N-grams.

For fast lookup, we construct a SIP online lookup system:

o An index lookup over Wikipedia: Wikipedia XML dump was converted to text format and
indexed in Lucene with stop-words included. We developed a lookup service takes a SIP
as input and fetches relevant text by looking up the index for fast retrieval required for
our online system.

e An index lookup over Google N-grams corpus: Google has published a dataset of raw
frequencies for n-grams (n =1,...,5) computed from over 1,024G word tokens of English
text, taken from Google’s web page search index. In compressed form, the distributed
data amounts to 24GB. We developed an index lookup service over Google n-grams such
that given a SIB all relevant Google 5-grams are fetched. 5-grams provide the largest
context and are therefore preferred over 4-grams.

e Bing N-grams Web service caller: Microsoft’s Web N-gram Corpus is based on the complete
collection of documents indexed for the English US version of the Bing search engine. The
dataset is not distributed as such but made accessible by means of a Web service described
using the WSDL standard. The service provides smoothed n-gram language model based
probability scores rather than raw frequencies (Wang et al., 2010). We enable SIP lookup
over this service.

The results from these resources are then merged to generate tuple statistics of the form:
x,y, [pattern:score]. These statistics form the input to our Markov chain method which
provides a scored list of facts which are then displayed. Due to the locality of our approach, the
system operates online. Figure 2 shows the flow of the system.

Figure 3,4 provides screenshot for the output of property lookup for flower and fish at
pattern support 2.

4 Experiments

4.1 Experimental Setup

Using ConceptNet, we obtain patterns of the form X_NN is very Y_JJ, where the subscripts are
part-of-speech tags, X is the subject, Y is the object and is very is the pattern predicate. We
retrieve the top patterns for a relation extracted from ConceptNet, sorted by frequency (i.e.,
how often it is present in ConceptNet’s OMCS sentences). Such patterns may sometimes be too
generic (e.g. <X> are <Y>), and lead to noise during fact extraction, but the model accounts
for this. For tuple extraction, our primary source of extraction (RW1) are the Google 5-grams
data.
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Figure 2: System flow diagram
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Figure 3: Screenshot for output of: flower

4.2 Experimental results

The gold set consists of 200 manually classified facts, 100 negative and 100 positive. The
parameter selection for NO_RELATION edge weight is performed over F1 score. The best
parameters are obtained at small k1 and large k2 values, see Figure 5. The minimum pattern
support is 2, i.e. candidate assertions with less than 2 patterns matched are dropped because
they have insufficient evidence.

As baseline, we consider the reliability of a tuple (r,) using the state-of-the-art modified

Pointwise Mutual Information (PMI) by (Pantel and Pennacchiotti, 2006). Table 1 reports the
evaluation results. The markov chain approaches significantly gain accuracy over the baseline.
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Figure 5: Parameter selection based on F1 measure, small k1 and large k2 performs best

Method Precision Recall F1
PMI 0.84 + 0.1 0.83 0.84
Proposed method 0.88 & 0.0901 0.854 0.8861

Table 1: Results

5 Conclusion

We have presented a novel approach for joint commonsense information extraction. Our method
shows clear improvements over several commonly used baselines and can easily be integrated
into existing information extraction systems. We have applied our algorithm within a larger
setup that also incorporates Web-scale language models. Together, this framework allows us to
extract large yet clean amounts of commonsense knowledge from the Web.
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ABSTRACT

This paper attempts to deal with a ranking problem with a collection of financial reports. By
using the text information in the reports, we apply learning-to-rank techniques to rank a set of
companies to keep them in line with their relative risk levels. The experimental results show
that our ranking approach significantly outperforms the regression-based one. Furthermore,
our ranking models not only identify some financially meaningful words but suggest interesting
relations between the text information in financial reports and the risk levels among companies.
Finally, we provide a visualization interface to demonstrate the relations between financial risk
and text information in the reports. This demonstration enables users to easily obtain useful
information from a number of financial reports.

KEYWORDS: Text Ranking, Stock Return Volatility, Financial Report, 10-K Corpus.
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1 Introduction

Financial risk is the chance that a chosen investment instruments (e.g., stock) will lead to a loss.
In finance, volatility is an empirical measure of risk and will vary based on a number of factors.
This paper attempts to use text information in financial reports as factors to rank the risk of
stock returns.

Considering such a problem is a text ranking problem, we attempt to use learning-to-rank
techniques to deal with the problem. Unlike the previous study (Kogan et al., 2009), in which a
regression model is employed to predict stock return volatilities via text information, our work
utilizes learning-to-rank methods to model the ranking of relative risk levels directly. The reason
of this practice is that, via text information only, predicting ranks among real-world quantities
should be more reasonable than predicting their real values. The difficulty of predicting the
values is partially because of the huge amount of noise within texts (Kogan et al., 2009) and
partially because of the weak connection between texts and the quantities. Regarding these
issues, we turn to rank the relative risk levels of the companies (their stock returns).

By means of learning-to-ranking techniques, we attempt to identify some key factors behind the
text ranking problem. Our experimental results show that in terms of two different ranking
correlation metrics, our ranking approach significantly outperforms the regression-based method
with a confidence level over 95%. In addition to the improvements, through the learned ranking
models, we also discover meaningful words that are financially risk-related, some of which
were not identified in (Kogan et al., 2009). These words enable us to get more insight and
understanding into financial reports.

Finally, in this paper, a visualization interface is provided to demonstrate the learned relations
between financial risk and text information in the reports. This demonstration not only enables
users to easily obtain useful information from a number of financial reports but offer a novel
way to understand these reports.

The remainder of this paper is organized as follows. In Section 2, we briefly review some
previous work. Section 3 presents the proposed ranking approach to the financial risk ranking
problem. Section 4 reports experimental results and provides some discussions and analyses on
the results. We finally conclude our paper and provide several directions for future work.

2 Related Work

In the literature, most text ranking studies are related to information retrieval (Manning
et al., 2008). Given a query, an information retrieval system ranks documents with respect to
their relative relevances to the given query. Traditional models include Vector Space Model
(Salton et al., 1975), Probabilistic Relevance Model (Robertson and Sparck Jones, 1988), and
Language Model (Ponte and Croft, 1998). In addition to the conventional models, in recent
years there have also been some attempts of using learning-based methods to solve the text
ranking problem, such as (Freund et al., 2003; Burges et al., 2005; Joachims, 2006), which
subsequently brings about a new area of learning to rank in the fields of information retrieval
and machine learning. Considering the prevalence of learning-to-rank techniques, this paper
attempts to use such techniques to deal with the ranking problem of financial risk.

In recent year, there have been some studies conducted on mining financial reports, such as (Lin
et al., 2008; Kogan et al., 2009; Leidner and Schilder, 2010). (Lin et al., 2008) use a weighting
scheme to combine both qualitative and quantitative features of financial reports together, and
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propose a method to predict short-term stock price movements. In the work, a Hierarchical
Agglomerative Clustering (HAC) method with K-means updating is employed to improve the
purity of the prototypes of financial reports, and then the generated prototypes are used to
predict stock price movements. (Leidner and Schilder, 2010) use text mining techniques to
detect whether there is a risk within a company, and classify the detected risk into several types.
The above two studies both use a classification manner to mine financial reports. (Kogan et al.,
2009) apply a regression approach to predict stock return volatilities of companies via their
financial reports; in specific, the Support Vector Regression (SVR) model is applied to conduct
mining on text information.

3 Our Ranking Approach

In finance, volatility is a common risk metric, which is measured by the standard deviation of a
stock’s returns over a period of time. Let S, be the price of a stock at time t. Holding the stock
for one period from time t — 1 to time t would result in a simple net return: R, =S,/S,_; (Tsay,
2005). The volatility of returns for a stock from time ¢t — n to t can be defined as

Y a(Ri—RY?
Vit—n,t] = = nn ! > @D)]

t
i=t—n

whereR=3 R;/(n+ 1).

We now proceed to classify the volatilities of n stocks into 2¢ + 1 risk levels, where n,{
{1,2,3,---}. Let m be the sample mean and s be the sample standard deviation of the logarithm
of volatilities of n stocks (denoted as In(v)). The distribution over In(v) across companies tends
to have a bell shape (Kogan et al., 2009). Therefore, given a volatility v, we derive the risk level
r via:

[ {—k if In(v) € (a,m—sk],
r={{( if In(v) e (m—s,m+s), )
{+k if In(v) € [m+ sk, b),

wherea=m—s(k+1)whenke{l,---,£{—1},a=—ocowhenk=/{, b=m+s(k+ 1) when
ke{l,---,£—1}, and b = oo when k = £. Note that r stands for the concept of relative risk
among n stocks; for instance, the stock with r = 4 is much more risky than that with r = 0.

After classifying the volatilities of stock returns (of companies) into different risk levels, we
now proceed to formulate our text ranking problem. Given a collection of financial reports
D ={d;,d,,ds,--- ,d,}, in which each d; € R? and is associated with a company c;, we aim
to rank the companies via a ranking model f : R? — R such that the rank order of the set of
companies is specified by the real value that the model f takes. In specific, f(d;) > f(d;) is
taken to mean that the model asserts that c; > c;, where ¢; > c; means that c; is ranked higher
than c;; that is, the company c; is more risky than c; in this work.

This paper adopts Ranking SVM (Joachims, 2006) for our text ranking problem. Within a year,
if the ground truth (i.e., the relative risk level) asserts that the company c; is more risky than c;,
the constraint of Ranking SVM is (w,d;) > (w,d;), where w,d;,d; € RY, and d; and d; are two
word vectors. Then, the text ranking problem can be expressed as the following constrained
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Method 2001 2002 2003 2004 2005 2006 Average
Feature: TFIDF Kendall’s Tau (Kendall, 1938)

SVR (baseline) 0.517 0.536 0.531 0.515 0.515 0.514 0.521
Ranking SVM 0.539 0.549 0.543 0.526 0.539 0.525 0.537* (6.57E-4)

Feature: TFIDF Spearman’s Rho (Myers and Well, 2003)

SVR (baseline) 0.549 0.567 0.562 0.545 0.544 0.540 0.551
Ranking SVM 0.571 0.580 0.575 0.556 0.568 0.551 0.567* (6.97E-4)

Numbers in brackets indicate the p-value from a paired t-test. Bold faced numbers denote improve-
ments over the baseline, and * indicates that the entry is statistically significant from the baseline at
95% confidence level.

Table 1: Experimental Results of Different Methods.

optimization problem.

1
mvgn Viw, &) = E(W:W> + Cz‘gi,j,k

[ V(d,d) ey, (w,d) > (w,d) +1-¢&; ;4 3
st { %di, ey, (wd)=(w,d)+1-&;;,
VivjVk: &, =0,

where w is a learned weight vector, C is the trade-off parameter, &; ; ; is a slack variable, and Yj
is a set of pairs of financial reports within a year.

4 Experiments and Analysis

In this paper, the 10-K Corpus (Kogan et al., 2009) is used to conduct the experiments;
only Section 7 “management’s discussion and analysis of financial conditions and results of
operations” (MD&A) is included in the experiments since typically Section 7 contains the most
important forward-looking statements. In the experiments, all documents were stemmed by
the Porter stemmer, and the documents in each year are indexed separately. In addition to the
reports, the twelve months after the report volatility for each company can be calculated by
Equation (1), where the price return series can be obtained from the Center for Research in
Security Prices (CRSP) US Stocks Database. The company in each year is then classified into 5
risk levels (£ = 2) via Equation (2). For regression, linear kernel is adopted with € = 0.1 and
the trade-off C is set to the default choice of SVM'®"| which are the similar settings of (Kogan
et al., 2009). For ranking, linear kernel is adopted with C = 1, all other parameters are left for
the default values of SVMR¥K,

Table 1 tabulates the experimental results, in which all reports from the five-year period
preceding the test year are used as the training data (we denote the training data from the
n-year period preceding the test year as T" hereafter). For example, the reports from year 1996
to 2000 constitute a training data T, and the resulting model is tested on the reports of year
2001. As shown in the table, with the feature of TF-IDE our results are significantly better than
those of the baseline in terms of both two measures. In addition to using T® as the training
data, we also conduct other 4 sets of experiments with T!, T2, T3, T* to test the reports from
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amend acquisit

Figure 1: Positive and Negative Weighted Terms Across Different Models.

year 2001 to 2006; ! there are in total 30 testing instances including the experiments with T°.
The results show that in terms of both measures, our results with TF-IDF are significantly better
than the baseline.?

Figure 1 illustrates the top positive and negative weighted terms appearing more than twice
in the six T° models trained on TF-IDF; these terms (8 positive and 8 negative) constitute the
radar chart in Figure 1. Almost all the terms found by our ranking approach are financially
meaningful; in addition, some of highly risk-correlated terms are not even reported in (Kogan
et al., 2009).

We now take the term defaut (only identified by our ranking approach) as an example. In
finance, a company “defaults” when it cannot meet its legal obligations according to the debt
contract; as a result, the term “default” is intuitively associated with a relative high risk level.
One piece of the paragraph quoted from the original report (from AFC Enterprises, Inc.) is
listed as follows:

As of December 25, 2005, approximately $3.0 million was borrowed under this program, of
which we were contingently liable for approximately $0.7 million in the event of default.

Conclusion

This paper adopts learning-to-rank techniques to rank the companies to keep them in line with
their relative risk levels via the text information in their financial reports. The experimental
results suggest interesting relations between the text information in financial reports and the
risk levels among companies; these findings may be of great value for providing us more
insight and understanding into financial reports. Finally, we provide a visualization interface
to demonstrate the relations between financial risk and text information in the reports. This
demonstration enables users to easily obtain useful information from a number of financial
reports.

1Due to the page limits, some of the results are not listed in the paper, but they are available from the authors upon request.
2The p-value from a paired t-test for Spearman’s Rho is 1.21E-4 and for Kendall’s Tau is 7.27E-5.
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Future directions include how to reduce the noise within texts, and how to incorporate Standard
Industrial Classification (SIC) into our ranking approach. In addition, a hybrid model consisting
of both financial and text information may be also one of our future directions.
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ABSTRACT

Universal Networking Language (UNL) is a language for computer to represent knowledge
information described in natural languages. Universal Words (UWSs) constitute the vocabuls
UNL. The UNL Explorer is a web based application, which combines all the components of
system to be accessible online. The users of UNL Explorer are not only researchers and lir
who are interested to work with UNL technologies, but also general people who wamt-to «
municate free from language barriefis paper describes the features of UNL Explorer. |
brief, UNL Explorer provides many powerful features such as multilingual context seardh, m
lingual communication such as UNL Talk and multilingual dictionbising multilingual context
search users can retrieve documents in any language. Moreover, UNL Explorer shows-the
ments in various languages such as English, Japanese and more than 40 |ddgeegean also
access the UWs based multilingual dictionaries. UNL Society members can contribute onlir
updating their language dictionary entries.

KeyworDS Multilingual Context Search; Machine Translatidlultilingual Dictionary, Uni-
versal Networking Language (UNL); Ontology;
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1 Introduction

Universal Networking Language (UNL) is a language for computer to represent knowledge
information described in natural languages. Universal Words (UWs) constitute the vocabuls
UNL. UW is a word for constructing UNL expressions (UNL Graph). So keys to the informat
in UNL documents are UWs. UWs are stored in the UW dictionary.

UNL Explorer is a web based application, which combines all the components of UNL syste
be accessible online. The users of UNL Explorer are not only researchers and linguists wt
interested to work with UNL technologies, but also general people who want to commun
free from language barriers. This paper describes the features of UNL Explorer.

In brief, UNL Explorer provides many powerful features such as multilingual context sea
multilingual communication such as UNL Talk, multilingual dictionary and UNL Ontology. U
ing multilingual context search users can retrieve documents in any language. UNL Exg
provides very promising solution for search. Moreover, UNL Explorer shows the documen
various languages such as English, Japanese and more than 40 languages. Users can als
the UWs based multilingual dictionaries. UNL Society members can contribute online for ug
ing their language dictionary entries.

2 BACKGROUND

2.1  Universal Networking Language (UNL)

UNL initiative was originally launched in 1996 as a project fe# tnstitute of Advanced
Studies of the United Nations University (UNU/IASPescribing the detail technical information
UNL book was first published in 1999 (Uchida et. al. 1999). Bil2¢he United Nation University
set up the UNDL Foundatiéyto be responsible for the development and management of the L
project. In 2005, a new technical manual of UNL was publishathifld et. al. 2005), which
defined UNL as an knowledge and information representation langoragenfiputer. UNL has all
the components to represent knowledge described in natural languBlyssconstitute the
vocabulary of UNL and each concept that natural languages heagrésented as unique UW. A
UW of UNL is defined in the following format:

<uw> =:: <headword>[<constraint list>]

Here, English words or phrases are used for headword, becaessyainderstanding for the
people in the world. UW can be a word, a compound word, a phrasesemtence. Universal
Words (UWSs) constitute the vocabulary of UNL. UW is a word forstructing UNL expressions
(UNL Graph). So keys to the information in UNL documents are UWSs. Biwstored in the UW
dictionary. UWs are intefinked with other UWs using “relations” to form the UNL expressions of
sentences. These relations specify the role of each wordentense. Using “attributes" it can
express the subjectivity of author. Currently, UWs are availédsl many languages such as
Arabic, Bengali, Chinese, English, French, Indonesian, Itallapanese, Mongolian, Russian
Spanish and so forth.

Ihttp:/iwww.ias.unu.edu/
http:/iwww.undl.org/
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2.2 UNL Ontology

UNL Ontology is a semantic network with hyper nodes. It contains Wgtes which @-
scribes the hierarchy of the UWs in lattice structure, alliplessemantic co-occurrence relations
between each UWs and UWs definition in UNL. With the properheritance based on UW
System, possible relations between UWs can be deductivelyeitifsom their upper UWs and
this inference mechanism reduces the number of binary relationpdiess of the UNL Ontology.
In the topmost level UWSs are divided irfur categories: adverbial concepttributive concept
nominal concept and predicative concept

3 UNL Explorer

UNL Explorer is a web based application, which combines all the components of UNL syste
be accessible online. In brief, UNL Explorer provides many powerful features such asymul
gual context search, multilingual communication such as UNL Talk, multilingual dictionary
UNL Ontology.

Multilingual context search enable the people to retrieve desired documents by thelaature
guage query of any languadgach document is provided in UNL by automatically analysing tt
original document, together with the original document. The queries are conveatédiNh.
Then the system try to match this UNL graph with the existing UNL documents with infere
Knowledge which is necessary to make inference are provided in UNL Ontology, especial
UWs definition.

Retrieved documents or any other documents can be shown in various languages such as
Japanese and more than 40 languages, by automatically generating each language senten:
UNL expressions

This function allows the users to translate any documents in different languages. This allov
users to communicate across language barriers by UNL Talk. This option can be very usel
communicating in cross-cultural communication. To realize this function the system neec
UW dictionaries for many languages, which defines the correspondence between UWs anc
languages words.

This data can be access as multilingual dictionary. UNL Society members can contribute ¢

for updating their language dictionary entries. Figurel shows the UNL Explorer screen shot

explanations of the options.
& 0wz

I:{. = o s b et

N UNL Explorer

Welcome to UNL Exploser!

FIGURE 1 -UNL Explorer Homepage screen shot

3http://www.undl.org/unlexp/
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3.1 Multilingual Context Search

Multilingual context search enable the people to retrieve desired documents by thelaature
guage query of any languadéNL Explorer provides multilingual search facility for UNL clo
uments. For this each document is provided in UNL by automatically analysing the original
ument, together with the original document. The queries are converted into UNL. Thes-the
tem try to match this UNL graph with the existing UNL documents with inference. Knowlec
which is necessary to make inference is provided in UNL Ontology, especially in UWs de
tion. To perform multilingual context search user can write the search query in text box and
the Search button.

AR O epran caves
Nn

Multiingual Dictionary D

e EET

Engith v || searcn ® Search by content

Show benu

Dictonary: torma! Operations +
Language: Engisn v e Eotins document

Ephants Caves search

Cooccurences

553 UNESCO World Cultural Heritage UNESCO World Cultul
3 Dacian Fortresses of the Orastie Mountains Dacian
() Dazu Rock Carvings Dazu Rock

Elephanta Caves

(R vave | vocuments Gatery vigeo|insicators assstance

w
@ Defence Line of Amsterdam Defence Line of Amsterd
() Delos Delos(UNESCO World Cultural Heritage)

() Derwent Valley Mills Denvent Val W

Eindia
Maharashira State, DistictKolaba

() Djemila Djemiia(UNESCO Worid

ural Herltage)
() DouggaThugga DouggaThugga(UNESCO World Cultul
() Dresden Elbe Valley Dresden Elbe Valiey(UNESCO Wi

contains

(Isiand of Eiephanta)
Here, ndian s

N1858 0.012E72568.988
Date of inscription: 1987

Critera: (1)
Rof: 244rev

() Droogmakerij de Beemster Droogmaker de Beemsie| | Oter Langu:
() Durham Castle and Cathedral Durham Castie and Cat
() Earliest 16th-Century Monasteries on the Slopes of
(] Early Christian Monuments of Ravenna Early Christic
(3 Early Christian Necropolis of Pecs Early Crrisian Ne
(3 EI Tajin Pre-Hispanic Gity £ Tajin Pre-Hispanc Gity(Uf
(1 Elephanta Caves Elephania Caves(UNESCO Worid Cu
(3 Ellora Caves Elora Caves(UNESCO Worid Cultural He
() Engelsberg Ironworks Engelsoerg Ironworks(UNESGC
(3 Ensemble of the Ferrapontov Monastery Ensembie

=3 [Kprev] 181-198 of 725 [nexts] fof

Media

Links

5 Ifyou have beento Eleghanta
Caves recenty, please give us
feedback through our pariner
TripAdsor

, o Culur, consiss ofseven caves on an sfand i he Sea of Oman coss o
Lanauase: | Englsh (1,458,901 words) || =

TransLone: UNL (1,471,385 words) v CLTTE d

FIGURE 2 -UNL Explorer screen shot showing the UNESCO documeftEtephanta Cavés

Donse

Retrieved documents or any other documents can be shown in various languages such as E
Japanese and more than 40 languages, by automatically generating each language senten:
UNL expressions. Search Query: Write the Keyword or Content to search from UNL Informe
and Knowledge Management System. The UNL Explorer will show the results in UMLaor
desired natural language by Deconverting the UNL expressions of the information using the
Deconverter. In background UNL Explorer translates using UNL Enconverter and Deconve
Both UNL EnConverter and Deconverter support different languages such as Chinese, Er
Japanese and so forth.

3.2

UNL Talk allows the users to communicate across language barriers by UNL Talk. This o}
can be very useful for communicating in cross-cultural communication. To realize this func
the system need the UW dictionaries for many languages, which defines the correspoeden
tween UWSs and each languages words. Figure 3 shows the screen shot of UNL Talk whe

UNL Talk
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authors are communicating using Bengali and English. Each users can see the messages

mother language.

(1. UNLTalk

Khan .

14:25:55 s

Khan @

14:34:23 SR T A
Uchida Good Day!

14:35:00

FIGURE 3 -Screen shot of UNL Talk where users communicating in Bengali and English

3.3

Multilingual Dictionary

One of the most unique features of UNL Explorer is the multihglictionary which is available
for more than 40 languages. This multilingual dictionary is basddWa dictionaries for many
languages, which defines the correspondence between UWs andrepeigés words. Users can
use the dictionary side by side for any of these language pair.

£

w.undLorg/unlexp,

MENE-. QUW

Multilingual Dictionary

Dictionary:| Normal

Co-occurrences.

El=]
B0
a0
=28

Operations

Search

adverbial concept adverbial concepl
attributive concept aliribulive concept
nominal concept nommal concept

53 thing thing

2] ]

Language:

TransLang: | UNL (1,471,395 words)

=3 abstract thing absfract thing
= action action(ici>thing)
@] artificiality artiiciality(ol>abstract thing)
ST arts arts(ici>thing)
(] literature iiterature(ici>writing)
@[] attribute attribute(ici>thing)
@<l event event(ici>thing)
@[] feeling feeling(ici>thing)
4[] information fnformation
(5 part part(por=abstract thing)
&[] quantity quaniity
= state state(ici>thing)
@) way way(ici>abstract thing)
(] caution ici>abstract thing)
8] part of abstract thing
@5 part of abstract thing
= (] attributive thing attributive thing
= (C] conerete thing conerete thing
# (] functional thing functional thing
® & nucle nucleus(por>thing)
@ part part(por>thing)
= (] place place(ici>thing)
=& segment segment(por>taing)
@ thing thing
© (] time timefici>thing)
& (2] volitional thing volitional thing
® (&3 part of mark
= @ section(por>thing)
predicative concept predicative concept

English (1,458,901 words)

I

FIGURE 4- Multilingual dictionary frame showing English-UNL
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UNL Explorer users can browse the multilingual dictionary which soimé¢he left side, which
we refer as “multilingual dictionary frame” as shown in Figure 4. This tool also provides th
search facility for UWs dictionary. Users can search the mgafia word in any languagessU
ers can choose their desired language pairs from the options itrendownside of the multili
gual dictionary frame. Figure 4 shows the screen shot of thaiv@/ords frame. It displays the
UWs system hierarchy (a lattice structure) in a plain tree fémformation can be navigated
through the UWs system and users are also able to know thempadigach concept of a UW in
the conceptual hierarchy at the same time.

UNL Explorer also provides an advanced search facility for distay&iWs relations from
UNL Ontology. This option allows user to get the semantic @+woence of any UWSs. Users can
also check incoming and outgoing relationships of each UWs usinig¢fiiyy. This UNL Ontd-
ogy search mechanism is accessible for computer program usindekidiarer API. However, to
use this API, user need to be a UNL society member by signing eenagmt with UNDL Fon-
dation.

UNL Society members can contribute online for updating their lajeydictionary entries.
From 'Universal Word' Properties menu, users can browse the woadtgesnlt is possible to edit
the UWs dictionaries online. UNL society members can also dowtheddWs dictionaries.

To ensure every language speakers can create the correct Widradjcentry, UNL Explorer
provide the explanation of UWs in different natural languagésrg et. al., 2011). It is a novel
contribution for auto generatingeghJWs explanations from the semantic background provided
UNL Ontology.

Conclusion

In this paper, we described the features of online based UNL Explosemaking the people
freely communicate with each other in their mother language, tdbtinology is very promising
UNL Explorer provides useful features such as multilingual cosesatch, multilingual como
nication using UNL Talk and multilingual dictionary for genenakrs. UNL Explorer alspro-
vides API for researchers and application developers to usetéfihologies such as UNLnE
converter, DeConverter, UWs Dictionary, UNL Ontology basedaspus.
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ABSTRACT

This paper presents a tool for assisting users in composing texts in a language they do not
know. While Machine Translation (MT) is pretty useful for understanding texts in an unfamiliar
language, current MT technology has yet to reach the stage where it can be used reliably
without a post-editing step. This work attempts to make a step towards achieving this goal. We
propose a tool that provides suggestions for the continuation of the text in the source language
(that the user knows), creating texts that can be translated to the target language (that the
user does not know). In terms of functionality, our tool resembles text prediction applications.
However , the target language, through a Statistical Machine Translation (SMT) model, drives
the composition and not only the source language. We present the user interface and describe
the considerations that underline the suggestion process. A simulation of user interaction shows
that composition speed can be substantially reduced and provides initial positive feedback as to
the ability to generate better translations.

KEYWORDS: Statistical Machine Translation.
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1 Introduction

A common task in today’s multilingual environments it to compose texts in a language that the
author is not fluent in or not familiar with at all. This could be a prospective tourist sending
an email to a hotel abroad or an employee of a multinational company replying to customers
who speak another language than his own. A solution to such problems is to enable handling
multilingual text-composition using Machine Translation technology. The user composes a text
in his own (source) language and it is then automatically translated to the target language.
Machine translation technology can be used rather effectively to interpret texts in an unfamiliar
language. Automatic translations are often good enough for understanding the general meaning
of the text, even if they do not constitute a perfect translation or are not perfectly written. On
the other hand, the state-of-the-art MT technology is often not suitable for directly composing
foreign-language texts. Erroneous or non-fluent texts may not be well-received by the readers.
This is especially important in business environments, where the reputation of the company
may be harmed if low-quality texts are used by it. The output of the MT system must therefore
go through a post-editing process before the text can be used externally. That is, a person who
is fluent in both the source and the target languages must review and correct the target text
before it is sent or displayed. Obviously, such a post-editing step, which requires knowledge of
both languages, makes the process slow, expensive and even irrelevant in many cases.

In this work we present an approach driven by Statistical Machine Translation for enabling
users to compose texts that will be translated more accurately to a language unfamiliar to
them. This is a step towards composition of texts in a foreign language that does not depend on
knowledge of that language.

The composition of the text in the desired language is a two-step process:

1. Through an interactive interface the user is guided to quickly compose a text in his native
language that can be more accurately translated to the target language. The composition
guidance is powered by the SMT-system.

2. The text is translated by the SMT system.

Hence, the SMT system plays a dual role in this method, for interactive composition of source-
language texts and for their translation into the target language. Its role in the composition of
the source by the user is what enables improving the accuracy of the translation. The interface
prompts the user to choose those phrases that can be translated more accurately by the SMT
system. In contrast, a text composed directly by the user might contain terminology or sentence
structure that the SMT system cannot successfully translate.

Apart from improving the accuracy of the translation, this method may also improve composition
speed. This is made possible by the interface that allows the user to click on desired phrases
to extend the current text, thereby saving typing. Composition speed is further improved by
displaying complete sentences from the translation memory that are similar to the user’s input
at any given time and which the user can simply select to be translated.

2 Related work

To our knowledge, there has been no previous work where interactive authoring is driven by an
SMT model.
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Interactive tools for MT-targeted authoring were proposed in several works. (Dymetman et al.,
2000) suggested a method for assisting monolingual writers in the production of multilingual
documents based on a parallel grammar; (Carbonell et al., 2000) propose a tool to produce
controlled texts in the source language; (Choumane et al., 2005) provide interactive assistance
to authors based on manually defined rules, for tagging the source text in order to reduce
its syntactic ambiguity. In contrast, our method does not depend on predefined templates or
rules for a constrained language, but is tightly coupled with the SMT models which are learnt
automatically from parallel corpora.

Tools for computer-assisted translation (CAT) are meant to increase the productivity of transla-
tors. A fundamental difference between these and our suggested tool is that CAT systems are
designed for translators and operate on the target side of the text, assuming their users know
both the source and target languages, or at least the target language. For example, (Koehn
and Haddow, 2009) proposed a CAT system ! which suggests words and phrases for target-side
sentence completion based on the phrase table. (Koehn, 2010) and (Hu et al., 2011) propose
translation by monolinguals, but also rely on users fluent in the target language.

Our tool bears resemblance to text prediction applications, such as smart-phone keyboards. In
comparison to these, our tool suggests the next phrase(s) based both on the user’s input and
the translatability of these phrases, according to an SMT model. This naturally stems from the
different purpose of our tool - to compose a text in another language.

3 Interactive interface

In this section, we present the interactive interface that enables users to compose texts in a
language they do not know (see Figure 1). To compose a text, the user starts typing in his native
language (English in this example) in the top text-box. The interface allows the user to perform
the following primary operations at any point of time: (1) Phrase selection: Select one of the
phrase suggestions to expand the sentence. The number of suggested phrases is controlled by
the user through the interface, (2) Sentence selection: Select an entire sentence from a list of
sentences similar to the partial input. Words that match the typed text are highlighted, and (3)
Word composition: The user may go on typing if he does not want to use any of the provided
suggestions. Any selected text is also editable.

Whenever the space button is hit, new phrase and sentence suggestions are instantly shown. A
mouse click on a suggested sentence copies it to the top text box, replacing the already typed
text; a selection of a phrase appends it to the typed text. Phrases are ordered by their estimated
“appropriateness” to the typed text (see details in Section 4). Throughout the process, the partial
translation (to French in our example) can be shown with the toggle show/hide translation
button.

4 SMT-Driven authoring

The goal of our work is to enable users to compose a text in a language they know that can be
translated accurately to a language which they do not know. We assume that when starting to
type, the user typically has some intended message in mind, whose meaning is set, but not its
exact wording. This enables us to suggest text continuations that will preserve the intended
meaning, but phrased in a way that it will be better translated. This is achieved by a guidance
method that is determined by three factors:

lyww.caitra.org
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Type in English to compose in French
(one sentence per line)

#Suggestions:

—{ f—

Show message in French

Phrase Suggestions (25)

the license agreement |

Similar sentence suggestions (click to select) :

; and in the with

1. license agreement _

2. the license agreement will be displayed . with the and then to

3. the license agreement window will be displayed . in in\ in\ the

4. the license agreement dialog appears . will will be displayed window will

5. read the following license agreement . window will be displayed window terms
and continue to continue and then click on
to continue the and select and then click
in \ the box

Figure 1: The user interface of the authoring tool.

1. Fluency: The phrase suggestions shown should be fluent with respect to the input already
provided by the user. As our setting is interactive, the fluency of the source text must be
maintained at any given time.

2. Translatability: The ability of the SMT system to translate a given source phrase. This
is a factor controlled by the authoring tool by proposing phrases that can be translated
more accurately, thereby moving towards a better translation of the intended text.

3. Semantic distance: The semantic distance between the composed source text and the
suggestions. This criterion is required in order to ensure our suggestions are not simply
those that are easy to translate, thus preventing a deviation from the meaning of the
intended text (in contrast to deviating from the wording). A high distance corresponds to
a different meaning of the composed message relative to the intended one. In such cases,
the SMT system cannot be expected to generate a translation whose meaning is close to
the desired one.

To rank proposed phrases we use a metric whose aim is to both minimize the semantic deviation
of suggested phrases from the already typed text and to maximize the translatability of the
text. That, while maintaining the fluency of the sentence. This metric is a weighted product
of individual metrics for each of the three above factors. Briefly, to maintain source fluency
we suggest only those phrases whose prefix overlaps with the suffix of the user’s partial input.
We use the SRILM toolkit (Stolcke, 2002) to obtain the per-word-perplexity of each suggested
phrase, and normalize it by the maximal perplexity of the language model. This yields a
normalized score over different phrase lengths. We assessed two metrics for estimating phrase
translatability. The first is based on conditional entropy (CE), following (DeNero et al., 2006)
and (Moore and Quirk, 2007). The idea is that a source phrase is more translatable if it occurs
frequently in the training data and has more valid options for translation. The second is the
maximum translation score (MTS), computed from the translation features in the SMT phrase
table, maximized over all phrase-table entries for a given source phrase. To minimize meaning
deviation, we compute the averaged DICE coefficient (Dice, 1945) between the suggested
phrase and the already-typed input, which measures the tendency of their words to co-occur

462




according to corpus statistics. We applied a sigmoid function to the translatability scores to
bring them to [0-1] range, and used the square root of the DICE score in order to scale it to a
more similar range of the other scores.

5 Implementation

The interactive nature of our proposal requires instant response from the authoring tool. This
is a critical requirement, even if large translation models and corpora are employed, as users
would find it useless if response to their actions is not instantaneous. To enable immediate
suggestions of phrases, we create an inverted index of the phrase table, indexing all prefixes
of the source phrases in the table. This enables instantly providing suggestion by retrieving
from the index all phrase table entries which have the typed few words as prefix. Indexing and
retrieval in our implementation are done using the Lucene search engine?.

6 Evaluation

We empirically measured the utility of the interface for the task of composing texts in an
unfamiliar language by computing the cost of the text composition and the accuracy of the
translation of the composed text. Ideally, this needs to be done manually by human evaluators,
yet at this stage we performed the evaluation through a simulator that emulates a human who
is using the interface. The simulator’s goal is to compose a text using the authoring tool while
remaining semantically close to the intended text the user had in mind. For our purposes,
the intended texts are existing corpus sentences which we try to reconstruct. The simulator
attempts to reconstruct these texts by making the least possible ‘effort’. If it is possible, an entire
sentence is selected; otherwise the longest possible matching phrase is chosen. If no such match
is found, words from the intended text are copied to the sentence being recomposed, which is
equivalent to a composition by the user.

We applied the simulation of two datasets for our experiments: (1) Technical Manuals Dataset
(TM), and (3) News commentary Dataset - WMT2007 (NC).

Evaluating composition cost To assess composition cost we used a simulator that tries to
reconstruct the intended text exactly. That is, the simulator selects a phrase suggestion only
if it is identical to the following word(s) of the intended text. Let us assume, for instance,
that the intended text is ‘the license agreement will be displayed next’ and the text ‘the license
agreement’ has already been composed. The simulator can either select a sentence identical
to the entire intended text or to select the longest prefix of the phrase ‘will be displayed next’
from among the suggested phrases. The results when applying this simulator are presented in
Figure 2. As shown in the figure, word composition is reduced when the tool is being used,
and unsurprisingly, more suggestions yield a greater save in composition cost. We further see
that the CE metric is preferable over MTS, better ranking the suggestions which leads to their
selection rather their composition.

Evaluating translation accuracy By design, the simulator mentioned above cannot assess
potential gains in translation accuracy. To achieve that we must allow it to compose texts
that are different from the original ones. For that purpose we created additional simulators,
which can - to some extent — modify the intended text, generating simple paraphrases of it
by allowing substitution of function words or content words by their synonyms. For instance,

2http://lucene.apache.org
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Figure 2: Percentage of word compositions (WC), phrase selections (PS) and Sentence Selection
(SS) using different values of k on a technical manuals dataset (left) and using different
translatability metrics (CE and MTS) on the News Commentary dataset (right).

the words ‘will be displayed next’ in the intended text may be replaced in this simulation by the
phrase suggestion ‘is shown next’. We applied these simulators on the test sets, but very few
replacements occurred. This result does not allow us to report translation performance scores
at this stage and calls for rethinking the simulation methodology and for manual evaluation.
Yet, in some cases changes were made by the simulator and resulted with improved translations,
as measured by the BLEU score (Papineni et al., 2002). As an example, in the sentence ‘The
candidate countries want to experience quick economic growth ...’, the word countries was
replaced by states, resulting in a better BLEU score (0.2776 vs. 0.2176).

7 Conclusions and future work

This work represents a step towards more accurate authoring of texts in a foreign language.
While not constituting at this stage an alternative to post-editing, it may enable reducing
the effort incurred by such a process. We proposed a tool for assisting the user during the
composition of a text in his native language where next-words suggestions are driven by an
SMT-model, such that the eventual translation would be better than if the user had written the
text by himself. Through our evaluation we have demonstrated that composition speed can be
increased and exemplified a better translation that is produced when using the tool.

Thus far, our approach and tool were evaluated using a simulation. This limited our ability
to assess the full potential of the tool. A next step would be a field-test with human users,
measuring the actual composition time, the translation results, and the post-editing effort
required when using the tool in comparison to using “regular” MT technology.

In future research we plan to investigate further translatability and the semantic relatedness
estimations and automatically tune the metric weights. We further wish to improve the user
interface to enhance its utility. Specifically we wish to merge phrase suggestions that are
substrings of other suggestions in order to present a more compact list thus making the selection
faster and more efficient.
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ABSTRACT

Large amounts of knowledge exist in the user-generated contents of web communities. Gener-
ating questions from such community contents to form the question-answer pairs is an effective
way to collect and manage the knowledge in the web. The parser or rule based question gen-
eration (QG) methods have been widely studied and applied. Statistical QG aims to provide a
strategy to handle the rapidly growing web data by alleviating the manual work. This paper
proposes a deep belief network (DBN) based approach to address the statistical QG problem.
This problem is considered as a three-step task: question type determination, concept selection
and question construction. The DBNs are introduced to generate the essential words for ques-
tion type determination and concept selection. Finally, a simple rule based method is used
to construct questions with the generated words. The experimental results show that our
approach is promising for the web community oriented question generation.

KEYWORDS: statistical question generation, deep belief network, web community.
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1 Introduction

Automatic question generation (QG) is a challenging task in the NLP field, and its difficulties
are being realized by the researchers gradually. Since 2008, the workshop on QG! has been
offering the shared task and evaluation on this problem. At present, the QG technique tends
to be mainly applied in the interaction oriented systems (Rus et al., 2007; Harabagiu et al.,
2005) (e.g., computer aided education, help desk, dialog systems, etc.). In most systems, the
original source texts are parsed and transformed into the questions with the rules. The parser
and rule based methods always maintain considerable accuracy, and the generating results can
be directly presented to the users.

In this paper, we aim to address the web-community oriented question generation in a statisti-
cal learning way. A deep belief network (DBN) is proposed to generate the essential elements
of the questions according to the answers, based on the joint distributions of the questions and
their answers learned by the network from a number of user-generated QA pairs in the web
communities. The generated words are then reorganized to form the questions following some
simple rules.

The rest of this paper is organized as follows: Section 2 surveys the related work. Section 3
details our approach to question generation. Experimental results are given and discussed in
Section 4. Finally, conclusions and future directions are drawn.

2 Related Work

To our knowledge, there is no previous work that concentrates on statistically generating ques-
tions from the web content freely posted by users, as we do in this paper. Nevertheless, the
basic work has been done on the definition and evaluation of automatic QG. Nielsen (2008)
gives the definition of QG and considers this problem as a three-step process. A question taxon-
omy for QG is proposed in (Nielsen et al., 2008) with a detailed question branch offered. The
overall description of the QG task is proposed in (Rus and Graesser, 2009; Rus et al., 2010).
Rus et al. (2007) and Vanderwende (2008) have discussed the evaluation of the QG systems.

The technique of question generation is essential to some education related fields, such as edu-
cational assessment, intelligent tutoring, etc. Brown et al. (2005) have described an approach
to automatically generating questions for vocabulary assessment. Hoshino and Nakagawa
(2005) have developed a real-time system which generates questions on English grammar
and vocabulary. A template based QG method is proposed in (Wang et al., 2008) to evaluate
the learners’ understanding after reading a medical material. In conclusion, the purpose of
such QG systems is different from our goal in this paper. It should be noted that the nature
of automatic question generation is different depending on the application within which it is
embedded (Nielsen, 2008).

3 Generating Questions using the Deep Belief Network

Nielsen (2008) defines the question generation task as a 3-step process: question type deter-
mination, concept selection and question construction. Basically, the architecture of our work
follows this definition. Figure 1 illustrates the framework of our QG research: the human-
generated QA pairs crawled from the cQA portals are used to train two DBN models to gen-
erate the question words (5W1H2) and the content words independently for the input source

Thttp://www.questiongeneration.org
25W1H stands for the 6 common question words in English: what, when, where, who, why, and how.
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knowledge text. The essential words automatically generated by the deep networks are then
organized with the manually written patterns to form the final questions.

source knowledge text

question word content word

generator generator
\ (DBN) (DBN) |
.. - - _F - - = —— 7
training data r’

generated question

Figure 1: Framework of our statistical QG approach.

In this section, a deep network for the community content oriented QG is presented. Given the
word occurrence information of an answer, the trained networks are expected to generate the
words of the question. Our motivation of proposing the DBN to handle the QG problem is to
build the semantic links between the questions and the answers. Intuitively, the words in the
answers are helpful to provide the clues for predicting the essential words of the corresponding
questions. Our DBN models are designed to learn the semantic relationships of the words in the
QA pairs, and obtain the hidden clues in a statistical way. In detail, we utilize the ability of the
deep network to map the QA pairs into a semantic feature space, where the joint distributions
of the questions and their answers are modeled.

3.1 The Restricted Boltzmann Machine

A DBN is composed of several stacked “Restricted Boltzmann Machines”. The Restricted Boltz-
mann Machine (RBM) can be used to model an ensemble of binary vectors (Hinton, 2002;
Hinton and Salakhutdinov, 2006). Salakhutdinov and Hinton (2009) have proposed a deep
graphical model composed of RBMs into the information retrieval field, which shows that this
model is able to obtain semantic information hidden in the word-count vectors. The RBM is
a two-layer network(Hinton, 2002), the bottom layer represents a visible vector v and the top
layer represents a latent feature vector h. The matrix W contains the symmetric interaction
terms between the visible units and the hidden units. In the RBM, the visible feature vec-
tors can be used to compute the “hidden features” in the hidden units. The RBM model can
reconstruct the inputs using the hidden features.

3.2 Training a Deep Belief Network for QG

Our work is inspired by (Hinton et al., 2006), which proposes a DBN for image labeling. In
their research, the trained deep net is able to give the labels based on the input images. The
illustration of our DBN model is given by Figure 2. Basically, this model is composed of three
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layers, and here each layer stands for the RBM described in Subsection 3.1. In this network,
the function of the bottom layer and the middle layer is to reduce the dimension of the visible
answer vectors by mapping them into a low-dimensional semantic space. The top layer is
essential to the QG task, since the question vectors and the mapped answer vectors are joined
together and the joint distribution of QA pairs are modeled in this layer.

o0 . .. O

question/content words
of question

content words of answer

Figure 2: The DBN for Question Generation.

Here we take the bottom layer as an example to explain the pretraining procedure of the DBN,
because the computing procedures of the three layers are indeed the same. Given the training
set of binary answer vectors based on the statistics of the word occurrence, the bottom layer
generates the corresponding hidden features. The hidden features are then used to reconstruct
the Bernoulli rates for each word in the answer vectors after stochastically activating the hid-
den features. Then the hidden features are activated with the reconstructed input vectors. We
use 1-step Contrastive Divergence (Hinton, 2002) to update the parameters by performing gra-
dient ascent. After training one layer, the h vectors are then sent to the higher-level layer as
its “training data”. The training method of the rest two layers is the same with the bottom’s.
It should be noted is that in the top layer, the question vector and the mapped answer vector
are joined together to form a new vector as the “input vector”, and their weight matrixes are
concatenated correspondingly.

During the pre-training procedure, a greedy strategy is taken to train each layer individually,
so it is necessary to fine-tune the weights of the entire network. In order to tune the weights,
the network is unrolled, taking the answers as the input data to generate the corresponding
questions at the output units. Using the cross-entropy error function, the network can be tuned
by performing back propagation through it and the objective is to reduce the generation error
further. The procedure is the same with that described in (Hinton et al., 2006).

3.3 Generating the Questions

The word predicting work can be completed with the trained deep networks: we send the
binary answer vectors to the right branch of the DBN to perform a level-by-level computation.
In the top layer, the network gets the top feature vector using the mapped answer vector. With
the top feature, the model performs a reverse computation to generate the real-value vector
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Question Word | Pattern
how how+to+< verb >+<adj* >+< noun >+?
what what+Fo+< vefb >+for+< adj* >+< noun >+?
what+is+< adj* >+< noun >+to+< verb >+< noun >+?
where where+can+i+< verb >+< adj* >+< noun >+?
how much how much+for+< verb >+< adj* >+< noun >+?
how many how many +< adj* >+< noun >+to+< verb >+?

Table 1: Examples of the patterns for question construction.

at the output question units. To get the question word, we only have to find the one with the
highest value. In order to obtain the content words, the generated values need to be sorted in
descending order, then the top ranked n words are selected.

A collection of patterns guided by the question words is used to accomplish the final step of
QG. The question words influence not only the order of the generated content words, but also
the selection and the positions of the additional function words (e.g., prepositions). Table 1
gives some examples of the patterns designed by us. The spirit of the patterns is to reorganize
the content words generated by the DBN, and help to add necessary function words, based on
the guiding question words.

4 Experiments

4.1 Experimental Setup

Dataset: In this paper, the datasets come from the “Travel” category of Yahoo! Answers. We
have chosen 4 different topics: trip plans, cutting down expense, necessary items, and VISA
application. Based on each topic, various queries are submitted to the cQA service and the
“resolved questions” with their best answers are crawled. After filtering the questions whose
answers are less than 10 words or containing the URLs only, from each topic we get 4,500 QA
pairs for training and 100 randomly selected QA pairs for testing.

Baseline: Noticing that there are no previous studies focusing on the statistical QG, this paper
introduces three popular statistical methods as the baselines to predict the essential words of
questions for comparison: Naive Bayesian, K-Nearest Neighbor, and Latent Semantic Indexing.

Evaluation: The performance of the network generating the question words is evaluated by
calculating the precision of the generated results; and the performance of the content word
generation is evaluated by calculating the ratio of the number of the successful generations to
the number of the total generations strictly. In this procedure, only if all the top 3 generated
content words appear in the original question sentence, the generation is considered to be
successful, otherwise, the generation is considered to be unsuccessful.

4.2 Results and Analysis

Table 2 lists the evaluating results for the question word generation (QWG) task and the con-
tent word generation (CWG) task on our datasets from Yahoo! Answers. From the tables, it can
be observed that our DBN based model has outperformed the baseline methods as expected,
which shows the considerable potential of our approach on the web content oriented question
generation. From the user-generated QA pairs, the networks eventually learn the semantic
knowledge for modeling the joint distributions of the questions and their answers. Due to the
effective modeling work, the DBNs can predict the words in a question when given the corre-
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Precision of essential word generation
Method trip plans cutting down expense | necessary items | VISA application
QWG | CWG | QWG CWG QWG | CWG | QWG | CWG
NB 0.19 0.28 0.27 0.38 0.23 0.32 0.28 0.35
KNN 0.22 0.26 | 0.36 0.45 0.25 0.36 0.33 0.42
LSI 0.25 0.30 0.42 0.48 0.32 0.41 0.37 0.46
DBN 0.36 0.51 0.62 0.72 0.57 0.69 0.53 0.58

Table 2: Results of question / content word generation on the datasets from Yahoo! Answers.

sponding answer, although the lexical gaps exist between them and the feature sparsity is a
common problem.

We can see that our method’s precision of content word generation is higher than that of ques-
tion word generation. This is reasonable because it tends to be easier to obtain the semantic
links between the content words in the questions and those in the answers. For the question
words, however, the clues hidden in the answers for prediction are less obvious. In this sit-
uation, the average precision of QWG has reached 52%, which indicates the deep network’s
ability to acquire the hidden semantic features.

original How do I go about planning my trip to Machu Picchu?
generated | How to plan a trip (travel) to Machu Picchu?

original What should i pack for travel to Paris, and i'm a woman?
generated | What to take for the travel to Paris as a woman?

original How much money will I need for the trip to Greece?
generated How much money for taking the trip to Greece?

Table 3: Question samples generated from the answers in the cQA corpora.

To show the performance of our generating approach directly, some generating samples are
given in Table 3. In this table, the questions in the QA pairs from our testing data are taken as
the original questions, and the corresponding answers are used to get the generated questions.
As shown in Table 3, the generated questions are mostly shorter than the original ones. The
reason is that our methodology focuses on the major contents of the object question sentences,
and the less important contents are ignored.

Conclusions

In this paper, we have proposed a deep belief network based statistical approach to generating
questions according to the user-generated web community contents. The contributions of this
paper can be summarized as follows: (1) this paper has presented a statistical method for web
community oriented question generation. (2) by modeling the joint distributions of the QA
pairs, the deep network is able to learn the semantic relationship between the words in the
questions and their answers, so as to generate the essential words of the questions.
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ABSTRACT

An interactive Multilingual Access Gateway (iMAG) dedicated to a web site S (iIMAG-S) is a
good tool to make S accessible in many languages immediately and without editorial
responsibility. Visitors of S as well as paid or unpaid post-editors and moderators contribute to
the continuous and incremental improvement of the most important textual segments, and
eventually of all. Pre-translations are produced by one or more free MT systems. Continuous use
since 2008 on many web sites and for several access languages shows that a quality comparable
to that of a first draft by junior professional translators is obtained in about 40% of the (human)
time, sometimes less. There are two interesting side effects obtainable without any added cost:
iMAGs can be used to produce high-quality parallel corpora and to set up a permanent task-based
evaluation of multiple MT systems. We will demonstrate (1) the multilingual access to a web
site, with online postediting of MT results "a la Google", (2) postediting in "advanced mode",
using SECTra_w as a back-end, enabling online comparison of MT systems, (3) task-oriented
built-in evaluation (postediting time), and (4) application to a large web site to get a trilingual
parallel corpus where each segment has a reliability level and a quality score.

KEYWORDS: Online post-editing, interactive multilingual access gateway, free MT evaluation
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1 Introduction

An iIMAG is a website used as a gateway allowing a multilingual access to one (in general) or
several elected websites. The name "IMAG" stands for interactive Multilingual Access Gateway.

Apparently, an iMAG is similar to existing well-known translation gateways such as Google
Translate, Systran, Reverso, etc. The first essential difference is that an iMAG is only used for
elected websites. This allows the iIMAG to manage the multilingualization of certain websites
better than existing translation gateways. With an iMAG, we can enhance the quality of
translated pages, starting from raw output of general-purpose and free MT servers, usually of low
quality and often understandable unless one understands enough of the source language.

An iMAG is dedicated to an elected website, or rather to the elected sublanguage defined by one
or more URLs and their textual content. It contains a translation memory (TM), both dedicated
to the elected sublanguage. Segments are pre-translated not by a unique MT system, but by a
(selectable) set of MT systems. Systran and Google are mainly used now, but specialized systems
developed from the post-edit part of the TM, and based on Moses, will be also used in the future.

iMAG also contains a module SECTra (Systéme d'Exploitation de Corpus de Traductions sur le
web), in English, "Contributive Operating System of Translation Corpora on the Web". SECTra
is a Web-based system offering several services, such as supporting MT evaluation campaigns
and online post-editing of MT results, to produce reference translations adapted to classical MT
systems not built by machine learning from a parallel corpus.

2 Manipulation and pre-translation in the iMAG page
2.1  Access multilingual website by iMAG

Figure 1 shows the iMAG access interface to LIG (the Grenoble computer science laboratory)
website. We choose target language (Chinese) in the pull-down menu. The page is now accessed
in Chinese language. One or more free MT servers, in this case Google Translate and Systran,
produce initial translations.

AXMAG ™=

e
WACAILIG

WACHI 2012

ARTIFICIAL COMPANION  AFFECT - INTERACTION

LABORATOIRE LIG
NOV 2012 | http://wacai2012.imag.ir

Figure 1: Access website of Grenoble computer science laboratory by iMAG
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2.2 Post-edition and evaluation in web page context

In iIMAG, user can also optimize the translation results. As shown in Figure 2, when the user
moves the mouse on translation unit (for example: a word, a title), the system will automatically
pop up a small dialog box. This dialog box display source language content in blue font, and user
can post edit and evaluate the translation results.

L1 G

L

[XWiki.LingxiaoWang] validated by a moderator A 2
Accueil
(=) Please suggest a better translation

<a>¥ili</a|

Vote | 11 3 OK Advanced mode

T
Figure 2. Optimize translation results in iMAG interface

If user is an anonymous, or non-privileged, this optimize translation and ratings only display to
him, and he can't enter the advanced mode. If user has privilege, optimize translation and ratings
will be stored in the system database, and also display to publics. If database contains multiple
optimizes translations, system will select translation, which has the highest scores and time
recently. For those users who have the appropriate permissions, they can come into "Advanced
mode", and arrives into SECTra. This will be described in chapter 3.

2.3  Visualization of the translation quality

In the translated page, users can view quickly and clearly the translation quality of web pages by
“reliability” mode. As shown in Figure 3, a color bracket encloses each translation unit. If user
post-edit in this page, then his result will be displayed directly on the page, at the same time,
bracket's color will be changed based on user permissions. Green brackets indicate that the
translation results are edited and saved by privileged user. Orange means the translation results
are edited and saved locally by anonymous users (only for anonymous users). Red indicate the
translation results have never been edited. If the user clicks on the Original button, the left side of
the browser will display the translation results; the right side displays the source language page.
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Figure 3. iIMAG page display in “reliability”,

”»

original” mode

Interaction between iMAG and SECTra

Another possibility is to use the advanced mode (see the chapter 2.2), which consists in post-
editing a pseudo-document that is in fact a part of the translation memory.

Remark: content of chapter 2 will be on display in the video 1.

3

Post-edition of TMs in "Advance Mode" (SECTra)

In order to obtain the translation results with the high quality, post-editing is a very important
point, but also the most time-consuming work. In "Advance Mode" (SECTra), we can quickly get

high quality translation results with minimum price. Figure 4 shows

post-editing features.

the interface of SECTra
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Figure 4: Advanced mode (SECTra screen).
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3.1 Proposition of translation in SECTra

The first time user create an iMAG, he can select different machines translations systems for his
website. Certainly he can also add new machine translation system later in SECTra. In interface
of post edit, SECTra allows us to do operations for machine translation results (such as Google
Translate, Systran translation), and translation memory database.

« For machine translation: clear translation result, re-call the machine translation system,
and use the translation result.

« For translation memory: delete translation memory, use translation memory
3.2 Comparison between current translation and MT/TM results

As shown in Figure 5, users can compare distance between the current translation and translation
memory, or between the current translation and machine translation.

UnTrace

1 Accuol Z[<a>Hii</a> << Googie | Ciean | Get ) #

Dono by xvik.Yingznang 2. [ 15+
2 Présentation P <an<ias

<< Googie | Gionn | Get

<<ayaran | Ciean | Get PR 116

ook v

Don by XWk.Yingznang 05, [ 13+

Figure 5: Comparison between current translation and MT/TM results

SECTra can also provide a reference language, which helps users to better post-edit, as shown in
Figure 6.
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Figure 6: Interface with reference language
33 Post-edition and evaluation

Users can also vote the number of stars and the value of rating for these post-editions. The
number of stars is the control ability of the language pair (the source language and the target
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language) of the current post-edition. The value of rating is the satisfaction level of the current
post-edition.

In the process of post-edition, the system will automatically record the time and segments
number. As the first two authors are Chinese, they have experimented with French-Chinese (on a
town web site) and with Chinese-English (on a Chinese web site dedicated to a famous Chinese
NLP scientist). Here are the results.

Language | Human | Human first # segments # source words # target words
pair PE time draft time (or characters) (or characters)
Fr->Zh 17 mins 72 mins 76 303 (Fr) — 1.16 p. 519 (Zh) — 1.3 p.
Zh->En 16 mins 75 mins 32 495 (Zh) — 1.25p. | 307 (En) — 1.16 p.

34 Visualization of post-edition in iMAG Web pages
Post-edition results will be displayed directly on the iMAG Web page, and bracket's color will be
changed based on user permissions (see the chapter 2.3).

Remark: content of chapter 3 will be on display in the video 2.
4. To obtain a high-quality parallel corpus

4.1 Filtering and selection of segments

On the platform of the SECTra, the user can export corpus of TM. At the time of export, we can
filter segments by stars and scores. In Figure 7, for example the source language is French, the
target language is Chinese, and we can select part of segments for export.

TM: (ligib ¢ | Source Langue: [ French ¢ | Target Langue : [ Chinese | Stars >=: [ 3 =] Note>=: [13 B = |
No Pseudo Doc Source Cible Stars Notes
] 1 Doc27 présentation KRENMA 3 16
2 DOC27 présentation 3 16
3 DOC27 présentation 3 16
4 DOC27 présentation 3 16
] 5 DOC27 recherche 3 15
6 DOC2 accueil 3 15
7 Doc27 le mot du directeur 3 14
8 Dpoc27 notice 3 14
] 9 poc27 a travers ces quatre thémes le lig veut s\attaquer aux défis WX B MACA BN AL BARHE, B2, Wi 3 14
dVenvergure que posent six domaines applicatifs phares B, BEENFEARFBTHEROIGTHNESE, RFAX
Ninformatique embarquée, la sécurité, le batiment inteligent, .
Neniiopies cuveri, o clou pourles scisnces tlechnaioges t
Ninformatique pour Neducation, le loisir et la culture. \
o 10 DOC27 recherche ERAR 3 13
1 Doc27 recherche BEIR 3 13
12 DOCt présentation KRENA 3 13
13 Doc27 plan du site MR 3 13
14 Doc27 intranet 1] 3 13
15 pocz7 les activités du lig se déclinent en quatre grands thémes QMR EEETEA RN LM, BUSHEIR, K, EHRADL 3 13
scientifiques, qui sont les infrastructures informatiques, le logiciel, .
Ninteraction et le traitement des connaissances.
Figure 7. Interface of export corpus
4.2 Production of parallel corpus and download

For the selected parallel corpus, the system will generate two txt files, and users may download
these files, the results shown in Figure 9.
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. s\'attaquer aux défis d\'envergure que
No File name ‘ posent Six dovaines gpplicanits
=R EN /o la sétur\té,-té\hﬁnment intelligent, |
; <> /o L e s i e
L ‘ EF R ELICHMERO R B \'informatique pour 1\’Education, le
e " N oy loi t la culture. \.
liglab_zh-CN.txt mﬁg‘;wggwx. R, B close"uikicrentelink" Tols"_
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liglab_fr.txt </spans</
g — Recherche
Figure 8. Corpus files Figure 9. Downloaded corpus files

Remark: content of chapter 4 will be on display in the video 3.
5. Conclusion and perspectives

Continuous use since 2008 on many web sites and for several access languages shows that a
quality comparable to that of a first draft by junior professional translators is obtained in about
40% of the (human) time, sometimes less.

In the near future, the system will be integrated Moses, and based on Moses for provide more
accurate TA results.
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ABSTRACT

We present Jane 2, an open source toolkit supporting both the phrase-based and the hierarchical
phrase-based paradigm for statistical machine translation. It is implemented in C++ and
provides efficient decoding algorithms and data structures. This work focuses on the description
of its phrase-based functionality. In addition to the standard pipeline, including phrase extraction
and parameter optimization, Jane 2 contains several state-of-the-art extensions and tools. Forced
alignment phrase training can considerably reduce rule table size while learning the translation
scores in a more principled manner. Word class language models can be used to integrate longer
context with a reduced vocabulary size. Rule table interpolation is applicable for different tasks,
e.g. domain adaptation. The decoder distinguishes between lexical and coverage pruning and
applies reordering constraints for efficiency.

KEYWORDS: statistical machine translation, open source toolkit, phrase-based translation,
hierarchical translation.
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1 Introduction

This work describes version 2 of Jane, an open source statistical machine translation (SMT)
toolkit. Jane 2 provides implementations for the standard pipeline for SMT, including rule table
generation, parameter optimization, and decoding. The two dominating paradigms in current
research, the phrase-based (Koehn et al., 2003) and the hierarchical (Chiang, 2007) approach
to SMT, are fully supported. While there are other open source toolkits available which are
capable of performing similar or even the same tasks, Jane 2 has some unique properties that
make it an attractive alternative for research.

Efficiency. Jane 2 implements several different decoding algorithms which make use of
state-of-the-art pruning techniques and efficient data structures in order to minimize memory
usage and runtime. It is capable of on-demand loading of language and translation models, and
its flexible parameterization allows for fine-grained configuration tradeoffs between efficiency
and translation quality.

Parallelization. Most operations—including phrase extraction, optimization, and decoding—
can be parallelized under an Oracle Grid Engine or Platform LSF batch system.

Documentation. The extensive manual (Vilar et al., 2012b) contains simple walkthroughs
to get started as well as descriptions of the features and their parameters.

Extensibility. A modular design and flexible extension mechanisms allow for easy integration
of novel features and translation approaches.

Jane is developed in C++ with special attention to clean code. It was originally released as a
purely hierarchical machine translation toolkit. Version 1 is described in detail in (Vilar et al.,
2010a), (Stein et al., 2011), and (Vilar et al., 2012a). Jane 2 is available under an open source
non-commercial license and can be downloaded from www.hltpr.rwth-aachen.de/jane.
Here we focus on presenting Jane’s phrase-based translation mode, which has been added to
the toolkit in version 2.*

2 Related Work

Moses (Koehn et al., 2007) is a widely used open source toolkit for statistical machine
translation. It was originally designed for phrase-based decoding, but now also supports the
hierarchical paradigm. Moses provides tools for the complete machine translation pipeline,
contains implementations for a wide variety of different models and is well documented.

Joshua (Li et al., 2009) is written in Java and implements the full pipeline for hierarchical
machine translation. In addition to standard hierarchical rule tables, it is capable of extracting
syntax augmented machine translation (SAMT) grammars (Zollmann and Venugopal, 2006).

cdec (Dyer et al., 2010) is a flexible decoding framework with a unified representation for
translation forests.

Ncode (Crego et al., 2011) implements the n-gram-based approach to machine translation
(Marifio et al., 2006). Reordering is performed by creating a lattice in a preprocessing step,
which is passed on to the monotone decoder.

Phrasal (Cer et al.,, 2010) is an open source machine translation package with a Java
implementation of the phrase-based machine translation paradigm. Phrasal is capable of
extracting and translating with discontinuous phrases (Galley and Manning, 2010).

NiuTrans (Xiao et al., 2012) is developed in C++ and supports phrase-based, hierarchical
phrase-based and syntax-based models.

*See (Huck et al., 2012b) for a description of novel features for hierarchical translation in version 2 of Jane.
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3 Overview of the Jane 2 Open Source SMT Toolkit

3.1 Rule extraction

Jane 2 provides a single-command framework for rule extraction of both hierarchical and
phrase-based rule tables. Rule extraction is done using a two pass algorithm which allows
extracting only the rules needed to translate a specific corpus. This is especially useful for cutting
down the large amount of rules that arise during extraction of hierarchical rules. A binary
rule table format allows on-demand loading of the necessary phrases to minimize memory
consumption. Both hierarchical and phrase-based extraction implement heuristics to make
sure that every word is extracted with a single-word phrase, even if they are are not consistent
with the bilingual alignment. Besides calculating source-to-target and target-to-source phrase
probabilities, Jane 2 features a customizable IBM1 scorer and binary count features. Further,
Jane 2 includes multiple tools that allow pruning, filtering and modifying rule tables.

In the standard setting, each sentence pair in the training corpus is assigned a weight of 1.
A new feature in Jane 2 is weighted phrase extraction for phrase-based rules, which allows
assigning arbitrary weights for each sentence pair. This feature can be utilized for domain
adaptation, where the weight represents the relatedness of the sentence pair to the domain.

3.2 Rule table interpolation

Jane 2 also includes a functionality for rule table interpolation which is especially interest-
ing for combining in-domain and out-of-domain data. Having specified a set of rule tables
T:,...,T;,..., T; to interpolate, Jane 2 can be configured to include all combinations of union
and intersection for the entries contained in the input rule tables. Furthermore, the number and
types of features to create from the input tables can be specified. Currently available options
include loglinear (Zle fi- ¢, linear (log Zl{:l exp(f;) - ¢;), copy (f;, i fixed), max (max’_, f;)
and ifelse (f;,lowest i s.t. T; contains the rule). The algorithm to create the output table is
efficient (linear time), given the input rule tables are sorted.

3.3 Decoders

Hierarchical translation. Jane implements three parsing-based search strategies for hierar-
chical translation: cube pruning (Chiang, 2007), cube growing (Huang and Chiang, 2007) with
various heuristics for language model score computation (Vilar and Ney, 2009), and source
cardinality synchronous cube pruning (Vilar and Ney, 2012). Pruning settings can be configured
flexibly for all hierarchical search algorithms.

Phrase-based translation. The phrase-based decoding algorithm in Jane 2 is a source
cardinality synchronous search (SCSS) procedure and applies separate pruning to lexical and
coverage hypotheses similar to (Zens and Ney, 2008). The distinction between lexical and
coverage hypotheses has been shown to have a significant positive effect on the scalability
of the algorithm. For efficient decoding, language model look-ahead (Wuebker et al., 2012)
can be applied. Jane 2 also provides an additional FastSCSS decoder, which can only produce
single-best output, but is considerably faster by not maintaining separate model costs and by
deleting recombined hypotheses.

3.4 Optimization

Log-linear feature weights (Och and Ney, 2002) can be optimized with either the Downhill
Simplex algorithm (Nelder and Mead, 1965), Och’s minimum error rate training (MERT) (Och,
2003), or the Margin Infused Relaxed Algorithm (MIRA) (Chiang et al., 2009).
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NIST Chinese-to-English (MT’'08) NIST Chinese-to-English (MT'08)
T T T 26.5 T T T T

BLEU [%]
BLEU [%]

21 1 1 1 245 1 1 1 1
1 4 16 64 128 1 2 3 4 5 6

Max. number of lex. hypotheses per cov. hypothesis Max. number of runs for reordering constraints

Figure 1: Effect of pruning parameters Figure 2: Effect of IBM phrase reordering con-
in the phrase-based decoder for the NIST straints in the phrase-based decoder for the
Chinese—English translation task. NIST Chinese—English translation task.

The challenge for optimization techniques is to find a good local optimum while avoiding
bad local optima. Downbhill Simplex and Och’s method work well for a relatively small set of
scaling factors. In experiments, Och’s method yields better results and needs a lower number of
iterations than Downhill Simplex. Both Downhill Simplex and Och’s method have problems with
large amounts of scaling factors (Chiang et al., 2008). (Watanabe et al., 2007) first used MIRA
in SMT, which the authors claim to work well with a huge amount of features. (Chiang et al.,
2009) get a significant improvement with an extremely large amount of features optimized by
MIRA. Our implementation is very similar to the one presented in the above mentioned papers.
MIRA is a good choice for a scaling factor set of more than 40 features.

3.5 Additional functionality

Jane additionally implements a number of advanced techniques. These range from discrimi-
native word lexicon (DWL) models and triplet lexicon models (Mauser et al., 2009; Huck et al.,
2010) over syntactic enhancements like parse matching (Vilar et al., 2008), preference gram-
mars (Venugopal and Zollmann, 2009; Stein et al., 2010), soft string-to-dependency translation
(Peter et al., 2011) and pseudo-syntactic enhancements like poor man’s syntax (Vilar et al.,
2010b) to discriminative lexicalized reordering extensions (Huck et al., 2012a).

4 Phrase-based Translation with Jane 2
4.1 Lexical and coverage pruning

In this section, we evaluate the effect of lexical pruning per coverage and coverage pruning
per cardinality (Zens and Ney, 2008) in Jane’s phrase-based decoder.

For a foreign input sentence fIJ of length J, the set of source positions that are already
translated (covered) in one state of the search process of the phrase-based translation system
is called a coverage C C {1,...,J}. Lexical hypotheses may differ in their coverage, in the
current source sentence position, as well as in their language model history. The term coverage
hypothesis is used to refer to the set of all lexical hypotheses with the same coverage C. In
lexical pruning per coverage, the scores of all lexical hypotheses that have the same coverage
C are compared. In coverage pruning per cardinality, the scores of all coverage hypotheses
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English—French German—English
BLEu [%] TER [%] BLeu [%] Ter [%]

Baseline 31.7 50.5 29.2 50.2
+ word class LM 32.0 50.1 29.8 49.7

Table 1: Comparison of baseline systems and systems augmented with a 7-gram word class
language model on different language pairs.

that share the same cardinality ¢ = |C| are compared. The score of a coverage hypothesis
is for this purpose defined as the maximum score of any lexical hypothesis with coverage C.
Histogram pruning is applied with parameters N for coverage pruning per cardinality and N;
for lexical pruning per coverage. Thus, if there are more than N, coverage hypotheses for a
particular cardinality c, only the best N candidates are kept, and if there are more than N;
lexical hypotheses for a particular coverage C, only the best N; candidates are kept, respectively.
Note that all lexical hypotheses with coverage C are dismissed if a coverage hypothesis C gets
pruned.

We present empirical results on the NIST Chinese—English MT’08 translation task (NIST,
2008). We work with a parallel training corpus of 3.0M Chinese-English sentences pairs
(77.5M Chinese / 81.0M English running words). We evaluate all combinations of N, €
{1,4,16,64,128} and N € {1,4,16,64,128}. The results are shown in Figure 1. Values beyond
16 of any of the two pruning parameters barely yield any additional improvement.

4.2 Reordering constraints

Restricting the possible reorderings is important in order to keep the search procedure
tractable (Knight, 1999). Many decoders are limited to applying a jump distance limit. The
search algorithm implemented in Jane 2 in addition is capable of discarding all source-side
coverages with more than a maximum number of isolated contiguous runs. This restriction is
known as IBM phrase reordering constraints (Zens et al., 2004). Configuring a maximum of
one run is equivalent to monotone translation in this terminology. In the experiments from
Section 4.1, we adopted the IBM phrase reordering constraints with a maximum of four runs
and a jump distance limit of ten. We now evaluate the maximum runs parameter in the range
from 1 to 6 with N = 64 and N; = 64. The results are shown in Figure 2. Values beyond
three do not improve translation quality any further, while monotone translation is considerably
worse than translation with reorderings enabled.

4.3 Word class language models

In addition to the standard language model, a language model based on word classes can
be used for phrase-based decoding in Jane 2. By clustering words into word classes, e.g. with
the tool mkcls (Och, 2000), the vocabulary size is reduced and language models with higher
n-gram order can be trained. By using a higher order in the translation process, the decoder is
able to capture long-range dependencies.

In Table 1 the impact of the word class language model on different language pairs is shown.
The experiments were carried out on the English—French and German—English MT tracks
(TED task) of the IWSLT 2012 evaluation campaign (IWSLT, 2012). By applying a 7-gram word
class language model, we achieve improvements of up to +0.6% BLEu and 0.5% TER.
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system Bieu [%] Ter [%] memory words/sec

Jane 20.1 63.7 10G 7.7 (18.1)
Moses 19.0 65.1 22G 1.8
Moses with Jane rule table 20.1 63.8 19G 1.9

Table 2: Comparison of Moses with the phrase-based Jane 2 SCSS decoder, and its fast
implementation optimized for single-best output (FastSCSS, in parentheses). All models are
loaded into memory before decoding and loading time is eliminated for speed computation.

4.4 Forced alignment phrase training

Jane 2 features a framework to easily perform forced alignment phrase training, as described
by (Wuebker et al., 2010). Phrase training is called with a single command for any number of
iterations. Leave-one-out and cross-validation are automatically applied. It is made efficient by
first performing bilingual phrase matching before search and by discarding the language model.
To achieve good coverage of the training data, backoff phrases can be added to the translation
model on-the-fly and fallback runs allow the decoder to retry with different parameterization, if
aligning a sentence pair failed. This phrase training can considerably reduce rule table size,
while providing a more statistcally sound way of estimating the translation probabilities.

4.5 Comparison with Moses

We compare the phrase-based decoder implemented in Jane 2 with Moses on the
German—English task of the EMNLP 2011 Sixth Workshop on Statistical Machine Transla-
tion (WMT, 2011) on newstest2009 in Table 2, keeping track of memory consumption and
decoding speed. We use the same 4-gram LM for both Moses and Jane, and MERT is run
separately for each setup. Jane’s rule table is trained with three iterations of forced alignment
(see Section 4.4). Moses is run in its standard setup (without lexicalized reordering models).
For comparison we also ran Moses with our rule table. In this setup, Jane outperforms Moses
by 1.1% BLEU. Moses can close the gap by using Jane’s rule table. When the translation and
language model are loaded into memory, Jane’s memory consumption is about half that of
Moses, and it is four times faster (ten times when using the FastSCSS decoder).

5 Conclusions

Jane is a flexible and efficient state-of-the-art SMT toolkit that is freely available to the scien-
tific community. Jane’s implementation of a source cardinality synchronous search algorithm for
phrase-based translation has been released with version 2 of the toolkit. The algorithm applies
separate pruning to lexical and coverage hypotheses and allows for restricting the possible
reorderings via IBM phrase reordering constraints. A word class language model can be utilized
during decoding. Phrase translation models can optionally be trained using forced alignment
with leave-one-out.
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ABSTRACT

In this paper, we propose a fully automatic system for acquisition of hypernym/hyponymy
relations from large corpus in Turkish Language. The method relies on both lexico-syntactic
pattern and semantic similarity. Once the model has extracted the seeds by using patterns, it
applies similarity based expansion in order to increase recall. For the expansion, several scoring
functions within a bootstrapping algorithm are applied and compared. We show that a model
based on a particular lexico-syntactic pattern for Turkish Language can successfully retrieve
many hypernym/hyponym relations with high precision. We further demonstrate that the
model can statistically expand the hyponym list to go beyond the limitations of lexico-syntactic
patterns and get better recall. During the expansion phase, the hypernym/hyponym pairs are
automatically and incrementally extracted depending on their statistics by employing various
association measures and graph-based scoring. In brief, the fully automatic model mines only a
large corpus and produces is-a relations with promising precision and recall. To achieve this
goal, several methods and approaches were designed, implemented, compared and evaluated.

KEYWORDS: hypernym/hyponym, lexico-syntactic patterns.
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1 Introduction

In this study, we describe how to acquire hypernym/hyponymy relations from a Turkish corpora
(Sak et al., 2008) in a fully automatic way. The system extracts possible hypernym/hyponym
pairs by using lexico-syntactic patterns, then it expands the hyponym list depending on semantic
similarity.

The Hypernym/Hyponym relation is one of the semantic relations that play an important role
for NLP. The terms hyponym and hypernym have the definition summarized as “hyponym is
(a kind) of hypernym” (Miller et al., 1990). In recent years, many approaches have been
developed to build semantic lexicons and extract the relations from a corpus or a dictionary.
Hand-built lexicons, such as Cyc (Lenat et al., 1986) and WordNet (Miller et al., 1990; Miller,
1995; Fellbaum, 1998), are the most useful to provide resources for NLP applications. Some
attempts (Markowitz et al., 1986; Alshawi, 1987; Jensen and Binot, 1987; Ahlswede and Evens,
1988) used patterns to extract semantic relation from a dictionary. Hearst was the first to apply
a pattern-based method (Hearst, 1992, 1998). Several researchers have also used corpus-driven
and pattern-based methods(Rydin, 2002; Cederberg and Widdows, 2003; Ando et al., 2004;
Snow et al., 2004; Sang and Hofmann, 2007; Caraballo, 1999; Alfonseca and Manandhar, 2001;
Etzioni et al., 2004; Ritter et al., 2009). Pattern-based methods have also been applied to web
documents (Pasca, 2004; Kozareva et al., 2008; Kozareva and Hovy, 2010). There have been
significant studies which present statistical and graph-based methods (Chodorow et al., 1985;
Widdows and Dorow, 2002; Sumida and Torisawa, 2008; Imsombut and Kawtrakul, 2008).

Few studies have been published for Turkish Language, BalkaNet (Bilgin et al., 2004) is the
first WordNet project for Balkan languages such as Turkish, although the project has not yet
been completed. Some attempts used a Turkish Dictionary, TDK !. (Yazic1 and Amasyali, 2011;
Giingor and Gilingor, 2007; Orhan et al., 2011; Serbetgi et al., 2011) All studies of semantic
relation are mostly based on a Turkish dictionary. Our study is the major corpus-driven attempt
at integrating lexico-syntactic patterns and a bootstrapping approach.

2 The Methodology

Once the system has simply extracted possible hypernyms by using lexico-syntactic patterns
from a Turkish corpus of 490M tokens, it incrementally expands the list by using a bootstrapping
algorithm. It uses the most reliable pattern to determine the hypernym/hyponym pairs. For
each hypernym, the most reliable candidate hyponyms (seeds) are passed to the bootstrapping
algorithm. The algorithm incrementally expands the seeds by adding new seeds depending on a
scoring function. The approach employs two different patterns; one is a lexico-syntactic pattern
to obtain is-a pairs and the second is a syntactic pattern to compute co-occurrence of the words
in a fine-grained way.

2.1 Candidate Hypernym/Hyponym

The most important lexico-syntactic patterns for Turkish are:

1. "NPs gibi CLASS" ( CLASS such as NPs),

2. "NPs ve diger CLASS" (NPs and other CLASS)

3. "CLASS IArdAn NPs" (NPs from CLASS)

4. "NPs ve benzeri CLASS" (NPs and similar CLASS)

1The Turkish Language Association
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The most reliable pattern is the first pattern that matched over 200,000 cases in the corpus
from which 500 reliable hypernyms could be compiled.

2.2 Elimination Rules

Some incorrect hyponyms are extracted due to some factors. The objective of this step is
to exclude these kinds of non-hyponyms and to acquire more reliable candidates. A partial
exclusion can be performed as follows;

o In the first pattern,we observed that real hyponyms tended to appear in the nominative
case. The rule implies if a noun was not in nominative case, it would be eliminated.

e If an item occurs only in a single match with the pattern, it will be eliminated. The
assumption is that some matches to the pattern are accidental.

e The more general a word is, the more frequent it is. This rule is that, if a candidate
hyponym has a higher frequency (df) than its hypernym, it will be ignored.

2.3 Statistical Expansion

Filtered hyponym list can remain some erroneous candidates. To improve precision, we can
sort the candidates by their pattern frequency. The first K of these words can then be used
as original seeds for expansion phase, where K can be experimentally chosen (e.g. 5). The
system expands the seeds recursively by adding new seeds one by one. The algorithm will stop
producing when it reaches sufficient number of items.

Bootstrapping Algorithm: The algorithm is designed as shown in FIGURE1-A. It first extracts
hypernym/hyponym pairs and then applies bootstrapping with a scoring function, where a-
scoring-f denotes an abstract scoring function for selecting new hyponym candidate. Our scoring
methodologies can be categorized in two groups. The first is based on a graph model, the other
simply uses semantic similarity between candidates and seeds. We call the former graph-based
scoring and the latter simple scoring. All scoring functions take a list of seeds and propose a new
seed.

Graph-Based Scoring: Graph-based algorithms define the relations between the words as a
graph. Each word is represented as a vertex and the relation between the words is represented
as weighted edge. Some researchers proposed a similar approach (Widdows and Dorow, 2002).
Graph-based scoring was implemented as in FIGURE1-B in which each neighbor is compared not
only with seed words but also with other neighbors to avoid infections. Simple Scoring: This
method employs only the edge information between each candidate and the seeds. Therefore,
the candidate which is the closest to the centroid of all seeds will be the winner. As shown in
F1GURE1-C, the algorithm computes the similarity between a candidate and the seeds.

Edge Weighting: Both graph-based and simple scoring functions employ a similarity measure-
ment to make a decision. Edge weighting schema that we used in the study are as follows:

1. IDF/co-occur: co-occurrence * inverse document frequency (IDF) of candidate.

2. Binary: If a seed and a candidate co-occur at least once in the corpus: 1, else 0.

3. Dice: occur(i,j)/(freq; + freq;) where occur(i, j) is the number of times the word;
and word; co-occur together, and freq is the number of times a word occurs in corpus.

4. Cosine similarity: To compute the similarity between the words, a word space model in
which words are represented as vectors is used.
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Bootstrapping Algorithm (A) Graph-Based Scoring (B)  Simple Scoring (C)

Definitions: Definitions: Definitions:

INPUT: C, P INPUT: S INPUT: S

OUTPUT: hyponym/hypernym pairs OUTPUT: new seed OUTPUT: new seed

for each h: H for each n in N(S) for each n in N(S)
cand<-empty for each m in N(S) for each seed in seeds
for each hyponym:hyponyms (h) ifn!l=m scoret+= edge(n,seed);

if (pass the elimination) score+= edge(n,m); assign(score, n);
cand <- add hyponym; assign(score, n); rank the N(S) by score

seeds <-take first K cand; rank the N(S) by score return the best in N(S)
while (insufficient) return the best in N(S)

add-new-one (seeds, a-scoring-f);
store(h, final-seeds);

Figure 1: Bootstrapping Algorithm and Scoring Functions, where C: Corpus, P: Pattern, H:
Hypernym List, S: Seeds, N(S): Neighbors of S

Building the Graph and Co-occurrence Matrix: The words can be represented in a matrix.
cell;; represents the number of times word; and word; co-occur together. The matrix is a
simple representation of a graph. Co-occurrence can be measured with respect to sentences,
documents, or a given window of any size. The conventional way to compute co-occurrence is
to use all neighbors within a window by eliminating stop words. This approach has proved to
be good at capturing sense and topical similarity (Manning and Schiitze, 1999). For example,
train and ticket can be found to be highly similar by this method. However, we need to apply
more fine-grained methodologies to capture words sharing the same type such as train and
auto or ticket and voucher.

To obtain such type similarity, the solution is to use syntactic patterns for computation of
co-occurrence. For instance, nouns are considered similar when they are in particular patterns
such as “N and N” or “N,N,...,N and N”. A similar approach was also used by (Cederberg and
Widdows, 2003). Words (nouns) considered similar would either all be subject, or all object or
all indirect object. This approach makes the model more fine-grained than other conventional
ways of computing bi-grams.

3 Experimental Setup and Implementation

We implemented a utility program which can be used to verify and reproduce the results
presented in the paper. We used a web corpus of 490M tokens and a morphological parser as
language resources (Sak et al., 2008). The model parses the corpus and converts each tokens
into the form of surface/lemma/pos. For the experiment and evaluation, the most frequently
occurring hypernyms is selected. All settings are described as follows:

1. Lexico-syntactic pattern (pattern): After extracting instances, some candidates are elimi-
nated by elimination rules as described before.

2. Graph Scoring/binary (gr-bin): All distance/edges of the graph are weighted in a binary
way.

3. Graph Scoring/co-occurence (gr-co): The edges of the graph are weighted by co-
occurrence of words.

4. Simple Scoring/binary (sim-bin): Distance between words is 1, if they co-occur; else 0.
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5. Simple Scoring/dice (sim-dice): Edges are weighted by dice coefficient.

6. Simple Scoring/co-occurrence(sim-co): Edges are weighted by the co-occurrence fre-
quency between words.

7. Simple Scoring/cosine (sim-cos): The words are represented as vectors in a matrix. Edge
is the cosine similarity between word vectors.

4 Results and Evaluation

For the evaluation phase, we checked the model against 17 selected hypernyms; country, city,
mineral, sport, illness, animal, fruit, bank, event, vegetable, newspaper, tool, profession,
device, drink, sector and organization. In order to measure the success rate, we manually
extracted all possible hyponyms of all the classes.

Category | # of output | pattern | gr-bin | gr-co | sim-bin | sim-dice | sim-co | sim-cos | avg
bank 13 84 100 100 100 100 100 100 98
mineral 12 91 100 100 91 100 100 100 97
news. 21 90 52 42 57 47 61 61 59
Average 43 90 76 75 73 75 [ 78 ] 70 [77]

Table 1: Precision of the first experiment (# of output of the pattern module)

We tested the system within the seven different settings described above. The pattern extracted
a number of hypernym/hyponym pairs. The expansion algorithms take the first five candidates
as initial seeds (IS) suggested by the pattern module, then expands them to the size of the
pattern capacity. Looking at TABLE 1, it seems that pattern module outperforms other expansion
algorithms in terms of precision. In order to improve recall, we conducted a second experiment;
the expansion algorithms expand IS to the size of actual hyponym list rather than the pattern
capacity. And we eventually get a better recall value as shown in TABLE 2.

As third experiment, we incrementally altered the number of IS to investigate changes in recall.
We used 10, 15, 20, 25, 30 and the pattern capacity as IS size. The pattern capacity is the
number of the entire output proposed by the pattern. The average results are shown in TABLE
3. The results indicate that increasing IS gets better accuracy. This is because pattern module
indeed gives promising results but it is limited. TABLE 1 shows that the average score of the
pattern is % 90. Since this accuracy is reliable, the expansion algorithms can simply and reliably
exploit the outputs of the pattern algorithm.

Category | # of output | pattern | gr-bin | gr-co | sim-bin | sim-dice | sim-co | sim-cos | avg
country 153 86 84 87 85 67 84 80 82
city 88 95 81 88 38 96 77 97 82
news. 32 59 46 28 50 34 50 53 46
Average 71 49 59 57 58 56 62 52 56

Table 2: Recall value of second experiment (# of output is the size of actual hyponym list)

There is no significant differences between the accuracy of the different expansion algorithms.
gr-bin, sim-bin and sim-co seem to be the best scoring functions. The graph-based algorithms
and cosine similarity weighting are costly and time-consuming. We computed the bi-gram
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information and weighted our graph by using specific syntactic pattern in a more fine-grained
manner. It means only the words co-occurring in “N,N and N“ pattern are accepted as bigram.
Therefore sim-co or sim-bin which simply computes the relation are very successful. When
looking a troublesome hypernyms having low accuracy in all tables, we face a classical word
sense problem. Depending on the sense distribution, the expansion algorithm changes the
direction of sense into frequently used senses.

Conclusion

In this paper, we proposed a fully automatic model based on syntactic patterns and semantic
similarity. We utilized two patterns: First, the most productive and reliable lexico-syntactic
pattern was used to discover is-a hierarchy. We observed that hypernym/hyponm pairs are
easily extracted by means of the pattern for Turkish Language. In order to get more precision,
we designed some elimination criteria. It gave higher precision but a limited number of pairs
with low recall. Second, syntactic pattern was used to compute co-occurrence and expand the
list to get higher recall. To discover more hyponyms, we designed a bootstrapping algorithm
which incrementally enlarged the pair list.

# of IS | #out | pattern | gr-bin | gr-co | sim-bin | sim-dice | sim-co | sim-cos | average
5 43 89,7 76,2 | 75,4 73,3 74,8 78,0 69,9 77,0
5 71 48,5 59,2 57,0 58,2 55,9 62,5 52,1 52,6
10 71 485 | 622 | 59,1 | 61,9 57,5 64,2 | 535 57,9
15 71 48,5 64,8 62,1 66,5 58,6 66,9 56,2 60,4
20 71 485 | 66,8 | 656 | 67,4 61,2 67,6 | 62,3 62,1
25 71 48,5 67,9 66,5 68,6 63,1 69,3 63,0 63,1
30 71 485 | 688 | 67,4 | 69,9 64,2 70,1 63,7 63,9
all 71 48,5 70,6 69,5 72,5 66,5 71,6 66,4 65,3

Table 3: Third experiment (IS: Initial Seed, all: all output from pattern)

In this modular system, we conducted several experiments to analyze is-a semantic relation and
to find the best setup for the model. When we look at the third experiment as shown in TABLE
3, pattern algorithm gave promising results. This module successfully built initial seeds. In
order to solve the recall problem, we improved the model capacity to discover new candidates.
Both graph-based and simple scoring methodologies were applied and we observed that both
approaches had a good capacity to get higher recall, such as 71.6 and 72.5.

A real application could be designed as follows: the all reliable candidates proposed by the
pattern method might be used as initial seeds to make the model more robust. Moreover, the
pattern module can be refined to obtain more secure candidates. For the sake of simplicity, a
simple scoring method with binary weighting (sim-bin) would be the best setup with respect
to the results.

The results showed that the fully automated model presented in the paper successfully disclose
is-a relations by mining a large corpus. In future work, we will design a preprocessing phase in
order to avoid the problems coming from polysemy and other factors.
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ABSTRACT

The web provides a huge collection of web pages for researchers to study natural languages.
However, processing web scale texts is not an easy task and needs many computational and
linguistic resources. In this paper, we introduce two Chinese parts-of-speech tagged web-scale
datasets and describe tools that make them easy to use for NLP applications. The first is a
Chinese segmented and POS-tagged dataset, in which the materials are selected from the
ClueWeb09 dataset. The second is a Chinese POS n-gram corpus extracted from the POS-tagged
dataset. Tools to access the POS-tagged dataset and the POS n-gram corpus are presented. The
two datasets will be released to the public along with their tools.
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1 Introduction

While using a large volume of data becomes a new paradigm in many NLP applications,
preparing a web scale data collection are time consuming and need much cost. Recently, various
versions of Gigawords which are comprehensive archive of newswire text data in Arabic,
Chinese, English, French, and Spanish are distributed through LDC' to boost the researches.
Besides newswire text, web n-grams in Chinese, English, Japanese, and 10 European languages
created by Google researchers also released via LDC. Moreover, Lin et al. (2010) extend an
English word n-gram corpus by adding parts of speech information and develop tools to
accelerate the query speed.

In contrast to the web n-gram corpora, the ClueWeb? dataset developed by Carnegie Mellon
University (CMU) contains a huge collection of raw web pages for researchers. It provides an
alternative to construct corpora with fruitful context information rather than n-grams only. In this
paper we extract the Chinese materials from the ClueWeb dataset, and develop two Chinese
datasets, including a Chinese segmented and POS-tagged dataset called PText, and a Chinese
POS n-gram corpus called PNgram. Besides, a toolkit is incorporated with these datasets.

This paper is organized as follows. Section 2 introduces the construction of the two Chinese
corpora. Section 3 describes a Java-based tool for PText. Section 4 presents a user interface for
the PNgram. Potential applications are also discussed in these two sections.

2 POS Tagging and N-gram Extraction

The ClueWeb09 dataset consists of about 1 billion web pages in ten languages. Based on the
record counts, Chinese material is the second largest (177,489,357 pages) in ClueWeb09. Due to
various charsets and encoding schemes, encoding detection, language identification and
traditional Chinese-Simplified Chinese translation are indispensable preprocessing stages.
Besides, enormous computational resources are needed for Chinese segmentation and part-of-
speech tagging under this scale. The following sections show the procedures to construct two
Chinese corpora and their basic statistics.

2.1 PText: A Chinese Segmented and POS-Tagged Dataset

Three tasks are described briefly as follows for the development of a Chinese segmented and
POS-tagged dataset. The details can refer to Yu, Tang & Chen (2012).

(1) Encoding detection and language identification. Although the web pages in the
ClueWeb09 dataset are encoded in UTF-8 encoding scheme, the correct encoding of a
source page is still needed to be decided. In Chinese, web developers use many charsets and
encodings to represent their web pages. For example, in traditional Chinese, there are
charsets such as Big5, CNS 11643, and Unicode. In simplified Chinese, there are charsets
such as GBK, GB2312, and Unicode. Furthermore, many ClueWeb09 web pages listed in
Chinese category are actually in other languages such as Korean and Japanese. We must
filter out those pages beforehand. Thus, encoding detection and language identification have

Uhttp://www.ldc.upenn.edu/
2 http://lemurproject.org/clueweb09.php/
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to be done at the same time. Finally, 173,741,587 Chinese pages are extracted from the
ClueWeb09 dataset.

Chinese segmentation. A pure text in RFC3676 format is extracted from a web page for
further linguistic processing. We translate all the web pages in traditional Chinese to
simplified Chinese by using a character-based approach. Then, we split each Chinese web
page into a sequence of sentences. The sentence boundaries are determined by full stop,
question mark and exclamation mark in ASCII, full width and ideographic format. The new
line characters ‘\r\n’ are also used as a sentence boundary. Finally, we segment each
sentence by using the Stanford segmenter (Tseng et al., 2005).

Chinese POS tagging: The segmented sentences are tagged by using the Stanford tagger
(Toutanova et al., 2003). The POS tag set of LDC Chinese Treebank is adopted. The tagger
has been demonstrated to have the accuracy 94.13% on a combination of simplified Chinese
and Hong Kong texts and 78.92% on unknown words.

The resulting dataset contains 9,598,430,559 POS-tagged sentences in 172,298,866 documents.
In a document, we keep the original metadata such as title, the original TREC ID, and target URI
in ClueWeb09. The encoding information in HTTP header and HTML header, and the detected
encoding scheme are also preserved.

2.2 PNgram: A Chinese POS N-gram Corpus

For the extraction of the POS n-grams (n=1, ..., 5), the first step is to determine the unigrams as
our vocabulary. The minimum occurrence count of a unigram is set to 200, which is adopted in
Chinese Web 5-gram (Liu, et al., 2010). After the unigram vocabulary is confirmed, the word n-
grams (n=2, ..., 5) are extracted. The minimum occurrence count of an n-gram (n=2, ..., 5) is 40.
After that, POS sequences for each word n-gram are extracted. The dataset format is like Google
N-gram V2 (Lin et al., 2010). The following shows examples with their English translation.

275 Bf/FVV NN 21 NNNN 119
(read, time)

275 HJ5/ NN NN 43

(read, period)

213 I VV NN 21 NNNN 73
(read, period)

Table 1 shows word n-gram statistics of the resulting PNgram corpus. There are 107,902,213
unique words in PText, and only 2.1% of unique words (2,219,170) with frequency larger than
200. For a word bigram, the minimum frequency is 40. Total 9.7% unique bigrams are selected.
The ratio decreases roughly half when N increases.

n-gram #PText entries # PNgram entries | Ratio
1 107,902,213] 2,219,170 2.1%
2 645,952,974 62,728,971] 9.7%
3 4,184,637,707 200,066,527 4.8%
4 10,923,797,159| 294,016,661 2.7%
5 17,098,062,929 274,863,248 1.6%

TABLE 1 —Statistics of the word N-grams
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Table 2 shows the statistics of the extracted PNgram corpus. The Stanford POS tagger
(Toutanova et al. 2003) adopts LDC Chinese Treebank POS tag set in the trained Chinese tagger
model. There is 35 POS tags plus one additional tag STM for sentence start mark <S> and stop
mark </S>. We can see that the average POS patterns per word patterns are small. In other words,
they range from 1.7 to 3.5 POS patterns.

Avg. POS patterns Max. POS patterns of
n-gram
per word n-gram word n-gram
1 3.5 20
2 2.5 301
3 2.3 2,409
4 2.1 9,868
5 1.7 7,643

TABLE 2 —Statistics of POS patterns in PNgram
3 Tools for the PText Dataset

The PText dataset are stored in Java serialization format which is easy to be manipulated by
programmers.

3.1 Data Model and Tools
We briefly describe the data model and tools for the PText dataset as follows.

(1) Data model. The dataset contains 4,395 gzipped files. Each gzipped file contains a list of
document objects, where a document contains a list of sentences, and a sentence contains a
list of tagged words. In this way, it is very easy to traverse the whole dataset. There is no
need to re-parse the data from plain texts.

(2) Tools. Java classes of data model are provided along with Java classes that are used to de-
serialize the gzipped files. It is easy to traverse the whole dataset in parallel by programmers.
Conversion tools are also provided for dataset users who want to convert the gzipped files to
readable plain texts.

3.2 Applications with the PText dataset

The PText dataset is beneficial for many potential researches. We outline some interesting
applications below.

(1) Knowledge mining. The PText dataset can be used as the source of OpenlE (Etzioni et al.,
2008). In ReVerb, Fader, Soderland, and Etzioni (2011) use simple POS patterns to mine
facts from the web texts in English. Similarly, researchers can extract facts from Chinese
texts by specifying Chinese POS patterns. With the PText dataset, considerable pre-
processing time can be saved for Chinese OpenlE researchers.

(2) Sentiment analysis. As shown by the papers (Wiebe et al., 2004; Abbasi, Chen, and Salem,
2008), parts-of-speech information is useful for many sentiment analysis tasks such as
opinion classification and subjectivity analysis of web texts. With the large-scale PText
dataset, researchers can investigate more rich phenomena in the web texts.
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(3) Basic NLP tasks. Besides the new and interesting researches, the fundamental NLP tasks
can also benefit from the PText dataset, e.g., the encoding detection and language
identification in pre-processing Chinese web pages, the performance of Chinese word
segmenters and POS taggers in large scale web texts, and so on.

4 A User Interface for the PNgram Corpus

Lin et al. (2010) provide source codes to search English POS n-gram data along with a Lisp-style
query language. The query tool is powerful, but it is not intuitive for users of non-computer
background. In this paper, we design an easy-to-use interface for users.

4.1 User Interface

Figure 1 shows the snapshot of the user interface to access the PNgram Corpus. At first, users
input the length of the requested n-gram and the range of its frequency. By default, the minimum
frequency is 40. Then system will provide suitable number of slots for users to write down the
linguistic feature of each word. Users can fill in a wildcard * or a word, along with its lexical
information specified in the constraint part. The possible constraints include a duplication form
like AA for searching a duplication word "4%: (ha ha), and possible POS tags for filtering non-
relevant patterns.

€ & C Olocalhost:8080/POSNGram/queryjsp w A

Query Chinese POS-NGrams Corpus
Input an n-gram pattern

Length of the requested n-gram: ©1 @2 ©3 04 05

Word frequency range : @ 40 ~ 2000  times
You can specify the range of frequencies to serach. The
minimum frequency is 40.
# Requested word constraints for the requested word @
Retuplcalio @) v AA 1 AAB 1 ABB = AABB = ABAB [ ABAC
1 B _ ¥ Noun ¥ Verb/Adjective 1 Adverb [ Measure word 3
POS constraint @ eyper poS Tags: NNNT WV select
Redplcalion @) = aA 1 AAB 1 ABB = AABB = ABAB [ ABAC
2 : . ¥ Noun [ Verb/Adjective [ Adverb [ Measure word
POS constraint @ eyper PO Tags: NNNTNR select
Returned results
Number of returned n-grams: 1000
»

FIGURE 1 —A user interface to query the Chinese POS-NGram corpus

In Figure 1, users search bigram patterns. The first word is F&f5 (read), and it must be Noun,
Verb/Adjective, or tags NN, NT, VV, which are selected in Figure 2. The second word can be
any words with Noun, or NN, NT and NT tags. The word frequency is limited between 40 to
2,000 times. The returned POS n-gram results are similar to the examples shown in Section 2.2.
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© 100alhosB0B0/POSN G am/selec POS s
Select POS tags as follows =
(vt the examples below are selecled Gum PDE Gles. LDC Chinese Trecbunk POS Lag selis adupled.
Category POS Tag Description Examples
@ NN common nouns AL
MNouns ¥ NT temporal nouns e e
NR proper nouns E-3es)
1 VA predicate adjective 4T
. Ve = =
Verbs, adjectives VE 75 as the main verb =
VWV other verbs =&, [y
DT clicat djecti
Determiner and precicale acjecive 18
number 0 = =
1 oD ordinal numbers —— ——— ]
e e orumauiy SO, T Bk T TH
Localizer o Lc localizer H
Pronouns = PN pronouns. e
Measure word M measure word =
Adverbs AD adverbs s
Interjection N interjection g
Onomatopoeia -1 ON onomatopoeia NETE,  Heris
JJ other noun-modifier B, fH
PU punctuation P
bt o W foreign words et, al
1 X undecided some T
oK

FIGURE 2 —Select specific POS tags for a word

4.2  Applications of the PNgram Corpus

The PNgram corpus along with the user interface is useful for many NLP applications. Yu and
Chen (2012) employ it to detect Chinese word order errors. We outline some others as follows.

(1) Language Learning. In Chinese learning, we may be interested in what linguistic context
some specific reduplication forms like “[JiH4%%%> (happy happy) appear. Through the
interface, it is easy to collect their usages from the web data. Similarly, the uses of measure
words in Chinese sentences are very common. The PNgram corpus along with the tool
provides a flexible way to analyze the measure words for a specific word in web texts.

(2) Pattern Identification for Information Extraction (IE). In IE, a named entity usually ends
with some specific characters such as Iifi/station in g5 #AUk/radar-station. But the character 15
/station can be a verb in word 571 /stand-in. The PNgram corpus and the accompanying tool
can be used to collect similar NE patterns satisfying the POS criterion for NE rule extraction.

(3) Chinese Noun Compound Corpus Construction. As a concept is usually represented by a
multiword expression, the structure of a noun compound is needed to be determined. We can
specify a POS pattern to construct a noun compound corpus from the PNgram dataset, and
use it to study the modifying structures of noun compounds.

5  Conclusion and Future Work

In this paper, we present the POS tagged dataset (PText) and the POS 5-gram corpus
(PNgram). Besides, we provide tools for users to access these two resources. Researchers
can collect sentences from the web-scale linguistic resources for their own specific research
topics. For example, we will study the polarity of Chinese discourse markers based on these
web-scale corpora. Sentences where discourse markers occur will be extracted, sentiment
polarities of the discourse arguments connected by a discourse marker will be measured,
and the relations between discourse parsing and sentiment analysis will be investigated.
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ABSTRACT

Despite their similar meanings, near-synonyms maehlifferent usages in different contexts
For second language learners, such differencesatreasily grasped in practical use. In this
paper, we develop a computer-assisted near-syndggming system for Chinese English-as-a
Second-Language (ESL) learners using two automagar-synonym choice techniques:
pointwise mutual information (PMI) and-grams. The two techniques can provide useft
contextual information for learners, making it easor them to understand different usages ¢
various English near-synonyms in a range of costefthe system is evaluated using ¢
vocabulary test with near-synonyms as candidatéceboParticipants are required to select th
best near-synonym for each question both with aftHowt use of the system. Experimental
results show that both techniques can improve qipatits’ ability to discriminate among near-
synonyms. In addition, participants are found tefgrto use the PMI in the test, despitgrams
providing more precise information.

KEYWORDS: Near-synonym choice, computer-assisted langlesgaing, lexical semantics

Proceedings of COLING 2012: Demonstration Papers, pages 509-516,
COLING 2012, Mumbai, December 2012.

509



1 Introduction

Near-synonym sets represent groups of words witfilasi meanings, which can be derived from
existing lexical ontologies such as WordNet (Falliba 1998), EuroWordNet (Rodriguez et al.
1998), and Chinese WordNet (Huang et al., 2008gs&hare useful knowledge resources fc
many applications such as information retrieval) ((Roldovan and Mihalcea, 2000; Navigli and
Velardi, 2003; Shirl and Revle, 2006; Bhogal et @007) and computer-assisted languag
learning (CALL) (Cheng, 2004, Inkpen, 2007; Ouyat@l., 2009; Wu et al., 2010). For instance
in CALL, near-synonyms can be used to automaticallygest alternatives to avoid repeating th
same word in a text when suitable alternativesaaalable in its near-synonym set (Inkpen
2007). Although the words in a near-synonym seetsmilar meanings, they are not necessaril
interchangeable in practical use due to their $jgaasage and collocational constraints (Wible e
al., 2003; Futagia et al., 2008). Consider theofeihg examples.

(1) {strong, powerful} coffee (Pearce, 2001)
(2) ghastly {error, mistake} (Inkpen, 2007)

Examples (1) and (2) both present an example dédaational constraints for the given contexts
For instance, in (1), the worglrong is more suitable thapowerful in the context of “coffee”,
since “powerful coffee” is an anti-collocation. Heeexamples indicate that near-synonyms me
have different usages in different contexts, arahdlifferences are not easily captured by secor
language learners. Therefore, this study develogsraputer-assisted near-synonym learnin
system to assist Chinese English-as-a-Second-Lgeg(aSL) learners to better understanc
different usages of various English near-synonyms.

To this end, this study exploits automatic nearesiym choice techniques (Edmonds, 1997
Inkpen, 2007; Gardiner and Dras, 2007, Islam akgén, 2010; Wang and Hirst, 2010; Yu et al
2010a; 2010b; 2011) to verify whether near-synonymasch the given contexts. Figure 1 show:
an example of near-synonym choice. Given a neasfsyn set and a sentence containing one «
the near-synonyms, the near-synonym is first remidwem the sentence to form a lexical gap
The goal is to predict an answer (i.e., best ngaoisym) to fill the gap from the near-synonym
set according to the given context. Tpeintwise mutual information (PMI) (Inkpen, 2007;
Gardiner and Dras, 2007), anggram based methods (Islam and Inkpen, 2010; Yu e2@lpb)
are the two major approaches to near-synonym chBid is used to measure the strength of cc
occurrence between a near-synonym and individuatsvappearing in its context, while n-
grams can capture contiguous word associationdéngiven context. Both techniques car
provide useful contextual information for the negnonyms. This study uses both techniques 1
implement a system with which learners can pradtiseriminating among near-synonyms.

Sentence: This will make the message easier to interpret. (Original word:rg¢rro
Near-synonym set: {error, mistake, oversight}
FIGURE 1 — Example of near-synonym choice.

2 System Description

21 Main Components

1) PMI: The pointwise mutual information (Church and Hark®91) used here measures th
co-occurrence strength between a near-synonymrenaidrds in its context. Let; be a word in
the context of a near-synonyg. The PMI score betweem andNS is calculated as
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P(w,NS;)
* P(w)P(NS))’
where P(w,NS,) = C(w,NS; )/N denotes the probability that and NS co-occur; C(w, NS;)
is the number of times; andNS co-occur in the corpus, amdlis the total number of words in
the corpus. SimilarlyP(w)=C(w)/N , whereC(w) is the number of times occurs, and
P(NS,) =C(NSJ.)/N , whereC(NS) is the number of timel§ occurs. All frequency counts are
retrieved from the Web 1T 5-gram corpus. Thereftigcan be re-written as

C(w, NS )IN
* C(W)C(NS)) -

The PMI score is then normalized as a proportiomjobccurring in the context of all near-
synonyms in the same set, as shown in Eqg. (3).

PMI (w,NS))
zjﬁlpw (w,NS)’

where ISK/TI(wi,NSi) denotes the normalized PMI score, & the number of near-synonyms
in a near-synonym set.

PMI(w,NS,) = log (1)

PMI(w,NS,) = log (2

PMI (w,NS,) = ®)

2) N-gram: This component retrieves the frequencies ¢2~5) contiguous words occurring in
the contexts from the Web 1T 5-gram corpus.

2.2  System Implementation

Based on the contextual information provided by BiMIl and N-gram, the system implements
two functions: contextual statistics and near-symohoice, both of which interact with learners
The system can be accessettsd://nlptm.mis.yzu.edu.tw/NSLearning

1) Contextual statistics: This function provides the contextual informati@trieved by PMI and
N-gram. This prototype system features a total bih2ar-synonyms grouped into seven nea
synonym sets, as shown in Table 1. Figure 2 shosaeenshot of the interface for contextua
information lookup. For both PMI and N-gram, oriet100 top-ranked items are presented.

2) Near-synonym choice: This function assists learners in determining slétaear-synonyms

when they are not familiar with the various usagéshe near-synonyms in a given context
Learners can specify a near-synonym set and thaut & sentence with “*” to represent any
near-synonym in the set. The system will replacewith each near-synonym, and then retrieve
the contextual information around “*” using PMI ahdgram, as shown in Fig. 3. For PMI, at
most five context words (window size) before anderaf*” are included to compute the
normalized PMI scores for each near-synonym. Iritiahgl the sum of all PMI scores for each
near-synonym is also presented to facilitate leadeeisions. For N-gram, the frequencies of th
n-grams (2~5) containing each near-synonym areekedd.

No. Near-Synonym sets No. Near-Synonym sets

1 | difficult, hard, tough 2| error, mistake, overgigh

3 | job, task, duty 4| responsibility, burden, obligat commitment
5 | material, stuff, substance 6 | give, provide, offer

7 | settle, resolve

TABLE 1 — Near-synonym sets.
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Near-synonym set | job task duty E

job task duty
Context PMI_score | Frequency | Context | PMI_score | Frequency | Context | PMI_score | Frequenc:
teen 1 1,816,316 trivial 1 78,286 cycle 1 342 491
seekers 1 1479452 | committees 1 75321 breach 1 336,947
listings 1 1,473,629 pane 1 52,660 | fiduciary 1 325,883
opportunities 1 1,416,347 | privileged 1 49,161 tour 1 240,835
openings 1 1071584 force 0.99 2874435 | stamp 1 172,109

Near-synonym set | job task duty [=] N-gram 4 E

job task duty
to do the job 438769 [the task at hand 172,859 |have adutyto 202,441
did a great job 425841 |with the task of 167,026 |is the duty of 191,024
a good job of 412589 |not an easy task 145,907 |be the duty of 178,800
do a better job 357,618 |upto the task 143,106 |[shall be the duty 161,951
link to save job 345,000 |of the task force 122,120 |the line of duty 160,011

FIGURE 2 — Screenshot of contextual statistics.

Near-Synonym set |material stuff substance [=]

It was found that the * of the matter and not only mere theory was to be regarded

Window size [3[+]

PMI material stuff substance
found 0.35 0.34 0.31
that 0.24 0.49 0.28
the 0.31 0.27 0.42
of 0.28 0.28 0.44
the 0.31 0.27 0.42
matter 0.15 0.08 0.77
1.64 1.73 2.64
Bigram the material 7.488.173the stuff’ 2581 457|the substance 1.319 583
= material of 817,776 |stuff of 392 805 [substance of 848188
. |that the material 237,330 |that the stuff 25,305 |that the substance 52,803
;:;3 the material of 129,580 |the stuff of 254,931 [the substance of 545206
= material of the 179,643 |stuff of the 31,130 [substance of the 341,962
found that the material| 1.706 |found that the stuff| 211 [|found that the substance| 623
4-oram that the material of 3.082 |that the stuff of 910  |that the substance of 15.240
= the material of the 48,148 |the stuff of the 9,307 [the substance of the 242,832
material of the matter 0 stuff of the matter 0 substance of the matter | 6,205

FIGURE 3 — Screenshot of near-synonym choice.
3 Experimental Results

3.1 Experiment Setup

1) Question design: To evaluate the system, we designed a vocabwgatyith near-synonyms
as candidate choices. The vocabulary test consi$té6 questions with a single correct answe
for the 21 near-synonyms, where each near-synorganah least two questions. The remaining
eight randomly selected near-synonyms had threstigns each. Each question was forme:
from a sentence selected from the British NaticdBafpus (BNC). Figure 4 shows a sample
question. For each question, the original word nesdowvas held as the correct response.
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Question: He wanted to do a better __ than his father had done with him.
A.job  B.task C.duty
Questionnaire1: How much did you depend on the system to answegubkstion?
[]1 (Not at all dependenf) ] 2[ ] 3[ ] 4[] 5 (Completely dependent)

Questionnaire2:  Which method did you use in the test?] PMI  [] N-gram
FIGURE4 — Sample question in the vocabulary test. Thgirmal word in the lexical gap is job.

2) Test procedure: In testing, participants were asked to proposarawer from the candidate
choices, first in a pre-test without use of theteys and then in a post-test using the system. 1
obtain detailed results, participants were requedte provide two feedback items after
completing each question, as shown in Figure 4. fifeeitem is a 5-point scale measuring the
degree to which the participant felt reliant on slystem during the test, and reflects participant:
confidence in answering questions. In the secam,iparticipants were asked to indicate whicl
method, PMI or n-grams (or both or none) providesmost useful contextual information.

3.2 Evaluation Results

A total of 30 non-native English speaking gradwstelents volunteered to participate in the tes
Experimental results show that the participantsest@n average of 44% correct on the pre-tes
After using the system, this increased substaptiall70%. This finding indicates that the use o
the system improved participants’ ability to digtiish different usages of various near
synonyms. We performed a cross analysis of the questionnaire items against the 150(
answered questions (i.e., 30 participants each exnirsgv50 questions) in both the pre-test an
post-test, with results shown in Table 2. The colgi@/Cpoy , Cpre/Cpost, Cpre/Cpoq and
Cpre/Cpost represent four groups of questions partitionedheyr answer correctness, whetg
and Cp respectively denote questions answered correntlyicorrectly in the pre-test or post-
test. The rows labeled Without_system and With esystepresent two groups of answerel
questions partitioned according to participantdings on the first questionnaire item, where
Without_system represents ratings of 1 and 2, aitl \8ystem represents ratings of 3~5.

For Without_system, around 36% (536/1500) questinrihie post-test were answered withou
use of the system due to high confidence on thegigrarticipants. As shown in Fig. 5, around
59% (315/536) of these questions were answereceatyrin both the pre-test and post-test
while only 28% (151/536) were answered incorrettlipoth the pre-test and post-test, indicatin
that participants’ confidence in their ability tosaver certain questions correctly was no
misplaced. The remaining 13% of questions provighednsistent answers between the pre-te
and post-test. For With_system, around 64% (964)L§0estions answered using the system i
the post-test. Of these questions, around 46% $843ivere answered incorrectly in the pre-tes
but were corrected in the post-test, indicating tharticipants had learned useful contextue
information from the system. Around 25% (244/96#&}oestions answered correctly in the pre

Cprelcposl Cpre/E post 6Pre/Cpost Epfe/6 post Total
Without_system 315 21 49 151 536 1500
With_system 244 78 448 194 964
PMI 91 51 239 100 481 804
N-gram 93 19 177 54 343

TABLE 2 — Cross analysis of questionnaire items agaimsivered questions.
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B Cre/Coost ™ Core/Cpost M Cpre/Coost ® Cyre/Tpast re/Cpost = Cove/Cpost = Core/Coost = Cpra/Tpost |

59%

30% 2% 25%

20%

Without_system With_system PAAT

FIGURE 5 — Histograms of with and without system. IGURE 6 — Results of N-gram and PMI.

test were also answered correctly in the postlieshuse participants became more confide
after double-checking their proposed answers with gystem. Only 8% (78/964) of questions
answered correctly in the pre-test were answeredriactly in the post-test, and the remaining
20% of questions answered incorrectly in the pse-teere still incorrect in the post-test. A
possible explanation is that the system does matya provide perfect results. In some cases, tt
system may provide ambiguous information, such henathe given context is too general. Ir
such cases, participants may propose incorrecteaass¥espite having used the system.

3.3 Comparison of PMI and N-gram

Table 2 shows that there were a total of 824 questivith feedback on the second questionnail
item, where 58% of questions were answered base®Mh and 42% based on N-gram,
indicating that participants had a preference fbH kh the test. But, in fact, previous studies
have shown that the 5-gram language model has@mamy of 69.9%, as opposed to 66.0% fo
PMI (Islam and Inkpen, 2010), thus N-gram providesre precise information. Evaluation
results of 50 questions were consistent with tigsrdpancy, showing the respective accuracie
of N-gram and PMI to be 68% and 64%. Figure 6 shthescomparative results of PMI and N-
gram. The percentages of b, ./Cpeq and Cpre/Cpoy for N-gram were higher than those for
PMI, and the percentages of ba@fy./Cpost  and Cpre/Cpost for N-gram were lower than those
for PMI. Overall, N-gram use resulted in a corriectrrect ratio of 79:21 in the post-test, as
opposed to 69:31 for PMI, indicating that N-granm @ssist participants in correctly answering
more questions and producing fewer errors causertiyguous contextual information.

Conclusion

This study developed a computer-assisted near-gymdearning system using two automatic
near-synonym choice techniques: PMI and N-gramgchvicein capture the respective individua
and contiguous relationship between near-synonymstlzeir context words. Results show tha
both techniques can provide useful contextual mftdfon to improve participants’ ability to
discriminate among near-synonyms. While participarad a preference for PMi;grams can
provide more precise information. Future work vbik devoted to enhancing the system b
including more near-synonym sets and incorporaithgr useful contextual information.
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Arabic Morphological Analyzer with Agglutinative Affix
Morphemes and Fusional Concatenation Rules
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Abstract

Current concatenative morphological analyzers consider prefix, suffix and stem morphemes based
on lexicons of morphemes, and morpheme concatenation rules that determine whether prefix-stem,
stem-suffix, and prefix-suffix concatenations are allowed. Existing affix lexicons contain extensive
redundancy, suffer from inconsistencies, and require significant manual work to augment with
clitics and partial affixes if needed. Unlike traditional work, our method considers Arabic affixes as
fusional and agglutinative, i.e. composed of one or more morphemes, introduces new compatibility
rules for affix-affix concatenations, and refines the lexicons of the SAMA and BAMA analyzers
to be smaller, less redundant, and more consistent. It also automatically and perfectly solves the
correspondence problem between the segments of a word and the corresponding tags, e.g. part of
speech and gloss tags.

Title and Abstract in another language, L, (optional, and on same page)
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Table 1: Partial prefix lexicon BAMA v1.2 I,._.QL;\H Sl S R

b Gl e ] Syme Gl P e s
Prefix Vocalized Category Gloss POS
5 3 Pref-Wa and/so fa/CONJ+
s s IVPref-hw-ya he/it ya/IV3MS+
Pt Pt IVPref-hw-ya and/so + he/it fa/CONJ+ya/IV3MS+
~ pon IVPref-hw-ya will + hef/it sa/FUT+ya/IV3MS+
pove) pove) IVPref-hw-ya and/so + will + he/it fa/CONJ+sa/FUT+ya/IV3MS+
2 2 IVPref-hmA-ya they (both) ya/I[V3MD+
Pt P IVPref-hmA-ya and/so + they (both) fa/CONJ+ya/IV3MD+
pov P IVPref-hmA-ya will + they (both) sa/FUT+ya/I[V3MD+
powe) poe) IVPref-hmA-ya  and/so + will + they (both)  fa/CONJ+sa/FUT+ya/IV3MD+

3 3 Pref-Wa and wa/CONJ+
29 19 IVPref-hw-ya and + he/it wa/CONJ+ya/IV3MS+
P 9 IVPref-hw-ya and + will + hef/it wa/CONJ+sa/FUT+ya/IV3MS+
29 29 IVPref-hmA-ya and + they (both) wa/CONJ+ya/IV3MD+
P 9 IVPref-hmA-ya and + will + they (both) wa/CONJ+sa/FUT+ya/IV3MD+

1 Short Summary in Arabic
(Benajibaetal., &y )l joswal 4l L",sﬂj\ Je=d) ) dmedall S e ol CL‘
6‘,.;\ plas Ll P& W G el il Caey @l3g - 2007; Habash and Sadat, 2006)
3l iyl Gl Ul sas sl 26l oM - ol AST 3 O AT OLE Lt ¢ ogeil
L%y Gy Olald L K (ol das Ko Lo 00l EUsSe 'y Uy me L
L5 pas Lol cas 08 o Ml sin Lo oY) LU Jaze o 8Ty L3 0
Bl 3 e lnly s RN Lol 5 Gy AL sBlgay J1 shal Oy S0 el e L2y
S gl Galiad) ikl b, 3
okl ‘°>.Lu J;- Aolad (Buckwalter, 2002; Kulick et al., 2010a) BJML..I\ ;.Jj‘a.” M=)
Gl St Judll 422 K4 Jlal sl Joy Lm N Slaleially ol Jsedy <)
51 daadl g say WGy Gl ol Slaie Jlally <G Glhaie ool JLaly ¢ oy
(5-4" dJﬁ ey T o Kl ) 493J¢J\ ol e k"53:_4" s“"-"““ d sla
5L dlne a2 G oy ) § adse 3aZ Gl sy (A olka dlal
OMay (o) 5« OLedl e L Olalaie e §9K &l olalaie e St
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BLol ol 5 Gowlsn  Ga o o< iy JAAIL § ke Jlady Al dats olalais
e €3 o) o) gy U o oK o) o gy O (sl o Kacalls I
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ghe ¥ b Bl K Tols Jlail asls me 09Ke8 Calaall G L1 U] 181 lls
lmgte Jlowioly Samly Tl JI YD Y

E L oy Tl B Sgie T Cre gy e Geld 08 kb
oy Al Gl e, g2 of gl Lo U Y ol lysl 3 g ol Gulid]
ety Cllal Rl 5 10l LlsSay »Y1 2K
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2 Introduction

Natural language processing (NLP) applications require the use of morphological analyzers to
preprocess Arabic text (Benajiba et al., 2007; Habash and Sadat, 2006). Given a white space
and punctuation delimited Arabic word, Arabic morphological analyzers return the internal struc-
ture of the word composed of several morphemes including affixes (prefixes and suffixes) and
stems (Al-Sughaiyer and Al-Kharashi, 2004). They also return part of speech (POS) and other
tags associated with the word and its constituent morphemes. For example, for the word () guskeud
fsylbwn (and/so they will play), the analyzer may return —..® fsy as a prefix morpheme with
the POS tag fa/CONJ+sa/FUT+ya/IV3MD and with gloss tag and/so + will + they
(people), wx D as astem with POS tag loEab/VERB IMPERFECT and with gloss tag
play, and O wn asa suffix with POS tag uwna/IVSUFF_SUBJ:MP_MOOD: I and with
gloss tag [MASC.PL.]. The alignment and correspondence between the original word and the
several parts and tags of the morphological solution are essential to the success of NLP tasks such
as machine translation and information extraction (Lee et al., 2011; Semmar et al., 2008).

Current concatenative morphological analyzers such as BAMA (Buckwalter, 2002) and
SAMA (Kulick et al., 2010a) are based on lexicons of prefixes Lp, stems L, and suffixes L,.
As shown in Table 1, each entry in a lexicon includes the morpheme, its vocalized form with
diacritics, a concatenation compatibility category tag, a part of speech tag (POS), and the gloss
tag. Separate compatibility rules specify the compatibility of prefix-stem R, stem-suffix Ry, and
prefix-suffix R, concatenations. The affixes in L, and L, contain final forms of generative affixes.
For example, the affixes -5 f (and/so), and - y (he/it) in the above example are valid standalone
prefixes, and can be concatenated to the stem ) (D (play) to form Culs 19 and b yib,
respectively. In addition, the morpheme _u s (w111) can connect to U.-.b ylb to form N Vv
syl$ . In turn, the morpheme 5 f (and/so) can form sl fyld and W.L_u fsyld . The BAMA
and SAMA L, lexicons contain all the prefixes that can be generated from the three morphemes _s,
—,and —w, as shown in Table 1. Several problems arise.

e The L, and L, lexicons contain redundant entries and that results in complex maintenance
and consistency issues (Maamouri et al., 2008; Kulick et al., 2010b).

e Augmenting L, and L, with additional morphemes, such as i aa (the question glottal
hamza), may result in a quadratic explosion in the size of the lexicons (Hunspell, 2012).

e The concatenated forms in L, and L, contain concatenated POS and other tags. The segmen-
tation correspondence between the prefix concatenated from several morphemes and the tags
associated with it is lost. In several cases, this leads to missing correspondence between the
tokens of the morphological solution and the segmentation of the original word.

In this paper we make the following contributions. More details about this paper and the supporting
tools are available online .

e We build a novel Arabic morphological analyzer with agglutinative affixes and fusional
affix concatenation rules (R,, and R,) using textbook based Arabic morphological rules as
well as the concatenation rules of existing analyzers. Agglutinative affix morphemes can be
concatenated to form an affix. Fusional affix concatenation rules state whether two affixes can

'http://webfea.fea.aub.edu.lb/fadi/dkwk/doku.php?id=sarf
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Table 2: Example rules from R,

Category 1 Category 2 Resulting Category
NPref-Li NPref-Al NPref-LiAl
substitute: r//)1||)\\
Pref-Wa {NOT “Pref-0" AND NOT “NPref-La" {$2}

AND NOT “PVPref-La"}
IVPref-li- {“IVPref-*-y*"} {“IVPref-(@1)-liy(@2)"}

substitute: d//he/||him/\\ d//they||them\\ ... d//(+2)|| to\\

be concatenated and contain a regular expression that forms the resulting orthographic and
semantic tags from the tags of the original morphemes (Spencer, 1991; Vajda).

We solve 197 and 208 inconsistencies in the existing affix lexicons of BAMA and SAMA,
respectively. We evaluate our approach using the ATBv3.2 Part 3 data set (Maamouri et al.,
2010) and report on the effect of our corrections on the annotations.

e We solve the correspondence between the morphological solution and the morphological
segmentation of the original text problem where we report perfect results, while a SAMA
post-processing technique (Maamouri et al., 2008)reports 3.7% and MADA+TOKAN (Habash
et al., 2009) reports 9.6% disagreement using the ATBv3.2 Part 3 data set (Maamouri et al.,
2010).

3  Our method

Our method considers three types of affixes:

e Atomic affix morphemes such as — y (he/it) can be affixes on their own and can directly
connect to stems using the R, and R;, rules.

e Partial affix morphemes such as —. s (will) can not be affixes on their own and need to
connect to other affixes before they connect to a stem.

o Compound affixes are concatenations of atomic and partial affix morphemes as well as other
smaller compound affixes. They can connect to stems according to the Ry, and Ry, rules.

We form compound affixes from atomic and partial affix morphemes using newly introduced
prefix-prefix R, and suffix-suffix R, concatenation rules.

Our method, unlike conventional analyzers, considers L, and L, to be lexicons of atomic and partial
affix morphemes only associated with several tags such as the vocalized form, the part of speech
(POS), and the gloss tags. Agglutinative affixes are defined as prefix-prefix R, and suffix-suffix R,
concatenation or agglutination rules. An agglutination rule r € R, UR,., takes the compatibility
category tags of affixes a; and a, and checks whether they can be concatenated. If so, the rule takes
the tags of a; and a, and generates the affix a = r(a,, a,) with its associated tags.

The tags of r(a;, a,) are generated from the corresponding tags of a; and a, via applying substitution
rules.Our rules are fusional in the sense that they modify the orthography and the semantic tags of
the resulting affixes by more than simple concatenation.

We illustrate this with the example rules in Table 2. Row 1 presents a rule that takes prefixes with
category NPref-Li suchas) li- (for) and prefixes with category NPref-Al such asJ! (the).
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The substitution rule replaces the }! with J resulting in U /i-. The compound prefix U corresponds to
the fusion of two atomic prefixes and the fusion is one character shorter than the concatenation.

Row 2 states that prefixes of category Pre f—-Wa can be concatenated with prefixes with categories
that are neither of Pref-0, NPref-La, and PVPref-La categories as denoted by the Boolean
expression. The resulting category is denoted with {$2} which means the category of the second
prefix. For example, ¢ w (and) which has a category Pref-Wa, can be combined with Jal (the)
with the category NPre f-A1, and the resulting compound prefix db wal has the category of the
second NPref-Al. This category determines concatenation with stems and suffixes.

The third rule uses a wild card character ‘*’ to capture substrings of zero or more characters in the
second category. The in the resulting category, it refers to the i*" substring captured by the wild
cards using the ‘@ operator followed by a number i. Substitution rules for gloss and POS tags start
with the letters d and p, respectively. The +2 pattern in the substitution rule means that the partial
gloss t o should be appended after the gloss of the second affix.

Our method is in line with native Arabic morphology and syntax textbooks (Mosaad, 2009; AlRajehi,
2000b,a) which introduce only atomic and partial affixes and discuss rules to concatenate the affixes,
and the syntax, semantic, and phonological forms of the resulting affixes. For example, Row 3 in
Table 2 translates the textbook rule: TVPref—11i- prefixes connect to imperfect verb prefixes and
transform the subject pronoun (in the gloss) to an object pronoun. We built our rules in four steps.

1. We encoded textbook morphological rules into patterns.
2. We extracted atomic and partial affixes from the BAMA and SAMA lexicons.
3. We grouped the rest of the BAMA and SAMA affixes into rules we collected from textbooks.

4. We refined the rules wherever necessary, and we grouped rules that shared the same patterns.

We validated our work by generating all possible affixes and compared them against the BAMA and
SAMA affix lexicons. This helped us learn inconsistencies in the BAMA and SAMA lexicons.

Morpheme level segmentation. (Habash et al., 2009) lists 13 different valid segmentation schemes.
In 10 of those schemes, a word may be segmented in the middle of a compound affix. According to
the latest ATB standards, the word LV‘-"-L-‘O wsylbha (and they will play it) should be segmented
into g+ —wt b+ s which separates the compound prefix —wg into two morphemes. Our
method is based on atomic and partial affix morphemes and enables all valid segmentations.

(Maamouri et al., 2008) reports that 3.7% of more than 300 thousand ATB entries exhibit dis-
crepancy between the unvocalized input string and the corresponding unvocalized form of the
segmented morphological solution. The analysis of the example :\laal llgda>, 11i/PREP +
Al/DET + gaDA’ /NOUN, (for the justice) is segmented into two tokens: 11 /PREP and A1/DET
+ gaDA’ /NOUN. Consequently, the best approximation of the unvocalized entry of each token is }
and sLaal), respectively, with an extra letter | @. This is not a faithful representation of the original
text data and the segmentation does not correspond with that of the input text. Up until the release
of ATB 3 v3.2, this correspondence problem between the unvocalized entries of segmented tokens
and the input string resulted in “numerous errors” (Kulick et al., 2010b). Later work (Kulick et al.,
2010b) provided an improved solution that is corpus specific as stated in further documentation
notes (Maamouri et al., 2010) which also state that “it is possible that future releases either will not
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include extensive checking on the creation of these INPUT STRING tree tokens, or will leave out
completely such tokens.”

Our method provides a general solution for the segmentation correspondence problem since the
valid compound affixes preserve the input text segmentation. In particular, a partial affix JA1/DET
connects to the atomic affix (J 11i/PREP and resolves the problem.

Redundancy and Inconsistencies. Consider the partial affix lexicon in Table 1. Our method
replaces the first five rows with three atomic affix morphemes and one partial affix morpheme in L,
and three rules to generate compound morphemes in R,,,. In the original representation, the addition
of the prefix ; ya- (them/both) required the addition of four entries, three of them only differ in their
dependency on the added ; ya-. The addition of ¢ w required the addition of five entries. In our
method, the equivalent addition of 7 ya- (them/both) requires only two rules in R, and the addition
of ¢ w requires only one additional entry in L. The difference in lexicon size is much larger when
we consider the full lexicon.

We discovered a total of 197 and 208 inconsistencies in the affix lexicons of BAMA version 1.2
and SAMA version 3.2, respectively. We found a small number of these inconsistencies manually
and we computed the full list via comparing L, and L, with their counterparts computed using our
agglutinative affixes. Most of the inconsistencies are direct results of partially redundant entries with
erroneous tags. We note that SAMA corrected several BAMA inconsistencies, but also introduced
several new ones when modifying existing entries to meet new standards. SAMA also introduced
fresh inconsistencies when introducing new entries. The full list of inconsistencies with description
is available online 1.

4 Related work

Other morphological analyzers such as ElixirFM (Smrz, 2007), MAGEAD (Habash et al., 2005),
and MADA+TOKAN (Habash et al., 2009) are based on BAMA and SAMA and use functional
and statistical techniques to address the segmentation problem. (Lee et al., 2011) uses syntactic
information to resolve the same problem. A significant amount of the literature on Arabic NLP uses
the Arabic Tree Bank (ATB) (Maamouri and Bies, 2004) with tags from BAMA and SAMA for
learning and evaluation (Shaalan et al., 2010; Benajiba et al., 2007; Al-Jumaily et al., 2011).

Several researchers stress the importance of correspondence between the input string and the tokens
of the morphological solutions. Recent work uses POS tags and a syntactic morphological agreement
hypothesis to refine syntactic boundaries within words (Lee et al., 2011). The work in (Grefenstette
et al., 2005; Semmar et al., 2008) uses an extensive lexicon with 3,164,000 stems, stem rewrite
rules (Darwish, 2002), syntax analysis, proclitics, and enclitics to address the same problem. We
differ from partial solutions in (Maamouri et al., 2008; Kulick et al., 2010b) in that our segmentation
is an output of the morphological analysis and not a reverse engineering of the multi-tag affixes.

TOKAN in the MADA+TOKAN (Habash et al., 2009) toolkit works as a post morphological
disambiguation tokenizer. TOKAN tries to match the output of MADA, an SVM morphological
disambiguation tool based on BAMA and the ATB, with a segmentation scheme selected by the
user. We differ in that the segmentation is part of the morphological analysis and the segmentation
can help in the disambiguation task performed later by the NLP task. We perform morpheme based
segmentation, which subsumes all possible higher level segmentation schemes.

The morphological analyzer (Attia, 2006) divides morphemes into proclictics, prefixes, stems,
suffixes and enclitics and supports inflections using alteration rules. We differ in that we support
vocalization and provide glosses for individual morphemes.
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Table 3: Lexicon size comparison.

Lyl IRyl Lyl Ryl AP AR
BAMA 299 - 618 - 295 -
Agglutinative 70 89 181 123 1 32
With fusional 43 89 146 128 1 32
With grouping 41 7 146 32 1 1
SAMA 1325 - 945 - 1,296 -
Agglutinative 107 129 221 188 1 38
With fusional 56 129 188 194 1 38
With grouping 53 18 188 64 1 1

5 Results

The |Lp|, |Lyl, Rppl, and |R, | entries in Table 3 report the number of rules and the sizes of the affix
lexicons needed to represent the affixes of BAMA and SAMA. The entries also report the effect
of agglutinative affixes, fusional rules, and grouping of rules with similar patterns using wildcards
on the size. Using our method, we only require 226 and 323 entries to represent the 917 and the
2,270 entries of BAMA and SAMA affixes with inconsistencies corrected, respectively. We observe
that we only need 12 more entries in L, 42 in Ly, 18 rules in R, and 64 in R, for a total of 136
entries to accommodate for the transition from BAMA to SAMA. This is one order of magnitude
less than 1,353 additional entries to SAMA. We also note that we detect most of the inconsistencies
automatically and only needed to validate our corrections in textbooks and corpora.

Segmentation. We evaluate our segmentation under the guidelines of the ATBv3.2 Part 3, compared
to a SAMA post processing technique (Maamouri et al., 2008), and to MADA+TOKAN (Habash
et al., 2009). Our automatically generated segmentation agrees with 99.991% of the entries.
We investigated the 25 entries for which our solution disagreed with the LDC annotation of the ATB,
and we found out that both solutions were valid. SAMA+ (Maamouri et al., 2008) reports at least a
3.7% discrepancy after accounting for normalizations of several segmentation options. TOKAN
disagrees with 9.6% of the words. It disregards input diacritics and performs segmentation based on
the POS entries of the morphological solutions in a similar approach to (Maamouri et al., 2008).
Since TOKAN is not concerned with the correspondence problem, it serves as a baseline.

Augmentation. The question clitic, denoted by the glottal sign (hamza i 1 ), is missing in BAMA
and SAMA (Attia, 2006). Aﬁmz and Aﬁmz columns show that our method only requires one more
atomic affix and one more fusional rule to accommodate for the addition of the question clitic
whereas BAMA and SAMA need 295 and 1,296 additional entries, respectively, with more chances
of inducing inconsistencies.

Lexicon inconsistencies. To evaluate how much lexical inconsistencies are significant we evaluated
the presence of the detected inconsistencies in the ATBv3.2 Part 3 and found that 0.76% of the
entries that adopted the SAMA solution were affected by the gloss inconsistencies. The rest of
the entries have manually entered solutions. In total 8.774% of the words and 3.264% of the
morphological solutions are affected by inconsistencies in gloss and POS tags. Finally, our analyzer
automatically solves the 7 ATB occurrences of the question clitic.

Acknowledgement. We thank the Lebanese National Council for Scientific Research (LNCSR) for
funding this research.
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ABSTRACT

The basic statistic tools used in computational and corpus linguistics to capture distributional
information have not changed much in the past 20 years even though many standard tools have
been proved to be inadequate. In this demo (SMR-Cmp), we adopt the new tool of Square-Mean-
Root (SMR) similarity, which measures the evenness of distribution between contrastive corpora,
to extract lexical variations. The result based on one case study shows that the novel approach
outperforms traditional statistical measures, including chi-square () and log-likelihood ratio
(LLR).

KEYWORDS : Square-Mean-Root evenness, SMR similarity, corpus comparison, chi-square, log-
likelihood ratio.
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1  Motivation

Tools for detection and analysis of language variations are of foundational importance in
computational/corpus linguistics. In general, most, if not all, NLP tasks (e.g. name entity
recognition, disambiguation, information retrieval), are carried out based on distributional
variations within the same text genre. On the other hand, distributional properties can be used to
describe and account for language variations, such as the difference between two or more
contrastive corpora. Such studies typically aim to locate and account for different lexical items in
these contrastive corpora; but no satisfying quantitative ranking on the difference between the
contrastive corpora is typically provided. In other words, there are no existent criteria to define
what a meaningful ranking list of divergent words between contrastive corpora should look like.
The ranking lists resulting from previous statistical comparisons have often been in conflict with
intuition.

The same problem arises in the case of language learners who desire to learn significant words in
a particular field. These categorical words are generally listed alphabetically and the list
generated is often very long. We may ask - how could we assign a rank to the list so as to help
foreign language beginners? In other words, how can we divide domain words into different
levels of usefulness? Our research will also try to answer this question.

In the following, we first propose our solution based on Square-Mean-Root (SMR) evenness,
then compare it with common statistical methods via a case study on American and British
English.

2 Methodology
Our demo utilizes the novel statistical measure from Zhang et.al. (2004) and Zhang (2010).

2.1  Square-Mean-Root Evenness (DC)

The Distributional Consistency (DC) measure was proposed by Zhang et.al. (2004), and renamed
as Square-Mean-Root evenness (Evengyr) in Zhang (2010). SMR is the direct opposite of RMS
(Root-Mean-Square) which is usually used in statistics. Gries (2010) provided a comprehensive
comparison of dispersion measures, including DC.

SMR evenness captures the fact that if a word is commonly used in a language, it will appear in
different parts of a corpus, and if it is common enough, it will be evenly distributed.

When a corpus is divided into n equally sized parts, SMR evenness is calculated by
n 2 n
Evengyr = DC =(Z(Jf_,)/nJ /(z f, /nj
i=1 i=1
where

f;: the occurrence frequency of the specified word in the i part of the corpus
n: the number of equally sized parts into which the corpus is divided
¥: the sum of

When the whole corpus is divided into unequally sized parts, the formula becomes:
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n 2 n n
Evengyr = DC = [Z,/fici j /[Z fiJ[ZCaJ
i=1 i=1 i=1
with C; denoting the occurrence frequency of all words that appears in the i part of the corpus
The SMR evenness will decrease when some parts are further divided (n increases), however, this
will not affect the effectiveness of comparison with the fixed number n.
2.2 Square-Mean-Root Similarity (bDC & mDC)

When comparing two contrastive corpora, there are two distributions f and g. The SMR similarity
is calculated by the following formula (Zhang, 2010):

Simgyr = bDC = Z((\/_ \/_)/2) /[ (f "o )/)

When comparing three or more contrastive corpora, the formula becomes (Zhang, 2010):

SlmSMR— mDC = Z[ /z Zf
where i «/f_. means sum over f, if there are three distributions called f, g, h, then it expands to
f

be TG+ -

2.3 Difference Measure
The difference measure is based on frequency and SMR similarity.
Here we propose the following formula:

Diff = Freq x (1-Simsyr)?

This formula is comparable with chi-square in terms of dimension. But it is symmetric to both
sides being compared while chi-square is not. Although there can be a symmetric version for chi-
square, the result is not satisfying as our experiment shows.

3 Comparison with Chi-square (%) and Log-Likelihood Ratio (LLR)

In order to test the validity of our method, we extract the lexical difference between American
English and British English via the Google Books Ngram dataset (Michel et al, 2010), which is
the largest such corpus to the best of our knowledge. This enormous database contains millions of
digitalized books, which cover about 4 percent (over 5 million volumes) of all the books ever
printed. We utilize the American part and the British part during time span of 1830-2009 (180
years, n=180).

There have been various approaches to corpus comparison (e.g. Dunning, 1993; Rose and
Kilgariff, 1998; Cavaglia, 2002; Mclnnes, 2004). We compare our result with more common
approaches, including chi-square (), as recommended by Kilgarriff (2001), and log-likelihood
ratio (LLR) recommended by Rayson and Garside (2000).
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In Table 1, the top 30 words by each criterion (SMR, x* & LLR) are listed. Almost every word in
the list by our SMR measure is interpretable in the sense of being American or British except the
word cent which demands further explanation.

From Table 1 we can see that there are large difference between the ranking of most biased
words in AmE and BrE. On the left, almost every word in the list ranked by our method is
obviously an American-dominant word or British-dominant word. In the middle, words in the list
ranked by chi-square presents a mixture of biased words (e.g. £, labour, centre, colour) and
unbiased common words (e.g. which, you, of), and both these example words appear in the top
dozen. On the right, we can see somewhat similar or slightly better result in the list ranked by
LLR.

It is interesting that which is ranked the 1% and 2™ position by »* and LLR, respectively. This
suggests that which should be a very biased word. But from Figure 1 we can see the frequency
distribution in AmE and BrE. The trend is so similar that we can hardly know whether which is
more American or British.

In our approach, which is outside the top 100 words. Instead, color is ranked the second (as
shown in Figure 2). This is clearly more reasonable by intuition.

Another example is of (as shown in Figure 3), whose frequency is almost the same (after
smoothing) through 90 percent of the time span investigated, is yet ranked the 3™ position by
both »? and LLR. By contrast, in our ranking by SMR, of is outside the top 1000 words.

Proportions of positive (in bold), vague, and negative (underline) contrastive words in three
columns of Table 1:

SMR: 90%; 10%; 0%. (vague: “, ”, cent.)
2 40%; 10%; 50%. (top 3: which, you, of: all negative.)
LLR: 50%; 10%; 40%. (top 3: you, which, of: all negative.)

The conclusion we draw is that SMR is more appropriate than » and LLR for lexical difference
detection between contrastive corpora.

which
0. 008
0. 007
0. 006 W"‘v
o 0.005 [~ wﬂ_,ww —B
£ 0.004 TSR <
< 0.003 s ] )
0. 002 SN
0. 001
0
(=3 o (=] (=3 (=3 (=3 (=] (=} (=3 o (=3
(=3 N < (=} 0 (=3 N < O [oe] (=3
ERERENE AN R -
year

FIGURE 1 — which: with same trend in AmE and BrE, only different in quantity of use
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color

0. 00014
0. 00012 oy
0. 0001 A
AR bW 7 I
g 0.00008 ,'-.-'.'“-l Wt ¢.' J"". — GB
£ 0.00006 it = o — Us
0. 00004 s Tk
0.00002 f——i— ]
0 Dhsehfeumausd Aot il i
S O O O O o O o o o <9
S N T O 0V QO A T O 0 2D
LRSS S]
year

FIGURE 2 - color (AmE) is more frequent than color (BrE), although the latter experienced an
increase in use around the year 2000

of
0. 05
0. 04
g 0.03 == | —oc
02| "+ us
0.01
0
(=4 (=3 (=} (=3 (=3 (=3 (=] (=] (=3 (=3 (=3
(=3 N N O 0 (=3 N < O 0 (=3
R e A S
year

FIGURE 3 - of: Overlapping in AmE and BrE with a slight divergence from the 1980s on
Conclusion and Future Work

The Square-Mean-Root (SMR) approach clearly outperforms chi-square (%) and LLR.
Future work includes the following :

(1) Exploring the theoretical nature of Square-Mean-Root (SMR)

(2) Extending to detection of lexical variation in Chinese, e.g. Mainland versus Taiwan

(3) Possible application in other NLP tasks, e.g. term extraction and document analysis
Acknowledgments
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2

NO- | SMR rank gg}ﬁs grrllil;square )((xloe) ratio LLR rank (LXI‘1|35) ratio
1| labor 0.1 which 9.65 | 1.14 you 9.43 | 0.87
2 | color 0.1 you 8.43 | 0.87 which 8.87 | 1.14
3 | program 0.16 of 7.93 | 1.01 of 7.71 | 1.01
4 | behavior 0.17 £ 76 |3.22 t 719 | 0.71
5 | center 0.11 behaviour | 6.56 | 5.14 £ 6.01 | 3.22
6 | programs 0.18 cent 6.52 | 0.99 her 5.64 | 0.93
7 | labour 3.88 labour 6.38 | 3.88 toward 523 | 0.21
8 | toward 0.21 t 6.19 | 0.71 - 51 |09
9 | favor 0.1 centre 5.79 | 2.28 cent 499 | 0.99

10 | centre 2.28 towards 561 | 1.87 labor 49 |01
11 | colour 4.04 her 51 |0.93 labour 4.88 | 3.88
12 | favour 3.43 colour 479 | 4.04 behaviour | 4.84 | 5.14
13| £ 3.22 - 454 |09 towards 4.46 | 1.87
14 |« 0.36 was 448 | 1.07 program 442 | 0.16
15)” 0.35 programme | 441 | 5.21 was 434 | 1.07
16 | cent 0.99 et 432 | 1.92 centre 4.3 2.28
17 | percent 0.16 toward 397 | 0.21 she 423 | 09
18 | honor 0.14 she 3.79 | 0.9 percent 401 | 0.16
19 | colored 0.07 the 373 |1 color 397 |01
20 | whilst 2.82 favour 3.66 | 3.43 et 3.94 | 1.92
21 | towards 1.87 is 3.45 | 0.98 colour 3.84 | 4.04
22 | defense 0.12 labor 341 | 0.1 the 368 |1

23 | honour 2.94 my 3.38 | 1.08 behavior 3.67 | 0.17
24 | behaviour 5.14 your 3.25 | 0.9 your 3.65 [ 0.9
25 | neighborhood | 0.08 had 3.18 | 1.09 my 3.53 | 1.08
26 | colors 0.09 de 311 | 15 is 3.37 | 0.98
27 | railroad 0.09 he 31 1.04 he 3.23 | 1.04
28 | defence 1.9 program 3.07 | 0.16 programme | 3.2 521
29 | favorable 0.09 his 2.92 | 1.05 center 3.16 | 0.11
30 | favorite 0.11 me 2.83 | 1.04 had 3.13 | 1.09

TABLE 1 — Comparison of ranking by our SMR(left), chi-square(,?, middle) and LLR(right)
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Abstract

Conversion between different grammar frameworks is of great importance to comparative perfor-
mance analysis of the parsers developed based on them and to discover the essential nature of lan-
guages. This paper presents an approach that converts Combinatory Categorial Grammar (CCG)
derivations to Penn Treebank (PTB) trees using a maximum entropy model. Compared with pre-
vious work, the presented technique makes the conversion practical by eliminating the need to
develop mapping rules manually and achieves state-of-the-art results.
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1 Introduction

Much has been done in cross-framework performance analysis of parsers, and nearly all such anal-
ysis applies a converter across different grammar frameworks. Matsuzaki and Tsujii (2008) com-
pared a Head-driven Phrase Structure Grammar (HPSG) parser with several Context Free Grammar
(CFG) parsers by converting the parsing result to a shallow CFG analysis using an automatic tree
converter based on Stochastic Synchronous Tree-Substitution Grammar. Clark and Curran (2007)
converted the CCG dependencies of the CCG parser into those in Depbank by developing map-
ping rules via inspection so as to compare the performance of their CCG parser with the RASP
parser. Performing such a conversion has been proven to be a time-consuming and non-trivial task
(Clark and Curran, 2007).

Although CCGBank (Hockenmaier and Steedman, 2007) is a translation of the Penn Treebank
(Marcus et al., 1993) into a corpus of Combinatory Categorial Grammar derivations, little work
has been done in conversion from CCG derivations back to PTB trees besides (Clark and Curran,
2009) and (Kummerfeld et al., 2012). In the work of Clark and Curran (2009), they associated
conversion rules with each local tree and developed 32 unary and 776 binary rule instances by man-
ual inspection. Considerable time and effort were spent on the creation of these schemas. They
show that although CCGBank is derived from PTB, the conversion from CCG back to PTB trees is
far from trivial due to the non-isomorphic property of tree structures and the non-correspondence
of tree labels. In the work of Kummerfeld et al. (2012), although no ad-hoc rules over non-local
features were required, a set of instructions, operations, and also some special cases were defined.

Nevertheless, is it possible to convert CCG derivations to PTB trees using a statistical machine
learning method instead of creating conversion grammars or defining instructions, and thus avoid
the difficulties in developing these rules? Is it possible to restore the tree structure by only consider-
ing the change applied to the structure in the original generating process? Our proposed approach
answers yes.

2 PTB2CCG and the Inverse
Let us first look at how CCG is derived from PTB. The basic procedure for converting a PTB tree
to CCG described in (Hockenmaier and Steedman, 2007) consists of four steps:

1. Determine constituent types;
2. Make the tree binary;
3. Assign categories;

4. Assign dependencies;

Clearly, only step 2 changes the tree structure by adding dummy nodes to make it “binary”, pre-
cisely, to make every node have only one or two child nodes.

Take the short sentence “Bond prices were up” in Figure 1(a) and 1(b) for example. As a prepro-
cessing step, combine every internal node which has only one child with its single child and label
the new node with the catenation of the original labels and #. That means to combine the shaded
nodes in Figure 1 and obtain the corresponding new node. After the preprocessing, the node with a
bold border in Figure 1(a) can be identified as “dummy” because the structure of CCG turns out to
be the same as that of PTB if that node is deleted and its children are attached directly to its parent.
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“ [ (SIdIWP)/(S[adi]\WP) | [ Sfadi]\WP |
[ e [ w ]

((SIB\NP)/NP)/NP
CALL

(c) Category B: CCG Example (d) Category B: PTB Example

Figure 1: CCG and corresponding PTB Examples of Category A and B. The grey shadow indicates
the preprocessing that combines every internal node which has only one child with its single child.
And the node with a bold border in Figure (a) is “dummy”’.

[ W ] [~ns ] [veo | [ Rre |
l Bond ] l pric&s] l were ] l up ]
(a) Output PTB by Classifier; (b) Output PTB by Classifiery

Figure 2: Output PTB by Classifier; and Classifier, when testing on the CCG sample in Figure
1(a). Classifier, corrects the output PTB of Classifier; by adding “ADVP”, the node with a
bold border, to dominate the leaf “RB”.
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However, it is more complicated in reality. There indeed exist CCG tree structures that can not be
derived by just adding dummy nodes to the corresponding PTB trees, as shown in Figure 1(c) and
1(d), because actually a more sophisticated algorithm is used in the conversion from PTB to CCG.
After investigation, all the cases can be grouped into two categories:

e Category A: The CCG tree structure can be derived from the PTB tree by adding dummy
nodes, after the preprocessing step, as shown in Figure 1(a) and 1(b).

e Category B': The CCG tree structure cannot be derived from the PTB tree by adding dummy
nodes even if we perform the preprocessing, as shown in Figure 1(c) and 1(d).

The cases of Category B are less than 10% of the whole bank, so we simplify the problem by only
focusing on solving the cases of Category A.

From the above discussion, after the preprocessing, one classifier is required to classify the CCG
nodes into the target classes which are PTB labels and “dummy”. However, preliminary experi-
ments show that such a model still cannot handle the occasions in which a parent node occurs with
a single child leaf in the PTB tree very well. For example, the S[adj]\NP node in the gold CCG tree
(Figure 1(a)) tends to be classified as an RB node in the predicted PTB tree (Figure 2(a)) instead of
the gold PTB label ADVP#RB (Figure 1(b)). So we use another classifier to predict whether each
leaf node in the PTB tree produced by the first classifier has a parent dominating only itself and
what the label of the parent is. This added classifier helps to identify the ADVP node (Figure 2(b))
in the above example and experiments show it increases the overall F-measure by up to 2%.

3 The Approach

Firstly, the training and test data need to be preprocessed as mentioned in Section 2. Then, clas-
sifiers are constructed based on the maximum entropy model>. As for the training process, the
“dummy” nodes and the corresponding PTB labels could be identified by comparing post-order
traversal sequences of each pair of CCG and PTB trees. And thus Classifier; can be trained. And
based on the output of Classifier; tested on the training set and corresponding gold PTB trees,
Classifier, can be trained.

When testing, there are two steps. Firstly, Classifier; is to classify the CCG labels into PTB
labels and “dummy”. The CCG tree is traversed in a bottom-up order and if the node is classified
as “dummy”, delete it and attach its children to its parent, otherwise replace the CCG label with
the predicted PTB label. Then, an intermediate PTB tree is built. Secondly, Classifier, examines
each leaf in the intermediate PTB tree and predicts whether a parent node should be added to
dominate the leaf. The feature sets for the two classifiers are listed in Table 1.

4 Experiments

‘We evaluate the proposed approach on CCGBank and PTB. As in (Clark and Curran, 2009), we use
Section 01-22 as training set®, Section 00 as development set to tune the parameters and Section
23 as test set. Experiments are done separately with gold POS tags and auto POS tags predicted by
Lapos tagger (Tsuruoka et al., 2011).

1According to our inspection, these cases always occur in certain language structures, such as complex objects, “of”
phrases and so on.

2 We use the implementation by Apache OpenNLP http://incubator.apache.org/opennlp/index.html

3Since the converter is trained on the gold banks, it doesn’t have access to parsing output. And thus, the converting
process is general and not specific to parser errors.
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Feature Set 1 Feature Set 2
Features:cgnode WordForm

Label POS

ParentLabel ParentLabel
LSiblingLabel IndexAmongChildren
LSiblingWordForm | ParentChildrenCnt
RSiblingLabel LSiblingLabel
RSiblingWordForm | LSiblingWordForm
Children RSiblingLabel
ChildCnt RSiblingWordForm
Featuresprgnode LSiblingRightMostLabel
Children RSiblingLeftMostLabel
LSiblingLabel SecondRSiblingLabel
POS SecondLSiblingLabel
POS_,

Table 1: Features Used by Two Classifiers (“LSibling”, and “RSibling” represent “Left sibling”
and “Right sibling”. POS_; represents the POS tag of the previous word).
POS Tag P R F

Gold | 96.99 9529 96.14
Lapos | 96.82 9512 95.96

Table 2: Evaluation on all the sentences of Category A in Section 23.

Firstly we leave out Category B and test on all the sentences belonging to Category A from Section
23. Table 2 shows our conversion accuracy. The numbers are bracketing precision, recall, F-score
using the EVALB* evaluation script.

In order to compare with (Clark and Curran, 2009)°, the approach is also tested on all of Section
00 and 23. The oracle conversion results are presented in Table 3. It shows the F-measure of our
method is about one point higher than that of Clark and Curran (2009), no matter what kind of POS
tags® is applied.

‘ [ Percentage N F*measure‘

0.8

0.6

0.4

0.2

NP PP VP S SBARADVPADJP QP WHNP PRT

Figure 3: The conversion F-measure of top ten major kinds of phrases.

*http://nlp.cs.nyu.edu/evalb/

SWe don’t know which kind of POS tags, gold or predicted, was used in (Clark and Curran, 2009) as they did not report
it in their paper.

SWe have tried with different POS taggers and the results stay more or less stable.
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Section P R F
Ouryyq | 004 96.92 94.82 95.86
00;0n<a0 | 97.09 9540 96.24
231 96.67 9477 95.71
23)n<a0 | 96.69 9479 9573
Ourygyes | 004 96.85 9474 95.79
00p<q0 | 97.03 9534  96.18
231 96.49 94.64 95.56
23)n<a0 | 96.51  94.67  95.58
Clark& | 00, 9337 9515 94.25
Curran, | 00;,<40 | 94.11 95.65 94.88
2009 231 93.68 95.13 94.40
230<a0 | 9375 9523 94.48

Table 3: Evaluation on all of Section 00 and 23.
-Simple  -Children -Parent -Sibling
F 93.8 91.28 95.18 89.02

Table 4: Results on Section 23 using gold POS tags and features excluding one category each time.

To investigate the effectiveness of the features, we divide them into four categories7, children,
parent, sibling features and simple features (label, POS and wordform), and test using feature sets
from which one category of features is removed each time. Table 4 shows that all the kinds of
features have an effect and the sibling-related features are the most effective.

In error analysis, the conversion F-measure of each kind of phrases is examined (see Figure 3). As
for the F-measure of the top ten major kinds, seven of them are over 90%, two around 80% while
the worst is 44.8%. The high accuracy in predicting most major kinds of phrases leads to the good
overall performance of our approach and there is still some room to improve by further finding
effective features to classify QP phrases better.

5 Conclusions

We have proposed a practical machine learning approach?® to convert the CCG derivations to PTB
trees efficiently and achieved an F-measure over 95%. The core of the approach is based on the
maximum entropy model. Compared with conversion methods that use mapping rules, applying
such a statistical machine learning method helps saving considerable time and effort.
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