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1 Experimental Setup: Detailed
Description of Hand-Crafted Features

This part of the supplementary material describes
the hand-crafted features we used in more detail.
Structure Features: Structure features capture
the position, the length and the punctuation of
a sentence. First, we define two binary features
which indicate if the current sentence is the first or
last sentence in the paragraph in which it is con-
tained. These feature are motivated by the findings
of Stab and Gurevych (2017) who found that struc-
tural properties of argument components are effec-
tive for distinguishing the argumentative function
of argument components. In addition, Peldszus
and Stede (2016) found that 43% of claims appear
in the first sentence. Second, we add the number
of tokens of the sentence to our feature set which
proved to be indicative for identifying argumen-
tatively relevant sentences (Biran and Rambow,
2011; Moens et al., 2007). Finally, we adopted
the punctuation features from Mochales-Palau and
Moens (2009).

Lexical Features: As lexical features, we em-
ploy lowercased unigrams. We assume that these
features are helpful for detecting claims since
they capture discourse connectors like “therefore”,
“thus”, or “hence” which frequently signal the
presence of claims. We consider the most frequent
4,000 unigrams as binary features.

Syntactic Features: To account for grammatical
information at the sentence level, we include in-
formation about the part-of-speech and parse tree
for each sentence. Following Stab and Gurevych
(2017), we add binary POS n-grams (the 2000
most frequent, 2 < n < 4) and constituent parse
tree production rules (4000 most frequent, mini-
mum occurrence 5) as originally suggested by Lin
et al. (2009). Additionally, to account for the fre-
quency of POS tags, we include a feature which

counts the occurrence of each part-of-speech per
sentence.

Discourse Features: Cabrio et al. (2013) sug-
gested that the relation between parts of discourse
(e.g. connectives such as “because”) can be help-
ful to determine argumentative content. As this
finding is affirmed by Stab and Gurevych (2017),
we include discourse features with the help of the
Penn Discourse Treebank (PDTB) styled end-to-
end discourse parser as presented by Lin et al.
(2014). We include discourse relations extracted
from the parser output as a triple of i) the type of
relation, ii) whether the relation is implicit or ex-
plicit, and iii) whether the current sentence is part
of the first or the second discourse argument (or
both).

Embedding Features: We represent each sen-
tence as a summation of its word embeddings
(Guo et al., 2014). These simple yet powerful
latent semantic representation features have been
found predictive in related work (Habernal and
Gurevych, 2015, 2017). In particular, we use pre-
trained 300 dimensional GoogleNews word em-
beddings.!

2 Cross-Domain Experiments: Full
Results

Table 1 displays the results of cross-domain exper-
iments, for all source domains. Precisely, we list
results for the six best in-domain systems, accord-
ing to average F; scores.

https://code.google.com/archive/p/
word2vec/
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Train | Test — \ MT 0oC PE VG WD WTP Avg
LR+Lexical 55.9 272
MT - -] 536 165 | 553 283 | 534 253 | 548 145 | 53.3 20.8 | 54.1 21.1
oC 62.3 464 - - | 573 480 | 59.8 39.2 | 542 12.0 | 573 265 | 582 344
PE 61.5 465 | 546 178 - — | 538 329 | 531 115|547 242 | 555 26.6
VG 627 47.0 | 574 204 | 572 474 - - 1502 10.0 | 55.6 254 | 56.6 30.0
WD 56.7 24.1 | 543 175 | 550 228 | 514 127 - — 1535 202|542 194
WTP 61.8 46.8 | 563 19.1 | 564 464 | 553 352 | 532 11.7 - - | 566 319
LR-Embeddings 56.1 28.0
MT - - | 543 174 | 520 300 | 563 345|551 145 | 52.6 214 | 540 235
oC 584 438 - -1 567 469 | 590 384 | 543 124 | 573 272 | 57.1 337
PE 58.6 37.0 | 550 18.2 - - | 538 209 | 536 130 | 545 21.0 | 551 22.0
VG 645 49.8 | 57.1 216 | 57.0 452 - — | 543 130 | 553 251|577 310
WD 63.3 415 | 557 195 | 559 315 | 55.0 236 - - | 537 212|567 275
WTP 577 41.6 | 560 199 | 562 425 | 572 358 | 52.8 11.6 - - 1560 303
LR-Structure 56.0 27.8
MT - -1 527 156 | 51.3 299 | 562 347 | 556 150 | 51.7 20.6 | 53.5 232
oC 59.0 442 - - | 563 46.7 | 588 383 | 542 123 | 577 275 | 572 338
PE 575 353 | 548 177 - — | 540 21.1 | 537 132 | 543 203 | 549 215
VG 65.6 513 | 570 213 | 56.8 449 - - | 545 132 | 551 248 | 57.8 31.1
WD 62.8 39.1 | 555 192 | 556 298 | 553 243 - — | 535 210 | 565 267
WTP 582 418 | 56.1 202 | 567 425 | 578 36.5 | 527 11.6 - - 1563 305
LR-Syntax 56.2 259
MT - -] 534 163 | 552 290 | 553 284 | 551 149 | 53.1 21.0 | 544 219
oC 63.8 48.7 - -1 579 47.8 | 59.1 385 | 541 122 | 573 272 | 584 349
PE 60.7 40.7 | 535 9.0 - — | 557 246 | 531 123 | 531 13.6 | 552 20.0
VG 67.3 532 | 569 21.1 | 582 45.6 - - | 519 110 | 558 257 | 580 313
WD 579 199 | 539 169 | 556 19.7 | 51.6 9.9 - - 1532 189 | 545 17.1
WTP 62.5 457 | 560 200 | 568 394 | 56.0 344 | 532 123 - - 1569 303
LR All features 56.2 279
MT - - 1539 170 | 51.9 295 | 56.1 342 | 551 145 | 525 212 | 539 233
OoC 60.0 45.1 - -1 567 47.0 | 586 38.0 | 541 122 | 577 275 | 574 340
PE 58.1 363 | 546 17.3 - - | 541 214 | 540 135 | 544 204 | 550 21.8
VG 65.8 514 | 573 21.7 | 570 45.1 - — | 545 13.1 | 551 248 | 579 312
WD 62.6 385 | 554 19.0 | 56.0 30.1 | 55.1 233 - -1 536 209 | 565 263
WTP 58.0 41.7 | 56.1 203 | 56.8 426 | 59.1 38.0 | 522 112 - - 1565 3038
CNN:rand 55.0 17.9
MT - - | 51.0 74 | 569 221 | 572 157 | 524 94 | 494 109 | 534 13.1
oC 571 39.7 - - | 564 428 | 589 373 | 546 132 | 584 289 | 57.1 324
PE 59.8 18.0 | 54.2 9.5 - - | 575 187 | 555 159 | 547 16.0 | 56.3 15.6
VG 68.7 515 | 558 192 | 570 320 - - | 517 105 | 547 220 | 57.6 27.0
WD 64.4 35| 51.3 1.3 | 41.3 0.0 | 44.5 0.0 - - | 46.7 0.0 | 49.6 1.0
WTP 58.5 26.6 | 568 154 | 56.0 185 | 553 194 | 529 11.6 - - 1559 183
Majority bsl 429 0.0 | 48.0 0.0 | 41.3 0.0 | 445 0.0 | 48.6 0.0 | 46.7 0.0 | 453 0.0
Random bsl 475 30.6 | 505 14.0 | 51.0 384 | 51.0 293 | 493 93 | 503 202 | 499 236

Table 1: Cross-domain experiments, results only for selected systems. For each test dataset (column
head) we show two scores: Macro F; score (left-hand column) and F; score for claims (right-hand

column).
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