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Preface

Research in Natural Language Processing (NLP) has taken a noticeable leap in the recent years.
Tremendous growth of information on the web and its easy access has stimulated large interest in
the field. India with multiple languages and continuous growth of Indian language content on the web
makes a fertile ground for NLP research. Moreover, industry is keenly interested in obtaining NLP
technology for mass use. The internet search companies are increasingly aware of the large market for
processing languages other than English. For example, search capability is needed for content in Indian
and other languages. There is also a need for searching content in multiple languages, and making the
retrieved documents available in the language of the user. As a result, a strong need is being felt for
machine translation to handle this large instantaneous use. Information Extraction, Question Answering
Systems and Sentiment Analysis are also showing up as other business opportunities.

These needs have resulted in two welcome trends. First, there is much wider student interest in getting
into NLP at both postgraduate and undergraduate levels. Many students interested in computing
technology are getting interested in natural language technology, and those interested in pursuing
computing research are joining NLP research. Second, the research community in academic institutions
and the government funding agencies in India have joined hands to launch consortia projects to develop
NLP products. Each consortium project is a multi-institutional endeavour working with a common
software framework, common language standards, and common technology engines for all the different
languages covered in the consortium. As a result, it has already led to development of basic tools for
multiple languages which are inter-operable for machine translation, cross lingual search, hand writing
recognition and OCR.

In this backdrop of increased student interest, greater funding and most importantly, common standards
and interoperable tools, there has been a spurt in research in NLP on Indian languages whose effects we
have just begun to see. A great number of submissions reflecting good research is a heartening matter.
There is an increasing realization to take advantage of features common to Indian languages in machine
learning. It is a delight to see that such features are not just specific to Indian languages but to a large
number of languages of the world, hitherto ignored. The insights so gained are furthering our linguistic
understanding and will help in technology development for hopefully all languages of the world.

For machine learning and other purposes, linguistically annotated corpora using the common standards
have become available for multiple Indian languages. They have been used for the development of basic
technologies for several languages. Larger set of corpora are expected to be prepared in near future.

This volume contains papers selected for presentation in technical sessions of I[CON-2014 and short
communications selected for poster presentation. We are thankful to our excellent team of reviewers
from all over the globe who deserve full credit for the hard work of reviewing the high quality
submissions with rich technical content. From 140 submissions, 54 papers were selected, 34 for full
presentation and 20 for poster presentation, representing a variety of new and interesting developments,
covering a wide spectrum of NLP areas and core linguistics.

We are deeply grateful to Aravind K. Joshi, Lori Levin and Sobha L for giving the three keynote
lectures at ICON. We would also like to thank the members of the Advisory Committee and Programme
Committee for their support and co-operation in making ICON 2014 a success.
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We thank Vishal Goyal, Chair, Student Paper Competition and Sandipan Dandapat, Chair, NLP Tools
Contest for taking the responsibilities of the events.

We convey our thanks to P V S Ram Babu, G Srinivas Rao and A Lakshmi Narayana, International
Institute of Information Technology (IIIT), Hyderabad for their dedicated efforts in successfully
handling the ICON Secretariat. We also thank IIIT Hyderabad team of Vasudeva Varma, Soma
Paul, Radhika Mamidi, Manish Shrivastava, B Yegnanarayana, Kishore Prahallad and Suryakanth V
Gangashetty and the team at Goa University lead by Ramdas Karmali and Ramrao Wagh along with
large number of volunteers and many others for sharing the work and responsibilities of [ICON. We also
thank all those who came forward to help us in this task.

Finally, we thank all the researchers who responded to our call for papers and all the participants of
ICON-2014, without whose overwhelming response the conference would not have been a success.

December 2014 Dipti Misra Sharma
Goa Rajeev Sangal
Jyoti D. Pawar
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Keynote Lecture-1

Complexity of Dependency Representations for Natural Languages

Aravind K. Joshi
University of Pennsylvania, USA
joshi@seas.upenn.edu

Most of the formal issues about the complexity of dependency representations are studied via various types of
phrase structure grammars and their capabilities for representing dependencies. We will consider a particular
kind of phrase structure grammar, well suited to describe various levels of complexity in the context of
dependencies. We will relate these representations to some key linguistic issues and the corresponding parsing
complexities. We hope that this work will give some further insight into the limits of dependency representations
as well as the associated processing complexities.

1

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, page 1,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



SMT from Agglutinative Languages:
Use of Suffix Separation and Word Splitting

Prakash B. Pimpale Raj Nath Patel Sasikumar M.
KBCS, CDAC Mumbai KBCS, CDAC Mumbai KBCS, CDAC Mumbai
prakash@cdac.in rajnathp@cdac.in sasi@cdac.in

Abstract known that SMT produces more unknown words

Marathi and Hindi both being Indo-Aryan
family members and using Devanagari
script are similar to a great extent. Both
follow SOV sentence structure and are
equally liberal in word order. The translation
for this language pair appears to be easy.
But experiments show this to be a
significantly difficult task, primarily due to
the fact that Marathi is morphologically
richer compared to Hindi. We propose a
Marathi to Hindi Statistical Machine
Translation (SMT) system which makes use
of compound word splitting to tackle the
morphological richness of Marathi.

1 Introduction

Marathi is widely spoken in and around
Maharashtra, India and also in other parts of the
world. Hindi is widely spoken in Northern India
and is understood in most parts of the nation.
Hindi also has significant number of speakers
across the world in countries where Indians have
migrated. Marathi speaking areas host many
important economic and social activity centers,
where many times there is need for translation of
content from Marathi to Hindi.

Marathi and Hindi both belong to the Indo-
Aryan family of languages and have the same
flexibility towards word order, canonically
following the SOV structure. As both are written
in Devanagari script and have many words which
are either same or can be traced to same origin,
they resemble each other to a great extent. This
resemblance may make us to believe that
Statistical Machine Translation will be an easier
affair on this pair. But upon experiments it is
observed that the morphological richness of
Marathi makes it as difficult as any other Indian
language to Indian language Machine
Translation.

Marathi is agglutinative in nature which makes
Marathi to Hindi SMT even more difficult. It is

resulting in bad translation quality, if
morphological divergence between source and
target languages is high. Koehn & Knight (2003),
Popovic & Ney (2004) and Popovic et al. (2006)
have demonstrated ways to handle this issue with
morphological segmentation of words before
training the SMT system.

We demonstrate a better performing Marathi to
Hindi SMT system which makes use of
morphological segmentation on the source side
prior to training. The proposed system shows
significant improvement in translation quality
compared to the baseline. We also present
comparative study using BLEU (Papineni et al.
2002), NIST (Doddington, 2002), Position-
independent Word Error Rate (Tillmann et al.,
1997), Word Error Rate (NieRen et al., 2000),
manual evaluations and 10-fold cross validation.

The rest of the paper is organized as follows.
In Section 2, we discuss the similarities and
dissimilarities in the language pair under study.
In Section 3, we describe the experimental set up
and splitting algorithm. Section 4 discusses
experiments and results for splitting and
constrained splitting. Analysis and discussion is
done in section 5 with manual evaluation, 10-fold
cross validation, error analysis and comparative
study with similar work, followed by conclusion
and future work in section 6.

2 Similarity Analysis of Marathi and
Hindi

Marathi and Hindi both belong to Indo-Aryan
family of languages and Marathi is Southern-
most in this category. Being situated in such a
geographical vicinity of India Marathi seems
considerably influenced by Dravidian languages
(Junghare, 2009). It makes frequent use of word
compounding or post modifications to create
meaningful words using prefixes and suffixes.
Number of such derived words in Marathi is very
high and this distinguishes Marathi from others
in Indo-Aryan language family. Dabre et al.
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(2012) and Bhosale et al. (2011) have
theoretically discussed the morphological
richness of Marathi and compared it with Hindi.

We analyzed a parallel Marathi and Hindi
translation corpus of size 48000 sentences for
following parameters:

* Average Sentence Length: Considered
number of words in a sentence as the
sentence length. This parameter is
captured to compare number of words a
language needs to represent a concept,
assuming a sentence is written to
represent a concept.

*  Word Count: Total number of words in
the corpus. This is captured to affirm that
a morphologically poorer language needs
more words as compared to the richer.

*  Unique Word Count: Number of distinct
words in the corpus. This is computed to
compare morphological richness of the
languages.

* Average Word Frequency: Word
frequency is number of times the word is
repeated in corpus. This will help to
demonstrate that word frequency is
higher in morphologically poorer
language.

 Average Word Length: Number of
characters in a word is word length. This
is measured to analyze the significant
presence of compound words in Marathi.

The corpus analysis in Table 1 shows that a
Hindi sentence needs on an average 17 words to
represent a concept whereas Marathi sentence
needs just 12 words to represent the same
concept. The total number of words in Hindi
corpus is 834417 and Marathi has just 602500
which affirm the fact that Marathi represents
varied concepts with lesser number of words as
compared to Hindi. We can also see that unique

word count for Marathi is more than Hindi by
44474, which demonstrates that Marathi has
larger vocabulary of surface forms to describe
different meanings, and the same in case of Hindi
is done by using different word combinations. As
Hindi has less unique words it needs to repeat
many of them for representing certain meanings
and this is evident from the higher average word
frequency of 19. Marathi has comparatively less
word frequency as it doesn't need to do the same.
The average word length for Marathi is higher
and it shows that significant number of Marathi
words carry more information than their Hindi
counterparts. The length difference also
demonstrates that the compound words are
significantly high in Marathi and thus statistically
affirms the morphological richness of Marathi
compared to Hindi.

In Marathi there are words like BREGRALIE!
(haridwarmadhyehi — also in Haridwar) and

" (pohachanyakarita — to reach)
which when translated to Hindi will become
BRER F ot (haridwar men bhi) and ’qgﬂer ®
feIU’ (pahunchane ke liye) respectively. Here the
word BRGRALIEY (haridwarmadhyehi) is
formed by compounding a proper noun '
(haridwar), preposition |E&J' (madhye - in) and
an adverbial &I’ (hi - also) and
(pohachanyakarita) is formed by compounding

' (pohachanya - derived verb form of
reach’) and '"®NAT" (karita - 'TO' infinitive
equivalent in Marathi). Marathi follows different
rules for derivation of such words by stacking
together different surface forms and suffixes. In
the process (called as Sandhi), it may modify the
form of surface word.

As an example we can see word
'GQWE]W' (upahargruhapramane)  is
formed by combining SUTERIE' (upahargruh -
restaurant) and ' (pramane — as per); but
while combining these two words, ' 1" (aq)
letter is attached to SUIERYE' (upahargruh) as
suffix to derive a new base form SUTERI&l"

Average Word Unique Average Average

Sentence Length [Count Word Count Word Frequency |Word Length
Hindi 17 834417 43342 19 6
Marathi 12 602500 87816 6 8

Table 1. Analysis of Marathi-Hindi Parallel Corpus (48000 Sentences)
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Marathi Word

Hindi Translation

English Translation

SUTeRIelHHY]
(upahargruhapramane)

Ao & TR
(bhojanalay ke anusar)

As per the restaurant

ACCRINIEK

Yol A IR

On the railway route

(relwemargavar) (rel marg par)

EIREID] gRacH & fHaT Without changes
(pariwartanashivay) (pariwartan ke siway)
JICCED] S 9 AP By that time
(tyaveleparyant) (us samay tak)
ENTIRYA T From home
(gharapasun) (ghar se)

Table 2. Marathi to Hindi

Translation Examples

Common Words in Hindi

and Marathi - CW

words

CW as % of Hindi Unique

CW as % of Marathi Unique
words

16693

38.51

19.00

Table 3. Marathi-Hindi Parallel Corpus Similarity Analysis

Number of Bi-lingual [Number of Hindi Words Number of Marathi Words
Sentences
Training(TM) 49000 854995 644878
Training(LM) 72394 1475217 -
Testing 1000 17660 13372

Table 4. Corpus Distribution, TM-Translation Model, LM- Language Model

Figure 1. Splitting Algorithm

(upahargruha) and then word "TETOT (pramane)
is suffixed. More examples demonstrating this
phenomenon have been provided in Table 2. We
can observe that a single word in Marathi is
translated to multiple words in Hindi and English
and that's due to the morphological richness of
Marathi compared to Hindi and English.

Another analysis presented in Table 3 shows
that Marathi and Hindi have around 16693 words
in common which are 38.51% of Hindi and
19.00% of Marathi vocabulary extracted from the
corpus. Some of these words are common nouns
like <A@’ (sachiv) and e (chitra), proper
nouns like 'SP’ (akash), HFMUEAT!

(nagapattinam) and a few words from otheér‘

languages transliterated in Devanagari script like
Wﬁ? (insulin) and EEICINIE (technology).
Many of these common words have their origin
in Sanskrit and are used as it is or on derivation.
We also need to notice that the foreign language
words transliterated into Devanagari are part of
this common words set as both the languages use
Devanagari for representation.

3 Experimental Setup

In the following subsections we describe training
corpus and SMT system setup for the
experiments.



3.1 Corpus for SMT Training and Testing

A prime need for any SMT system is good
quality bi-lingual corpus. We have used manually
translated bi-lingual corpus of size 49000
sentences for training the translation model. The
49000 bi-lingual corpus of Health and Tourism
domains contained 854995 Hindi words and
644878 Marathi words. Language model training
was done using monolingual Hindi corpus of size
72394 sentences. A set of 1000 unseen sentences
has been used for testing the systems. The test set
contained 500 sentences from Health and
Tourism each. Table 4 summarizes the Training
and Testing data.

3.2 Splitting Marathi Words

To tackle the described morphological
complexity of Marathi for the purpose of better
SMT system we have devised an algorithm to
split inflected and compound Marathi words. The
splitting algorithm uses a list of suffix and
commonly compounded words as suffixes,
combinedly referred as suffix list hereafter. The
list is created from the available bi-lingual and
monolingual corpus.

3.2.1 Creating Suffix List

To develop the Marathi Splitter we trained an
alignment (GIZA++; Och and Ney, 2003) model
to get the Marathi-Hindi phrase alignments.
Upon training we extracted Marathi words
which align to multiple Hindi words from the
alignment table. The extracted Marathi word set
was then manually analyzed to develop a list of
valid compound words. From the list of valid
compound words, we further extracted high
frequency suffixes. On manual analysis of these
suffixes a valid list of suffixes for splitting (list 1)
was developed. We also analyzed the Marathi
corpus and extracted words with length more
than 10 (as the average word length for Marathi
is 8). These extracted words were then manually
analyzed to get a comprehensive list of
compound suffixes (list 2). The final set of 129
suffixes was a combination of list 1 and list 2.

3.2.2 Splitter Algorithm

The algorithm splits a given Marathi word if it
contains a suffix from the list created. Figure 1
shows pseudo-code for Marathi Splitter. The
algorithm will split Marathi word

W}Eﬁlﬂ@’ (upahargruhasarkhi — likg

restaurant) into "SUIERIE' (upahargruha -
restaurant) and ' ARG (aasarkhi) which are

valid and invalid dictionary words respectively.
In case of &R (aasarkhi), '<:T' (aa) is a
Sandhi marker and AR (sarkhi) means like'
in English. Wword TRAIRATET TS
(prasarmadhyamkendra — media center) on
splitting will give UARATEIH’ (prasarmadhyam -
media) and e (kendra — center) which are valid
dictionary words. Though most of the splits give
at least one valid dictionary word, there are cases
where it fails to do so. Like in case of ' '
(ghenyacha — to take), the splits will be opey
(ghenya) and ' <:T®T" (aacha), where both are
invalid dictionary words.

3.3 SMT System Setup

The baseline system was setup by using the
phrase-based model (Och and Ney, 2003; Brown
et al., 1990; Marcu and Wong, 2002; Koehn et
al., 2003) and Koehn et al. (2007) was used for
factored model. The language model (5-gram)
was trained using KenLM (Heafield, 2011)
toolkit with modified Kneser-Ney smoothing
(Chen and Goodman, 1998). For factored SMT
training source and target side stem has been
used as alignment factor. Stemming has been
done using Ramanathan and Rao (2003)
lighweight stemmer for Hindi. The stemmer for
Marathi has been developed by modifying
Ramanathan and Rao (2003).

3.4 Evaluation Metrics

The different experimental systems have been
evaluated using, BLEU (Papineni et al., 2002),
NIST (Doddington, 2002), position-independent
word error rate (Tillmann et al., 1997), word
error rate (Niefen et al., 2000) and manual
evaluations. For a MT system to be better, higher
BLEU and NIST scores with lower position-
independent word error rate (PER) and word
error rate (WER) are desired.

4 Experiments and Results

In the following subsections we discuss different
SMT systems and their performance. We also
study the impact of splitting on output of SMT
systems. Further we discuss methodologies to
improve splitting and hence the translation
quality.



4.1 Impact of Splitting

For training the translation model we used 49K
bi-lingual corpus and language model was
developed using 72.394K Hindi sentences. We
used splitting discussed in section 3.2.2, as a pre-
processing step for training phrase-based and
factored SMT systems, MH3 and MH4
respectively. The systems are described in Table
5.

Results for the systems described in Table 5
are detailed in Table 6. Impact of splitting can be
observed by comparing MH1 and MH3. We also
notice that factored systems, MH2 and MH4 are
performing better than phrase-based systems,
MH1 and MHS3 respectively. The significant
improvements in all evaluation metrics
demonstrate that splitting of Marathi words is
helping to achieve better translation quality.

MH1 MH2 MH3 | MH4
BLEU | 38.35 38.55 41.71 | 42.01
NIST 7.756 7.778 7.982 | 8.023
PER 42.08 42.15 39.58 | 39.28
WER 35.82 35.61 32.21 | 31.91

Table 6. Experiment Results (in %)

Upon analysis of the translations by MH4, we
noticed that some of the words were getting
wrongly translated. For example "dRId" (varat — A
marriage function) which should not have been
split, was split into "d}' (var) and ' flﬁi?@_ (aat)
resulting into incorrect translation as 'UR &' (par
hai — over/at). How to tackle such errors? Can we

use length constraints to prohibit such words
from splitting? Can POS (NNP) constrain help?
These questions lead us to investigate further. We
experimented various combinations of length and
POS constraints which are described in following
section.

4.2 Constrained Splitting

We use splitting discussed in section 3.2.2, as a
pre-processing step for training various phrase-
based and factored SMT systems. However, we
apply constraints over word length and POS tag
before splitting. The systems with different
constraints are described in Table 7. For MHS5,
MH7, MH8 and MH9, words with character
length at least five were considered for splitting.
This particular length constraint was selected as
it gave maximum BLEU score, on experimenting
with different lengths ranging from 4 to 8. For
MH5 and MH6 pre-processing was performed
only once. To tackle words like 'STSTRTIRITIET
(aajaranpasunsuddha), formed by compounding
N multiple words, they need to be split N-1
times. We have tried to handle these cases in
MH7, MH8 and MH9 by two level and multi-
level splitting as detailed in Table 7. In MH7 a
word was subjected to pre-processing twice,
whereas in case of MH8 and MH9, the same was
done as long as the word satisfies length
criterion. Further, with the aim to prohibit
splitting of named entities like "TRAYIR
(parmeshwar), IR (peshawar) and "GXId '
(kharat), we tried applying NNP POS tag
constraint in MHG6.

System |Description
MH1  |Phrase-Based SMT System (Baseline)
MH2  [Factored SMT System
MH3  |Phrase-Based SMT System with Splitting (all words considered as candidates for splitting)
MH4  [Factored MH3 (stem as alignment factor on source and target side)

Table 5. System Description
System |SMT Model Splitting Candidate Criteria for A Word Splitting Level
MH5 Phrase-Based A word with character length >= 5 One
MHG6 Phrase-Based All words except proper nouns (NNP) One
MH?7 Phrase-Based  |A word with character length >= 5 Two
MHS8 Phrase-Based A word with character length >= 5 Multi
MH9 Factored A word with character length >= 5 Multi

Table 7. Sy6stem Description



MH3 MH4 MH5 MH6 MH?7 MHS38 MH9
BLEU 41.71 42.01 41.70 41.24 41.94 41.93 42.06
NIST 7.982 8.023 7.987 7.953 8.025 8.023 8.029
PER 39.58 39.28 39.53 39.83 39.25 39.20 39.26
WER 32.21 31.91 32.19 32.63 32.07 32.04 31.88
Table 8. Evaluation (in %)
Criteria % Accuracy Grade Scale

Syntactically well-formed / semantically high acceptance

80% and above 4 point grade scale

Syntactically well-formed / semantically low acceptance

60% - 79% 3 point grade scale

Syntactically well-formed / semantically unacceptable

40% - 59% 2 point grade scale

Syntactically ill-formed / semantically unacceptable

below 40% 1 point grade scale

No output / garbage output

- 0 point grade scale

Table 9. Grading Scheme

Table 8 details the results obtained on different
evaluation metrics for the experimental systems.
We can see that among all, the highest BLEU and
NIST scores are achieved by MHS which is
factored SMT system and makes use of length
constrained multi-level splitting. There is not
much difference in BLEU for MH3 and MHS5.
But MH7 and MH8 show significant
improvement in BLEU over MH3. BLEU for
MHES6 is slightly decreased, as many words like
RISRATIA" (rajasthanat — in Rajasthan) which
are candidates for splitting are not getting split
because of their NNP POS tag. Use of a Marathi
NER may be experimented to tackle this issue in
future. In next section, we have further analyzed
and compared manual evaluation and 10-fold
cross validation for some of these systems to
better understand the performance difference.

5 Analysis and Discussion

We discuss here, manual evaluation, 10-fold
cross validation and error analysis followed by
comparative study with the existing work. MH1,
MH3, MH5, MH8 and MH9 only have been
considered for manual evaluation, as comparison
of these systems is sufficient to understand the
contribution of splitting to translation quality.

5.1 Manual Evaluation

Figure 2 shows manual evaluation of systems
(MH1, MH3, MH5, MH8 and MH9) for 50
random sentences from the test set. For the
evaluation, sentences were translated using
systems under study and graded as per the
scheme detailed in Table 9. 7

Figure 2 shows that among the systems
compared, MH9 has highest number of sentences
with accuracy more than 80%. We can also see
that use of constraints on splitting in MH5 has
helped reduce the number of sentences in grade 2
as compared to MH3. That shows, semantic
acceptance of translations is increasing with the
use of constrained splitting.

Table 11 describes with the help of an
example, improvement in the quality of
translation upon use of splitting. In the input
sentence, words 'deATSTT" (valsadchya — of
Valsad) and ' ' (kinaryavar — on the
bank) are candidates for splitting. These words
are split into 'deTNdTS' (valsad) + "=IT' (chya) and
! ' (kinarya) + "9X' (var), respectively. We
can see that the MH1 is unable to translate the
word ISl (valsadchya), whereas MH9
has correctly translated it into 'deTTS & (valsad
ke — of Valsad) as expected in the reference
translation.

5.2 10-Fold Cross Validation

To correctly compare the performance of the
systems, we also did 10-fold cross validation.
Results for the same are available in Table 10.
We can see that significant BLEU increment in
all folds of MH5 which makes use of splitting, is
consistent in comparison to MH1. Also we can
infer that multi-level (MHS8) splitting is slightly
better than two-level (MH7) and one-level
(MHS5) splitting.

5.3 Error Analysis

In the following subsections we analyze different
errors in splitting.



5.3.1 Superfluous Splitting

With the splitting, Marathi word IR
(dilawar) is getting split into e (dila) + X'
(war) which is a wrong split. "f&ATeR' (dilawar) is
a proper noun and hence should not have been
split. We tried to overcome this error using NNP
POS tag constraint, but that was stopping many
other valid candidates from splitting. Many
words like RISRMEIT  (rajasthanat — in
Rajasthan) have NNP as POS tag and still are

35
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valid candidates for splitting; applying NNP POS
constraint prohibits them from being split, which
doesn't help in reducing sparsity in training.

5.3.2 Bad Split

Word like 'S (jarmanitil) is getting split
into "SI’ (jarmanit) + ' et (il) which
actually should have been split into ST’
(jarmani) +del (til). Similarly many words on
splitting aren't giving any valid word which also
doesn't help in reducing sparsity in training.

LNl
2
3
I =
HS MH3 MHS

OJIIII
MH?1 MH3 M

Systems

Figure 2. Manual Evaluation

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 Avg
MH1 [36.74 |36.43 |36.56 |36.50 |34.60 |36.45 |36.04 |35.44 |38.02 |35.97 |36.26
MH5 |40.61 |40.47 |40.84 |41.19 |39.17 |40.97 [40.19 |39.77 |42.06 |40.74 |40.60
MH7 |40.50 |40.48 |40.59 |41.29 |39.18 |41.07 [40.50 [39.90 |42.21 |40.80 |40.65
MHS8 [40.62 |40.88 |40.86 |41.25 |39.40 |41.35 [40.69 |40.26 |42.69 |41.15 |40.90
Table 10. 10-fold Cross Validation

Input AAATSTYT g TR ferere 3Tfor IHRTE 319t Yex TR 3red.

valsadchya samudra kinaryavar tithal ani ubhrat ashi sundar nagare aahet.
Split Input [TAATS TAT AHS Tb=TTAT R fereref 70T IHRTC 372ft Fav R 3ATed.

Valsad chya samudra kinarya var tithal ani ubhrat ashi sundar nagare aahet.
MH1 TAATSTYT F% e R f2e 3R IWIC W R TR E |

valasadchya samudra tat par tithal aur ubharat aise sundar nagar hain.
MH9 JAATS B TG e W fi2el 3R IWRIE W YR FRE |

valasad ke samudra tat par tithal aur ubharat aise sundar nagar hain.
Reference [Go1¥ITS & % TR feferef iR IHRIC i X TR E |

valasad ke samudra kinare par tithal aur ubharat jaise sundar nagar hain.

Table 11. Comparison of Translation Systems
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5.4 Comparative study with Similar Work

Not much work has been done for Marathi to
Hindi Machine Translation and we compare our
work with the existing systems in our knowledge.
We found that the proposed system outperforms
all the existing systems (Kunchukuttan et al.,
2014; Shreelekha et al., 2013 and Bhosale et al.,
2011). Table 13 details scores for the systems to
be compared. To compare the manual evaluation
we have used formula given in Figure 3 (Bhosale
et al., 2011).

Figure 3. Formula for Calculating Manual Accuracy

BLEU |Accuracy
Bhosale et al., 2011 - 63.45%
Shreelekha et al., 2003 9.31 | 69.60%
Kunchukuttan et al., 2014 | 41.66 -
MH9 42.06 | 87.20%

Table 13. Comparison with Existing Work
6 Conclusion and Future Work

In this paper, we presented a factored Marathi to
Hindi SMT system, which makes use of source
side splitting and shows significantly higher
accuracy than the baseline. More work remains
to be done next to further take advantage of
splitting by using sophisticated methodologies
for the same. For example, suffix list can be
enriched to include more suffixes, complex
constraints can be applied to reduce negative
impact of splitting, source language dictionary
can be used to guide splitting and sandhi
correction can also be exploited to generate valid
words out of splitting. The same approach can be
applied to other language pairs with similarities
to Marathi and Hindi. SMT for Dravidian
languages to Hindi is planned to be considered
next.
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Abstract

In this paper we present our experiences
in building Statistical Machine Transla-
tion (SMT) systems for the Indian Lan-
guage pair Marathi and Hindi, which are
close cousins. We briefly point out the
similarities and differences between the
two languages, stressing on the phenom-
enon of Krudantas (Verb Groups) transla-
tion, which is something Rule based sys-
tems are not able to do well. Marathi, be-
ing a language with agglutinative suffix-
es, poses a challenge due to lack of cov-
erage of all word forms in the corpus; to
remedy which, we explored Factored
SMT, that incorporate linguistic analyses
in a variety of ways. We evaluate our
systems and through error analyses, show
that even with small size corpora we can
get substantial improvement of approxi-
mately 10-15% in translation quality,
over the baseline, just by incorporating
morphological analysis. We also indirect-
ly evaluate our SMT systems by analys-
ing and reporting the improvement in the
quality of translations of a Marathi to
Hindi Rule Based system (Sampark) by
injecting SMT translations of Krudantas.
We believe that our work will help re-
searchers working with limited corpora
on similar morphologically rich language
pairs and relatable phenomena to develop
quality MT systems.

1 Introduction

Marathi 1 and Hindi 2 are Indian languages
ranking fourth and first3 with respect to the

! http://en.wikipedia.org/wiki/Marathi_language
2 http //en Wlklpedla orq/W|k|/H|nd|
3 ) "

@gmail.com

@gmail.com

number of speakers. Marathi has close to 72 mil-
lion speakers whereas Hindi has close to 400
million speakers. Both Marathi and Hindi belong
to the family of ‘Indo-European languages’ i.e.
both have originated from Sanskrit and thus have
some phonological, morphological and syntactic
features in common.

1.1  Comparison of Marathi and Hindi

Marathi uses agglutinative, inflectional and
analytic forms. It displays abundant amount of
both derivational (wherein attachment of suffixes
to a word form changes its grammatical catego-
ry) and inflectional morphology. Hindi shares
these properties of Marathi except that it is not
agglutinative in nature. Both languages follow
the S-O-V word order. Both languages have da-
tive verbs. In both languages, when the agent in
the sentence is in nominative case, the verb
agrees with it in person, number and gender;
however, when it is not in nominative case, the
verb does not agree with it. These languages dif-
fer most in the participial and reported speech
constructions.

1.2 Agglutination, Participials and Report-
ed Speech constructions

The major factor in translating from Marathi
(Mr) to Hindi (Hi) is handling the transfer of ag-
glutinative morphemes. In the reverse case it is
the generation of appropriate agglutinative mor-
phological forms. Consider the translation of the
Marathi word “HEITERISR=AHAG”  {majhya-
barobar-chya-ne-hii} {the one with me also
(nominative)} which is “AY &Y arel o 817, a

whole phrase in Hindi. Marathi suffixes become
Hindi post positions. Typically, in languages that
have agglutinative suffixes there are millions to
billions of possible surface forms and when all
surface forms are not present in the parallel cor-
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the translation of morphemes does not merely
involve independent dictionary substitution but
require looking at neighboring morphemes.

An important aspect of our work involved
handling of participial forms known as Kru-
dantas and Akhyatas (Bhosale et al, 2011; Bapat
et al. 2010) which are derivatives of verbs. Con-

sider: “Fl YUGCIAAIR TGl TLH HFd
3me” {mi dhava-lya-nantar asa-le-la vyayam ka-
ra-ta aahe} {l am doing the exercises that come
after running} in which ““Eea=iax” and
“318erel’” (both nominal forms and are 2 consec-

utive Krudantas) and “&xd 3e” (Verb group

indicating tense, aspect and mood of action) are
participial constructions. The last auxiliary verb

in the verb group, “3mg” dictates the tense of the
sentence; present in this case.

Consider the translation of “&Tgeara” {dhava-
lya-ne} {by running (nominative)}, a Krudanta
in nominal form, which in Hindi is “#eT §”
{bhaagne se} or “HITar &T gatg & {bhaagne ki
wajah se}. When the suffixes are to be translated,
“&ar” {lya} is translated as {@} {ne} and ‘&
{ne} is translated as & {se}. Note that “a” {ne}
is also used as a nominative case marker and will
be translated as “si” {ne} in the case of the Kru-
danta “emgum=ara” {dhava-narya-ne} {the run-
ner (nominative)} which in Hindi is gisa arer &
{daudne wale ne}. “car” {lya} also has an alter-
nate translation as g {hue} {became (dead for
e.g.)} in the case of “FeledTar” {melelyala} {the
dead person (accusative)} which in Hindi is: “FX

gv &’ {mare hue ko}. This is sufficient to indi-

cate that translating a verb group by using rules
and bilingual dictionaries is a difficult and an
involved process.

A construction of reported speech contains
two sentences a sentential complement and a ma-
trix sentence. Hindi, typically, positions the sen-
tential complement (underlined) after the matrix

sentence but Marathi can place this either before
or after. The sentence “He says that he comes

home at 8” is written in Hindi as: “dg &gdl g

T 98 315§t O 3Mdr g7 {vaha kahta hai ki

vaha aath baje ghar aata hai} but in Marathi as
“d gl NS araddr At A df Fgorar’ {to

ghari aath vaj-ta ye-to ase to mhana-to} or “ar

FEUTAr T dl_ TS arefdr 83 AAl” {to mhana-to

ki to aath vaj-ta ghari ye-to}. Due to Krudantas a
Marathi sentence can have many possible Hindi
equivalents.

All these examples serve to indicate that trans-
lation between Marathi and Hindi, inspite of their
closeness, is quite challenging. Due to space
constraints we do not elaborate further but those
interested may look at the books of M.K. Damle
(1970) and Dhongde et al. (2009). We now de-
scribe the various experiments conducted and
SMT systems developed.

1.3 Related Work

Nair et al. (2013) developed a basic phrase
based SMT system and compared it against a
Rule based system, Sampark, for Marathi to
Hindi translation. Their work lacked any kind of
linguistic processing leading to only simple sen-
tences being translated well. Bapat et al. (2011)
had explored the impact of handling Krudanta
forms via morphological analysis during transla-
tion in Sampark by using rules. We obtained the
Sampark system and its source code so that we
could convert it into a Hybrid system, by SMT
phrase translation injection, to get an indirect
evaluation of the quality of our SMT systems.
Dabre et al. (2012) had worked on improving the
coverage and quality for their Marathi morpho-
logical analyzer which we exploit in the devel-
opment of our SMT systems. The remainder of
the paper is dedicated to the experiments con-
ducted and evaluation.

2 SMT Systems and Experiments

We first describe the corpora used and then the
SMT systems. The evaluation is in the following

Corpora #Lines #words
ILCl-Health—Marathi-Hindi 25000

ILCI-Tourism— Marathi-Hindi 25000 Mr-85681
DIT—Health — Marathi-Hindi 20000 Hi -43102
DIT-Tourism- Marathi-Hindi 20000

Wiki+News Web- Marathi 1968907 896430
Wiki+News Web-Hindi 1538429 558206

Table 1: Clozrpora details



section.

2.1 Corpora details

Table 1 below describes the sources and sizes
of the corpora which come from 2 major projects
namely ILCI (Indian Languages Corpora Initia-
tive) and DIT (Department of Information Tech-
nology). We also crawled the web for monolin-
gual corpora which we used for language model-
ling.

The crawl of Wikipedia (Wiki) by itself pro-
vided around 500000-600000 monolingual sen-
tences. There are many Marathi and Hindi news
websites amongst which we crawled only the
prominent ones for our corpora. It must be noted
that the parallel corpus, which is undergoing re-
visions, was not of high quality and contains du-
plicate sentence pairs.

2.2 Training and Technical details

In order to perform training we used IBM
models (Brown et al., 1993) implementation in
GlZA++ for alignment and Moses (Koehn et al.,
2007, 2003) for phrase table extraction and de-
coding. In order to obtain factors for Marathi we
used the Morphological analyzer and Part of
speech tagger developed under the ILMT (Indian
Language Machine Translation) project. For
Hindi we used a freely available tool* that does
Morphological analysis and POS tagging simul-
taneously. All non-factored systems took around
15-20 minutes of training time whereas inclusion
of factors increased the time to around 30-50
minutes.

We tried to tune our systems but often saw
that the resulting translations were of poorer
quality and thus the evaluations presented later
are on our non-tuned systems. All phrase tables
were binarized and provided as services using
the Moses webserver daemon.

2.3 Marathi-Hindi Systems

Below are details of the development of the
various systems for Marathi to Hindi translation.
For each system we describe the processing
steps, if any, of the corpora and give assumptions
and reasons for doing so. We also indicate the
pros and cons of performing these steps, most of
which will be indicated by examples in the eval-
uation section. For factored systems we mention
factors as <Factor-1 | Factor-2 | ... | Factor-n>,
decoding steps as <Source Factor combinations
-> Target Factor Combinations> and generation
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steps as <Target Factors > Target Surface
Form>.
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We trained a basic phrase based system using
the full parallel corpus for training and the Hindi
monolingual corpus for language modeling. This
did not have substantial coverage of all word
forms for Marathi and motivated us to utilize the
Marathi morphological analyzer.

Baseline system

2.3.2  Suffix Split system

We performed morphological splitting on the
Marathi corpus and replaced the surface word
with its root form followed by suffixes with
spaces in between. The original source sentence
to target sentence length ratio was quite low
(Marathi having lesser words per sentence due to
agglutination) which was observed to become
almost equal to 1 after morphological splitting.
Keeping the words in the root form led to the
loss of gender (G), number (N) and person (P) in
many cases. Also in case of tense determining,

auxiliary verb forms of “31@UI” {asne} {to be}

the root word form loses the tense information.
Despite this, the morphological splitting resulted
in a massive increase in translation quality (see
Evaluation section). Words that were not trans-
lated in their agglutinative form get properly
translated due to reduction in data sparsity.

2.3.3 Factored system — Suffixes as factors

As an initial experiment into factored models
we processed the Marathi side of the corpus to
have 4 factors: <Surface Form | Root Word |
Suffixes | POS Tag>. The agglutinative suffixes
for a word were grouped (separated by an under-
score) and treated as a single factor. Not all suf-
fix combinations exist in a small corpus and this
grouping does not lower data sparsity much. The
Hindi side is also processed to have 7 factors: <
Surface Form | Root Word | Gender | Number
| Person | POS Tag | Case>. Here Case means
direct or oblique to indicate whether an inflection
exists or not.

Initially we tried training a simple model in
which our decoding step was: <Marathi Factors
-> Hindi Factors> which is followed by a gen-
eration step: <Hindi Factors - Hindi Surface
Word>. But this ended up being the same as the
baseline system. Since both root words and suf-
fixes in Marathi map to words in Hindi we speci-
fied 2 additional decoding steps: <Root Word +
POS = Root Word + POS + Gender + Num-



ber + Person + Case> and <Suffix = Root
Word + POS + Gender + Number + Person +
Case>. The previous step we kept as a back-off.
We assumed that the aligner would map Marathi
root words and suffixes to Hindi root words and
postpositions respectively. Since existence of
suffixes are indicative of inflection in Marathi.
We did not consider GNP and case information
as factors. But on investigation of the phrase ta-
bles we saw that the phrase pairs recorded were
of poor quality. The decoder effectively disre-
garded the new decoding steps and hence we re-
frained from pursuing this way of treating suffix-
es as factors.

2.3.4 Factored system — Suffixes separated
from root

We realized that separating the suffixes from
the roots was the best approach and thus aug-
mented the Marathi corpus with GNP and case
information. We first separated the suffixes from
the root words by spaces and then added factors
to the root word. The factored representation was
<Root Word | Gender | Number | Person |
POS Tag | Case>. The split suffixes were repre-
sented as <Suffix | Gender | Number | Person |
PSP | Case>. The GNP’s were copied over from
the root word they were attached to and the POS
was kept as PSP (postposition). The case was
kept as ‘d’ (direct) if it was the last suffix and ‘0’
(oblique) otherwise. For verbs that indicated the
tense (which don’t have many morphological
variations) of the sentence we kept them in their
surface form. Finally we used our large monolin-
gual corpora to train a generation model which
would combine all factors on the Hindi side to
generate the surface form.

2.3.5 Hybridized Rule based System (Sam-
park) — Injecting SMT into an RBMT
system

The architecture of Sampark is given in Nair
et al. (2013) and Bhosale et al. (2011). It is a
transfer based rule based MT system and works
in 3 phases: Analysis, Lexical transfer, Genera-
tion. The analysis phases generate the morpho-
logical analyses which our SMT systems can use.
The original lexical transfer algorithm performed
lookup in dictionaries to get root word and suffix
translations. We modified the lexical transfer
algorithm such that the verb groups would be
translated by our best SMT system (2.3.2 in this
case) by making translation requests to a Moses
server daemon via a system call. This helped in]—4

prove Verb Group translation quality (see Evalu-
ation). The flow of translation is:

Analysis Transfer Generation

Request Verb Group

Translation Translation

Moses Server Daemon

Figure 1: Modified Sampark

2.4 Hindi-Marathi Systems

The translation systems for Hindi to Marathi
are given below. The terminology used is the
same as before.

24.1

As before, we trained a baseline system by us-
ing the Marathi monolingual corpus for the lan-
guage model. An interesting observation was that
the quality of translation from Hindi to Marathi
was better than the quality of translation in the
reverse direction on the same corpus which fur-
thers the belief that translation is not a bidirec-
tional phenomenon.

2.4.2

The factored corpus used in section 2.3.3 was
reused for training this system. The decoding
steps involved: <Hindi lemma to Marathi
Lemma> and <Hindi POS Tag + Suffix 2>
Marathi POS Tag + suffix>. An additional
back-off decoding step was: <Hindi Surface
Word =2 Marathi Lemma + POS Tag + Suf-
fix>. Thereafter the generation step combines the
Marathi factors to the surface form. However the
quality of translations was not much better than
the baseline system and upon investigation we
observed that the decoder effectively used the
back-off translation step. Once again we were
faced with the same situation as in section 2.3.3.
We realized that SMT should only take care of
morpheme transfer as in sections 2.3.2 and 2.3.4.
This led to the system below.

2.4.3

We used the processed corpus mentioned in
section 2.3.2 with the modification in section
2.3.4, namely, keeping the tense determining
verbs in their surface form. It is quite evident that
there would be a loss of GNP but our objective at
that time was to achieve morphological genera-
tion correctly. The resultant phrase based system
translates a Hindi sentence into a suffix split Ma-
rathi sentence. We then wrote a simple module

Baseline System

Factored System

Marathi Suffix splitting + Generation

Return Verb Group



which would combine the morphemes into a sur-
face form. With this in mind we turned to our
Marathi monolingual corpus, morphologically
analyzed it and generated a HashMap which con-
tained morphemes and surface forms as key val-

ue pairs. One such entry would be: “&x FAR”

{ghar samor} > “ERIFAR” {gharaa-samor} {in

front of the house}. Since the monolingual cor-

pus was quite large (89.6 k unique words) we

assumed that all commonly used morphological

forms would be contained in it. The suffix com-

bination method used is:

1. Consider that the morphemes of the translat-
ed sentence are in an array “split_morph”.
Let the hashmap containing morphemes to
surface word mapping be called “mor-
pheme_to_word_map”

2. Forindex =1 to length(split_morph):

a. Check the longest sequence of morphemes
from current position which is present as a
key in morpheme_to_word_map.

a. Retrieve the surface form for this mor-
pheme sequence.

b. If no longest sequence can be found from
current position then continue from next
position.

It will be seen later that this method is quite
naive and quite drastically lowers the quality of
translations.

3 Evaluation and Results

3.1 Evaluation methodology

We considered BLEU (Papineni et al.,2002)
as the standard evaluation criteria which morpho-
logically rich and free word order languages like
Marathi and Hindi are not best evaluated by and
hence we also performed Adequacy (meaning
transfer) and Fluency (grammatical correctness)

analysis as mentioned in Bhosale et al. (2011). A
total of 100 sentences were translated and scores
were calculated. A number of these were survival
sentences. For adequacy (Ad) and fluency (FI)
the sentences were given scores from 1 to 5 (5
for best). Sentences of score 3 and above are
considered acceptable. S; is (#sentences with
score i).

Adequacy / Fluency =100 * (Ss + 0.8 * S4 + 0.6
* S3) / (#Total sentences)

This gives the percentage of total sentences that
the user understands and has acceptable gram-
mar.

3.2 Results

Table 2 below gives the scores for the various
systems. The best results are highlighted. In case
of Marathi to Hindi translation the suffix split
systems perform the best. For Hindi-Marathi the
baseline and factored system do reasonably well.
The suffix split + generation system was the
worst.

In order to check the improvement of Krudan-
ta (Verb Group) translation by SMT injection
into the RBMT system (Sampark) we construct-
ed a set of 52 sentences (some of which were
present in the above set of 100 sentences) which
contained a variety of Krudanta types. Since
Krudantas can have multiple translations (see
Section 1.2) BLEU is not reliable and hence we
evaluated them using Adequacy and Fluency on-
ly (Table 3). It was observed that there was a
substantial increment in translation quality of
Sampark especially due to high quality Krudanta
translations.

System BLEU | Adequacy | Fluency
Marathi-Hindi (Baseline) 24.46 | 44.6 55.8
Marathi-Hindi (Suffix split) 29.68 | 63.2 59.4
Marathi-Hindi (Suffix as factor) 18.42 | 47.0 47.6
Marathi-Hindi (Suffix split + factored) 30.35 | 618 66.0
Hindi-Marathi (Baseline) 2393 | 770 74.4
Hindi-Marathi (Factored) 20.06 | 72.6 72.2
Hindi-Marathi (Suffix split + Marathi generation) 8.4 45.0 37.8
Table 3: Results of Evaluation

System Adequacy Fluency
Hindi-Marathi (Sampark) 46.0 40.0
Hindi-Marathi (Hybrid Sampark — SMT injection) | 61.0 62.0

Table 2: Improvement in triahslation quality by SMT injection



3.3 Example translations and Analysis

Consider the following examples of transla-
tions which serve to indicate that the scores
above are indeed valid.

3.3.1 Marathi to Hindi (SMT systems only)

e Input: TSIMAIA QEIId  ShIAG]
STETRIATAT T2+ TR &I dTeTell 378 .
{rajyan-til shahran-lagat bekayda

baandhkaaman-cha prashna gambhir hot
challa ahe}

Meaning: The situation of illegal con-
structions near the cities in the states is
becoming severe.

e Expected translation: It #H/ah AT

& 91 Jdu/aeraer AN fHr FEer
TR AN ATEE |
{rajya mein/ke shaharon ke paas

avaidh/bekayda nirman ki samasya gam-
bhir hoti jaa rahi hai}

e Baseline translation: T & ms{ioldld

SPIIGT SThIHATAT THEAT AR gidr ST
W®e
{rajya mein shaharan-lagat bekayda

baandhkaaman-cha samasya gambhir hoti
jaarahi hai}

o  Suffix split translation: I & G T
¢ dhrgel fAHATOT i TAEAT TR gt
I |

{rajya ke shahar se sate bekayda nirman ki
samasya gambhir hoti jaa rahi hai}

e  Suffix as factor translation: g3
SPIET AT & [HAATOT 1 A TR
B ST § |

{shaharan-lagat bekayda rajyon ke nirman
ka masla gambhir hoti jaa rahi hai}

e Suffix split + factored translation:

TS & U A Soraer AT fir

AT AT BT STIETE |
{rajyon ke shaharon ke bekayda nirman ki
samasya gambhir hoti jaa rahi hai} 16

e RBMT system Sampark (Non Hybrid
version): AT & AGIT & U INEHIeeA

JATdel Sl AT TR ITSd IR—ATE |

{rajyon ke shaharon ke paas gairkanuni
banavaton ki samasya gambhir gujarte ga-
ya hai}

e RBMT system Sampark (Hybrid ver-
sion): AT & AL & U NI
SelTdel sl JAEAT 3R BT ST &l & |
{rajyon ke shaharon ke paas gairkanuni

banavaton ki samasya gambhir hota jaa
raha hai}

Analysis: As expected, the baseline transla-
tion is quite bad because words like “2rgTelaTd”
{adjoining cities} and “sT&reRrATAT” {of construc-
tions} are not translated. But the suffix split
translation is almost correct except that it does
not generate the plural forms “I=AT” {states},
“rg_1 {cities} and “fAFON” {constructions}.
This was due to the loss of GNP information due
to root forms. Here “Trsardler” {in/of the state}

has 2 translations of its suffix “dlel” which can
be “H” {in} (generated by baseline) & {of} (gen-
erated by suffix split). Also “2M@RTe@TA” which

was translated as “egI & @ (by suffix split sys-
tem) which means “clinging to the city” is also
acceptable but not as natural sounding as “2Tet &

arg” {near the cities}. The factored system

which had the suffix as a factor, fared rather
poorly; as we had anticipated. But the suffix split
factored system gave a near about perfect trans-

lation except for the plural form “f&=ToT”. It on-
ly missed a word “&@” {clinging}. Also one

must note that the verb group “gld aTelell 3R

{is becoming} is perfectly translated in all cases.
In general, however, the suffix split systems gave
better translations than others.

Comparing these to the RBMT systems trans-
lations, one must note that both the Hybrid and
Non-Hybrid versions of Sampark do well in han-
dling GNP inflections since all the morphologi-
cal information is retained. Moreover it can be
seen that the translations of nouns and their suf-

fixes, “QUgUA” as “gA & 9rF”, are much
more natural than those of the SMT systems.



However, the translation of the verb group “8ld

TTeTell 318™ is translated as “IsRd IrAT & which
is incorrect in the non-hybrid version. This is
because sense of “8Id” in this sentence is that of
“happening” or “becoming”, but “W’ is a
translation of another sense of that word which is
indicative of “passage of time”. “gld” whose root

word is “gI01” is an extremely polysemous word

having more than 10 senses. RBMT systems typ-
ically make mistakes in translating the proper
sense of the word unless they have very high
quality WSD (word sense disambiguation) mod-
ules which in the case of Sampark are not that
good when disambiguating verbs. The hybrid
version gives a near about perfect translation of

“gYd dTeTell 318" as “giar S I&T & (masculine
inflection) instead of “grdr ST W& & (feminine

inflecion). This is because the inflection of the
verb group depends on the gender of the word

“FAEAT’. But when performing SMT injection,
only the phrase “gId dTelell 318~ is translated and

without the context “9?a” the SMT system is

unable to perform gender agreement thereby af-
fecting the fluency of the translation.

3.3.2 Hindi to Marathi

e Input: TSAT & AT & I ShIIGT
foraAToT i FEET AHR G ST | |
{rajyon ke shaharon ke paas bekayda nir-

manno ki samasya gambhir hoti jaa rahi
hai}

e Baseline translation: ITSATAT ATl
olE]eT 3T HcledT Sehrdal AT JoHEr
IR g dTelell 3TE.

{rajya-chya shahara-la laga-un aslelya
bekayda nirmanon samasya gambhir hoat

chala-li ahe}

e Factored translation:  IJ=ATdlel
EHLY STaDB ShrdeT HATON FFHEAT
IR BT TATeTell 3Te.

{rajya-til shaharan-madhye javal bekayda
nirmanon samasya gambhir hoat chala-li
ahe}
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e  Suffix Split Translation: =T AT AT
T a9 Serger Ao O gaEear
IR B o 3.

{rajya chya shahar chya javal bekayda
nirmanon chi samasya gambhir ho ta ahe}

e Marathi Generation: CUCR B
ETTIT STADS Sh1IST AT o FHET
IR g1 37Te.

{rajyan-chya shahara-chya javal bekayda
nirmanon chi samasya gambhir hoat ahe}

Analysis: “T#ATON” {constructions} was not

translated by any of the systems. The factored
system managed to handle some inflections. In
the suffix split translation the Marathi mor-
phemes were translated properly and the required
surface forms were generated. The suffix split +

generation system dropped the word ‘“TTerell”

{going} which is acceptable. In this case the
baseline translation was better than the others.

3.4 Discussion

It is quite evident that translation from Marathi
to Hindi is rather easier than the reverse which
involves morphological generation. Although the
suffix split + factored Marathi-Hindi system did
pretty well on the overall test sentences, it suf-
fered from factor data sparsity (Tamchyna et al.
2013) and missed on generating proper inflected
forms. This prevented it from outperforming the
non-factored suffix split system by a large mar-
gin. More study is needed, on properly utilizing
factors, to get high quality translation.

The impact of SMT injection into the RBMT
system Sampark is quite interesting from the
point of view of translating Krudantas. It is clear
that SMT manages to capture the structure of
verb group translations along with translating
proper senses of the verbs. The lexical transfer
algorithm of the non-hybrid Sampark would
translate the words in the verb group inde-
pendently, only relying on the word sense indi-
cated by the WSD module. Since SMT works at
the phrasal level the translations are better. An-
other interesting observation is that short dis-
tance agreements are very good for SMT and
Sampark. The lack of a dependency parser leads
to problems in long distance agreements. At the
current moment, the injection is very naive and
further study into performing intelligent injection



needs to be done. In general, Sampark translates
non-verbal class words better than the SMT sys-
tems do.

The case of Hindi-Marathi is the major chal-
lenge. The performance of the suffix split + gen-
eration method was very disappointing. But upon
doing analysis we saw that the Hindi to Marathi
morphemes translations were quite correct in
many cases. There were some things wrong with
our generation methodology. Firstly, on studying
the morphemes to surface from mapping table
we saw that there were many erroneous entries
due to unknown lexicon words incorrectly mor-
phologically analyzed. Secondly, sometimes suf-
fix morphemes and root word morphemes are
similar and get incorrectly joined to other words.
This along with our decision to do longest mor-
pheme sequence matching resulted in incorrect
(over) generation.

“FT 3T @1 82 {kyo jaa raha hai} {why are
you going} is translated as “@TelT T 3E?” in-
stead of “&I ST 3Mg?” {kaa jaa-ta ahe}. The
morpheme translation is “&T ST T 37g?” which
is correct. Here “@IaTT” is a village in India, not
in the morph lexicon and incorrectly split as “T

S and recorded in the mapping table leading to

poor translation. The naive algorithm resembles
the morpheme concatenation method in Durgar
et al. (2006). A proper morphological generator
needs to be used.

4 Conclusion and Future work

We have presented our work and experiences
in developing SMT systems for Marathi and
Hindi. We have described the corpora used and
the details of training the systems in necessary
detail. We also have evaluated the systems and
given analyses of sample translations. The Mara-
thi to Hindi translation by SMT is more or less at
a high quality owing to suffix splitting of Mara-
thi whose morphemes map to appropriate
words/post positions in Hindi. Further study into
proper utilization of factors will be undertaken to
improve quality. The improvement of the transla-
tion quality of the RBMT system, Sampark, by
performing SMT injection of Krudanta transla-
tions is another testimony to the qualitative per-
formance of the SMT systems. The reverse trans-
lation direction is rather difficult due to morpho-
logical generation for Marathi. Our current
method is quite weak and relying on lookup is
clearly not good. Currently we are working oh8

developing a good morphological generator by
reverse engineering the analyzer of Dabre et al.
(2012). Their morphology grammar rules will be
used. Indian Languages are all close cousins and
Dravidian languages are similar to Marathi in
respect to morphology. Our experiences should
be applicable in the development of high quality
SMT systems for these languages thereby ensur-
ing effective sharing of knowledge written in any
Indian language.
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Abstract

This work investigates situations in the de-
coding process of Phrase-based SMT that
cause particular errors on the output of
the translation. A set of translations post-
edited by professional translators is used
to automatically identify errors based on
edit distance. Binary classifiers predicting
the sentence-level existence of an error are
fitted with Logistic Regression, based on
features from the decoding search graph.
Models are fitted for 3 common error types
and 6 language pairs. The statistically sig-
nificant coefficients of the logistic function
are used to analyze parts of the decoding
process that are related to the particular er-
rors.

1 Introduction

Evaluating the output of Machine Translation
(MT) has been in the focus since the first devel-
opments of the field. There have been several ef-
forts to measure the translation performance, or to
identify errors by defining manual and automatic
metrics.

Advanced automatic metrics and Quality Esti-
mation methods have introduced machine learn-
ing (ML) techniques in order to predict indica-
tions about the quality of the produced transla-
tions (Lavie and Agarwal, 2007; Stanojevic and
Sima’an, 2014). When compared to traditional
automatic metrics, ML techniques allow acquir-
ing knowledge about the quality of the translation
out of a big amount of features. Such features
are typically black-box features, generated by au-
tomatic analysis over the text of the source or the
translations, or less often glass-box features, de-
rived from the internal functioning of the transla-
tion mechanism.

In this work, we focus on the glass-box fea-
tures. However, instead of focusing on the e20
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formance of a quality assessment mechanism, we
look backwards into what happened during the de-
coding process and led into known errors in the
translation output.

2 Problem definition

This work uses ML in order to fit a statistical
model, associating properties and events of the de-
coding process with the existence of particular er-
rors of a phrase-based statistical MT system. Such
a model optimizes a function f:

Y =f(X)=80X (1)
where:

e X is the independent variable, i.e. a feature
vector representing properties and events of
the decoding process and has been extracted
from the decoding search graph

e Y is the dependent variable, i.e a value pre-
dicting the existence of errors

e (3 is a weight vector estimated by ML to min-
imize the error of the function o, given sam-
ples of X and Y. This vector contains coef-
ficients for each one of the features. Given a
well-fit model and a relevant statistical func-
tion, these coefficients can indicate the im-
portance of each feature.

Our aim is to use the 3 coefficients in order to ex-
plain several behaviours of the decoding process,
relevant to the errors. The exact formulation of the
statistical function o is given in Section 4.3.

Our intention is to not train the model using as a
dependent variable a complex quality metric such
as BLEU (Papineni et al., 2002) or WER, since
this would increase complexity by capturing many
issues in just one number. Instead, we choose a
more fine-grained approach, by focusing onto spe-
cific type of errors that occur often in machine
translation output (Section 4.1).

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 20-29,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



3 Related Work

Error detection for MT and Quality Estimation
is an important component of post-editing ap-
proaches. Our work focuses solely on features de-
rived from the decoding process.

The first experiments on “Confidence Estima-
tion” make use of a small number of Statistical
Machine Translation (SMT) features in order to
train a supervised model for predicting the qual-
ity of the Translation (Blatz et al., 2004). Later
work, identified as “Quality Estimation”, defines
such features as “glass-box” features (Specia et
al., 2009). 54 glass-box features are shown to
be very informative, when fitted in a regression
model, along with other black-box features.

Avramidis (2011) uses decoding features in a
sentence-level pairwise classification approach for
Hybrid MT in order to select the best translations
out of outputs produced by statistical and rule-
based systems, whereas a corpus of machine trans-
lation outputs with internal meta-data was released
at that time (Avramidis et al., 2012). Later works
use glass-box features in order to predict numeri-
cal indications of translation quality, such as post-
editing effort (Rubino et al., 2013; Hildebrand and
Vogel, 2013) or post-editing time (Avramidis et
al., 2013). Contrary to these works, we only pre-
dict specific error types, with the focus on under-
standing the contribution of the features.

Prediction of specific error types was included
in the shared tasks of the 8th and 9th Workshop
on Statistical Machine Translation (Bojar et al.,
2013; Bojar et al., 2014). Several participants con-
tributed systems that predict error types (Besacier
and Lecouteux, 2013; Bicici and Way, 2014; de
Souza et al., 2014). In that case, prediction was
done on the word level and contrary to our experi-
ments, no glass-box features were used, therefore
there was no connection of the ML with the de-
coding process.

Guzman and Vogel (2012), in the work that is
most related to ours, aim to identify the contribu-
tion of the features. Similar to several previously
mentioned works, a multivariate linear regression
model is trained in order to predict continuous
quality values of complex metrics. Although the
aim of this work is similar to ours, we work in a
more fine-grained way: instead of modelling met-
rics, we try to explain the contribution of the de-
coding features on the occurrence of specific error
types. 21

4 Methods

4.1 Error detection

The errors on the target output are used as a train-
ing material for the supervised ML algorithm.
They are identified as a subset of commonly ob-
served error categories (Vilar et al., 2006). For our
purpose we focus on missing words, extra words
and re-ordering errors, since our data give suffi-
cient amounts for training a statistical model on
these error categories.!.

In order to detect the errors on the trans-
lation output, we follow the automatic method
by Popovi¢ and Ney (2011), which has shown to
correlate well with human error annotation. This
method automatically detects errors based on the
edit distance of the produced translation against a
reference human translation. An example of how
errors are detected can be seen in Figure 1.

4.2 Phrase-based SMT search graph

The glass-box features are extracted from the de-
coding process of a phrase-based SMT system
(Koehn et al., 2003) with cube-pruning (Huang
and Chiang, 2007). The decoding process per-
forms a search in various dimensions, calculat-
ing scores for many phrases and hypothesis ex-
pansions. Most scores are difficult to be inter-
preted as glass-box features in their initial form.
The amount of scores calculated per sentence is
not fixed, whereas the basic requirement for each
feature is to have only one value that is valid on
a sentence level, so that it can be used in the sen-
tence error prediction model.

For this purpose, we process the verbose out-
put of the decoder and derive scores, counts and
other statistics that can have this sentence-level in-
terpretation. When decoding steps contain a num-
ber of scores which is not fixed for every sen-
tence, we extract features out of their statistics,
such as the mean and the standard deviation, the
minimum/maximum value and their position in the
sentence. An example of how some of these fea-
tures are extracted is illustrated in Table 1. On
the upper part of the table, one can see the log-
probability and the future cost estimate for each
one of the phrases in the sentences. On the lower
part we demonstrate some statistics that are de-
rived from the scores and the positions of the
words in the upper part.

! Although previous work defines 5 error types, not all of
them could be sufficiently modelled given this amount of data



source:
griffe etwas im Dunkeln tappen.
translation:
in the dark.
post-editing:

Uberraschenderweise zeigte sich, dass die neuen Riite in Bezug auf diese neuen Be-
Surprisingly, showed that the new councils in relation to these new concepts slightly

Surprisingly, [miss:it] [lex:seems] that the new [lex:councillors] [miss:are] [reorder:

slightly in the dark] in relation to these new concepts.

Figure 1: Example of the results found with the automatic error detection process. One can see missing
words, reordering of 4 words and some lexical errors, which are not discussed in this work

Similar practice is applied to extract the entire
set of 104 glass-box features, which includes:

Phrase counts and positions: The produced
translation consists of sets of phrases that are cho-
sen as the most probable hypothesis. On this hy-
pothesis we count the number of phrases, words,
the length of the phrases, the length difference be-
tween source and aligned target phrases and also
the position of the shortest and the longest phrase
in the sentence.

Unknown tokens are words or phrases that are
not found in the phrase table. Their count, their
ratio and their position in the translated sentence
(average position, standard deviation of their posi-
tions, position of first and last unknown word) are
included as features.

Translation probabilities: Log probability (pC)
and future cost estimate (c) are available for each
phrase of the chosen hypothesis. We extract their
average, standard deviation and also their min-
imum and maximum values and their position
in the sentence. Additionally, we count phrases
whose pC or ¢ is too low or too high. This is done
by checking whether their values are out of the
standard deviation of all phrases in the sentence.

Time: The decoder reports the time required for
the entire translation process, the search, the lan-
guage model calculation, the generation of hy-
potheses other than the ones chosen and for col-
lecting translation options. We use these as fea-
tures, also averaged over the entire translation
time.

Decoding graph: These features come from the
entire set of alternative phrase hypotheses gener-
ated during the search. From the entire set of alter-
native hypotheses he derive statistics for their log
probability, the future estimate (average, standard
deviation, count of alternative phrase hypotheses
lower and higher than the standard deviation). 22

4.3 Machine Learning

The existence of an error (binary classification) is
modelled with logistic regression. It is a widely-
used ML method that optimizes a logistic function
to predict values Y in the range between zero and
one (Cameron, 1998), given a feature set X:

1

Y = B [e) X = —1 + 6—1(a+6X)

2)
For fitting the model we use the Newton-Raphson
algorithm, which minimises iteratively the least-
squares error given the training data (Miller,
2002). The regression fitting included Stepwise
Feature Set Selection (Hosmer, 1989).

In order to assess the contribution of individ-
ual predictors in a given model, we examine the
significance by calculating a p-value for each of
them. This is the probability that the beta coef-
ficient differs from 0.0. The probability is com-
puted based on Wald statistic of each co-efficient,
following the x? distribution. The Wald statistic is
the ratio of the square of the regression coefficient
to the square of the standard error of the coeffi-
cient (Menard, 2002; Harrell, 2001).

S Experiment

5.1 Data and models

For the purpose of our analysis we train one logis-
tic regression model per error category and lan-
guage pair, practically resulting into 21 models.
We include a set of models trained on the data
from all the language pairs, in order to model cases
that are independent of the languages involved in
the translation, or that are not statistically signifi-
cant in single language pairs, due to data sparsity.

The experiment is based on data from
WMT11 (Callison-Burch et al., 2011), augmented
with a small amount of data of WMT10 (Callison-
Burch et al., 2010) and technical documentation
of mechanical engineering equipment, as provided



source: [liberraschenderweise] [zeigte sich] [, dass die neuen] [Réte] [in Bezug
auf] [diese neuen] [Begriffe] [etwas] [im Dunkeln tappen .]

translation: [surprisingly ,] [showed] [that the new] [councils] [in relation to]
[these new] [concepts] [slightly] [in the dark .]

position phrase pC c
[0..0] surprisingly , —0-770335 —2-69341
[1..2] showed —1-54184 —2-81277
[3..6] that the new —0-563381 —2-65923
[7..7] councils —0-386571 —1-98291
[8..11] in relation to —1-29663 —2-85591
[12..13] these new —0-332607 —2-17422
[14..14] concepts —0-540415 —2-01213
[15..15] slightly —0-585549 —2-00382
[16..19] in the dark . —1-48327 —3-90992
minimum —1-54184 —3-90992
maximum —0-332607 —1-98291
average (avg) —0-83334 —2-56715
standard deviation (std) 0-448 0-5862
no of phrases with score lower than avg-std 3 1

no of phrases with score higher than avg+std 1 0
averaged position of phrase with lowest score 0-11111 0-88889
averaged position of phrase with highest score 0-55556 0-33333

Table 1: Example glass-box feature extraction from the decoding result. Decoding scores such as phrase
log probability (pC) and future cost estimate (c), whose number is not the same for every sentence (upper
part of the table), are reduced to a fixed feature vector based on basic statistics (shown on the lower part

of the table)

by a translation agency. The amount of sentences
originating from each data source per language
pair is shown in Table 2. Almost half of these
sentences are given to professional translators,
with the instructions to perform as few changes as
possible in order to correct the translations. The
size of the corpus and the number of post-edited
(p-e) sentences can be seen in Table 3.

Minimal post-editing is considered to be ideal
for automatic error detection. In contrast, refer-
ence translations may contain severe alterations to
the structure of the sentence, misleading the au-
tomatic error detection. Nevertheless, as it can
be seen in 3, the amount of sentences for cer-
tain error types and language pairs may be too
small, leading to a severely sparse set of training
data and therefore weak models. Consequently,
as it was not technically possible to acquire post-
editing on a bigger amount of data, we perform
error-detection on a mixture of post-editions and
reference translations, in case this increases tHe

quality of the statistical models. Preliminary ex-
periments confirmed the positive effect, as the pre-
cision and recall was increased on most models
(even up to 29%) when adding errors detected on
reference translations to the ones detected on post-
editing. Despite some obvious drawbacks, this
move is also motivated by the fact that the orig-
inal experiments that showed the accuracy of the
automatic error detection (Popovi¢, 2011a) were
also performed against reference translations.

5.2 Experiment set-up

As a statistical phrase-based system we trained
one Moses (Koehn et al., 2007) system per lan-
guage direction, using Europarl (Koehn, 2005)
and News Commentary corpora’. Its settings
follow the WMT11 baseline, including a com-
pound splitter for German-English and a truecaser
for all language pairs. The system was tuned

*News Commentary was used only for German-English
due to lack of alignments for the other languages



de-en | de-fr | de-es | en-de | fr-de | es-de
wmt10 118 30 14 74 0
wmtl1 952 952 1087 | 977 101
customer | 741 0 430 0 0 830
total 1811 | 982 | 543 1101 | 1051 | 931

Table 2: Amount of senteces from various sources per language pair

lang sentences reordering err. | missing words | extra words
total p.e | total p.e | total p.e | total p.-e

de-en | 1811 1139 | 1043 474 1 1079 570 | 869 454
en-de | 1101 315 | 891 232 | 671 151 | 722 208
de-fr | 982 198 | 819 157 | 597 80 | 630 147
fr-de | 1051 122 | 851 88 | 691 76 | 621 66
de-es | 543 543 | 288 288 | 322 322 | 186 186
es-de | 931 931 | 345 345 | 333 333 | 339 339
all | 6419 3248 | 4237 1584 | 3693 1532 | 3367 1400

Table 3: The size of the corpus per error category and language pair. p.e. indicates the number of

sentences that were minimally post-edited by professional translators

with MERT using the news corpus test set from
WMTO07 (Callison-Burch et al., 2007). The de-
coding features are extracted from Moses’ verbose
output of level 2. Our target language model with
an order of 5 is trained with SRILM toolkit (Stol-
cke, 2002), based on the respective monolingual
training material. The Orange toolkit (Demsar et
al., 2004) is used for processing and running the
Logistic Regression algorithms. The Hjerson tool
(Popovié, 2011b) was used in order to detect errors
on the translation.

6 Results

6.1 Model performance

A necessary step is to check how well each model
fits the data, since a well-fit model is required for
drawing conclusions. For this purpose we perform
cross-fold validation with 10 folds. The precision
and recall scores are shown in Table 4. Precision
indicates the ratio of the predicted sentences that
contain an error, whereas recall indicates the ratio
of the sentences that have an error and are success-
fully predicted.

The model predicting the existence of reorder-
ing errors has the highest precision and recall
on all individual language pairs and achieves a
generally high precision of about 83-87% (apart
from Spanish-German). The model of predict-
ing missing words seems most successful on the
dataset combining all language pairs. Extraneod$t

words have models with much lower scores, which
means that it is more difficult to draw conclusions.

6.2 Analysing coefficients

We proceed to the analysis by considering the
coefficient of the fitted logistic function (function
2) for each feature. Additionally, the confidence
p-value indicates the evidence that the respective
feature contributes to the prediction of the out-
come.

The feature coefficients given by the fitted logis-
tic function vary per error category and language
pair. This is understandable, given the fact that the
translation systems and the test sentences are quite
heterogeneous among language pairs.

Interpretation of the feature coefficients may
vary. The most clear indication is the positive
or negative sign of each coefficient. Addition-
ally, one has to note that several features result
as a mathematical function of other features; thus,
when they all occur in the logistic function, ex-
plaining the coefficients of a feature should not
neglect the existence of the features that are math-
ematically related to it.

In order to lead to useful conclusions, we show
the feature coefficients who seem to have a statis-
tically significant relation to known functionality
of the decoding process for several language pairs.
Conclusions are detailed per error category, based
on Tables 5, 6 and 7 which include the beta co-



all
prec rec

de-en
prec rec

de-fr
prec rec

de-es
prec rec

en-de
prec rec

fr-de
prec rec

es-de
prec rec

ext Jo 70 .68 59 | 72 .82
miss | .85 .88 |.75 76| .67 .79
reord | .70 .79 | .83 .81 | .88 .96

61 52173 8 |.67 76| .62 .53
80 82|.67 78].70 86 |.64 .52
L5 82|18 93|87 92|.77 .0

Table 4: Precision (prec) and recall (rec) of the logistic regression model, measure with cross-validation.
There is one model per combination of language pair and error category; plus one model trained on data
from all language pairs per error category. High precision and recall indicate that the model is well-fit.

efficient and the respective p-value for statistical
significance. Coefficients not appearing in specific
cells of the table have been eliminated by the step-
wise feature set selection. For a few language pairs
we also include coefficients with p-values higher
than our confidence level, when the same coeffi-
cient is statistically significant for some other lan-
guage pairs.

6.2.1 Reordering errors

The coefficients for the reordering errors are
shown in Table 5. First, the sentence-level ratio
of unknown words (unk-per-tokens) the standard
deviation of the position of an unknown token in
the translated sentence (unk-pos-std) has a positive
effect towards the creation of a reordering error. A
high standard deviation means that unknown to-
kens are scattered in distant places along the sen-
tence; being “unknown” they cannot be captured
by the lexical reordering model and it is therefore
likely that they cause an erroneous phrase order in
the parts of the sentence where they occur. This
is confirmed for 3 of our models (Table 5) with p-
value p <0.10, including the model trained on all
language pairs.

Calculating the length difference between the
source phrases and the aligned target phrases
chosen for the translation output provides a use-
ful feature too. The maximum difference of all
source-phrase lengths minus the respective cho-
sen target-phrase lengths (src-tgt-diff-max) has a
positive effect into creating a reordering error.
This effectively occurs for cases when the decoder
chooses to translate a source phrase with a much
shorter target phrase. Invertedly, the smallest dif-
ference between source and target phrase (src-tgt-
diff-min) has a negative effect on creating reorder-
ing errors. The two indications are confirmed with
a positive statistically significant coefficient for 6
cases in our models.

All of our translation systems into German i

crease their reordering errors due to a big length of
the longest source phrase chosen by the decoder
(src-phrase-len-max). This may be due to the fact
that German language has significantly different
word order than the other languages and this re-
sults into a common error for SMT systems.

6.2.2 Missing words

For the language pairs indicated in Table 6,
there is a positive effect on having missing words
by the standard deviation of the phrase log
probability (pC-std) and the position of the
phrase with the lowest log probability (pC-min-
pos) towards the end of the sentence, confirmed
by our logistic regression models for 4 language
pairs. Similar are the conclusions for the future
cost estimate (c-avg) averaged to the number of
phrases, and the number of phrases with low fu-
ture cost estimate, i.e. when it is lower than the
mean of all phrases minus the standard deviation.
These features reflect situations during the decod-
ing when dropping a phrase results to a higher
overall probability. This may occur due to the low
probability and the high future cost estimate of all
the possible translations of the phrase.

In other cases, there may be words missing
when the phrase alignments chosen for translat-
ing the source sentences are longer, namely when
the average source length (src-phrase-len-avg)
is higher and the length of the shortest source
phrase (src-phrase-len-min) is lower. A positive
impact to having words missing is also given by
the standard deviation of the length difference
between respective source and target phrases
(src-tgt-diff-std), i.e. when the length between
aligned source and target phrases varies a lot.

6.2.3 Extra words

The coefficients from the models on extra words
are not so conclusive, due to their low precision
and recall. One can note that the time for cal-
culating the language model and the total time



all de-en de-fr de-es en-de fr-de es-de

B p B p B p B p B p B p B p
unk-per-tokens 2.08 .00 598 .07 3.03 .19
unk-pos-std 0.19 .00 | 022 .00 0.17 .15 | 025 .09
pC-var -1.42 .06 | -0.70 .37 | -10.66 .00 995 .01
src-phrase-len-max -0.50 .04 | 036 .17 | -1.45 .02
src-tgt-diff-min -0.26 .02 -0.60 .00 | -0.50 .06 | -0.84 .01
src-tgt-diff-max 027 .02 | 0.14 .30 024 21 0.83 .01 047 .13

Table 5: Indicative beta coefficients and their respective p-values for the features affecting the existence

of reordering errors.

all de-en de-fr de-es en-de fr-de es-de
B p B p B p | B p | B P B P B p

pC-min-pos 040 .00 | 057 .02 1.06 .03 .15 .01
pC-std 211 .00 | 1.14 50| 382 .13 | 946 .00 7.05 .02
c-avg 052 .02 | 0.66 .08 144 17 | 266 .07 | 2.14 .00
c-low A1 .20 19 .04 | 028 .18

src-phrase-len-avg 0.70 .00 1.23 .00 1.56 .01 1.74 .01
src-phrase-len-min | -048 .08 | -0.88 .13 | -0.86 .30 -1.10 .09 | -095 .38
src-tgt-diff-std 041 .02 | 087 .04 | 091 .08 1.06 .02 | 057 .16

Table 6: Indicative beta coefficients and their respective p-values for the features related to the error of

missing words.

of the translation (time-translation) get increased
when extra words occur, for some language pairs.
The effect of the standard deviation of the un-
known tokens (unk-pos-std) is opposite to what
it causes to the reordering errors: the closer the
unknown tokens are to each other, the more extra
words occur.

For some models, including the model built
on all language pairs, extra words correlate with
the length of the source sentence (total-source-
words), particularly when translating from English
and French into German. Three models also indi-
cate small but highly significant contribution by a
feature from the search graph: the count of alter-
native hypothesized phrases, whose log proba-
bility is lower than the standard deviation of the
log probability in their respective sentence (alt-
pC-low).

7 Conclusions and further work

We have provided statistical evidence for how the
functioning of the phrase-based SMT decoding
process affects the existence of three frequently
occurring error types. The existence of the er-
rors in a sentence is modelled over some decoding
process features with logistic regression, which re-
sulted into several models with satisfactory preci-
sion and recall values.

By grouping the observations by error type, we
managed to show important features (represen‘[in’-)g6

stages of the decoding process) that are common
for several language pairs at the same time. Most
of the indications observed are based on statisti-
cally significant coefficients.

One observation is that the chosen method is
traditionally employed to examine feature contri-
butions in a specific model, which is seldom gen-
eralized across different models. Moreover, al-
though the features in the decoding procedure do
affect the translation performance, there are con-
cerns that the logistic relationship between decod-
ing features and specific translation errors is very
large, so that the statistical relationship is hard
to be captured by simple binary classification ap-
proaches. Our next efforts will therefore look on
other machine learning methods, also considering
the possibility to model the amount and/or the ex-
act location of errors.

Further work could extend this effort by in-
cluding a wider range of error categories that de-
scribe better the requirements for a translation cor-
rect output. Instead of automatically detecting er-
rors on post-edited output, a possible extension
could consider modelling error types assigned by
humans. Additionally, the analysis of features
can be extended in order to cover other types of
machine translation, such as hierarchical phrase-
based translation and rule-based translation.

An obvious application of this analysis would
be incorporating the findings into the decoding



all de-en de-fr de-es en-de fr-de es-de
B P B P B p B P B P B P B P
pC-std 1.55 .09 | 2.06 .17 7.03 .03
pC-max-pos 0.38 .00 | 046 .04 1.29 .01
time-calculate-lm 0.89 .02
time-translation 0.52 .34 235 .06 | 027 37| 207 .10
unk-pos-std -0.02 .16 -0.11 .11 -0.21 .01
total-source-words 0.22 .01 0.18 .00 0.27 .01
alt-pC-low 0.01 .03 | 002 .06 | 0.04 .00

Table 7: Indicative beta coefficients and their respective p-values for the features affecting the existence

of erroneous extra words.

process, in order to improve it, e.g. by introduc-
ing features to the decoding engine that directly
indicates the factors that cause errors.
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Abstract

This paper presents a novel approach
to integrate mildly context sensitive
grammar in the context of pre-ordering
for machine translation. We discuss
the linguistic insights available in this
grammar formalism and use it to de-
velop a pre-ordering system. We show
that mildly context sensitive gram-
mar proves to be beneficial over con-
text free grammar, which facilitates
better reordering rules. For English
to Hindi, we see significant improve-
ment of 1.8 BLEU and error reduc-
tion of 4.46 TER score over CFG based
pre-ordering system, on the WMT14
data set. We also show that our ap-
proach improves translation quality for
English to Indian languages machine
translation over standard phrase based
systems.

1 Introduction

India is a multilingual country with 22 offi-
cial languages, spanning four language fam-
ilies (Indo-Aryan,Dravidian, Tibeto-Burman
and Austro-Asiatic)!. In such a liguistically
diverse country there is always a great need for
translation services to serve government, busi-
ness and overall social communication needs.
Hindi and English act as link languages across
the country and languages of official commu-
nication for the Union Government. Thus, the
importance of English to Hindi translation is
obvious.

Languages can be differentiated in terms of
structural divergences and morphological us-
age. English is structurally classified as a
Subject-Verb-Object (SVO) language as op-
posed to Hindi which follows Subject-Object-
Verb (SOV) word order. Largely, these di-
vergences are responsible for the difficulties

http://en.wikipedia.org/wiki/Languages_of
India
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in standard statistical machine translation
(SMT) systems.

Our objective is to reduce the structural di-
vergence by reordering words in the source
language (English) to conform to the target
language (Hindi) word order and then provide
this data to train a pharse based SMT system.
This approach is known as pre-ordering in
SMT research. The novelty of our work is the
inclusion of linguistic context obtained from
higher level of grammar formalism known as
mildly context sensitive grammar. To the best
of our knowledge, this is the first approach to
bring such a formalism for pre-ordering in ma-
chine translation.

To begin with, Section 2 discusses work re-
lated to pre-ordering. We then provide an in-
troduction to TAG and Supertag, in Section
3. Section 4 describes our approach for pre-
ordering. In Section 5, we provide the method-
ology for pre-ordering. Experimental setup is
explained in Section 6, while corresponding re-
sults are shown in Section 7. We conclude our
work in Section 8 providing acknowledgement
in Section 9.

2 Related Work

Word order has direct impact on the flu-
ency of transaltion obtained using SMT sys-
There are basically two paradigms
for generating correct word order. The first
paradigm deals with developing a reordering
model which is used during decoding. Dif-
ferent solutions such as syntax-based models
(Chiang, 2005), lexicalized reordering (Och et
al., 2004), and tree-to-string methods (Zhang
et al., 2006) have been proposed. Most of these
approaches use statistical models to learn re-
ordering rules, but all of them have differ-
ent methods to solve the reordering problem.
The next paradigm deals with developing a re-
ordering model which is used as pre-processing
step (also known as pre-ordering) in SMT sys-
tems. In pre-ordering, the objective is to re-

tems.
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order source language words to conform to the
target language word order.

Xia and McCord (2004) describe an ap-
proach for translation from French to En-
glish, where reordering rules are acquired au-
tomatically using source and target parses
and word alignment. The reordering rules in
their approach operate at the level of context-
free rules in the parse tree. Collins et al.
(2005), describe clause restructuring for Ger-
man to English machine translation. They use
six transformations that are applied on Ger-
man parsed text to reorder it before train-
ing with a phrase based system. Popovic
and Ney (2006) use hand-made rules to re-
order the source side based on POS infor-
Zhang et al. (2007) propose chunk
level reordering, where reordering rules are au-
tomatically learned from source-side chunks
and word alignments. They allow all possi-
ble reorderings to be used to create a lattice
that is input to the decoder. Genzel (2010),
shows automatic rule extraction for 8 language
pairs. They first extract a dependency tree
and then converts it to a shallow constituent
tree. The trees are annotated by both POS
tags and by Stanford dependency types, then
they learn reordering rules given a set of fea-
tures. This paper discusses about creating
manual reordering rules with the help of Tree
Adjoining Grammar (TAG), a mildly context
sensitive formalism as discussed in Section 3.

mation.

3 Introduction to TAG/Supertag

Tree Adjoining Grammar (TAG) was intro-
duced by Joshi et al. (1975). Tree Adjoin-
ing Languages (TALs) generate some strictly
context-sensitive languages and fall in the class
of the so-called mildly context-sensitive lan-
guages. Lexicalized Tree Adjoining Grammar
(LTAG) (Joshi and Schabes, 1991) is the TAG
formalism where each lexical item is associated
with atleast one elementary structure. This
elementary structure of LTAG is known as
Supertag. The concept of Supertag was first
proposed by Joshi and Srinivas (1994). Su-
pertag localize dependencies, including long-
distance dependencies, by requiring that all
and only the dependent elements be present
within the same structure. They provide syn-
tactic as well as dependency information at tid

word level by imposing complex constraints in
a local context. Supertags provide informa-
tion like POS tag, subcategorization and other
syntactic constraints at the level of agreement
feature. Supertag can also be viewed as frag-
ments of parse tree associated with each lex-
ical item. An example of supertag is shown
in Figure 1. This supertag is used for tran-
sitive verbs. Subcategorization information is

S

NPl VP

/\
VO NPyl
\

ate

Figure 1: Supertag for transitive verb ate

clearly visible in the verb, which takes a sub-
ject to its left and an object to its right.

3.1 Structural description of supertag

Each supertag, at its frontier, has exactly one
anchor node marked by <, to which a lexical
item gets anchored. Apart from anchor node
at its frontier, it may have an optional substi-
tution node marked by | or an adjunction node
marked by *. Substitution and adjunction are
those nodes which can be replaced by another
supertag. For an adjunction node, it is nec-
essary for its label to match the label of root
node of supertag. A supertag can have atmost
one adjunction node but can have more than
one substitution node.

3.2 Supertagging

Supertagging refers to tagging each word of a
sentence with a supertag. An example of a
supertagged sentence is shown in figure 2.

NP S NP NP
6o Wi vp AS N No
I le ! dark chocolate
a“ue

Figure 2: Supertagged sentence “I ate dark
chocolate”

We use MICA Parser (Bangalore et al.,



2009)? to obtain rich linguistic information
like POS tag, supertag, voice, the presence
of empty subjects (PRO), wh-movement, deep
syntactic argument (deep subject, deep direct
object, deepindirect object), whether a verb
heads a relative clause and also dependency
relation, for each word. From this rich set
of features, for each word, we extract word
ID (essentially word position in a sentence),
supertag, dependency relation and deep syn-
tactic argument. Given a dependency rela-
tion, these supertags can be assembled using
composition operation of TAG to form a con-
stituent tree. Composition operation includes
substitution and adjunction:

e Substitution: It deals with substituting
a non-terminal node at the frontier of su-
pertag with another supertag. An exam-
ple of substitution operation is shown in
Figure 3. When substitution occurs at a
node, the node is replaced by the supertag
to be substituted.

e Adjunction: It deals with inserting a su-
pertag within another supertag satisfying
adjunction constraints (Joshi, 1987). An
example of adjoining operation is shown
in Figure 4. One of the key contraint is
the root label of supertag to be adjoined
should match label of the node where ad-
junction occurs.

NP S S

\

G‘<>+ NPyl VP = NP VP
VO NPl GO VO NPyl

ate I ate

Figure 3: Example illustraing Substitution op-
eration

4 Supertag Based Reordering

Each supertag encapsulates rich linguistic con-
text, based on which, we reorder supertag
nodes to preserve same context in target lan-
guage. We first highlight linguistic relevance
of supertag followed by showing why supertag
facilitates reordering and finally illustrate re-
ordering with supertag.

T 2t i 32
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NP NP NP

/\ ‘
A‘<> NP* + N‘<> — AD NP
dark chocolate da‘rk N‘ o
|
chocolate

Figure 4: Example illustraing Adjunction op-
eration

4.1 Linguistic Relevance

In this section, we show the linguistic relevance
of supertag. Each Supertag falls in a specific
syntactic environment, a few examples of su-
pertag along with their syntactic environment
are shown in Table 1. For each supertag ID,
Table 1 gives the linguistic context (syntac-
tic environment) in which a supertag appears
along with an example sentence. The lexical
item attached to the anchor node of supertag
is written in dtalic, in the example sentence.
Table 2 shows supertag ID and their corre-
sponding tree structure.

Supertag Linguistic FExample

1D Context

t3 Noun Phrase the man

t87 Topicalization Those dogs, 1
am terrified of

t68 Imperative Please tidy
your room.

t36 Adjectival Modi- | red hat

fier

t27 Transitive Verb I brought dark

chocolates.

Table 1: Example showing syntactic environ-
ment of different supertag

Syntactic environment of a supertag gives
us the liberty to control reordering at a finer
granularity. Thus, supertags of tree adjoining
grammar prove to be advantageous over con-
text free grammar (CFG) for reordering.

4.2 Why Supertag facilitates

Reordering

In this section, we discuss key properties of
LTAG which facilitates reordering, such as lex-
icalization, followed by Extended Domain of
Locality (EDL) and finally Factoring of Recur-
sion from the Domain of dependency (FRD)



Supertag ID Supertag Structure
t3 NP
\
N
t87 NP
NP* S
NP, S
\ /\
-NONE- NPyl VP
/\
Vo NP
\
-NONE-
t68 S
NPy \ 5
\ PN
-NONE- V¢ NPyl
t36 NP
/\
Ao NP
t27 S
NPyl VP
/\
V& NPyl

Table 2: Figure showing supertag structure for
each supertag ID

e Lexicalization:

Lexicalization ensures that each supertag
is anchored by a lexical item. This prop-
erty prove to be linguistically crucial since
it establishes a direct connection between
the lexicon and the syntactic structures
defined in the grammar. Reordering syn-
tactic structure at word level for every
word in a sentence helps us to obtain word
order that conforms to target language
word order.

o Extended Domain of
(EDL):
This property of LTAG states that for
each lexical item, the grammar must
contain an elementary structure for each
syntactic environment, the lexical item
might appear in. This means that for
each lexical item there can be multiple
supertags representing different syntactic

Another part of EDL

states that every supertag must contails

Locality

environment.

all and only the argument of anchor
in the same structure. This allows the
anchor to impose syntactic and semantic
constraints on its arguments directly
since they appear in the same elementary
structure that it anchors. This ensures,
to reorder we deal only with primary
features of lexical item on which the
reordering primarily depends on.

e Factoring of Recursion from the Do-
main of dependency (FRD): This
property ensures that supertags are min-
imal in nature; i.e. there is no recur-
sion present within the given elementary
structure of supertag. Recursive con-
structs are carried out with the help of
adjunction operation. Auxiliary supertag,
by adjunction to other supertag, accounts
for long distance behavior of these depen-
dencies. Due to this property the fea-
ture space of supertag is simplified with-
out any recursive feature involved. This
helps to build simple but strong reorder-
ing rules by just considering few but most
important features of the supertag.

4.3 Detecting Linguistic Patterns for
Reordering

In this section, we show that linguistic pat-
terns can be detected with the help of su-
pertag. English is structurally classified as a
Subject-Verb-Object (SVO) language whereas
Hindi is Subject-Object-Verb (SOV) language.
However, this is not true for all verbs, specially
in case of raising verb. We compare control
verb v/s raising verb, where the former re-
quires reordering as opposed to the later. An
example has been shown in Table 3. It can
be seen that supertag provides finer granular-
ity to control reordering based on linguistic
features. Studying supertag in-depth and as-
sociating it with linguistic context will help
to discover various pattern useful for building
better reordering system.

5 Methodology for Reordering

Listed below are the sequence of modules of
our reordering system:

e Reorder Supertags
We begin with reordering supertags, for



Control Verb

Raising Verb

Sentence Supertag Sentence Supertag
E: I told him. S It seems you are busy. S
H: 59 3 e | ST & b g oo B |

T: mainne use bola | NPol VP
G: I him told N
e Vo NPy

lagta hai ki tum vyast ho NPyl VP
seems is that you busy are TN
— YOR Y Vo Sil

Table 3: Table showing comparision

of control verb v/s raising verb

E:English; H:Hindi; T:Transliteration; G:Gloss

which we are provided with 4725 su-
pertags 2 in all, but seldom all of them
are seen in action. Therefore, we supertag
50,000 sentences from health and tourism
domain of ILCI corpus (Jha, 2010), from
which we filter out spurious supertags
which occur less than 10 times, leaving
600 supertags with us, for analysis. Our
manual analysis shows that out of 600 su-
pertags, 200 required reordering transfor-
mations to be applied.

Example of supertag, representing transi-
tive verb, before and after reordering in
shown in Table 4

Before Reordering After Reordering
S S
NPl VP NPql VP
/\ /\
Vo NPl NPl V&

Table 4: Example showing transitive verb be-
fore and after reordering

An example of reordering prepositional
phrase which gets adjunct to a noun
phrase is shown in Table 5.

Before Reordering | After Reordering
NP NP

/\ /\

NP* PP PP NP*

/\ /\
ING NPyl | NPl ING

Table 5: Example of prepositional phrase be-
fore and after reordering

3http://mica.lif.univ-mrs.fr/

o Extract Linguistic Information
As stated in Section 3.2, we use MICA
Parser to obtain linguistic informa-
tion along with superatg at word
level. For example, consider the input
sentence “I told him”, for which we
extract essential information and ap-
pend it with respective words as shown
“I|1|2|PRP|t29]0 told|2|2|VBD|t27|.
him|3|2|PRP|t29|1". Here, each
word contains “lexical-item|ID|parent-
ID|POStag|Supertag|deep-argument-

position”. We carry this example
sentence in further modules of reorder-
ing.

e Construct Derivation Tree

Once linguistic information is extracted,
we proceed with construction of deriva-
tion tree. The process of combining the
elementary trees (supertags) to yield a
parse of the sentence is represented by the
derivation tree. Derivation tree for the ex-
ample sentence is shown in Figure 5.

told|2|2|VBD|t27].

I|1]2|PRP[t29]0 him|3|2|PRP|t29|1
Figure 5: Example of Derivation Tree

e Construct Derived Tree
We have implemented the composition
operation (adjunction and substitution),
which, given a derivation tree would build
a derived/parse tree. Derived tree for the
example sentence is shown in Figure 6. To
build this derived tree we use reordered
version of supertag (for eg. t27 for tran-

34 sitive verb from Table 4).



NP VP
\ PN
GO NP VO
\ \ |
I GO told
|
him

Figure 6: Example of Derived Tree

« Extract leaf nodes Finally, we extract
leaf nodes from the derived tree, which
gives us reordered English sentence. In
our case, the input sentence is “I told
him” for which, we get “I him told ”
as output. We now use these reordered
English sentences along with their paral-
lel Hindi translation to train English to
Hindi machine translation system.

6 Experiment Setup

In this section, we discuss different data set
used and various experiments that we have
performed.

6.1 Data Sets

We use the shared task data set provided in
Workshop on Statistical Machine Translation,
2014 (WMT14)* to train English to Hindi
translation system. WMT14 training set con-
tains data from general domain, obtained from
multiple sources, whereas test set belongs to
The training set consist of
275K parallel segments, while test set contains
2.5K. We train a 5 gram language model us-
ing SRILM® on 1.5M monolingual Hindi cor-
pus provided in WMT14 shared task.

For translation from English to multiple In-
dian languages we use Indian Language Cor-
pora Initiative (ILCI) (Jha, 2010) corpus.
ILCI data belongs to the health and tourism
domain. The training set consist of 40K paral-
lel sentences while test set contains 1.1K. We
train a 5 gram language model using SRILM
on a 50K monolingual Hindi corpus from the
same domain.

news domain.

‘WMT14 resources:-http://ufallab.ms.mff.
cuni.cz/~bojar/hindencorp/
Shttp://www.speech.sri.com/projects/srilm 35

The English data was tokenized using the
Stanford tokenizer and then true-cased using
truecase.perl provided in MOSES toolkit. We
normalize Hindi corpus using NLP Indic Li-
brary (Kunchukuttan et. al.,2014)%. Normal-
ization is followed by tokenization, wherein we
make use of the trivtokenizer.pl provided with
WMT14 shared task.

6.2 List of Experiments

We use the MOSES toolkit (Koehn et al.,
2007) to train various statistical machine
translation systems. For English to Hindi we
train three systems, on each data set (WMT14
and ILCI), as follows:

e Phrase Based Systems: We train
phrase based model without pre-ordering.

e Context Free Grammar based pre-
orderding: In this model, we reorder
both train and test set using Patel et
al. (2013)’s source side reordering rules
which is refinement of Ramanathan et al.
(2008)’s rule-based reordering system.

e Supertag based pre-ordering: In this
model, we reorder both train and test
set using our supertag based pre-ordering
method as discussed in Section 5.

We provide systematic comparision among
these systems in Section 7. As the reordering
rules are developed to conform Hindi word or-
der, we were interested to see how does it affect
other Indian languages which have the same
word order as Hindi. So, we developed various
translation systems from English to other In-
dian languages using ILCI corpus and compare
it with standard pharse based systems.

7 Results

In this section, we also provide quantitative
results for various systems and provide sys-
tematic comparision among them. We also
provide couple of translations from English
to Hindi, showing improvement in translation
quality with our approach.

Shttps://bitbucket.org/anoopk/indic_nlp_
library



Data Set Phrase Based | CFG based reordering | Supertag based reordering
BLEU | TER | BLEU TER BLEU TER

WMT14 8.00 | 84.00 8.6 86.66 10.40 82.20

ILCI 23.77 | 58.36 | 26.45 56.24 25.75 56.14

Table 6: Result of English to Hindi SMT System
Higher BLEU Score and Lower TER Score indicate better system

Language Pair Baseline Phrase Based | Supertag based reordering | Improvement over
BLEU TER BLEU TER Baseline (BLEU %)
English-Punjabi 20.71 62.94 22.60 60.64 +9.12
English-Urdu 16.20 69.12 17.43 67.38 +7.59
English-Konkani 10.18 79.35 11.18 78.83 +9.82
English-Telugu 4.8 95.41 5.44 95.46 +13.33
English-Gujarati 14.76 70.42 15.40 69.34 +4.33
English-Bengali 12.73 75.49 13.26 74.48 +4.16
English-Malayalam | 3.49 100.23 3.78 100.39 +8.31

Table 7: Result of English to Indian Language SMT System

7.1 Quantitative Evaluation

We use two standard evaluation metrics BLEU
(Papineni et al., 2002) and TER (Snover et
al., 2006), for comparing translation quality
of various systems. Table 6 compares phrase
based, CFG based reordering and supertag
based reordering systems built using WMT14
and ILCI data set, for English to Hindi lan-
guage pair. We see TER score of our system
is best for both data sets. For WMT14 data
set, our approach shows improvement of 1.8
BLEU score and error reduction of 4.46 TER
score over CFG based reordering system.

For the ILCI data set, our approach shows
significant improvement over both evaluation
metrics over phrase based SMT sytem but
shows slight degradation in BLEU score when
compared with CFG based reordering system.
However, TER score remains almost same. On
an average, over both data sets, we see that
TAG based reordering performs better than
PB and CFG based systems.

Also from Table 7, we see our approch of re-
ordering English data set proves to give signif-
icant improvement in translation quality over
phrase based, for most of the English to Indian
language machine translation systems. The re-
sult is statistically significant at the p <= 0.07
level. 36

7.2 Qualitative Evaluation

We provide two source (English) sentences
(Example 1 and Example 2) along with their
actual translation (AT) and machine transla-
tions obtained from phrase based system (PB),
CFG based reordered system (CFG) and TAG
based reordered system (TAG), as shown in
Table 8. Transliteration of all Hindi sen-
tences have been shown in corresponding col-
umn. We see that translations of TAG is much
closer to the actual translation. Example 1
shows improvement in reordering which is the
main focus of our work, whereas, Example 2
shows morphological improvement inherently
achieved with reordering.

8 Conclusion

We presented a novel method of using mildly
context sensitive grammar formalism in the
context of pre-ordering in SMT systems. We
show that the rich linguistic information em-
bedded in supertags provides finer granular-
ity for framing reordering rules over Context
Free Grammar (CFG). We also showed that
supertag can be used for detecting linguis-
tic pattern based on which specific reorder-
ing rules can be written. We also discuss
the linguistic relevance of Supertag and bridg-
ing it with machine translation. Finally our
approach has shown significant improvement
over CFG based reordered systems. In future



Example 1 | One may wear clothes in many folds on body .
AT IRR R P T8 q IS TE | sharir par kai taha mein kapade pa-
hane .
PB Apell & W P 8 q IS TE | sakti hai par kai taha mein kapade
pahane .
CFG Uch Eb_sg dg q EFCI@ INR TR g9 Fhd '2»’ | ek kai taha mein kapade sharir par
pahan sakte hain .
STAG TP IRR R B3 I8 q IS Te | ek sharir par kai taha mein kapde
pahane .
Example 2 | The symptoms of which are as follows :
AT ST 18101 39 UBR g: jisake lakshan is prakar hain :
PB ST & SA&I0T T TBR g jo ke lakshan is prakar hain :
CFG ST & &1 S THR g jo ke lakshan is prakar hain :
STAG fSP &7 3T UBR g: jisake lakshan is prakar hain :

Table 8: Comparision of translation among various systems for English to Hindi

work, we would like to classify supertag based
on their linguistic relevance and try to gener-
alize reordering rules for each class.
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Abstract

An accurate estimation of segmental dura-
tions is needed for natural sounding text-
to-speech (TTS) synthesis. This paper
propose multi-models based on produc-
tion aspects of vowels. In this work
four multi-models are developed based on
vowel length, vowel height, vowel front-
ness and vowel roundness. In each multi-
model, syllables are divided into groups
based on specific vowel articulation char-
acteristics. In this study, (i) linguistic con-
straints represented by positional, contex-
tual and phonological features and (ii) pro-
duction constraints represented by articu-
latory features are used for predicting du-
ration patterns. Feed-forward Neural Net-
works are used for developing duration
models. From the results, it was observed
that the average prediction error is reduced
by 23.21% and correlation coefficient is
improved by 9.64% using multi-model de-
veloped based on vowel length production
characteristics, compared to single dura-
tion model.

1 Introduction

Naturalness and intelligibility of the synthetic
speech generated by the text-to-speech synthesis
(TTS) systems can be improved by means of ac-
curate prediction of prosodic parameters. Prosody
refers to duration, intonation and intensity patterns
of speech for the sequence of syllables, words and
phrases. In this work, we focus on modeling or
predicting one of the important prosodic param-
eters i.e., duration. Duration plays an important
role in human speech communication. Duratiot?

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on

ksrao@iitkgp.ac.in
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patterns of an utterance is defined as the sequence
of segmental (phone) or supra-segmental (sylla-
ble) durations. Variation in duration patterns pro-
vide naturalness to speech. Human hearing system
is highly sensitive to variations in duration pat-
terns. Hence, while developing speech synthesis
systems, acquisition and incorporation of the du-
ration knowledge is very much essential.

In this work, we are modeling the syllable dura-
tions for Indian language Bengali. In speech sig-
nal, the duration of each unit is dictated by the
linguistic and production constraints of the unit
(Reddy and Rao, 2012) (Rao and Yegnanarayana,
2007). In (Reddy and Rao, 2012), Ramu et al have
developed single duration model using linguistic
constraints represented by positional, contextual
and phonological (PCP) features, and production
constraints represented by articulatory (A) fea-
tures (Reddy and Rao, 2012). From here onward
it is referred as PCPA features in the rest of the pa-
per. In most of the existing Indian context TTS
works (Kumar and Yegnanarayana, 1989) (Ku-
mar, 1990) (Kumar, 2002) (Krishna and Murthy,
2004) (Rao and Yegnanarayana, 2007) (Kumar et
al., 2002) single duration models are developed by
considering all the available syllables present in
the training dataset irrespective of syllable posi-
tion or articulation aspects of syllables. The distri-
bution plot of duration of syllables present in our
database is shown in Fig. 1. From Fig. 1, it is
observed that duration values of syllables in the
database vary from 50 to 560 ms with mean and
standard deviations 212.9 ms and 80.6 ms, respec-
tively. It is also observed that most of the duration
values of syllables are concentrated between 110
ms and 350 ms, respectively. Therefore, the single
duration model will be more prone to erroneous

by classifying the low and high duration values to-
atural Language Processing, pages 39—47,

Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



wards mean values (central tendency) due to less
frequency of low and high duration syllables in the
training phase. This results in high average predic-
tion error.

10000

Number of Syllables

0 100 150 200 250 300 350 400 450 500 550
Syllable Duration (ms)

Figure 1: Distribution plot of Syllable durations

To improve the prediction accuracy by elim-
inating the biases of short durations of sylla-
bles towards long durations of syllables and vice-
versa, Rao er al have developed two-stage duration
model (Rao, 2005) (Rao and B.Yegnanarayana,
2004). However, the accuracy of second stage de-
pends on the accuracy of first stage. Therefore,
in this study, we have explored in a different way
to improve the prediction accuracy of durations by
separating or grouping the durations of syllables
based on production aspects of vowel generation
and thereby developing single stage multi-model
based duration models rather than multi-stage du-
ration model. The implicit knowledge of duration
is usually captured by using modeling techniques.
In this work, supervised learning is carried out us-
ing neural networks to capture the underlying in-
teractions that exist between input and output fea-
tures (Haykin, 1999). The main contributions of
this paper are as follows:

1. Analysing the syllable durations based on the
vowel production characteristics.

2. Separating the syllables based on production
aspects of vowels and developing the dura-
tion models for each class of vowel articula-
tions.

The paper is organized as follows: Section 2
presents an overview of the existing research on
acquisition of duration knowledge using different
models. Performance of single neural network
model for predicting the duration values of syl-
lables along with the details of database and fea-
ture is given in Section 3. Analysis of duratioft9

of syllables for different vowel production char-
acteristics is discussed in section 4. Section 5
compares the performance results of the proposed
multi-models with single duration model. Sum-
mary and conclusions of this paper is presented in
Section 6.

2 Previous efforts

Different approaches have been proposed by many
researchers for modeling durations of sound units
in the development of TTS systems. Duration
models range from rule-based methods to data-
based methods (Mixdorff, 2002). In the rule-based
models, some set of rules will be derived with the
help of linguistic experts and phoneticians using
limited amount of data. However, the state-of-
art is dominated by data-based models which gain
knowledge directly from the data. The data-based
methods are generally dependent on the quality
and quantity of available training data.
Rule-based models like Klatt model, which ap-
plies rules to lengthen or shorten the duration of
the segments (Klatt, 1979). Umeda developed
rule-based duration model (Umeda, 1976) which
is distinctly different from Klatt’s model. The Chi-
nese and Japanese TTS systems emphasize more
on pitch rather than durations, due to tonal na-
ture of the languages. Lee et al have developed
Chinese syllable based TTS system with simple
rule-based duration model (Lee et al., 1989). Lin-
ear statistical model like sum-of-products mod-
els, which combine multiple features into sin-
gle expression. Jan van Santen proposed sums-
of-products (SoP) model (Santen, 1994). The
model uses set of linear equations based on the
prior phonetic and phonological information as
well as the information obtained by analyzing the
data. Due to availability of large speech corpora,
many researchers have proposed non-linear statis-
tical approaches for analyzing large data. The two
major approaches follow under this category are
Classification and Regression Trees (CART) and
Artificial Neural Networks (ANN). The CART
based models are typical data-based duration mod-
els that can be constructed automatically. The
self-configuration capability of CART makes them
very popular (Black and Lenzo, Beijing China
2000); for instance the Festival TTS system uses
‘wagon’ tool to construct such trees from the ex-
isting databases. Riley used the CART based
model for predicting the segmental durations (Ri-



ley, 1992). The prediction of syllable durations
using neural networks is proposed by Campbell
(Campbell, 1990). Neural network models also
used by Barbosa and Bailly to predict the duration
of unit, known as Inter Perceptual Center Group
(IPCG) (Barbosa and Bailly, 1994). Neural net-
work based duration models also exist for lan-
guages like Arabic (Hifny and Rashwan, 2002),
Spanish (Cordoba et al., 1999), Portuguese (Teix-
eira and Freitas, 2003) and German (Sonntag et
al., 1997).

In view of Indian context, the rule based du-
ration model is developed by Kumar and Yegna-
narayana for Hindi TTS system (Kumar and Yeg-
nanarayana, 1989) (Kumar, 1990). The rules were
derived by analyzing 500 sentences, considering
contextual and positional information. About 31
rules were derived to predict the durations. Later
the rules were upgraded by analysing the large
broadcast news data in Hindi (Kumar, 2002) (Ku-
mar et al., 2002). CART based duration models
are developed for languages like Hindi and Tel-
ugu (Krishna and Murthy, 2004). Rao and Yeg-
nanarayana have used statistical models such as
neural networks and support vector machines for
modeling the durations of syllables for Hindi, Tel-
ugu and Tamil (Rao and Yegnanarayana, 2007).
The duration models were developed by using
broadcast news data from the three languages.
Linguistic constraints represented in the form of
positional, contextual and phonological features
were used to capture the durational phenomena.
To improve the accuracy of prediction further, a
two-stage duration model was developed. By us-
ing two-stage model prediction of short and long
durations of syllables is better compared to single
stage model.

3 Single duration model using
feed-forward neural network

The details of experimental database, features,
neural network and the evaluation results for sin-
gle duration model is presented in the following
subsections.

3.1 Experimental database

The text utterances of speech database used for
this study are collected mainly from Anandabazar
Patrika - a Bengali news paper. It consists of
news from several domains like sports, politics,
entertainment, and stories. The other sources ift!

clude story and text books in various fields such
as history, geography, travelogue, drama and sci-
ence. The text corpus covers 7762 declarative
sentences derived from 50,000 sentences through
optimal text selection method (Narendra et al.,
2011). The corpus covers 4372 unique sylla-
bles and 22382 unique words. The optimal text
is recorded with a professional female artist in a
noiseless chamber. The duration of total recorded
speech is around 10 hrs. The speech signal
was sampled at 16 kHz and represented as 16
bit numbers. The speech utterances are seg-
mented and labeled into syllable-like units us-
ing ergodic hidden Markov models (EHMM) (Ra-
biner and Juang, 1993). For every utterance a
label file is maintained, which consists of sylla-
bles of the utterance and their timing information.
The percentage of different syllable structures
present in the database are V(8.20%), VC(3.50%),
VCC (0.20%), CV(50.41%), CVC(32.26%),
CVCC(1.05%), CCV(2.50%), CCVC(1.77%) and
CCCV(0.11%), where C is a consonant and V is a
vowel.

3.2 Features

As we have developed syllable based TTS sys-
tem, therefore we have used syllable specific
features represented by linguistic and production
constraints are represented by positional, contex-
tual, phonological and articulatory (PCPA) fea-
tures (Reddy and Rao, 2012)(Reddy and Rao,
2013). The features representing linguistic con-
straints are syllable position in the sentence, syl-
lable position in the word, word position in the
sentence, syllable identity, contextual information,
syllable nucleus, whereas production constraints
features are vowel length, vowel height, vowel
frontness, vowel roundness, consonant type, con-
sonant place, consonant voice, aspiration, nukta,
first phone, last phone.

3.3 Feed-forward Neural Network

Feed-forward neural networks (FFNN) are used in
this work for modeling the durations of sequence
of syllables using PCPA features, since Ramu
et al in (Reddy and Rao, 2012) had confirmed
neural network model is outperformed compared
to other models like classification and regression
trees and linear regression trees. Therefore, in this
work also a four layer feedforward neural network
(FFNN) with the structure represented in Fig. 2 is
used for predicting the duration values.
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Figure 2: Architecture of four layer feedforward
neural network for predicting the duration values
of syllables.

In Fig. 2, the input layer which is the first layer
consists of linear neuron units. The second and
third layers are the hidden layers with non-linear
neuron units. The last layer is the output layer with
linear neuron units. The first hidden layer (second
layer in Fig. 2) of the neural network consists of
more units compared to the input layer (first layer
in Fig. 2), so that network can capture local varia-
tions of features in the input space. The second
hidden layer (third layer in Fig. 2) of the neu-
ral network has fewer units compared to the input
layer, so that network can capture global variations
of features in the input space (Haykin, 1999). The
last layer (fourth layer in Fig. 2) is the output layer
having one linear unit. The activation function for
the units at the input and output layers is linear,
whereas the activation function used at hidden lay-
ers is non-linear. The extracted PCPA feature vec-
tors representing positional, contextual, phonolog-
ical and articulatory features are presented as in-
put, and the corresponding duration values are pre-
sented as desired outputs to the FFNN models.

The generalization by the network is basically
influenced by three major factors : (1) the archi-
tecture of the network, (2) the amount of data used
in the training phase of the network, and (3) the
complexity of the problem. We have some control
over the second factor but there is no control over
the third factor. Different network structures were
explored in this study to obtain the optimal perfor-
mance, by incrementally varying the hidden layer
neurons in between 5 and 100 as follows:

1. In the first iteration, the number of neurons ft?

layer 2 (approximately 55) is considered to be
greater than 1.5 times the number of neurons
present in layer 1.

2. The number of neurons in layer 3 (approxi-
mately 25) considered in the first iteration is
to be less than 0.75 times the number of neu-
rons present in layer 1.

3. In this work, optimal structure is determined
in 2 steps.the number of neurons in layer 2
are increased with an increment of 5 from
55 to 100, whereas in layer 3, the number of
neurons are decreased with a decrement of 5
from 25 to 5. Based on the best performance
(least training error) of all combinations (i.e.,
10 x 5 = 50 combinations), layer 2 and layer
3 neurons are fixed.

4. In step 2, with the obtained neurons in step
1, fine tuning is carried out by incrementing
the neurons of layer 2 and decrementing the
neurons of layer 3 with the step count of 1.

5. For example in step 1, assume the best perfor-
mance is obtained with h1 and h2 neurons in
layer 2 and 3, respectively. In step 2, the neu-
rons of layer 2 are varied from h1-4 to h1+4
excluding h1 (7 values) with step count of 1.
Thus, in step 2, 49 possible combinations are
tried out.

6. Overall, for finding the best optimal struc-
ture, we explored 99 possible combinations.

The structure of the network is represented by
AL BN CN DL, where L denotes linear unit and N
denotes non-linear unit. A, B, C and D are the inte-
ger values indicate the number of units used in dif-
ferent layers. The activation function used in the
non-linear unit (N) is tanh(s) function, where ‘s’ is
activation value of that unit. The (empirically ar-
rived) final optimal structures obtained with min-
imum generalization errors for predicting the du-
rations is 35L 68N 17N 1L. The input and out-
put features are normalized between [-1, 1], before
giving to the neural network.

The training process of FFNN is carried out
using Levenberg-Marquardt back-propagation al-
gorithm to adjust the weights of the neural net-
work, by back propagating the mean-squared er-
ror to the neural units and optimizes the free pa-
rameters (synaptic weights) to minimize the er-
ror (Yegnanarayana, 1999). The back-propagation



network learns by examples. So, we use input-
output examples to show the network what type of
behaviour is expected, and the back propagation
algorithm allows the network to adapt. The back
propagation learning process works in small itera-
tive steps as follows:

e One of the example cases is applied to the
network.

e The network produces some output based on
the current state of it’s synaptic weights (ini-
tially, the output will be random).

e The network output is then compared to the
desired output and a mean-squared error sig-
nal is calculated.

e The error value is then propagated backwards
through the network, and weights are updated
to decrease the error in each layer.

e The whole process is repeated for each of the
examples.

For each syllable a 35 dimensional feature vec-
tor is formed, representing the positional, contex-
tual, phonological and articulatory information. In
this work, the data consists of 177820 syllables are
used for modeling the duration. The data is di-
vided into two parts namely design data and test
data. The design data is used to determine the net-
work topology. The design data in turn is divided
into two parts namely training data and validation
data. Training data is used to estimate the weights
(includes biases) of the neural network and val-
idation data is used to minimize the over-fitting
of network, to verify the performance error and to
stop training once the non-training validation error
estimate stops decreasing. The test data is used
once and only once on the best design, to obtain
an unbiased estimate for the predicted error of un-
seen non-training data. The amount of data used
for training, validation and testing the network are
70%, 15% and 15%, respectively. The motivation
here is to validate the model on a data set from the
one used for parameter estimation. As generaliza-
tion is the goal of the neural network, hence we
used cross validation.The early stopping method
is used to avoid over-fitting of the neural network.

3.4 Objective and subjective evaluation

The performance of duration model is evaluated
by using objective measures such as percentaé@

of syllables predicted within different deviations
from their actual duration values, average predic-
tion error (1), standard deviation (o) and linear
correlation coefficient (yx,y) between actual and
predicted duration values. The computation of ob-
jective measures are as follows:

;= imwl ygg,, = Zaltizul g
ZT; N
2 v
o=y ,and yxy = — - (2)
N ’ ox.0y

where d; = e; — u,e; = x; — y; (3)
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N
where z;, y; are the actual and predicted duration
values respectively, and e; is the error between the
actual and predicted duration values. The devi-
ation in error is d;, and N is the number of ob-
served duration values of the syllables. ox, oy are
the standard deviations for the actual and predicted
duration values respectively, and Vy y is the cor-
relation between the actual and predicted duration
values.

The performance of method is also evaluated by
means of subjective analysis. Naturalness and in-
telligibility are two important key features to mea-
sure the quality of the synthesized speech. Natu-
ralness can be defined as, how close the synthe-
sized speech to human speech, whereas intelligi-
bility is defined as how well the message is under-
stood from the speech. The perceptual evaluation
is conducted by incorporating FFNN based dura-
tion model developed into the TTS system. In this
work, 20 subjects within the age group of 23-35
were considered for perceptual evaluation of syn-
thesized speech. After giving appropriate training
to the subjects, evaluation of TTS system is car-
ried out in a laboratory environment. Randomly
10 sentences were selected, and played the synthe-
sized speech signals through headphones to evalu-
ate the quality. Subjects have to assess the quality
on a 5-point scale (Reddy and Rao, 2012) for each
of the synthesized sentences. The subjective lis-
tening tests are carried out for the synthesized sen-
tences generated by FFNN duration model devel-
oped using the PCPA features. The mean opinion
scores (MOS) are calculated for both naturalness
and intelligibility of the synthesized speech.

The objective and subjective evaluation results
of single duration model is given in Table 1.

and VX,Y



Table 1: Performance of single duration model

% Predicted syllables Objective Subjective
within deviation measures measures
7 o 0% Naturalness | Intelligibility
10% | 15% | 25% | (ms) | (ms)
35.14 | 50.63 | 72.56 | 39.04 | 35.09 | 0.83 3.53 2.86

4 Analysis of duration of syllables based
on vowel articulation factors

Production aspect of speech segments (vowels
and consonants) is one of the major factor influ-
encing the variation in the duration of syllables.
In syllables, major contribution of the duration
values is mainly from the vowels compared
to consonants. This can be verified from the
example shown in Fig. 3. The phrase “’sAro-
dAdebI” contains two words(’sArodA”,’debl”),
5 syllables(”sA”,’r0”,’dA”,’de”,’bl”) and 10
phones(s,A,r,0,d,A,d,e,b,]). The speech signal
of the phrase “sArodAdebl” with its consonant
and vowel portions (duration) shown in Fig.
3, indicates that major portion of duration of
syllables is mainly from the vowel region.

Al o H A dl e b| 1

Speech

1.4 1.5 1.6 1.7 1.8 1.9
Time (s)

Figure 3: Durations of consonants and vowels of
the syllables in the phrase "sArodAdebl”

Moreover, the duration values of vowels vary
based on their place and manner of articulation
while uttering. Therefore, in this study, analysis
of duration is carried out based on production as-
pects of vowels. The features related to vowel are
vowel length, vowel height, vowel frontness and
vowel roundness. The distribution plot of sylla-
bles based on production characteristics of vowel
is given in Fig. 4.

From Fig. 4, it is quite clear that there is a vari-
ations in the distributions of syllables of differ-
ent vowel production characteristics. Therefore,
if we separate the syllables based on these vari-
ations model and modeled each group separately,
the prediction performance can be improved.

5 Proposed multi-model based approach

It was concluded that the durations of syllables de-
pends on articulations of vowels from the anal-
ysis presented in Section 4. Therefore, in this
study, multi-models are developed separately for
each case to improve the prediction accuracy. The
prediction performance of proposed FFNN multi-
models is compared with the FFNN single dura-
tion model developed using PCPA features. The
details of performance of multi-models are dis-
cussed in the following subsections.

In this study, multi-models are developed based
on different vowel articulations described in the
section 4. For the vowel length, durations of syl-
lables are divided into 3 parts and hence 3 mod-
els are developed representing short, diphthongs
and long vowels. For vowel height, syllables are
divided into 3 parts such as high, mid and low
vowels based on tongue height while articulating
vowels, and hence 3 models are developed for
vowel height. Similarly, based on tongue front-
ness, 3 models are developed representing front,
mid and backness of tongue while articulating
vowels. Lastly, 2 models based on vowel round-
ness is developed by categorizing syllables as lip
roundness and no lip roundness while articulating
vowels.

The input features used for developing multi-
models is same as that of single model ex-
cept the articulatory feature of the vowel type.
For vowel length models, the articulatory feature
vowel length is not used as it is redundant. This is
applicable even for vowel height, vowel frontness
and vowel roundness models. The performance of
multi-models for each category of vowel articula-
tions is given in Table 2. Column 1 of Table 2
indicate the vowel feature , column 2 indicate the
models developed for each vowel feature, columns
3-5 indicates the percentage of syllables predicted
within different deviations from their actual du-
ration values and columns 6-8 indicates objective
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Figure 4: Distribution plots of the syllable durations based on different articulations of vowels related to

(a) vowel length (b) vowel height, (c) vowel frontness, and (d) vowel roundness

Table 2:

duration values of the syllables.

Performance of FFNN based multi-models based on vowel articulations for predicting the

% Predicted syllables Objective
f::;:lv::s Models within deviation measures
Iz o v
10% 15% 25% (ms) (ms)

Long 36.82 (35.19) 54.87 (51.25) | 73.08 (72.31) 36.50 (39.87) | 29.09 (35.50) | 0.86(0.80)

Vowel Dipthong 32.16 (48.39) | 4559 (63.40) | 66.83(88.56) | 40.05(33.63) 23.91 (30.66) | 0.85(0.78)
Length Short 43.03 (34.99) 60.00 (50.30) 81.46 (72.47) 27.76 (38.83) | 25.28(35.00) | 0.93(0.84)
AVERAGE | 41.44(35.14) | 58.64(50.63) | 79.31(72.56) | 29.98(39.04) | 26.20(35.09) | 0.91(0.83)

High 40.63(35.11) 55.25(51.99) 77.30 (72.68) 3133 (37.13) | 28.72(33.85) | 0.84(0.82)

Vowel Mid 39.15 (34.77) 56.48 (49.61) | 79.79 (72.61) 31.19 (39.66) 27.49 (35.34) | 0.91(0.85)
Height Low 35.28 (36.11) 52.14 (51.75) | 75.54 (72.29) 3537 (39.54) | 28.18(35.78) | 0.87(0.80)
AVERAGE | 38.66 (35.14) | 55.25(50.63) | 78.29(72.56) | 32.13(39.04) | 27.93(35.09) | 0.89(0.83)

Front 39.21 (34.61) 5522 (51.01) | 76.89 (73.64) 30.82 (38.36) 2534 (32.89) | 0.90(0.83)

Vowel Mid 41.13(37.01) 58.92 (53.23) 80.57 (74.70) 3153 (39.12) | 27.25(35.57) | 0.91(0.83)
Frontness Back 33.10 (33.52) 47.38 (46.89) 70.60 (68.47) 36.67 (39.84) 30.72 (37.41) 0.87 (0.83)
AVERAGE | 38.17(35.14) | 54.31(50.63) | 76.41(72.56) | 32.71(39.04) | 27.51(35.09) | 0.90 (0.83)

No-round 33.50 (35.77) 50.14 (52.09) | 72.43 (74.15) 37.88 (38.73) 30.53 (34.19) | 0.85(0.83)

Vowel Round 3471 (33.52) 51.02 (46.89) | 74.68 (68.47) 3324 (39.84) | 28.61(37.40) | 0.89(0.83)
Roundness "AVERAGE | 33.84 (35.14) | 5039 (50.63) | 73.06 (72.56) | 36.58 (39.04) | 29.99(35.09) | 0.87(0.83)

measures. of multi-models is shown in bold. From Table 2, it

Table 1 represents the average performance of
all the syllables in the test set of the single dura-
tion model. The prediction performance of the syl-
lables corresponding to different vowel production
characteristics is also computed which is shown in
brackets in Table 2 and the average performané‘iaS

is quite clear that the performance of multi-models
developed based on articulation of vowels is bet-
ter compared to the performance of single duration
model (the values in brackets). From this hypoth-
esis, we concluded that the prediction accuracy of
durations depends on the articulations of vowels,



and it can be captured by separating the syllables
and developing different models based on the ar-
ticulations. Among all the multi-models based on
different vowel articulations. The multi-model de-
veloped based on vowel length production charac-
teristics is outperformed compared to other multi-
models. It is found that the average prediction
error is reduced by 23.21% and correlation coef-
ficient is improved by 9.64% using multi-model
developed by separating syllables based on vowel
length production characteristic compared to sin-
gle duration model. However, we can notice that
the average error for the model developed using
duration of syllables having vowel diphthongs is
more compared to single duration model. This is
expected because the amount of syllables having
vowel diphthongs are quite less for training the
neural network (0.89% in training set and 0.77%
in test set). This error can be minimized by taking
average duration value of diphthongs.

The subjective listening tests are also carried
out for the synthesized sentences generated by
FFNN multi-models as shown in Table 3. The
mean opinion scores (MOS) are calculated for
both naturalness and intelligibility of the synthe-
sized speech. For comparing the quality of syn-
thesized speech based on incorporation of specific
duration models, we have also derived the mean
opinion scores for the synthesized speech gener-
ated in the absence of duration model. From Table
3, it is observed that the MOS values for natural-
ness and intelligibility of FFNN multi-model de-
veloped based on vowel length production charac-
teristics is better compared to other models. The
scores indicate that the intelligibility of the synthe-
sized speech is fairly acceptable, whereas the nat-
uralness seems to be poor. Naturalness is mainly
attributed to individual perception.

6 Summary and conclusions

In this work, novel multi-models are developed
based on the articulation characteristics of vow-
els. Among all multi-models, the multi-model de-
veloped based on vowel length category is per-
formed better compared to other multi-models de-
veloped based on vowel height, vowel frontness
and vowel roundness. The prediction accuracy of
multi-model is outperformed compared with sin-
gle duration model. The prediction performance
of diphthongs model in vowel length multi-model
is dropped compared to single duration modéto

The error can be minimized or prediction accuracy
can be further improved by taking average dura-
tion of diphthongs rather than modeling using net-
works due to less frequency of diphthongs or it can
be included in the model of long vowels as long
vowel durations are quite close to duration values
of diphthongs. The prediction accuracy can be fur-
ther improved by analogizing and constructing the
multi-models based on position aspect of syllables
in sentence and in words, as well as multi-models
based on consonant production characteristics.

Table 3: Mean opinion scores for the quality of
synthesized speech of TTS after incorporating the

multi-model based duration models
Models Mean Opinion Scores
Intelligibility | Naturalness
Without Duration model 3.10 2.62
Single model 3.53 2.86
Vowel Length 3.70 3.01
Vowel Height 3.65 2.89
Vowel Frontness 3.62 2.88
Vowel Roundness 3.56 2.87
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Abstract

A robust voice activity detection (VAD) is

a prerequisite for many speech based ap-
plications like speech recognition. We in-
vestigated two VAD techniques that use
time domain and frequency domain char-
acteristics of speech signal. The temporal
characteristic of the autocorrelation lag is
able to discriminate speech and nonspeech
regions. In the frequency domain, peak
value of the magnitude spectrum in differ-
ent sub-bands is used for VAD.

Performance of the proposed methods
are evaluated on TIMIT database with
noises from NOISEX-92 database at var-
ious signal-to-noise ratio (SNR) levels.
From the experimental results, it is ob-
served that VAD based on autocorrelation
lag is working consistently better than the
maximum peak value of the autocorrela-
tion function based method. However,
it performs inferior compared to our sec-
ond approach and AMR-VAD2. Our sec-
ond approach i.e., VAD based on maxi-
mum spectral amplitude in sub-bands out-
performs AMR-VAD2 and Sohn VAD for
some noise conditions. Moreover, it is
shown that a threshold independent of
noises and their levels can be selected in
the proposed method.

I ntroduction

2013), wireless communications (Beritelli et al.,
1998), speech enhancement for hearing aids (ltoh
and Mizushima, 1997), etc. So, there has been
growing interest for developing a robust VAD in
low signal-to-noise ratio (SNR) conditions.

Approaches to VAD can be broadly classified
as model-based and non-model based (signal pro-
cessing) methods. One of the recent model-based
approaches is based on using non-negative sparse
coding (Teng and Jia, 2013). In this, a dictio-
nary is trained for speech and noise separately and
are concatenated to form a global dictionary. The
noisy signals are represented as linear combina-
tion of elements of global dictionary. One inherent
drawback of this technique is that it assumes noise
during the test time to be known apriori.

In addition, there are also statistical model-
based VADs (Sohn et al., 1999) (Ramirez et al.,
2005) (Tan et al., 2010). Here, typically the noisy
speech complex spectrum is assumed to follow a
distribution like Gaussian and the parameters are
estimated using various methods. This is followed
by a likelihood ratio test on each frame to declare
the signal frame to be speech absent or speech
present. Improvements to incorporate continuity
(Ramirez et al., 2005) and robustness (Tan et al.,
2010) have also been proposed. Most of these
techniques assume the noise statistics like variance
to be known apriori. In general, these techniques
perform poorly in low SNR conditions (You et al.,
2012).

On the other hand, there are signal processing
based approaches like using long-term signal vari-

Voice activity detection (VAD) aims at separating ability (Ghosh et al., 2011), spectral flux (Sad-
the background noise and speech. VAD plays afadi and Hansen, 2013), time-domain autocorrela-
important preprocessing role in applications liketion function (Ghaemmaghami et al., 2010), sub-
automatic speech recognition (Karray and Martinband order statistic filters (Ramirez et al., 2004)

2003), speaker verification (Kinnunen and R&janto the VAD problem. These primarily involve ex-
D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 48-55,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



tracting a feature which is specific to speech andire considered. Approximately, each test signal
robust to various noises. For example, methodhas 40 % of noisy speech part and 60 % of noise
based on time autocorrelation function proposegbart. The ground truth is generated by consider-
in (Ghaemmaghami et al., 2010), uses maximuning the appended silence along with labels of * h#
peak of autocorrelation function (at non-zero lag), ‘ pau ' and ‘ epi ' in the TIMIT phone file as

as the feature along with quasi periodicity prop-nonspeech and the other regions as speech. False
erty of speech to improve the robustness of VAD.alarm rate (% FAR) and miss rate (% MR) are used
In our time domain approach, we compare the peras evaluation metrics, and are given by,

formance of VAD using maximum peak of auto-
g p %FAR = nonspeech samples detected as spedch

correlation function (at non-zero lag) as a feature total number of nonspeech samples

against the corresponding lag of autocorrelatiorfL00

function. The method using maximum peak of au-

tocorrelation function (at non-zero lag) is referred  o\VR = ( Speechl Samrt))les ?etecte?] as norIISpe%hx

to as ACF-MAX and that using corresponding fotal number of speech samples

lag is referred to as ACF-LAG hereafter. In fre-

guency domain, the maximum amplitude of mag-

nitude spectrum in sub-bands is used as a feature The hglf total erro_r rate (HTER) (Ghaem-

for VAD, we refer to this method as MSA-SB. maghami et al., 2010) is computed as_ the mean of

While ACF-LAG method can be looked upon asFAR and MR. For a good VAD algorlthm, FAR,

an excitation based method, the MSA-SB can bR and HTER must be as low as possible.

a_ccounted as a system bas&_ed technique. Our tecB- The Time Domain M ethod

niques use speech production based features and

are expected to be robust to a wide variety of r "7 -

conditions. 0
Our contributions in this paper are, investi 200

ing robustness of autocorrelation lag over ;mg:'

method, proposing the use of maximum spe 2o0—

amplitudes in speech specific sub-bands and _, 21"

bining these contours along with mean, varii 1

normalizations to get a threshold independe °?[

noises and their dBs. 1
Rest of the paper is organized as follows. _i

database and evaluation metrics used are des (1)

in Section 2. The detailed description of time _;

main approach is given in Section 3. Sectic time (sec)

discusses the frequency domain technique. Con-

clusions follow in Section 5. Figure 1:lllustration of ACF-LAG and ACF-MAX
methods; (a) Noisy speech signal (white noise at

2 Database and Evaluation Metrics -10 dB), (b) Lag at the maximum in ACF plot, (c)

Difference of (b), (d) Maximum peak of normal-
The test signals are created by taking clearized ACF, (e) VAD from ACF-LAG method (dis-
speech signals from TIMIT (tim, 1993) corpus andplayed on clean speech signal for reference), (f)
synthetically adding noise from the NOISEX-92 VAD from ACF-MAX method (displayed on clean
(Varga and Steeneken, 1993) corpus. Around 88peech signal for reference)
signals from TIMIT corpus sampled at 16000 Hz
are taken. 10 signals from each of eight dialects The time domain autocorrelation function has
with 7 male and 3 female sentences are randomligeen used in the past for many basic speech pro-
selected. Every signal is appended with approxeessing tasks like pitch extraction (de Cheveign
imately 2 sec silence before and after the speecand Kawahara, 2002). These methods exploit two
signal and then noise is added to it at desired SNRkey features associated with the autocorrelation
Seven different noises are used from NOISEX-9Zunction, one is the lag of the maximum peak
database and SNRs at -10dB, -5dB, 0dB arft 5dBvhich is usually used to compuf& and the other



is the amplitude of maximum peak which is usedthat for unvoiced/noise regions the values of in-
to decide whether a speech frame is voiced or undex vary randomly where as in voiced regions, it
voiced. The maximum amplitude of autocorrela-varies smoothly. This characteristic of the con-
tion function (ACF-MAX) is not a robust feature tour is used to detect voiced and unvoiced/noise
in low SNR conditions. So, in (Ghaemmaghami etregions in speech. The difference operation on
al., 2010), along with ACF-MAX, the quasi peri- contour, will give its slope and slope should be
odicity property of speech is incorporated as a feaminimal when the contour is slowly varying. VAD
ture by using the cross-correlation to take the VADdecision is taken by setting a threshold on differ-
decision. To exploit quasi-periodicity of speech,enced vector. Fig. 1 (e) and (f), shows VAD de-
we propose to use the lag of the autocorrelatiortisions from ACF-LAG and ACF-MAX methods
function (ACF-LAG) as a feature for VAD. The respectively. It can be seen that ACF-LAG method
basis for our method comes from the observatiomperforms better than ACF-MAX method.

that the pitch period of speech signals is locally

stationary and varies smoothly in voiced regionsl.able 1:FAR and MR for various noises in differ-
(e.g., Fig. 1(b) region around 2-2.5 sec) where as i

) . . . . ent SNRs for ACF-LAG and ACF-MAX methods
in noise or unvoiced regions the lag varies errat

White 5dB 0dB -5dB -10dB

i i i - Noiss |[MR% FAR%|MR% FAR%|MR% FAR%|MR% FAR%
Ica”y (e'g" Flg' l(b) region around 0-1 sec). It ACF-ILAG 5290 0.05 | 5861 004 | 6764 004 | 8196 0.01

is this speech specific feature which is exploited ACFMAX [ 7121 000 [ 8282 000 | 9379 000 | 9924 0.00
here to detect speech and noisy regions in a givemn pink 5dB 0dB 5dB -iode

. . Noise MR% FAR%|MR% FAR%|MR% FAR%|MR% FAR%
signal. To the best of authors knowledge, pitch peracrias 75780 o007 [ 656z 004 | 7822 0.04 [ 6105  0.09

riod or lag has not been solely used for VAD prevj--“c-¥ LS80 000 [ 8141 000 [ 9262 000 | 3059 000

H HFch el 5dB 0dB -5dB -10dB
ously. Hence, ACF-LAG performance is analysed " | o0 O e R o AR 06 TR o xR %%
for VAD |n th|S Sectlon ACF-LAG | 55.49 0.09 | 63.38 0.09 | 75.44 0.16 | 89.96 0.09

ACF-MAX | 70.40 0.00 | 82.01 0.00 | 93.70 0.00 | 98.94  0.00

In our method, the input speech is segmente
Factoryl 5dB 0dB -5dB -10dB

into frames with frame size of 20 ms and shift of| s [MR% FAR%|MR% FAR%|MR% FAR%|MR% FAR%
th . ACF-LAG 55.52 3.29 63.46 4.70 76.03 3.83 88.07 3.62
10 ms. Letrp [n} be thep S|gnal frame, the NOr- acewvax | es96 002 [ 8125 001 | 9203 000 | 98.00 000

malised autocorrelation function for the frame iSgmest =dB odB a5 548
Noise MR% FAR%|MR% FAR%|MR% FAR%| MR% FAR%
CompUted a.S, ACF-LAG 57.17 0.21 65.16 0.26 78.23 0.19 90.99 0.28

ACF-MAX | 70.73 0.00 | 83.04 0.00 | 94.25 0.00 | 99.29 0.00

Volvo 538 03B 5B 008
> xp[n]apn+1] Noise |MR% FAR%|MR% FAR%| MR% FAR% | MR% FAR%
n=0 ACF-LAG | 5661 007 | 6399 004 | 7532 00L | 8707  0.00
Ryll] = =) QD) ACF-MAX | 6370 001 | 7207 001 | 8325 000 | 92.36  0.00
> T [n}xp [n] Babble 5d8 0dB 5dB 1008
=0 Noiss |MR% FAR%|MR% FAR%|MR% FAR%|MR% FAR%

ACF-LAG | 51.25 19.28 | 5945 16.71 | 7041 17.81 | 7793 17.27
ACF-MAX | 66.33 3.58 | 77.52 3.07 | 89.15 3.93 | 95.17 3.51

wherel! is the autocorrelation lag anb is the
length of the signal frame. Usuallys limited be-
tween 2 ms and 20 ms because any value of pitcg 1 Results

outside this range is considered to be spurious.
Table 1 reports MR and FAR of ACF-LAG and

V(p) = max R,(l) (2) ACF-MAX methods. FAR is low for both the
methods across all the noises at different SNRs.
I(p) = argmax R, (1) (3) This implies that rejection of nonspeech by both

! the algorithms is equally good. It can also be ob-

whereV (p) is the peak of autocorrelation func- served from the Table 1 that ACF-LAG method
tion at non-zero lag anfl(p) is the corresponding has relatively lower MR than the ACF-MAX
lag at which the peak occurs per frame. method. Hence, our hypothesis that lag of the

In ACF-MAX method, peak of autocorrelation autocorrelation function at the maximum is a ro-
function (eq. 2) is thresholded to get the VAD bust feature compared to the peak value itself is
decision. In ACF-LAG method, VAD decision is evident. The MR is high in both the methods in-
made using the lag (eq. 3) corresponding to maxeicating that actual speech is missed in most of
imum of autocorrelation function./(p) is plot- the cases. This is due to the fact that proposed
ted in Fig. 1(b). From the plot, it can be Lenmethods work only for voiced regions but ground



truth includes both voiced and unvoiced regiongrom the Fig. 3 (b) and (c), for pink noise (at -5 dB
as speech. Thus both the techniques are far frol8NR), passing the maximum contour through the
being useful as a practical VAD and hence we exiow-pass filter, even the noisy region has a slowly

plore the frequency domain approach. varying maximum amplitude. This is because of
_ the high concentration of low frequency energy in
4 TheFrequency Domain Method pink noise.

The resonances of the vocal tract are high ersr
regions in the spectrum and are hence exp o
to be robust to noisy conditions. Due to inhe ™

1 T T T T T T T
constraints in the human speech production "O'S;WWWW ®
o \

anism, the variation of spectrum is slow as ¢ ;|

pared to noisy regions. This facthasbeenusesr A~ .. . ~ = 10O

the literature for VAD, by utilizing feature such §

spectral flux. However, our technique differs fio-5- JWWW 1@

all the previous techniques by making use of r :

imum of the magnitude spectrum alone as the®5; AN 1@

ture. The maximum in magnitude spectrum : : : : : : : |
responds to the strength of a resonance of _2—EWWW ‘ 10
tract in speech regions and is used as a feat: 1 2 3 ime(sec) 5 6 !
distinguish speech from nonspeech.

The given noisy signal is first segmented intoFigure 2:The maximum contours of the DFT spec-
frames with frame size of 25 ms and hop of 5 mstrum in white noise at -5 dB; (a) Noisy signal, (b)
Each frame is windowed with a hamming win- Maximum amplitude in the magnitude spectrum,
dow. The discrete Fourier transform (DFT) fgf (c) Low-pass filtered signal of (b), (d) Maximum
frame of the signal is computed as, amplitude in the resonance 1 sub-band of magni-
tude spectrum, (e) Low-pass filtered signal of (d),

(@

pley 2k (f) VAD from MSA-SB method (displayed on clean
X, [k] = N 4 )
plk] Z% wplnje™ N () speech signal for reference)

where N is the number of DFT points and
ranges from),--- , N —1. N issetto 2048 inol |
experiments. Then the maximum of the magni -
part of the complex spectrum for each frame i:o_;
desired spectral feature. 0

1

M(p) = max |X,(k)|; k=0,1,--- ,N—1 (5:0',5)7
In Fig. 2, noisy signal (signal corrupted w2}
white noise at -5 dB) is shown in (a) and the :
responding maximum of the DFT spectrum"'i’
tracted per frame is plotted in (b). It is obser *
that in the noise part, there is a high frequenc;_f
ple (e.g., Fig. 2(b) region around 0-1 sec) ar time(sec)
the speech region the variation of maximum over
time is slow and smooth (e.g., F|g 2(b) regionFigure 3:The maximum contours of the DFT spec-
around 2-3 sec). So, an FIR filter is used for low-trum in pink noise at -5 dB; (a) Noisy signal, (b)
pass filtering to remove the ripple. The low-pasgMaximum amplitude in the magnitude spectrum,
filtered version of the maximum contour is plotted (C) Low-pass filtered signal of (b), (d) Maximum
in (c) which is then thresholded to take the VAD amplitude in the resonance 1 sub-band of magni-
decision. tude spectrum, (e) Low-pass filtered signal of (d),
While this method works for white noise, it fails (f) VAD from MSA-SB method (displayed on clean
for few noises like pink and volvo. As can beYeenspeech signal for reference)




This motivated us to experiment with maximum This is due to combination of three sub-bands, fol-
contours in sub-bands that are specific to vocalowed by mean and variance normalization that is
tract resonances. The entire spectrum, is dividedanceling the effect of noise level through out the
into three sub-bands, which were chosen to basignal. Sohn method (Sohn et al., 1999) for VAD
300-900Hz , 600-2800 Hz and 1400-3800 Hz corprovides an option to vary thresholds. False alarm
responding to ranges of first three vocal tract resorate (FAR) and correct detection rate (CDR) varies
nances (Deng et al., 2006). The maximum in eaclaccording to threshold. ROCs are plotted by tak-
sub-band of the spectrum is then computed. Figing FAR on x-axis and CDR on y-axis for vari-
2 (d) and 3 (d) show the maximum contour in res-ous thresholds. ROCs of our method are compared
onance 1 sub-band corresponding to speech signaith VAD using Sohn (Sohn et al., 1999) method
with white and pink noise at -5 dB. These maxi-as shown in fig. 4. It is observed that our method
mum contours are then low-pass filtered (Figs. dutperforms Sohn for all the tested noises at differ-
(e) and 3 (e)). Thus, it can be seen that maximunent dBs. After selecting an appropriate threshold
contours in a sub-band specific to speech, is able ttom ROC, our method is compared with AMR-
robustly discriminate speech and noise regions, agAD2 (AMR, 1998) in the results section.
opposed to the full-band maximum contours. This

is because maximum picked in sub-band 1 corerype 2: FAR and MR for various noises in differ-

sponds to vocal tract resonance in speech regiog: sNRs for MSA-SB and AMR2 methods
and to an arbitrary maximum in noise regions. AS—yie =dB 0B =8 08

transition of vocal tract is a continuum, the varia-— s R R TR Y

tion of maximum contour is smooth in speech re- AMRz | 692 239 [ 2083 149 [ 4780 063 | 8338 032
gions and is otherwise in noise regions. And alsg Pink 5dB 0dB 5dB -10d8

) . . . Noise MR% FAR%|MR% FAR%|MR% FAR%|MR% FAR%
in this sub-bands maximum of speech has higherwsass [ 1470 185 | 1924 fe1 | 2657 146 | 3950 2.28

. . AMR2 5.84 2.80 | 21.32 1.83 | 50.83 0.72 | 83.24 0.48
amplitude than that of noise.

HFchannel 5dB 0dB -5dB -10dB
Noise MR% FAR%| MR% FAR%|MR% FAR%| MR% FAR%

Experimental results show that maximum in_ugaee i 1g Hew 18 Faa io fun tn
sub-band 1 is sufficient for robust VAD. VAD deci-

. . . . Factoryl 5dB 0dB -5dB -10dB
sion is obtained by setting a threshold on the low: o [VMR% FAR% | MR% FAR%| MR% FAR%|MR% FAR%
pass filtered version of maximum contour. Figs| “aurs | 257 3761|1015 3625 2564 3770| 4547 3736
2 (f) and 3 (f) show the resulting VAD. One way gimrei =@ a8 =8 548
of setting threshold is by picking @ maximum in|_Nose__ WR% FARY MRY FARY | MRS FAR Y NR% FARY
first 50 ms from low-pass filtered version of thel AvRz | 717 3292436 205[5617 118 87.66 084
noisy signal assuming that it is devoid of speech[vov 5d8 0dB 5dB -10dB
This threshold automatically varies for different WSASE | 659 291 | 1056 213 | 1154 204 | 1564 168
noises and SNRs. Though, it is the simplest way—"-—-* 5571 0% 53 | 051 5% ] 0% 54
of selecting threshold, it might not be the appro- Foo e o o R o TR oo MR e
priate way in all cases. Thus, for a more efficient st 2s o Lo s Lioss mutone o
thresholding operation, we used the combined de-
cision of low-pass filtered versions of three bands#1 Results
Mean subtraction and variance normalization isThe proposed algorithms are compared against the
performed on low-pass filtered versions of threestandard ETSI AMR-VAD2 (AMR, 1998). The
selected bands. The output is summed up anBAR and MR of our methods along with the base-
again mean subtraction and variance normalizaline techniques in various noisy conditions in four
tion is performed to get a final contour on which different SNRs are reported in Table 2. The corre-
VAD decision is to be taken. The histogram for sponding HTER is plotted in Fig. 5. The lower
this final contour varies between -2 to 5. So,HTER indicates better performance of the algo-
threshold is varied between -0.5 to 0.8 to decideithm. We can observe from the bar graph that
upon a proper value for speech-nonspeech decfer most of the noise conditions, MSA-SB method
sion. ROC curves obtained are shown in fig. 4outperforms @"¢ bar (light yellow) from the left
We can observe that the same threshold that is irin every noise) all other methods at low SNR lev-
dependent of noise and SNR can be applied on fiels. For volvo noise, we can see that MSA-SB

nal contour to get an appropriate VAD decf¥on.method has lower FAR but higher MR compared
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Figure 4:ROC curves for different noises at -10, -5, 0 and 5 dB

to AMR2. This is because of the threshold set-5 Conclusionsand Future Work
ting, some unvoiced and stop sounds might have

been recognised as nonspeech in volvo. In bahy this paper, we investigated two methods for
ble noise, from the Table 2 one can observe thayap in low SNR conditions. We experimented on
the FAR is consistently lower for MSA-SB than geyen noise conditions under four different SNRs.
that of the AMR2 method. However in AMR2, The time domain analysis revealed that lag of
MR is lower than all the methods for all SNRs in the autocorrelation function at peak (ACF-LAG)
babble. This is attributed to the fact that our al-is more reliable than peak value (ACF-MAX) it-
gorithms rely on speech specific features and babse|f. The frequency domain MSA-SB method was
ble being speech like noise, shows a drop in th@ound to be very robust even under very low SNR
performance. In summary, for most noises MSA-conditions and justifies our motivation for choos-
SB outperforms AMR2, while in some it performs jg sub-bands specific to vocal tract resonance
comparable to it. ranges. The combination of sub-bands followed
by mean and variance normalization has resulted
53 in choosing a threshold independent of noise con-
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Figure 5:% HTER performance of the proposed algorithms along with the baselineodgefbr each
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Abstract

For query-by-example spoken term de-
tection (QbE-STD) on low resource lan-
guages, variants of dynamic time warp-
ing techniques (DTW) are used. How-
ever, DTW-based techniques are slow and
thus a limitation to search in large spo-
ken audio databases. In order to enable
fast search in large databases, we exploit
the use of intensive parallel computations
of the graphical processing units (GPUs).
In this paper, we use a GPU to improve
the search speed of a DTW variant by
parallelizing the distance computation be-
tween the Gaussian posteriorgrams of spo-
ken query and spoken audio. We also
use a faster method of searching by av-
eraging the successive Gaussian posterior-
grams to reduce the length of the spoken
audio and the spoken query. The results in-
dicate an improvement of about 100x with
a marginal drop in search performance.

1 Introduction

Query by example spoken term detection (QbE-
STD) task is to detect a spoken query within a spo-
ken audio database. In a conventional approach,
an automatic speech recognition (ASR) system is
used to convert the speech signal to a sequence of
symbols and then text-based search techniques are
exploited for search (Szoke et al., 2008), (Saraclar
and Sproat, 2004), (Miller et al., 2007). How-
ever, ASR-based techniques assume the availabil-
ity of labelled data for training the acoustic and
language models and thus a limitation for low re-
source languages. To overcome this issue, dy-
namic time warping (DTW) based techniques ard

kishore@iiit.ac.in

proposed for QbE-STD search (Zhang and Glass,
2009), (Anguera and Ferrarons, 2013), (Mantena
et al., 2014), (Gupta et al., 2011), (Hazen et al.,
2009).

Parameters extracted from the speech signal
such as Mel-frequency cepstral coefficients and
frequency domain linear prediction cepstral coef-
ficients (Thomas et al., 2008), (Ganapathy et al.,
2010) cannot be used directly as they also cap-
ture speaker information. To overcome this is-
sue, Gaussian (Zhang and Glass, 2009), (Anguera
and Ferrarons, 2013), (Mantena et al., 2014) and
phone (Gupta et al., 2011), (Hazen et al., 2009)
posteriorgrams are used as feature representations
for DTW-based search. Gaussian posteriorgrams
are a popular feature representation in low re-
source scenarios as they do not require any prior
labelled data to compute them. In (Zhang and
Glass, 2009), (Mantena et al., 2014), (Anguera,
2012), Gaussian posteriorgrams are shown to be
a good feature representation to suppress speaker
characteristics and to perform search across multi-
lingual data.

Segmental DTW (S-DTW) is a popular tech-
nique for searching a spoken query within a spo-
ken audio data (Zhang and Glass, 2009). In
(Zhang and Glass, 2011), it is shown that the com-
putational upper bound of S-DTW is of the or-
der O(mn?), where m, n are the lengths of the
spoken audio and spoken query respectively. To
improve the search time, variants of DTW-based
techniques with a computational upper bound of
O(mmn) such as sub-sequence DTW (Anguera and
Ferrarons, 2013) and non-segmental DTW (NS-
DTW) (Mantena et al., 2014) are used for QbE-
STD. However, DTW-based search techniques
are still slow as compared to other model based
approaches (Szoke et al., 2008), (Saraclar and

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 56-62,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



Sproat, 2004), (Miller et al., 2007) and thus a lim-
itation for searching large databases.

An approach to improve the search speed is to
use hardware solutions such as graphical process-
ing units (GPUs). GPU is a computing device that
are designed for intensive, highly parallel compu-
tations that are often needed in real time speech
applications. In ASR, GPUs have been used to
compute the acoustic likelihoods for large mixture
models (Shi et al., 2008), (Cardinal et al., 2008),
and in building computation intensive machine
learning algorithms such as deep neural networks
(Povey et al., 2011), (Bergstra et al., 2010). In
(Zhang et al., 2012), GPUs were used to perform
constraint based search to prune out the spoken
audio references to perform the QbE-STD search.
The pruning process was implemented by comput-
ing a lower bound estimate for DTW.

In this paper, we use a GPU to improve the
search speed of NS-DTW using Gaussian poste-
riorgrams as feature representation of speech. The
contributions of this paper are as follows: (a) Ex-
perimental results to show the effect of the Gaus-
sian posteriorgram dimension on the QbE-STD
search using NS-DTW algorithm, (b) GPU imple-
mentation of NS-DTW. The results indicate that
by using a GPU, NS-DTW search speed can be
made independent (an approximation) of the di-
mension of the Gaussian posteriorgram, and (c)
We also use a faster method of searching by av-
eraging the successive Gaussian posteriorgrams to
reduce the length of the spoken audio and the spo-
ken query. The results indicate an improvement of
about 100x with a marginal drop in search perfor-
mance.

The organization of the paper is as follows: Sec-
tion 2 describes the database used in this work. In
Section 3, we describe the DTW-based algorithm
used to perform the search. Section 4 and Section
4.1 describes the computation of Gaussian posteri-
orgrams and its effect on the search speed. Section
5 describes the GPU implementation of NS-DTW
and followed by conclusions in Section 6.

2 Database and Evaluation

In this work, we use MediaEval 2012 data for eval-
uation which consists of audio recorded via tele-
phone in 4 South African languages (Barnard et
al., 2009). We consider two data sets, develop-
ment (dev) and evaluation (eval) which contain
spoken audio (reference) and spoken query datd/

The statistics of the audio data is shown in Table
1.

Table 1: Statistics of MediaEval 2012 data.

Data Utts | Total(mins) | Average(sec)
dev reference | 1580 | 221.863 8.42
dev query 100 | 2.372 1.42
eval reference | 1660 | 232.541 8.40
eval query 100 | 2.537 1.52

All the evaluations are performed using 2006
NIST evaluation criteria (Fiscus et al., 2007),
(Metze et al., 2012) and the corresponding max-
imum term weighted values (MTWYV), average
miss probability (MP) and false alarm probability
(FAP) are reported.

3  QDbE-STD using NS-DTW

In this paper, a variant of DTW-based technique
referred to as non-segmental DTW (NS-DTW) is
used for QbE-STD search (Mantena et al., 2014).
Let @ and R be a spoken query and a spoken audio
(or reference) containing n and m feature vectors
respectively and are given as follows:

7(1ia~-7(1n}dxn (1)

7uj7"'7um]d><m (2)

Q = [q17q27"'
R = [ul,uz,...

Each of these feature vectors represent a d di-
mensional Gaussian posteriorgrams (as described
in Section 4). The distance measure between a
query vector q; and a reference vector uj is the
negative logarithm of the cosine similarity of the
two vectors and is given by:

d(i, j) = —log (& ) , (3)
where §; = H%H and 0 = Hlliﬁ
A similarity matrix S of size m x n is com-
puted to align the reference and query feature vec-
tors. Let 4,5 represent a column and a row of a
matrix. For DTW search, the start and end time
stamps are approximated by allowing the query to
start from any point in the reference and is given
by S(1,7) = d(1, 7). Once the matrix S is initial-
ized the update equations for alignment are given
by Egq. 4.



T(i—1,j—2)+1

TG—1,j-1)+2 (°

d(i, j) + S(i —1,j)
T(i—1,5)+1

S(i,7) = min

“)

where T'(i, 7) is a transition matrix which rep-

resents the number of transitions required to reach

1, 7 from a start point. On computing the similarity

matrix, the end point of the query within a refer-

ence is given by min;{.S(n, j)} and followed by a
path traceback to obtain the start time stamp.

In segmental-DTW the reference is partitioned
based on the length of the query and a DTW is
performed for each partition resulting in a compu-
tational upper bound of O(mn?) for search. How-
ever, in NS-DTW, the reference is not partitioned
and a similarity matrix of size m X n is com-
puted resulting in a computational upper bound of
O(mn) (Mantena et al., 2014).

During the QbE-STD search, there is a possi-
bility of the query to be present in the reference
more than once. Hence, 5 best alignment scoring
indices are considered from the similarity matrix
(Mantena et al., 2014).

4 Feature Representation using Gaussian
Posteriorgrams

In general, Gaussian posteriorgrams are obtained
by a two step process (Anguera, 2012), (Mantena
et al., 2014). In the first step, acoustic parameters
such as frequency domain linear prediction cep-
stral coefficients (FDLP) are extracted from the
speech signal (Mantena et al., 2014). A 25 ms
window length with 10 ms shift is considered to
extract 13 dimensional features along with delta
and acceleration coefficients for FDLP. An all-
pole model of order 160 poles/sec and 37 filter
banks are considered to extract FDLP.

In general, spectral features such as Mel-
frequency cepstral coefficients (MFCC) are used
to compute Gaussian posteriorgrams. However, in
(Mantena et al., 2014), we have shown that the
FDLP parameters were working better than the
conventional features such as MFCC.

In the second step, Gaussian posteriorgrams are
computed by training a Gaussian mixture model
(GMM) with d number of Gaussians using the
spoken audio data and the posterior probability ob-
tained from each Gaussian is used to represent S

acoustic parameter. Thus, 39 dimensional FDLP
parameters are mapped to d dimensional Gaussian
posteriorgrams. In Section 4.1 we provide experi-
mental results to show the effect of d on the search
speed in the context of QbE-STD.

4.1 Effect of Gaussian Posteriorgram
Dimension on the Search Time

In this Section, we compute the search perfor-
mance and search time on dev dataset by vary-
ing the number of Gaussians (d). We consider the
search time as the time required to search all the
queries within a reference dataset. Table 2 show
the miss probability (MP), false alarm probability
(FAP), maximum term weighted value (MTWYV),
and search time (in minutes) obtained using the
Gaussian posteriorgrams of FDLP for various val-
ues of d.

Table 2: Miss probability (MP), false alarm prob-
ability (FAP), maximum term weighted value
(MTWYV) and search time on dev dataset for vari-
ous Gaussian posteriorgram dimensions (d) (Man-
tena et al., 2014).

Search
d MP FAP | MTWYV | Time
(1072?) (mins)
8 0.824 | 0.595 | 0.084 18.39
16 0.652 | 0.917 | 0.207 22.57
32 0.540 | 1.098 | 0.292 30.60
64 0.465 | 1.207 | 0.349 47.53
128 | 0.426 | 1.136 | 0.399 80.24
256 | 0400 | 1.241 | 0.410 145.07
512 | 0476 | 0.658 | 0.422 274.98
1024 | 0.413 | 1.009 | 0.432 534.15

From Table 2, it can be seen that MTWYV in-
creases with an increase in d. However, with an
increase in d there is increase in search time and
thus resulting a slower QbE-STD search. In (Man-
tena et al., 2014), d = 128 is considered as an
optimum value of the Gaussian posteriorgram di-
mension based on the MTWYV and the search time.
A more detailed description of the performance of
NS-DTW by varying the dimensions of the Gaus-
sian posteriorgrams is given in (Mantena et al.,
2014).

To better understand the computation intensive
components in NS-DTW, we calculate the time re-
quired for distance computation (as given by Eq.
(3)) and to perform the update equations (as given



by Eq. (4)) along with the path traceback for
d = 128 (as shown in Table 3). It is to be noted
that the path traceback includes the selection of 5
best alignment scoring indices from each of the
reference file and thereby obtaining the start and
end time stamps.

Table 3: Time taken for distance computation,
d(i,7), and for update equations, S(i,j), along
with the alignment path traceback. It is to be noted
that we use d = 128 as the dimension of the Gaus-
sian posteriorgrams.

Time (mins)
d(i,j) 66.15
S0) +
Path traceback 14.08

From Table 3, it can be seen that the distance
computation occupies 82.44% of the total search
time. Thus, we are motivated to use GPUs for fast
distance computation. A more detailed description
of GPU implementation of NS-DTW is provided
in Section 5.

5 GPU Accelerated NS-DTW

In this Section, we use NVIDIA CUDA frame-
work to exploit parallel processing for fast QbE-
STD search. CUDA follows a single instruction
multiple data (SIMD) paradigm where the GPU
cores executes the same instruction on different
portions of the data (Nickolls et al., 2008). DTW-
based variants perform the update equations in a
sequential manner and thus an issue for GPU im-
plementations (Zhang et al., 2012), (Sart et al.,
2010). A solution to overcome the problem is to
parallelize a part of the computation such as the
distance calculation for a search speedup. In this
paper, we use NVIDIA GT 610 graphic card with
48 cores and a GPU memory of 2048 MB.

CUDA is known for fast matrix operations such
as multiplication and thus we exploit its use for
distance computation. To exploit the computing
power of the GPU, we use matrix multiplication
of the complete reference (R) and query (Q)) fea-
ture vectors. Let S represent an m X n matrix such
that S(i,5) = d(i,). S can be obtained as fol-
lows: S = —log(RTQ), where R and Q are the
reference and query feature vectors (as described
in Eq. (1) and Eq. (2)). It is to be noted that
RT'Q represents an m x n matrix and log(RTQ
performs a logarithmic operation on all the m x

elements in the matrix.

Reference (R) Query (Q)

| o |

Matrix Multiplication
®Q

l

Log
S

Figure 1: A general block diagram of the distance
computation in a GPU for NS-DTW.

The GPU implementation of the NS-DTW is as
follows:

1. CPU copies the reference and query Gaussian
posteriorgrams into the GPU memory.

2. To initialize S , CUDA kernels (or functions)
are used and is obtained in a two step process:
(a) Firstly, the dot product is performed using
matrix multiplication given by R”'Q, and (b)
Then the log operation is performed. Fig. 1
shows a general block diagram of the opera-
tions performed using GPU to obtain S.

3. The CPU, then copies the S into the system
memory (RAM) and then performs the up-
date equations as described in Eq. (4). It is
to be noted that the distance of each of the
query and reference Gaussian posteriorgrams
have been computed in Step 2 and thus we use
S(i, 7) instead of d(i, ) in the update equa-
tions given by Eq. (4).

5.1 Use of Batch Processing for Search

To maximize the number of parallel computations
on the GPU we use batch processing wherein NS-
DTW is performed on a query () and the entire
database of references pooled to a single sequence
of Gaussian posteriorgrams. This single sequence
of Gaussian posteriorgrams is referred to as a ref-
erence batch (Rp) and is given as follows:

— 1 2
Rb - [Rde17Rd><m27 SRR

R R Jaxr, (5)



k
where R},

represents the k" reference containing mj, se-
quence of Gaussian posteriorgrams of dimension

L
d. The size of Ry is d x M, where M = ) my.
k=1

On obtaining Ry, S is then computed as fol-
lows: S = —log(RT Q). If Ry is very large we
split the data into a smaller batches and processes
a single batch at a time. On computing the simi-
larity matrix S, we select 500 best alignment score
indices and perform a path trace back to obtain the
start time stamps of the possible search hits. From
the dev dataset, we have observed that there were
no queries which are present in more than 500 spo-
ken audio and thus we select 500 best alignment
score indices for detection.

. is a matrix of size d x mj which

5.2 Comparison of Search Time: GPU vs
CPU

Fig. 2 shows the search speed of NS-DTW us-
ing CPU and GPU cores. It is to be noted that we
use batch processing on the GPU for QbE-STD
search. From Fig. 2, it can be seen that the GPU
implementation is faster than that of the CPU and
the search speed is independent (an approxima-
tion) of the dimension (d).
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Figure 2: NS-DTW search time on dev data by
varying the dimensions of the Gaussian posterior-
grams using CPU and GPU cores.

To summarize the search performance and
speed of NS-DTW, in Table 4 we show MP, FAP,
MTWYV and speedup of QbE-STD search for d >
128 using a GPU. We define speedup as the ratio
of NS-DTW search time on CPU and to that of the
search time obtained using a GPU.

From Table 4, it can be seen that there is an
improvement in the search performance (MTWYV)

for d = 128, 256, 512, 1024 as compared to 0

Table 4: Miss probability (MP), false alarm prob-
ability (FAP), maximum term weighted value
(MTWYV) and search speed on dev dataset using
a GPU for d = 128, 256, 512, 1024.

d MP Z%I_)Q) MTWYV | Speedup
128 | 0.363 | 1.214 | 0.450 6.91x
256 | 0.393 | 1.010 | 0.452 11.48x
512 | 0.359 | 1.078 | 0.475 27.06x
1024 | 0.334 | 1.149 | 0.489 40.80x

MTW Vs as shown in Table 2. It is to be noted that,
to compute the values in Table 2 we have selected
5 best alignment scores from each reference R (as
described in Section 3) and to compute the values
in Table 4, we have selected 500 best alignment
scores from the reference batch R} (as described
in Section 5.1). The results indicate a decrease in
the miss probability in Table 4 as compared to that
of Table 2 for d = 128, 256, 512, 1024 and thus an
improvement in the search performance (MTWYV).

5.3 Use of Feature Reduction for Search

In this Section, we intend to further improve the
search time by modifying the NS-DTW. In this pa-
per, we reduce the query and reference Gaussian
posteriorgram vectors before performing search.
In this method, we average the successive Gaus-
sian posteriorgrams to reduce the length of the
spoken audio and the spoken query.

Consider a reduction factor « € N. Let Q, R
be the sequence of reduced set of feature vectors
representing the query and reference. Q and R are
obtained as follows:

Q [61176127--~761i7--~’61ﬁ]dxﬁ
R = [01,02,...,04..., 0m;]dxm.
Y [ S 11
where n = aMm=" and
1 o
G = — ) di-1ask
o
k=1
1 (e}
= Ezu(j—l)oz-i-k
Jj=1

Given a reduction factor a € N, a window of
size « is considered over the posteriorgram fea-
tures and a mean is computed. The window is then
shifted by o and another mean vector is computed.



Table 5: Maximum term weighted value (MTWYV), speedup and memory usage (%) obtained on dev and
eval datasets for « = 1,2, 3 and d = 1024 using a GPU. It is to be noted that for & = 1, the GPU memory
is not sufficient to load the whole reference dev and eval database. Thus, for o = 1, the reference dev
and eval datasets are partitioned into 2 and 3 smaller batches respectively.

dev eval
¢ IMTWV Speedup | Memory | MTWYV | Speedup | Memory
1 | 0.489 40.80x 83.15% | 0.469 41.37x | 63.46%
2 10474 116.37x | 88.63% | 0.453 117.34 | 91.03%
3 10462 211.12x | 61.73% | 0.4353 | 217.60x | 63.31%

600 i " "
e d=128 I I
a =P d=256 ‘
S 400 = B =d=512
§ —— dT1024 (b)
o
B 200 —— -t =T B

=t
- IEEERN

T

— 100

GPU Memory (%

Figure 3: (a) MTWYV, (b) Speedup, and (c) GPU
memory usage (in percentage) obtained using d =
128, 256, 512, 1024 for various values of « on dev
dataset. It is to be noted that « = 1 represents the
NS-DTW without feature reduction.

A more detailed description about the algorithm is
provided in (Mantena et al., 2014).

In Fig. 3, we show the MTWYV, speedup, and
GPU memory usage (in percentage) obtained us-
ing d = 128, 256, 512, 1024 forae = 1,2,3,4,5,6
on dev dataset. It is to be noted that o = 1 rep-
resents the NS-DTW without feature reduction.
From Fig. 3, it can be seen that the search perfor-
mance decreases with an increase in « but there &

an improvement in speedup and GPU memory us-
age. For d = 512, 1024, GPU memory is not suffi-
cient to load the whole reference batch and so it is
partitioned to 2 smaller batches for search. Thus,
for d = 512, 1024, the memory usage is lower for
a = 1 as compared to that of o = 2. From Fig. 3,
it can be also be seen that by using feature reduc-
tion one can use higher dimensions of Gaussian
posteriorgrams such as d = 1024 and thus enable
searching a query in large reference files.

To summarize the QbE-STD performance, in
Table 5, we show the MTWYV, speedup and mem-
ory usage (%) on dev and eval datasets for « =
1,2,3 and d = 1024. It is to be noted that on in-
creasing the o the MTWYV decreases and thus re-
sulting in a poor search performance (as shown in
Fig. 3 ). From Table 5, it can be seen that there is
a good improvement in the speedup for o = 2 re-
sulting in a marginal drop in search performance.
Thus, with the use of a GPU and feature reduction
for o = 2 we could attain a speedup of about 100x
and thereby enable QbE-STD search in real time.

6 Conclusions

In this paper, we used a graphical processing
unit (GPU) and improved the computation time
of the distance calculation of non-segmental dy-
namic time warping (NS-DTW) algorithm in the
context query-by-example spoken term detection
(QbE-STD) search. We have shown with experi-
mental results that the NS-DTW search speed can
be made independent (an approximation) of the
dimension of the Gaussian posteriorgram using a
GPU. We have also used a faster method of search-
ing by reducing the length of the spoken audio and
the spoken query. The reduction of the feature vec-
tors was done via arithmetic mean and it is shown
that for a reduction factor of o = 2, there is an im-
provement in the search speed of about 100x with
a marginal drop in search performance using 1024



dimensional Gaussian posteriorgrams.
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Abstract

Present work is aimed at investigating the in-
fluence of mother tongue (L1) of a South In-
dian speaker on a second language (L2).
Second language can be a dominant local lan-
guage, national language in India i.e., Hindi or
a connecting language English. In the current
study, L2 is a short discourse in English. Cep-
stral and prosodic features were used as in
Language ldentification (LID) to distinguish
languages. Both perceptual features and
acoustic prosodic features were employed to
train Gaussian Mixture Models (GMMs). Stu-
dies are carried out with each of the South In-
dian languages Telugu, Tamil and Kannada as
L1. Results showed accuracies upto 85%.
Difference in prosodic features of non-native
speech is found to be a useful tool for identi-
fying the native state of a polyglot.

1 Introduction

A method of finding the mother tongue adds flex-
ibility to a Text Independent Automatic Speaker
Recognition (ASR) system [1] [2]. A possible im-
plementation of this task can be an estimation of
the influence of speaker’s native language (L1) on
a foreign Language (L2). In general, multilingual
speakers do not acquire a second language (L2)
thoroughly and speech by a particular group of
non-native speakers has a distinct ‘foreign accent’,
since they resort to similar type of pronunciation
errors. Speaker nativeness or ethnicity can be iden-
tified by studying the acoustic and prosodic aspects
that remain native like or become most prominent
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during a discourse [3]. It is observed that non-
native speakers inadvertently carry phonemic de-
tails from L1 to L2. Studies indicate that Phonetic
correlates of accent in Indian English are found in
Indian languages [4]. The application areas of
mother tongue identification ranges from Intelli-
gence to adaptation in ASR and Automatic Speak-
er Verification System (ASV), which may require
compensation for accent mismatch [5]. A user
friendly ASV system for establishing speaker na-
tiveness by establishing the Mother Tongue Influ-
ence (MTI) is attempted in this work.

For text-independent nativity recognition, it
is possible to create models, which captures the
sequential statistics of more basic units in each of
the languages. For example, the phonemes or
broad categories of phonemes. Modeling ap-
proaches can be on the lines of two well-known
tasks: Language Identification (LID) and Automat-
ic Speaker Verification/Identification [6]. Some of
the successful approaches in this direction include
LID using MFCC for Text Independent speaker
recognition in multilingual environment and Re-
gional and Ethnic group recognition using tele-
phone speech in Birmingham.

Indian languages are among the less re-
searched languages. ASR Systems are not yet
launched into the Indian market at full level. In
most of the Indian states, at least two languages are
spoken apart from the local official language. This
includes English, and a language of the neighbour-
ing province. Popular languages from three South
Indian states which are Telugu (ISO 639-3 tel),
Tamil (1SO 639-3 tam), and Kannada (ISO 639-3
kan) are chosen for this study. Previous work on

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 63-67,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



Nativity identification involved in using both na-
tive and non-native acoustic phone models where
mapping of phone set from non-native to native
language were investigated [4]. In present work,
detection of L1 has been attempted by estimating
Mother Tongue Influence (MTI) on L2. Language
models based on GMM technique were built for
each language with a total duration of around 60
minutes per language. The procedure detailed in
[7] is followed for this purpose. These models
represent the vocal tract at the instance of articula-
tion and will be able to distinguish phonetic fea-
tures. This can help to identify the speaker’s
mother tongue which in turn gives the origin of the
speaker. A series of experiments are conducted to
prove the above approach. Test utterances used
were English utterances from Speakers, belonging
to the three South Indian regions with above lan-
guages as mother tongue. The results for establish-
ing the nativity are promising.

The organization of the paper is as follows: In Sec-
tion 2, Corpus collection is described. The Model-
ling technics employed in our experiments are
given in Section 3. Results and discussion are con-
tained in Section 4. Finally, Conclusion and scope
for future work is given in Section 5.

2 Corpus Description

The speech corpus is collected based on the
availability of native speakers of the particular lan-
guage. Building up of the home grown corpus is
described below. The speakers are separated into
two groups: training and testing set. Speech sam-
ples are collected from native Speakers belonging
to the states of Andhra Pradesh, Tamil Nadu or
Karnataka whose mother tongue are respectively
Telugu [TEL], Tamil [TAM] or Kannada [KAN].
This constituted the training set. The speakers are
so chosen that they are not from places bordering
other states. This ensures that dialectal variation is
avoided in the training set. A total of 3600 seconds
of speech corpus is developed for each of the three
languages. The details are given in Tables 1 and 2.

Recording is carried out with text material from
general topics related to Personality development
and with the speakers under unstressed conditions.
A different subsets of speakers who are capable of
speaking English in addition to the above men-
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tioned mother tongues are chosen as the testing set.
Thus the testing database consisted of English ut-
terance of the speakers with one of the three lan-
guages Telugu, Tamil or Kannada as mother
tongue. It is ensured that Gender weightages are
almost equally distributed in both the training and
testing sets. The test utterances, which are English
samples are recorded under similar conditions as
training speech samples. The details of speakers of
test set are detailed in Section 4. Each of the test
sample is recorded for a duration of 90 Seconds.
These details are shown in following Table 3

Table 1: Distribution of Training Set

Language TEL | TAM KAN
No. of M 5 3 4
speakers F 4 3 4

No. of min- M 30 |35 25
utes F 30 25 35

Table 2: Speaker Proficiency in other languages

Lan- Male Female
guage

TEL HINDI NIL
TAM NIL ENGLISH
KAN HINDI,ENGLIH | HINDI,ENGLISH

Table 3: Distribution of Testing Set

Language TEL TAM KAN
No. of | M 7 7 4
speakers F 7 5 )

No. of | M 30-90 | 30-90 | 30-90
Seconds F 30-90 | 30-90 30-90

3. Experiments

3.1 System building: According to [6], Language
identification is related to speaker-independent
speech recognition and speaker identification. It is
practically easy to train phoneme models than
training models of entire language. Though they
are found to outperform those based on stochastic
models, the phonemic approach has the following
drawback. It needs phonemically labeled data in
each of the target languages for use during the
training. The difference among languages, apart



from their prosody lies in their short-term acoustic
characteristics. Indian languages share many
phones among themselves. Since there are many
variants of the same phoneme, we need to consider
the acoustic similarities of these phones. Combina-
tion of phonetic and acoustic similarities can de-
cide a particular mother tongue [3]. For text-
independent language recognition, it is generally
not feasible to construct word models in each of
the target languages [8]. So, models based on the
sequential statistics of fundamental units in each of
the languages are employed. Text independent re-
cognizers use Gaussian mixture models (GMMs)
to model the language dependent information. The
modeling technic deciding the acoustic vectors
should be multimodal, to represent the pronuncia-
tion variations of the similar phonemes in various
languages. The language model used in this partic-
ular study is a GMM model of Mel Frequency
Cepstral Coefficients MFCCs [9]. Following block
diagram (Fig. 1) illustrates the implementation of
above steps in the frame work of a Speaker Recog-
nition system. The system is an acoustic informa-
tion based LID system for which the proposed
Foreign Accent Identification system is a special
case.

Reference

Pattern

Speech
Database

| Fealure Pattern

£xtracton

Recognition

{eject

e

Figure 1: Speaker Recognition system for nativity
identification

3.2 Spectral features for Language ldentifica-
tion:

Present day Speaker recognition systems rely
on low-level acoustic information [10]. Studies
indicate that a cohesive representation of the
acoustic signal is possible by using a set of mel-
frequency cepstral coefficients (MFCCs) which
emulates the functioning of human perception.
MFCCs are cepstral domain representation of the
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production system. MFCCs are 13 dimensional
vectors which help in several speech engineering
applications. The speech signal is converted into a
set of perceptual coefficients represented by a 13
dimensional MFCC feature vector. After collecting
the multilingual speech set, acoustic model para-
meters are estimated from the training data in each
language. The extraction and selection of the pa-
rametric representation of acoustic signals is criti-
cal in developing any speaker recognition system.
Cepstral features capture the underlying acoustic
characteristics of the signal. They characterize not
only the vocal tract of a Speaker but also the pre-
vailing characteristics of the vocal tract system of a
phoneme. In conclusion, MFCCs provide informa-
tion about the phonetic content of the language.
Hence, we used MFCC coefficients as feature vec-
tors to model the phonetic information.

3.3 Experiments based on stochastic models:

GMMs are famous classification technique
which helps to cluster the input data into a pre-
determined specifications about clusters. GMMs
are a supervised technique which is efficient in
classifying multi-dimensional data. The main pur-
pose of using the Gaussian mixture models
(GMM) in pattern recognition stage is because of
its computational efficiency. Moreover, the model
is well understood, and is most suitable for text-
independent applications. It is robust against the
temporal variations of the speech, and can model
distribution of acoustic variations from a speech
sample [7][9]. The GMM technique lies midway
between a parametric and non-parametric density
model. Similar to a parametric model it has struc-
ture and parameters that control the behavior of the
density in known ways. It also has no constraints
about the type of data distribution [7]. The GMM
has the freedom to allow arbitrary density model-
ing, like a non-parametric model. In the present
investigation, the Gaussian components can be
considered to be modeling the broad phonetic
sounds that characterize a person’s voice. The pro-
posed Mother Tongue Identification system is
based on the statistical modeling of Gaussian mix-
tures [11].



4. Results and Discussion

In the testing phase, speech samples from a set
of speakers with wide ranging geographical dis-
tribution within a state are collected. The speakers
in test set are all educated, with at least graduation.
Teachers of English language, convent educated
are avoided in the test set. Most of the speakers
have the ability to speak one or more local lan-
guages apart from English, representing a truly
multilingual scenario. These speakers are fluent in
English as well as in their mother tongue. The test
samples are modeled similarly as training samples
and compared with three baseline Language mod-
els developed in the earlier training phase. Dis-
tance measures are computed between the GMM
mean of each language model and that of the test
utterances of MFCCs parameters derived from the
test utterance. Confusion matrix of pair-wise
mother tongue identification task is performed and
the results are presented in Table 4.

Table 4. Confusion matrix of pair-wise MTI task.
(a) Between Telugu and Tamil

(i) Cepstral features (if) Acoustic-prosodic features

30 Sec TEL KAN 60Sec TEL KAN
TEL 80% | 20% TEL 85% 15%
TAM 20% | 80% TAM 20% 80%

(b) Between Telugu and Kannada

(i) Cepstral features (i) Acoustic-prosodic features

30 Sec TEL | KAN 60Sec | TEL KAN
TEL 80% | 20% TEL 80% 20%
KAN 20% | 80% KAN 20% 80%

(c) Between Tamil and Kannada

(i) Cepstral features (i) Acoustic-prosodic features

30Sec | TEL [KAN | [60sec | TEL | KAN
TEL | 80% | 20% TEL | 80% | 20%
TAM | 20% | 80% KAN | 20% | 80%
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5. Conclusions and Future scope

An Automatic Speaker Recognition system for
identification of mother tongue and thus the native
state of the speaker is implemented successfully.
Confusion is observed between Kannada and Ta-
mil speakers. This confusion is found to be less
when Acoustic prosodic features are introduced.
We have proposed an effective approach to identi-
fy MTI in multilingual scenario by following the
techniques available in Language and Speaker
Identification. A general purpose solution is pro-
posed with a multilingual acoustic model. Further
improvements can be made by including prosodic
features and also covering techniques such as in-
clusion of SDC features and also the i-vector para-
digm. Most important advances in future systems
will be in the study of acoustic-phonetics, speech
perception, linguistics, and psychoacoustics [7].
Next generation systems need to have a way of
representing, storing, and retrieving various know-
ledge resources required for natural conversation
particularly for countries like India. With the same
training and testing procedures, apart from English
and other regional languages, national language
Hindi can be modeled and influence of any particu-
lar language on it can also be studied.
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Languages
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The talk deals with the analysis of text at syntactic-semantic level to identify a common feature set which can
work across various Indian languages for recognizing named entities and their mentions. The development of
corpora and the method adopted to develop each module is discussed. The talk includes the evaluation of the
common feature set using a statistical method which gives acceptable levels of recall and precision.
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Abstract

Morphology plays a crucial role in the
working of various NLP applications.
Whenever we run a spell checker, provide
a query term to a web search engine, ex-
plore translation or transliteration tools, use
online dictionaries or thesauri, or try using
text-to-speech or speech recognition appli-
cations, morphology works at the back of
these applications. We present here a novel
computational tool HinMA, or the Hindi
Morphological Analyzer, based on the
framework of Distributed Morphology
(DM). We discuss the implementation of
linguistically motivated analysis and later,
we evaluate the accuracy of this tool. We
find, that this rule based system exhibits
extremely high accuracy and has a good
overall coverage. The design of the tool is
language independent and by changing few
configuration files, one can use this frame-
work for developing such a tool for other
languages as well. The analysis of Hindi
inflectional morphology based on the Dis-
tributed morphology framework, its im-
plementation in the development of this
tool and integration with NLP resources
like Hindi Wordnet or Sense Marker Tool
and possible development of a word gener-
ator are interesting aspects of this work.

1 Introduction

Natural Language Processing (NLP) systems aim
to analyze and generate natural language sentences
and are concerned with computational systems and
their interaction with human language. Morpholo-
gy accounts for the morphological properties of
languages in a systematic manner, enabling us to
understand how words are formed, what their con-
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stituents are, how they may be arranged to make
larger units, what are the semantic and grammati-
cal constraints involved and how morphological
processes interact with syntactic and phonological
ones. An analysis of the inflectional morphology of
Hindi has been presented here in the theoretical
framework of Distributed Morphology, as dis-
cussed by Halle and Marantz (1993, 1994); Harley
and Noyer (1999). The theory has been used to
develop the rules required to analyze and describe
the various inflectional forms of Hindi words. Our
tool takes an inflected word as input and outputs its
set of roots along with its various morphological
features using the output of the stemmer. The suf-
fixes extracted by the stemmer are used to get the
various morphological features of the word: gen-
der, number, person, case, tense, aspect and mo-
dality. The tool consist of two parts — Stemmer,
which takes inflected word as input and stems it, to
separate root and suffix and Morphological Ana-
lyzer, which takes <Root, Suffix> pair as input and
outputs a set of features along with the set of roots.

Stemming aims to reduce morphologically related
word forms to a single base form or stem. Stem-
mers use an affix-list and morphological rules that
isolate the base form by stripping off possible af-
fixes from a given word. The final stem is usually
then looked up in the online language lexicon to
verify its validity. Morphological analysis is pro-
vided by morphological analyzers that include
morphological information for each morpheme —
both stems and suffixes isolated by the stemmer. A
Morphological Analyzer (MA), exploits only word
level information and produces all possible roots
and analyses for a given word. An MA should be
able to produce all the possibilities if a word can be
decomposed into two or more different ways to
produce the roots of different Part of Speech (POS)
categories. For such a word, the root and the mor-
pheme analyses may be different in each case. For
example, the Hindi word khate in sentences 1 and
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2 has two possible analyses: khdata ‘ledger’ as the
root with suffix /-e/ and kha ‘eat’ as the root with
suffixes /-t-/ and /-e/. In Ex. 1, the word khate has a
noun root ‘khata’ and the suffix /-e/ appears to
mark the plural number and the direct case. In EX.
2, on the other hand, the word has a verb root kha
‘eat’ and the suffixes /-t/ and /-e/ appear to mark
the features ‘habitual aspect’ and ‘masculine-
plural’. A morphological analyzer should typically
provide both analyses for the word khdte unless
some contextual information is used to resolve the
categorical ambiguity. Examples:

1. wmFz@E@e.
mere kai khate hat
I-Poss many (bank) accounts be-pres-pl
(I have many bank accounts)

2. 309 9EA @I 8.
Ve roz caval kha-t-e hat
They everyday rice eat-hab-pl be-pres,pl
(They eat rice everyday)

Similarly, a word may also have multiple roots and
multiple analyzes within the same POS category as
shown in 3 below. The word ralé can be analyzed
in two ways: with nal as the root or with rala as
the root. The suffix in both cases is same, i.e., -0
which represents the ‘plural-oblique’ case feature.
Both are valid roots for the input word. Since an
analyzer does not consider the contextual infor-
mation of words to resolve POS ambiguities, it
should be able to produce both outputs.
3. Input word form: 7/t (nalo)
a. POS Category: Noun; Root 1: nal ‘horse-
shoe’; Suffix: -6; Analysis: Plural, Oblique
b. POS Category: Noun; Root 2: nala ‘water
channel/trough’;Suffix: -6; Analysis: Plu-
ral, Oblique

An MA usually relies on its accompanying lexicon
to match the extracted root and to provide the cate-
gory information for a given word. However, the
analyzer may fail to recognize certain word forms
if the root formed by the stemmer after stripping
off the suffix is absent in the lexicon. The analyzer
may also fail to recognize spelling variants of the
roots stored in the lexicon such as #fRai-3f
(kaediyd) ‘prisoners’, zm-zw (hop'te) ‘weeks’, etc.
In the absence of the rules to handle spelling varia-
tions, the MA may not be able to analyse the
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spelling variants of a word. The remainder of this
paper is organized as follows. We describe related
work and background in section 2. Section 3 ex-
plains the concept of Distributed Morphology
(DM). Implementation details are discussed in Sec-
tion 4. Results are discussed in Section 5 and Error
analysis in Section 6. Comparison with existing
MA(s) is mentioned in Section 7. Section 8 dis-
cusses applications and Section 9 concludes the
paper and points to future directions.

2 Related Work and Background

Several techniques have been utilized in building
stemmers and morphological analyzers for Hindi.
Some of them are morphology based, some statis-
tical and some a hybrid of the two. The first ever
reported work on Hindi stemming and morpholog-
ical analysis was by Bharati et al. (2001). They
present an algorithm that learns and predicts mor-
phological patterns of Hindi using an existing Hin-
di morphological analyzer (MA). The paradigm-
based MA uses a very low coverage lexicon. Roots
are stored in a dictionary along with the paradigm
information. Each paradigm stores information of
the add-delete characters for a set of items for var-
ious inflectional categories (such as number and
case for nouns). A representative root is chosen for
each paradigm and is used as a label for paradigm
assignment for the other roots in that paradigm.
For each input word, the MA applies the add-
delete strings and looks for a possible match in the
root lexicon. If a match is found, it is considered to
be the correct root and is the final output. If not,
the next string is applied. Using this MA, Bharati
et al. (2001) applied an automatic-learning algo-
rithm to predict the stem of an inflected word using
the frequency of occurrences of word forms in the
raw (unannotated) corpus. The idea is to use the
suffix to determine the set of possible stems and
paradigms that may generate the input word form.
Using the pairs of stems and paradigms, all possi-
ble word forms are generated. The frequency of
these word forms is then obtained from the corpus
and is stored in a vector. These vectors are com-
pared for each ‘guess’ in order to select the most
likely stem and the paradigm for the input word.
This algorithm reportedly gave better coverage.
Goyal and Lehal (2008) too developed a Hindi
Morphological Analyzer that relies on a list of pos-



sible forms of the commonly used Hindi root
words. Their approach promises to perform better
than previous approaches, as the search time in a
storage-based approach is very low. Another obvi-
ous advantage of storing all the forms in a list is
that the system only needs to find a correct match
in the system and output the corresponding root. In
that sense, the user will always get accurate results.
Ramanathan and Rao (2003) worked on ‘light-
weight stemming’ for Hindi. They tried to build a
computationally inexpensive and domain inde-
pendent stemmer that extracts out the stem of a
word by stripping off suffixes based on the ‘long-
est match’. They created a list of 65 possible in-
flectional suffixes for Hindi nouns, adjectives,
verbs and adverbs using McGregor’s (1995) analy-
sis of Hindi inflectional morphology. For an input
word, the stemmer keeps stripping off suffixes us-
ing the suffix-list until it finds the longest match.
But, the system may produce many incorrect stems
since it has no way to identify whether or not a
particular suffix is applicable to the identified
stem. In addition, the stemmer does not output the
root of the input word. Purely statistical methods
were also tried out for Hindi stemming and mor-
phological analysis. Larkey et al. (2003) worked
on Hindi stemming, as it was needed in their Cross
language information retrieval task. They used a
list of 27 common suffixes supplied by a Hindi
speaker that indicate nominalization, gender, num-
ber and tense features. In their system, the stem-
ming was done to first extract out the longest
possible suffix followed by smaller suffixes. But,
the stemming process did not give them encourag-
ing results. Since, the morphological analysis was
not exhaustive, their system could not handle many
word forms. They reported that stemming did not
lead to any improvement in their retrieval task.

3 Distributed Morphology

Distributed Morphology, a recent theory of the
architecture of grammar, was proposed by Halle
and Marantz (1993, 1994). The theory proposes
that ‘words’ are structurally not different from oth-
er constituents such as phrases or sentences, and
are formed and manipulated using syntactic rules.
This suggests that word formation is primarily a
syntactic operation, i.e., the morphological struc-
ture of a word or a word form is generated using
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syntactic operations. It is syntax that provides fea-
tures and the structures upon which morphology
operates. This view is opposed to the one that be-
lieves that morphology operates in an entirely sep-
arate component that generates words or word
forms outside syntax that later feed into syntactic
structures. Unlike lexicalist approaches that as-
sume all morphology to happen in the lexicon, DM
believes that the constituent components of mor-
phology are distributed among various levels in the
architecture of grammar and work in close connec-
tion with syntax and phonology. Halle and Marantz
postulate a separate level of representation called
Morphological Structure (MS) that operates in be-
tween Syntactic Structure (SS) and Phonological
Form (PF). This level receives hierarchical struc-
tures from syntax that contain ‘abstract’ mor-
phemes as the terminal nodes; abstract, because at
this level, these nodes only have morpho-syntactic
and semantic features and lack any associated pho-
nological features. The DM grammar is represent-
ed by Halle and Marantz (1993) as shown in
Figure 1.

Syntax (Syntactic and Semantic Features)

Feature Insertion,

Merge, Fission,

Vocabulary Morphology fusion
Insertion
(ootsand [
affixes) :
Phonological Form (PF)

Figure 1. Architecture of grammar in DM.

4 Implementation of Distributed Mor-
phology based Morphological Analyzer

The overall process can be summarised into three
distinct steps: stemming, root formation and lexi-
con look-up and morphological analysis. For
stemming, HinMA uses a set of ordered contextual
rules to isolate and extract out suffixes from a giv-
en inflected word form. For implementation pur-
poses, the vocabulary entries developed for nouns,
adjectives, quantifiers, ordinals and verbs were
converted into if-then rules arranged in order of
specificity of inflectional and contextual features.
The internal processes of HinMa is shown in Fig-
ure 2. The rules are applied from right to left itera-
tively until no suffixes remain and the base root is
left. Readjustment rules apply wherever applicable
to produce the correct root which is then matched



with the incorporated root-list to determine match
(es). Then, the root is validated by performing a
lexicon lookup. On successful validation, root(s) is
obtained and it completes the second step. The in-
formation associated with the various rules and the
lexicon is combined and provided as output of
morphological analysis. A number of rules Singh
S. et al. (2011) were constructed over a period of
one year and later another one year was taken to
develop and test the system with the help of a ded-
icated team of 4 linguists and two computer scien-
tists. Due to space limitation, we are unable to
present the individual rules here.

Input Word Form
Example: 1@l 'nilo’
Suffix extraction rule applied:
Stem formed: el *nal [epl, +abligue] e» -3
Class C [NC],
Class E [NC] and Class D

Root 1 found: 7Tl

Lexicon lookup to see
‘nil’ (horseshoe)

if it is a potential root

Stem formed: TGl

Readjustment Rule applied
l Stem final - 31— null / -of

RootFormation, Root 2 found: STl
Lexicon Look up “nala’ (channel)

Lexicon lookup to see
if it is a potential root

! L

Category: Noun Category: Noun
Gender: tmasc  Gender: -masc
Class:D Class: C
Number: +pl
Case: +obl

Number: +pl
Case: +obl

Figure 2. Steps show working of HinMa.

Morphological Analyzer

(Hindi - &

Morphological Analyzer Tool (Beta)

Input Word o be Analyzred i ‘Sunmn

1f you wish o analyze words in a batch, then Click Hers

1.Type or paste in
2.Click on Submit and wait.
3. View the resulis in the area under "Morph Output”.

TRANSLITERATION ENGINE(For Easy Typing)

Figure 3: HinMA online implementation: Output
of verb “S/&m” (jAuMga ~ will go).

Output of the System: A detailed morpheme
analysis is given as output for each word, with in-
formation such as root, grammatical category, in-
flection class and feature values. The system also
produces a detailed morphological analysis for
each morpheme that constitutes the word form.
The output format is:
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Input Token: XXXXX

Possible Root 1: class: category: suffix: mor-
phemes (morpheme 1 ... etc.): Morpheme Analysis
(morpheme 1, morpheme 2, etc.)

Possible Root 2: ...

The morpheme analysis of each suffix is produced
in a seven field with values for the features gender,
number, person, case, tense, aspect, and mood.
Our system offers the analysis of words which
could yield more than one root from with added
capability of handling compound words. We pro-
vide demo output of online system! in Figure 3 and
actual outputs categorised w.r.t., various morpho-
logical phenomena below:

1. Multiple roots within the same category: The
input word ==t ‘nald’ may have two possible noun
roots which are s/ ‘nal’ (horseshoe) and e ‘nala’
(trough/channel). The two roots belong to different
inflection classes. The system is able to output
both analysis.

Token: smt, Total Output: 2

Root: 7/, Class: C, Category: noun, Suffix: «:1::
Gender: -masc, Number: +pl, Person: x, Case:
+oblique, Tense: x, Aspect: X, Mood: X

Root: amem, Class: D, Category: noun, Suffix: «:::
Gender: +masc, Number: +pl, Person: x, Case:
+oblique, Tense: x, Aspect: x, Mood: X

2. Multiple roots across POS categories: The
input word @ ‘khate’ may have two roots of dif-
ferent POS categories. It may be analyzed as a
noun with the root @mr ‘khata’ (ledger) and suffix -
23 ‘e’. As a verb, its root is @1 ‘kha’ (eat) with suf-
fix =@ “te’. Our MA is able to produce both outputs
and their analysis, shown below:

Token: =, Total Output: 2

Root: @mm, Class: D, Category: noun, Suffix:
Gender: +masc, Number: -pl, Person: x, Case:
+oblique, Tense: x, Aspect: x, Mood: x

Root: =, Class:, Category: verb, Suffix: &

Gender: +masc, Number: +-pl, Person: x, Case: X,
Tense: , Aspect: +conditional, Mood: x ]

2+ -> [ Gender: +masc, Number: +-pl, Person: X,
Case: X, Tense: , Aspect: X, Mood: x

T -> [ Gender: x, Number: X, Person: x, Case: X,

L http://www.cfilt.iitb.ac.in/~ankitb/ma/



Tense: X, Aspect: +conditional, Mood: X ]
Gender: x, Number: x, Person: x, Case: X, Tense:
X, Aspect: (-perfect: +habitual), Mood: x

3. Multiple morphological analyzes for a word
form: A word may have multiple analyzes possi-
ble for the same suffix and root. The token = ‘sae’
(shadows) may represent the features ‘singular-
oblique’ or ‘plural-direct’.

Token: =, Total Output: 2

Root: =, Class:, Category: particle, Suffix: t
Gender: , Number: , Person: , Case: , Tense: , As-
pect: , Mood: x

Root: @mm, Class: D, Category: noun, Suffix: ¢
Gender: +masc, Number: -pl, Person: X, Case:
+oblique, Tense: x, Aspect: X, Mood: x

4. Irregular forms: The system is able to yield the
roots of irregular forms using the set of rules spe-
cific to irregular verbs. Ex. For the inflected word
“m”, we have:

Token: 7w, Total Output: 1

Root: sm, Class:, Category: verb, Suffix: T

Gender: +masc, Number: +pl, Person: x, Case: X,
Tense: X, Aspect: +perfect, Mood: x

5. Stem modifications: The system is able to do
phonological readjustment on the stem after affix
stripping such as vowel lengthening (i-T in dmg-ar$
‘tai-tar’ and fu-dt ‘pi-p1’, u-ii in sg-s€ ‘bohu-bohi’
and 3-3 ‘chu-chu’), vowel addition at the end (-3t
‘d-do’) etc. For Example, ‘taiyan’

Token: @i, Total Output: 1

Root: @, Class: B, Category: noun, Suffix: at
Gender: -masc, Number: +pl, Person: X, Case: -
oblique, Tense: x, Aspect: X, Mood: X

6. Compound words: The system is able to yield
the roots of compound words of the template [A-B]
using the set of rules, which capture inflection on
one or either both the words. We have introduced
specific categories as compound-noun, compound-
adj, compound-adv and compound-verb.

Example: For an inflected compound word ‘-
¥ai”, ‘varn-bhedon’ we get the following output:
Token: avi-w3f, Total Output: 1

Root: svf-3s, Class: A, Category: noun, Suffix: «iv::;
Gender: +masc, Number: +pl, Person: x, Case:
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+oblique, Tense: x, Aspect: X, Mood: X

5 Results

We tested HinMA on a corpus of around 66,000
words (annotated and manually cross-checked) to
check its performance. We would like to empha-
size that there was no instance of failure at analysis
of an inflectional form as long as its root was
available in the lexicon. In a few cases, the root of
a given word is present in the root-list but under a
different spelling. Since, the lexicon does not store
variants of the same root word, many roots are left
unidentified by the system. However, if we enrich
the lexicon by adding more entries and include
certain variations in spelling such as Urdu-Hindi
letter alternations (Ffe=i/3fei ‘kaediyd® (prisoners),
gwfzw “hophte’ (weeks)) and nasal vs. nasalization
(Frfaprttismifart  ‘krantikari” (revolutionists)), we
ought to get better coverage. Below we discuss,
results and error analysis for each POS category.
Nouns: We tested the Morphological Analyzer on
14475 Hindi noun forms extracted from the corpus
and the results were verified manually. The system
could correctly identify the roots and provide the
morphological analysis for 13523 nouns (more
than half of which require multiple analysis). A
total of 1022 nouns remain unidentified, with 643
unique noun forms (rest repeated entries). Verbs:
We tested the analyzer on 13160 Hindi verb forms
and manually verified the results. The system was
able to correctly analyze most of the regular and
irregular forms. The system fails again with cases
of incorrect spelling, hyphenated word forms,
missing roots or where in the analyzed text there
were extra/incorrect characters in the word form.
The performance of the system on Hindi verbs is
very impressive. The system fails to identify only
116 verbal forms.

6 Error Analysis

We performed error analysis based on a variety of
different parameters with respect to the part of
speech under consideration. The most error caus-
ing cases were that of Nouns and Verbs and hence
we present their results here. We present them,
specific to the observed parameter and the respec-
tive examples as follows:



e Nouns: Incorrect spelling: #=t  (correct
spelling: &=t ‘bhaisd’ (buffaloes)); Spelling
Variations: sfeai/wfea ‘kaediyd’ (prisoners);
Missing root entries in the lexicon: =
‘dohrav’ (repetition); Borrowed nouns from
foreign languages (foreign words): gewe
‘intornet (internet); Adjectives/qualifiers func-
tioning as nouns: &gt ‘seenkadd’ (thousands).

e Verbs: With missing roots in the lexicon: wer
‘pada’ (make somebody run); Hyphenated
verbs: sma-wTe ‘ane-jane’; Verbs with incorrect
or variant spelling: wmar (correct spelling: war
‘rokha’ (kept)); Verbs with extra characters
due to faulty tokenization: == ‘dekhne’.

7 Evaluation

Currently, for Hindi, there is only one state of the
art Morphological Analyzer which is under active
development and provided constant updates. It is
developed by IIT Hyderabad? Thus, to evaluate,
we executed our system against 200 words chosen
randomly from the BBC news corpus® and then
manually checked the accuracy of results on both
HinMa and 1IITH-MA. This methodology was
adopted, since there is no publicly available gold
data for this task. The low number of the evalua-
tion corpus was to provide ease to the verifying
linguist. But, as the data is chosen in random order
and only unigue words are considered, this brings
some integrity to the evaluation methodology.

MA Systems HinMa IHITH - MA
Correct Results 186 181
Wrong/Unknown Words | 14 19
Accuracy (%) 93 90.5

Table 1: Accuracy figures for evaluation of Hin-
MA results with that of IHIT-H MA.

8 Applications

We have integrated HinMa with Hindi Wordnet
and Sense Marker tool, they are described below:
1. Integration with Hindi Wordnet: The work

2http://sampark.iiit.ac.in/hindimorph/web/restapi.php/indic/mo
rphclient
3 http://www.bbc.co.uk/hindi/
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was inspired by English Wordnet* developed at
Princeton, Miller (1995); Fellbaum (1998)
which gives results based on the stem of the
query words consisting of inflection. For ex-
ample, if we search for the word ‘“efwi’
(girls) in Hindi Wordnet integrated with Hin-
Ma, the result is same as for word “@s#t" (girl).
“aedh” (girl) is the root form of the inflected
word “@rgfrat” (girls). Thus. such an integration
increases the coverage of results.

2. Integration with Sense Marker Tool: The
sense marker tool (Chatterjee et al.) is used for
marking the correct sense of the word from a
given set of senses. This allows one to create a
corpora of manually tagged words and this is
extremely useful in NLP problem areas like
word sense disambiguation. We have integrat-
ed HinMa with the sense marker tool thereby
providing a better coverage and accuracy in
terms of returned result(s) whenever an in-
flected word needs to be sense marked.

9 Conclusion and Future Work

In our paper, we have described the Hindi Morpho-
logical Analyzer (HinMA) which handles the In-
flectional Morphology in the framework of
Distributed Morphology (DM). Our approach first
analyses the formation of inflectional forms of
Hindi through the application of suffix insertion
rules and then apply phonological readjustment
rules. It was found that it works quite well for the
words that are present in the lexicon. Using the
basic concepts of DM, our analysis of Hindi nouns
and verbs is able to generate the inflectional forms
using a very small set of rules and an inflection-
based classification of nouns and adjectives. We
showed that the DM-based Hindi morphological
analyzer is quite accurate and reliable, capable of
both analysis and generation. Future work involves
developing a Word Generator for Hindi. The lin-
guistic resources used in the DM-based MA name-
ly, the vocabulary items (suffixal entries) and the
readjustment rules need to be applied in the reverse
direction to produce fully inflected words using the
root entries from the root-list and combining them
with the affixal entries to generate surface forms.
We encourage using this framework to develop

4 http://wordnetweb.princeton.edu/perl/webwn



morphological analyzers for other languages as
well.
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Abstract

Construction of meaning at the level of dis-
course involves complex procedures. Explor-
ing this process reveals the hidden
complexities of linguistic cognition. This pa-
per mainly tries to unpack one such complexi-
ty in this paper. It attempts to answer the way
complex and often metaphorical usages are
construed in language with a special reference
to the language data drawn from Bangla em-
phasizing the way nominals behave in lan-
guage. In doing so, we have adopted a model
proposed by Karmakar and Kasturirangan
(2011) to explain the process of conceptual
blending. We have also tried to push the
boundary a little behind by incorporating few
mathematical assumptions.

1 Introduction

As per the thesis of compositionality as is endorsed
in the school of logical positivism, the meaning of
a complex expression is the totality of its constitu-
ent parts and the way they are combined together
into a structural whole. However, in contrary, it is
often noticed that the meaning of whole is always
more than the meaning of the totality of its consti-
tuents: This is primarily because of the reason that
not all of the inferential tasks involved in meaning
construction are realized explicitly in a communic-
ative event. Therefore, the major challenge to in-
terpret meaning construction at the level of
discourse is to construct an account of implicit and
explicit inferences and the way they are combined
together into a coherent whole. In doing so, re-
searchers have primarily tried to concentrate on the
semantic-pragmatic behavior of the verbs; however
it is hardly possible to come up with a theoretical
solution to the problem of meaning construction

76

Samir Karmakar
School of Languages and Linguistics
Jadavpur University
Kolkata-32, India
samir.krmkr@gmail.com

simply by overlooking the roles of other syntactic
categories (Pustejovsky, 1995).

1.1 Defining the research problem

Because of being motivated by the compositionali-
ty principle, most of the approaches in logical posi-
tivism tradition reduce the problem of meaning
construction into the mere problem of combinato-
riality under the assumption that semantic design is
homomorphic to the syntactic design. Consider
example (1):

1. The boy enters the house
a.Syntactic Template:

[shxelart 1Dn 11 [velv T Inelat 10 111

b. Semantic Template:
[eventGO([thing 1; [patn TO([piacel N([rhing 1DDD)]

Establishing one-to-one correspondence between
the two templates stated in (1a) and (1b) above
seems to be the most pressing problem in this stage
of research. In comparison to (1a), (1b) contains
several conceptual components which are not ex-
plicitly realized in the syntactic level, for example
(1a) lacks syntactic equivalences for the semantic
constituents like PATH and PLACE. Why is it so?
— One probable answer to this kind of mismatch
comes from the fact that unlike syntax conceptual
representation involves different types of meaning
relations. In fact the conceptual structure
represented in (1b) is actually the semantic repre-
sentation of ‘the boy went into the house’ — the
sentence which is entailed by (1).

2. The boy enters the house
-> The boy goes into the house

However, this is not the end of the story. In reali-
ty, the comprehension of (1) presupposes a whole

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 76-81,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



lot of information without which (1) will hardly
make any sense. The semantics of house, as per
our statement, stands in some congruity with the
semantics of verb enter in virtue of having a sense
of enclosure. More explicitly, the semantics of en-
ter expects or presupposes a location which is en-
closed.

These theoretical solutions are often considered
as problematic primarily because of the reason that
they have very little scope to incorporate various
types of entailment and presupposition involved
with a particular articulation. For example, (1) in-
volved following types of inferences:

3. a. Aliving being enters into the room.
b. A living being goes into an enclosed space.
c. The enclosed space has an entrance.
d. Entering-act ends inside the enclosed space.
e. etc.

Syntactic and semantic representations of (1) fail
to capture these detailing. Capturing these detailing
seeks to develop a theoretical framework where
linguistic expressions can control the inflow of
common sense knowledge more efficiently. In
doing so, one needs to put equal emphasis on all
syntactic categories. Under this situation, present
work seeks to model the functions of nominal at
the level of discourse in construing meaning. To do
so, we need to understand how nominal differs as
well as resembles verb.

1.1.1 The Nature of Nominals

There are several remarkable differences between
nominal and verbal predicates in the level of mean-
ing construction. Firstly, a close analysis of a text
will demonstrate that the number of nominal predi-
cates is much larger than the number of verbs. For
example in 1 we can see the number of nominals is
two in contrast to the number of verbs which is
one. Secondly, According to Geach (1962) and
Gupta (1980) nominals are like intransitive verbs
within the theoretical framework of predicate log-
ic. This can even be noticed in the semantic inter-
pretation 1, following Jackendoff’s proposal
(1995). The intransitive verb like behavior of no-
minals will become much clear in the following
logical translation of 1:
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4. 3IxIy(BOY(X) A HOUSE(Y) A ENTER(X,Y)))

From 4, it is possible to show that the nominals
like boy, house etc. is behaving much like the one
place predicates which can take single argument in
contrast to the transitive predicate like enter. Final-
ly, compared with a verb predicate, a nominal pre-
dicate tends to have fewer explicit and more
implicit arguments that are not explicitly stated in
the current sentence but can be recovered in a larg-
er context (Gerber and Chai 2010). This claim is
illustrated in 5.

5.a. ENTER:

[X]explicit—argument enters [Y]explicit—argument thrOUgh [z]implicit-argument
b. BOY:

[living_being, has_the_ability_of_moving, etc.]inpiicit-arguments
c. HOUSE:

[enclosed_space, has_entrance, etc.Jimpiicit-argumnet

More the number of implicit arguments more in-
formative the expression is. In fact, what amount
of inferential task is involved in the unpacking of a
particular utterance is largely determined by the
fact how many implicit arguments the utterance
has with it.

2 Theoretical Framework

Karmakar and Kasturirangan (2011) conceive a
linguistic expression as a mental regulation con-
sisting of intending function (= I) and contending
function (= Cy¢). The intending function basically
invokes the relevant conceptual category. A con-
ceptual category indicates a systematic representa-
tion of interrelated knowledge systems (Laurence
& Margolis, 1999; Aarts, 2006). For our study, a
conceptual category is rather conceived as a cogni-
tive capacitance, which stores all possible perspec-
tives of a phenomenon (Merleau-Ponty,
1945/2002; Millikan, 2004). By definition we can
say that a cognitive capacitance is a category,
which is useful in presupposing and entailing large
numbers of facts associated with it, because on
activation it illuminates a cluster of other catego-
ries with which it is associated (Givon, 2005).
However, intending alone is not enough to lan-
guage a discourse, since linguistic communication
is always context dependent. We need another
cognitive function, whose role is to situate concep-
tual categories in that context (Zilberman,



1938/1988; Langacker, 2008). We call this act of
relativization contending. The function of a lin-
guistic expression, while contending, is to choose a
particular perspective in a discourse context. For
example if we consider the expression ‘rose’, we
will see that the act of intending, associated with
‘rose’ invokes the corresponding category which
includes information about its structural aspects
(like shape, size, constituencies etc.) and at the
same time it also indicates the functional aspects
(like symbol of love, friendship, peace etc.). From
these two examples we can say that it is the com-
municative situation that will determine the selec-
tion of these structural and functional aspects.

and situating is what we call the conceptual route
that a cognizer follows - though intuitively - in or-
der to access the communicative intent. In fact,
study of the conceptual route is an effort to explore
the way conceptualization processes are structured.

3 Text Analysis

The claims that we have made till now, will further
be justified through an analysis of a text. The fol-
lowing report is randomly selected from a Bengali
news paper, Ananda Bazar Patrika, (dated 3" Feb-
ruary 2014):

7.
In addition to this, we also want to argue that a joRa baunsar
meaning construction can at best be conceived as double ~bouncer
the composition of intending and contending func- Double bouncer.
; p h : g . g e b. ete OboSSo bharotio  krikeT dOl-er
tions as is illustrated in 6 below with a provision inthis  however Indian cricket team-of
for an intermediating domain essential for meaning moto  Sue pOReni bharotio  Orthoniti
transference: like lay down  fall-past-neg  Indian economics
tOtha deS-er dui  prodhan  Sear SuchOk
means  country-of  two  main share index

6. Ct o It =g {(X, 2): for somey, (x,y)els &
(y,2) eCs; where x € Domain(ly) & z € Range(Cy)}

However, like the Indian cricket team, Indian Economy —
means two main share indices of the country — has not laid

What seems to be of most interesting is the fact
that composition of two functions leading towards
the emergence of a third meaning presupposes the
provision for an intermediating value commonly
shared by both functions for successful meaning
transference. While observing the similar pheno-
menon, Goguen (2006) suggests that this type of
shared underlying substrates are significant since
they do allow the cognizer to predict what else is
being inherited in due course of forming the com-
position. The provision for intermediating value in
construing the underlying substrate constitutes that
frame of reference with respect to which the com-
posed-meaning-space is interpreted.

So having discussed about these functions, we
can say that meanings of the expressions (here, it is
nominals) are not always the prepared items stored
in a context; rather it is a product that we built and
rebuilt on each time. The meaning construing ca-
pacities of nominals, as Karmakar and Kasturi-
rangan (2010a,b) argues, in a discourse is
determined by the way underlying domains of our
cognition are grounded and situated by the respec-
tive functions associated with an expression — i.e.
intending and contending. This way of grounding
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down.

The close analysis of the text indicates two dif-
ferent conceptual routes: (1) the addresser’s pers-
pective and (2) the addressee’s perspective. From
the beginning of this report it is quite clear that
addressee, as addresser’s target, is not the eco-
nomic scholars rather the common people of this
country. By using the nominal word ‘baunsar’
(bouncer) the addresser is basically arresting read-
er’s attention. The conceptual category ‘baunsar’
(bouncer) has an inbuilt orientation.

With the incorporation of the words like baunsar
(= bouncer), krikeT dOI (= cricket team) in the
above mentioned narrative, the speaker establishes
the domain knowledge of game (here, cricket) as
the pretext for the better performance of Indian
economy during a particular point of time. More
importantly, picturing the better performance of
Indian economy as against the poor performance of
Indian Cricket team attributes a sense of promi-
nence to this story, in spite of the fact that domain
knowledge of game shares very few information
about the domain knowledge of economy. Howev-
er, superimposition of these two domains of know-
ledge switches on various connections which



remain nascent in this articulation. One such net-
work of connections results into a kind of convolu-
tion (in a mathematical sense, if permitted),
creating a third sense of ‘competition’ which may
or may not have any connections with either of the
domains of knowledge as is mentioned above.

competitor

challenger contender

rival

business relation
compete

competition

cooperation
contest

. contention
rivalry

Figure 1

This convoluted sense of competition which is
not apparent in 6, again, brings with it a baggage of
information which definitely increases the richness
of the information. The term convolution is used
here in the following sense:

8. a. A convolution is an integral that expresses
the amount of overlap of one function I as it is
shifted over another function C;. It, therefore,
"blends" one function to another. A more for-
mal representation is given below:

b. (Ci#11)(D) =ger f Ci(t)l{(D-1)dr, where 1 is the
time dependent variables and D is domain
emerges due to the convolution

Significance of 8 lies with the terms like ‘over-
lap’ and ‘blends’: In continuation of our discussion
on 6, we can further argue that t as the contingent
element constitute the frame of reference with re-
spect to which the interpretation of newly evolved
D is being done. More specifically, construction of
D is dependent primarily on the integration of time
dependent t-contention and time independent in-
tention represented as (D — 1).

Clearly, certain aspects of the background know-
ledge involved in increasing the richness of the
information is taken care of by the semantics of the
word which is time independent and some other
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aspect is taken care of by the time dependent
pragmatics. Taken together these two aspects ex-
plains the meaning construction process of 6; or, in
other word, determines the emergence of D.

A time dependent construal, here in this case the
performance of Indian Cricket Team, is often
picked up by the speaker not only to make the in-
formation rich but also to convey the message
more effectively and efficiently. The time depen-
dent aspect of D, then, should fall within the scope
of contending; whereas the time independent as-
pect is taken care of by the intending function.

4. Discussion

The concept of blending, here, seems to be the
most important one. Though in 7, we have shown
blending of two major domains of knowledge,
(namely the domain of cricket game and the do-
main of Indian economics,) a little attention will
reveal the fact that the interpretation of 7 requires
other instances of blending also. One such instance
is dOI which corresponds with the concept of team,
party etc. However, when it appears in the vicinity
of cricket its intended sense is being coerced by the
concept of cricket game. Similarly, cricket in isola-
tion may intend several things but in conjunction
with dOl, it results into a particular sense. Same
situation can also be noticed in case of sear ‘share’
and suchOk ‘index’. Therefore, what can at most
be suggested that meaning in a discourse is a con-
sequence of both invoking the default schemes of
our thoughts and also combined them into some
integral domain which may further transformed
into a newer integral domain depending on the fact
if newer information is being brought into the dis-
cussion. However what needs to be emphasized is
the fact that the emerged meaning coexist with the
original meaning relations out of which the former
one arises under the direct influence of the context.
A similar claim is also made in Guhe et al. (2011).

One way to deal with the formation of integral
domain is to employ the concept of Cartesian
product over a non-empty set of typed-concepts
with restrictions. Under this assertion, then a
blended type will be considered as the ordered
pair. Lets unpack this assertion with a special ref-
erence a phrase share index whose Bangla corres-
pondence is sear suchOk. Concept of share is



connected with several other concepts as is shown
in the following diagram:

Figure 2

Same is also the case with the concept of index:

ordered series
scale

furnish scale of measurement

supply graduatedtable

render
provide

indexnumber

indicator
index
indicant

power

list
listing
keyword

forefinger
. ) exponent
indexfinger

determine
influence

regulate

Figure 3

However, when they are combined together
through the act of intending and contending, they
results into a third domain of conceptual connec-
tions. Here, in this context, an indicative represen-
tation of share index is given in Figure 4.

indicator

stock
portion
scale of measurement
shareindex
indicant
percentage

Figure 4
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But, how does this fit into the theoretical frame-
work which we have discussed above? — What re-
mains common to both share and index is a sense
of measure, however with some difference: When
index is directly connected with the sense of mea-
surement, share is indirectly connected to the sense
of measuring. More specifically, share is con-
nected to the sense of measurement only in virtue
of being connected with the concepts like portion,
percentage etc. Under this situation, sense of mea-
surement is picked up as the t-component to blend
the conceptual spaces of share (= I¢(share)) and
index (= If(index)) into the blended-space of share
index (= D) where the sense of measurement is the
dominant one. Picking up of t-component to blend
the conceptual spaces is what we have named as
contending in our proposal.

Within the broader theoretical scope, then, a
concept (both, simple and the complex, like share,
index, and share index) can be visualized as a
integral domain consisting of (i) a non-empty set of
concepts it is associated with, and (ii) two binary
operations called intending and contending.

5 Conclusion

This paper deals with the way concepts are inte-
grated in a text. In dealing with this issue, we have
concentrated on the nominals primarily. While de-
veloping our previous position on this issue, we
have argued further that the issues in metaphorical
meaning can be successfully explained with the
help of some mathematical notions like convolu-
tion, integral domain etc.
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Abstract

We present, in this paper, our experienc-
es in developing Statistical Machine
Translation (SMT) systems involving
English, French and Mauritian Creole,
the languages most spoken in Mauritius.
We give a brief overview of the peculi-
arities of the language phenomena in
Mauritian Creole and indicate the differ-
ences between it and English and French.
We then give descriptions of the devel-
oped corpora used for the various MT
systems where we also explore the possi-
bility of using French as a bridge lan-
guage when translating from English to
Creole. We evaluate these systems using
the standard objective evaluation meas-
ure, BLEU. We postulate and through an
error analysis, indicated by examples,
verify that when English to French trans-
lations are perfect, the subsequent trans-
lation of French to Creole results in better
quality translations than direct English to
Creole translation.

1 Introduction

Mauritius® is an island nation in the Indian Ocean
about 2000 km off the south-east coast of the
African continent. The population of Mauritius is
approximately 1.3 million and it is the 151% most
populated country in the world. While English
language is the official language, French lan-
guage is spoken to a greater extent and the Mau-
ritian Creole (henceforth called creole) is the
most common language used by the majority of
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the population. In addition, since the people of
Mauritius have Indian ancestors, Indian lan-
guages such as Marathi, Hindi and Bhojpuri (a
Bihari language) are also spoken amongst the
populace. Mauritius is an extremely popular
tourist spot and attracts many thousands of peo-
ple every year and has such involves interaction
with the local inhabitants. Although English is
the main language, lack of knowledge of the
Mauritian Creole (which is based on French)
does lead to a gap in communication.

Various organisations have been actively in-
volved in give the Mauritian Creole a new di-
mension, whereby a trilingual dictionary has
been prepared by the University of Mauritius and
a bilingual dictionary has also been provided
online by Ledikasyon pu Travayer? on its web-
site. There is room for further research in the
area to come up with a dictionary for technical
terms. Computational Linguistics can help to
take the Mauritian Creole language to greater
heights.

Google provides translation services between
many languages but Mauritian Creole is not one
of them which prompted us to begin the devel-
opment of machine translation systems to
achieve this end. To the best of our knowledge
this is the first of its kind work involving transla-
tion to and from Mauritian Creole on such a
large scale. We hope that this work will attract
and help researchers in the development of ma-
chine translation systems involving a variety of
Creole languages.

Goa, India. December 2014. (©)2014 NLP Assomatlon of Indla (NLPAI) ST



1.1 Related Work

Sukhoo et al. (2014) had developed a basic Eng-
lish Creole SMT system with a very small
amount of parallel corpus (10000-13000 lines
including many dictionary words). They manage
to get simple sentences translated with reasona-
ble quality but fail when longer sentences (more
than five words) are tested. This corpus, after
considerable augmentation was used in our ex-
periments. Significant work has been done in
using bridge languages (Bertoldi et al. (2008),
Utiyama et al. (2007)) to improve translation
quality. In many of these works, they develop
translation systems from languages A to C using
B, where A-B and B-C are resource rich, by ei-
ther synthesizing new phrase tables or modifying
existing corpora. In our case, we had a huge Eng-
lish French corpus but a very small French Cre-
ole corpus. Moreover no linguistic processing
modules for Creole exist, which would help in
reducing data sparsity. Thus we decided to adopt
the “transfer method” described by Wu et al.
(2009). The remainder of the paper involves a
chapter on Linguistic phenomena in Mauritian
Creole; describing peculiarities and how it is dif-
ferent from English and French; followed by a
chapter describing the corpora used, the systems
developed, the results and error analyses via ex-
amples finally leading to the conclusion and fu-
ture works.

1.2 Purpose of the work

The outcome of our work is a set of online trans-

lation systems aiming to:

1. Assist young students to learn English as a
second language.

2. Help tourists to learn the basics of the Creole
language so as to enhance communication
with the local community. This can provide
better enjoyment during their stay.

3. Assist expatriates and foreign business peo-
ple to interact with the people of Mauritius.

4. Assist the local people, who do not master
the English language to be able to translate
and understand English texts, which are
available in huge amount online as well as
from other sources.

2 Mauritian Creole

The Mauritian Creole is spoken in Mauritius and
Rodrigues islands. A variation of the language is
also spoken in Seychelles. Mauritius was colo-
nized successively by the Dutch, French an
English. Even though the English took over th

island from the French in the early 1800, French
remained as a dominant language and as such
Creole language shares many features with
French.

2.1  Similarities with French

The same alphabets are used in both cases and
they are pronounced in a similar manner. In ad-
dition, some words are written and pronounced
in the same way. These include words as per the
table below (the English translation is also
shown in the 3" column):

French Creole English
avion avion aeroplane
bon bon good

gaz gaz gas

bref bref brief

pion pion pawn

Table 1: Words with similar orthography in
French and Creole
One must note that, in French there is a heavy
usage of accents while writing which is absent in
Creole. Many words are pronounced similarly in
French and Creole, but the grapheme is different.
These include:

French Creole (Cr) English
(Fr) (En)
mauvais move move
confort konfor comfort
méditation | meditasion meditation
insecte insekt insect
condition kondision State, terms
or provision
Table 2: Words with same pronunciation but dif-
ferent orthography

2.2 Creole Grammar

The grammar of Creole has been published in
2011 (Police-Michel, Carpooran and Florigny,
2011). The Mauritian Creole language has sen-
tences with structure of Subject-Verb-Object as
in the case of English and French language.
Some differences with English language can be
noted as follows:
1. Adjectives are sometimes moved after the
object:
“The brown bird” is translated as: Zwazo
maron-la
Here: “maron” for “brown” is moved after the
object (Zwazo). “The” is moved at the end
(“la”). However, the French translation fol-
lows the same pattern as Creole, e.g.
“L’oiseau maron”



2. Difference between singular and plural:
“There are many birds” is translated as:
Ena boukou zwazo laba
Here: The plural form does not take “s”.
The word “boukou” indicates “many” and
therefore, it can be deduced that there are
many birds. In French, the translated sen-
tence is “Il y a beaucoup d’oiseaux la-bas”

3. Dropping of verb:
“He is bad” is translated as:
Li move
Here: “He” is translated to “Li” and “bad” to
“méchant”. The verb “is” is dropped. In
French, the translated sentence becomes “Il
est méchant”, where the verb is retained.

This concludes the explanation of Creole lin-
guistics. Due to the similar SVO syntax and lim-
ited morphological complexity of English,
French and Creole, translation between them be-
comes tractable even which working without lin-
guistic processing and small corpora. We now
describe our experiments and systems developed.

3 Experiments

We begin by listing the various SMT systems
developed. We have used only phrase-based
methods due to the lack of linguistic processing
modules for Creole.

3.1 Systems developed

All the systems developed and hosted are given
below:

1. Direct English to Creole

2. Direct Creole to English

3. Direct French to Creole

4. Direct Creole to French

5. English to Creole using French as bridge

The front-end of our system was developed using
a combination of HTML and DJANGO (Python).
The SMT models, at the back end, are provided
as services accessible by XMLRPC.

3.2 Corpora details

Plenty of parallel corpus is available for English-
French however we had to manually, from
scratch, create parallel corpus for Creole-French
and Creole-English. These sets of corpora were
developed by the sole Creole speaker in our
group over a period of six months. A significant
part of the corpora consists of dictionary words
which ensure basic word substitution. Table 3
gives the details of the corpora used. 84

Language | #lines #words Source

pair (L1-L2)

En-Fr 2000000 | 127405- Europarl
147812

En-Cr 25010 16294- Manually
17389 created

Fr-Cr 18354 13769- Manually
13725 created

Table 3: Corpora Details

In the French-Creole corpus 11,208 entries
were just dictionary words and thus the number
of parallel sentences was just around 7146. Simi-
larly for the English-Creole corpus 11,423 en-
tries were dictionary words making the number
of parallel sentences around 13,795. For creole
we had a monolingual corpus of around 100k
lines.

3.3 Training and development

For purposes of training we used IBM models
(Brown et al., 1993) implemented in GIZA++ for
alignment and Moses (Koehn et al., 2007, 2003)
for phrase extraction and decoding. Standard pa-
rameters were used. Training procedure follow-
ing which the phrase tables and reordering tables
were binarized in order to ensure on demand
memory loading thereby reducing the require-
ment of RAM. The services for each language
pair are hosted using mosesserver. The English-
French system took the maximum training time;
a total of 24 hours, including the time for tuning.
All the other systems took around 5 minutes of
training. Due to lack of corpora we did not per-
form tuning for these systems. For each system
the target side corpus was used for generating the
language model. For creole we used the mono-
lingual corpus for language modelling. Tuning
was done using MERT.

3.4

We used the “transfer method” or ‘“sentence
translation strategy”, proposed by Utiyama and
Isahara (2007) and described by Wu and Wang
(2009), to translate from English to Creole using
French; wherein the first translated from English
to French using the En-Fr system and then from
French to Creole using the Fr-Cr system. This
method is only applicable when either both the
En-Fr and Fr-Cr systems or only the En-Fr sys-
tem is of high quality. The main idea is that
French is close to Creole and thus an SMT sys-
tem built on a small corpus would suffice for
good translations. As long as the English-French

Using French as a bridge language




SMT system gives good translations the resulting
Creole translations can be expected to be good.
The Moses decoder allows for n-best translations
to be generated as outputs which we exploit to
obtain improvements in translations. When Mo-
ses translates a sentence it uses 8 main features
for decoding. These are: n-gram language model
probability of the target language (1 feature), two
phrase translation probabilities (both directions,
2 features), two lexical translation probabilities
(both directions, 2 features), a word penalty (1
feature), a phrase penalty (1 feature), a linear
reordering penalty (1 feature). Each of above is a
feature for decoding procedure (Hoang et al.,
2007; Koehn et al., 2003). The decoder gives
values for each feature for a translation candi-
date. The final score of the translation is a
weighted sum of the values of the above men-
tioned features. The weights are obtained using
MERT.

Let “f” denote the source language, “p” the
pivot language and “€” the target language. Let
Li-P denote the system that translates from
source to pivot and P-L; the system that trans-
lates from pivot to target. In our case L;is Eng-
lish, P is French and L, is Creole. The sentence
translation strategy is:

1. Translate source language sentence “f” into
“N” intermediate sentences using Li-P sys-
tem.

a. T py, p2,P3.... pn
b. 8 values of feature functions per pi: hPip,

2. Translate each candidate into “N” target lan-
guage sentences (e) using P-L, system
a. Pi = €iy, €i2, €i3, ... BN
b. 8 values of feature functions per ej: h&a,
heijz, ..... s heijg
3. Score N*N target translations using feature
values and Moses tuning parameters
a. Each feature has a weight
b. Weights obtained by tuning via MERT
c. A°m (m=1to 8): Parameter of L;-P system
d. 2°n (m=1 to 8): Parameter of P-L, system
4. Select the sentence ejj with the highest score.
The formula for scoring is:

8
S(eij) = Z (APpy * hPjp + A€ * hei]'m)

m=1

We experimented with 2 values of “N” where
N=1 and N=10. The above method has a time
complexity of O(N*N) and hence we refrained
from going for any higher values of “N”. Usingp

this mechanism we tested sentences to validate
the following hypothesis: “For simple sentences
the translation of English to Creole using French
as a bridge is much better than direct English to
Creole translation”. Although the Fr-Cr system is
built from a relatively small corpus, we believe
in the validity of this hypothesis because French
is much closer to Creole than English.

3.5  Testing and Results

For the purpose of testing an additional 142 sen-
tence triplets were created, one each for English,
French and Creole. These are sentences with
more than 10 words per sentence on an average.
The number of OOV’s was more in these sen-
tences. Extra 142 simple (short) sentence pairs
for English and Creole were created to verify our
hypothesis mentioned above. These contained an
average of 5 words per sentence with relatively
lesser number of OOV’s compared to the earlier
sentences. We evaluated the quality using BLEU
(Papineni et al. 2002). The scores are given in
Table 4 below. In the table “easy” indicates that
the simple (short) sentence pairs were used for
testing whereas “hard” indicates that the longer
ones were used for testing. For the Creole to
English, Creole to French and French to Creole
systems the pivot language mechanism was not
applicable since effective pivot languages were
not available.

Language Pair BLEU

En-Cr (direct, hard) 12.90

En-Cr (direct, easy) 25.31

En-Cr (bridge (N=1), | 9.44

hard)

En-Cr (bridge (N=10), | 10.96 (increase
hard) compared to N=1)
En-Cr (bridge (N=1), | 26.12 (increase)
easy)

En-Cr (bridge (N=10), | 29.77 (increase)
easy)

Cr-En (direct, hard) 17.58

Cr-En (direct, easy) 22.58

Fr-Cr (direct, hard) 15.97

Cr-Fr (direct, hard) 14.54

Table 4: BLEU scores of systems

As expected, the English to creole translation
using French as bridge yields a BLEU score
higher than the direct translation for simple
(short) sentences. This improvement is higher
when the number of intermediate translations is
increased from N=1 to N=10 (from 25.31 (direct)
to 26.12 to 29.77). This is because when N=10



we may have a better intermediate French trans-
lation as compared to when N=1. The limitation
is that when N=10 the time taken is 100 times
more than when N=1. The increase is not ob-
served for “hard” sentences. This is because their
translations from English to French (as interme-
diates) were not of good quality and this led to a
multiplicative degradation when translating the
intermediate French sentence to Creole. However
there is an improvement in BLEU from 9.44 to
10.96 when N is increased from 1 to 10.

We did significance testing using bootstrap-
ping sampling and also performed subjective
analysis for the bridge translations to verify that
the increase in BLEU was not coincidental. We
also observed the effects of the change in BLEU
with increase in corpus size used for training for
En-Cr and Cr-En which is given in the table 5
below. The BLEU scores are different here be-
cause the test set used was different from the 142
sentences mentioned before. The main difference
between the corpus at 20000 size and 25000 is
the increase in the number of non-dictionary sen-
tences which indicates that even with small but
good corpus size increments we can achieve tre-
mendous improvement in quality.

No of training sentences | En-Cr | Cr-En
(direct)

5,000 5.36 7.47

10,000 6.17 8.57

15,000 6.07 9.16

20,000 6.25 9.69

25,000 (full) 7.71 11.64

Table 5: Change in BLEU with corpus size

3.6 Example Translations and Error Anal-
ysis

For each language pair we give below examples

of good and bad translations.

3.6.1 En-Cr

1. Input: They all had big ears and long legs.
Direct Creole: zot tu ti ena gran zorey e
longay mole.

French (Bridge): ils avaient tous grandes
oreilles et long jambes.

Resulting Creole: zot ti ena tou gran zorey e
long lazam.

Evaluation: In this case, the French transla-
tion is of high quality and the Creole through

bridge language is equally of high quality
and is preferred as compared to the dire%t6

Creole translation.

2. Input: My name is John.
Direct Creole: mo apel i.
French (Bridge): mon nom est john.
Resulting Creole: mo apel zan.
Evaluation: Because the French translation
is correct the Creole translation as compared
to the direct Creole translation, whereby the
name “John” has not been translated.

3. Input: There are birds like no other birds
because they are not real.
Direct Creole: ena bann zwazo kuma okenn
lezot zwazo parski zot pa vre.
French (Bridge): il y a des oiseaux comme
aucun autre oiseaux car ils ne sont pas vraies.
Resulting Creole: ena bann zwazo kuma
okenn lot zwazo parski zot pa vraies.
Evaluation: The direct Creole translation is
correct. The French translation is correct, but
the only issue in the Creole through bridge
translation is the word “vraies” in French,
that was left as it is given that it is not a stem
word. The small size of the French-Creole
parallel corpora has been a limitation to this
translation. The translation of the other
words, including the order, is also correct.

3.6.2 Cr-En

1. Input: mo pa kontan fason to koz ar mwa
English: i don't like the way you talk with
me
Evaluation: Correct translation.

2. Input: boukou touris pou vizit Moris sa lane
la
English: many tourist to visit to mauritius
this year
Evaluation: The correct tense of the verb “to
visit” is “will visit”, otherwise the rest of the
sentence is correct.

3. Input: alor li ti dir sa grenouy la , "si to pou
donn mwa enn zafer , mo pou fer tou seki to
dimande™
English: so he said to the frog, if you will
give me a thing, i will do what you ask
Evaluation: Almost correct translation, apart
from the elimination of the quotes. “a thing”
should have been “something”.

3.6.3 Fr-Cr

1. French: je voudrais regarder un film (I want
to watch a movie)
Creole: mo anvi get enn fim



Evaluation: This translation is perfect.

2. French: il y a des tigres et des lions dans la
forét (There are tigers and lions in the forest)
Creole: ena bann tigres ek bann lions dan
afore
Evaluation: Here the Creole sentence
sounds like “There are the tigers and the li-
ons in the forest”. The word “bann” (the)
should be absent.

3. French: pourquoi étes-vous en colére contre
moi? (Why are you angry with me?)
Creole: kifer eski zot ankoler kont mwa?
Evaluation: This translation is particularly
bad. The correct is: “kifer to ankoler ar
mwa”. The system was unable to correctly
translate “étes-vous” (are you). This we be-
lieve is a major limitation of small corpus
size.

3.6.4 Cr-Fr
1. Creole: mo anvi manz enn dipin (I want to
eat bread)

French: je veux manger un pain
Evaluation: This translation is perfect.

2. Creole: kifer to ankoler ar mwa (Why are
you angry with me?)
French: pourquoi vous en colére avec moi.
Evaluation: The translation is almost perfect
except that it sounds like “Why you angry
with me?”. “are” is missing as “vous” should
have had “étes* with it.

3. Creole: sa lane la Moris finn gagn boukou
touris (This year Mauritius had a lot of tour-
ists.)

French: cette année de I7le maurice a eu
beaucoup de tourists

Evaluation: Here the French translation
sounds like: “this year's maurice island had a
lot of tourists”. Here “la Moris” is a named
Entity which actually means Mauritius and
its translation as “I'Tle maurice” is acceptable.
The “de” after “année” is incorrect.

3.7 Discussion

The examples given above should indicate that
survival sentences are translated with a very high
quality in most cases. Common mistakes are
those involving incorrect tenses, dropping of
words although they are present in the corpus,
adding articles like “bann” (the) for each no

and the inability to handle named entities. Th

main reason for this we narrow down to the fol-

lowing:

1. Poor language model for creole due to rela-
tively small corpus. The creole monolingual
corpus was around 100k lines but not clean
since it was collected from a variety of
sources. Also it is common knowledge that a
corpus of atleast 1 million lines is good for
language modelling.

2. Insufficient decoding options due to lack of
evidence in corpora (small corpus size) and
hence phrase table.

3. Lack of factors (linguistic cues) leading to
surface forms being un-translated.

4. Lack of lower/upper case information which
can help recognize named entities; which is
again due to small corpus size. (We lower-
case then translating from/to Creole as true-
casing is ineffective due to a small corpus.)

5. If a pivot language is used then the final
quality depends on the quality of the inter-
mediate translations which, if bad, lead to
poorer target translations.

This gives sufficient reason for us to look deeper

into the decoding procedure and perhaps fine

tune it for our purposes. Also the development of

a larger corpus is a necessary activity. Finally

more linguistic phenomena have to be studied

and uncovered which would eventually lead to
analysis modules for Creole.

4  Conclusion and Future Work

We have presented our experiences in develop-
ing statistical machine translation systems for
Mauritian languages. As can be seen, even with
small amount of corpus, we are able to get rea-
sonable quality translations which we believe
will gradually improve as the dictionary and cor-
pora size increases. We also validated our hy-
potheses that French, being closer to Mauritian
Creole, is a good bridge language and translation
from English to Creole via French, rather than
directly, gives better translations when the Eng-
lish to French translation is near about perfect. In
the future we plan to experiment with factored
models (Koehn et al., 2007), which we were not
able to use due to the lack of linguistic pro-
cessing modules for Creole. We also plan to ex-
periment on translating Creole to English using
French as a bridge language when our Creole
French corpora size becomes large. Naturally
this would lead to work on the lesser spoken lan-
guages in Mauritius as also on other Creoles.
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Abstract

State-of-the-art Machine Translation (MT)
does not perform well while translating senti-
ment components from source to target lan-
guage. The components such as the sentiment
holders, sentiment expressions and their cor-
responding objects and relations are not main-
tained during translation. In this paper, we
described, how sentiment analysis can im-
prove the translation quality by incorporating
the roles of such components. We also
demonstrated how a simple baseline phrase-
based statistical MT (PB-SMT) system based
on the sentiment components can achieve
33.88% relative improvement in BLEU for the
under-resourced language pair English-
Bengali.

1 Introduction

The Statistical machine translation (SMT) systems
are considered as one of the most popular ap-
proaches to machine translation (MT). However,
SMT can suffer from grammatically incorrect out-
put with erroneous syntactic and semantic structure
for the language pair on which it is being applied.
It is observed that the grammatical errors not only
weaken the fluency, but in some cases it may even
completely change the meaning of a sentence. In
morphologically rich languages, grammatical accu-
racy is of particular importance, as the interpreta-
tion of syntactic relations depends heavily on the
morphological agreement within sentences. Mor-
phological errors create serious problems in con-
text of translating the sentiment related
components from source to target language. In this
paper, we handle these errors by focusing on the
roles of sentiment-holder, sentiment expression,

&9

corresponding objects and their relations with each
other at the clause level.

A common error that occurs during translation
using SMT is the relations among the holders, as-
sociated sentiment expressions and their corre-
sponding objects in a sentence (in case of complex
and compound sentences) may interchange. In the
following example, the position of the sentiment
expression has been changed in target language
while translated. Similar instances are found if any
interchange occurs in case of other sentiment com-
ponents such as holder or object.

Example 1: Source: In 1905, <hold-
er>Calcutta</holder> <expression_I>protested
</expression_I1> <object I>the partition of Ben-
gal</object I> and <expression 2>boycotted
</expression_2> <object 2>all the British Goods
</object 2>.

Target: 1905 sale, <holder>Calcutta </holder>
<object I>bongo vongo-r</object 1> <expres-
sion_2>boykot korechilo </expression 2 > ebong
<object 2>ssmosto british samogri </object 2>
<expression_I> protibad janiyechilo
</expression_I>.

Thus, the entire semantics of the sentence has
been changed even the sentence is considered as
grammatically correct. Another major challenge is
to develop a sentiment phrase aligned system be-
tween a resource-rich language English and a re-
source-constrained language Bengali.

The scarcity in state of the art sentiment aligned
translation system motivates us to perform this
task. To the best of our knowledge, no previous
work has been done for the English-Bengali lan-
guage pair translation by considering the senti-
ment-aligned approach.

In our approach, sentiment expressions, senti-
ment holder and the corresponding objects of the
holders are used to improve the phrase alignment

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 89-94,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAI)



of the SMT system during training stage. Senti-
ment information is also used in the automatic
post-editing of the SMT output after the decoding
phase. SMT is based on a mathematical model, is
most reliable and cost effective in many applica-
tions. This is one of the main reasons to choose
SMT for our English-Bengali translation task. For
automatic post-editing, we marked the phrases that
contain sentiment expression, holders and their
corresponding object. After translating the marked-
up sentences, we then restructure the restructure
the output according to the sentiment relations be-
tween the sentiment holder and the sentiment ex-
pression. Our approach involves the following
steps:

* We first identify phrases, which contain sen-
timent holder, sentiment expressions and
their corresponding objects.

* We aligned these phrases using word align-
ment provided by GIZA++.

* The aligned phrases are incorporated with
the PB-SMT phrase table.

* Finally, the automatic post-editing has been
carried out using the positional information
of sentiment components.

The rest of the paper is organized in the follow-
ing manner. Section 2 briefly elaborates the related
work. Section 3 provides an overview of the da-
taset used in our experiments. The proposed sys-
tem is described in Section 4 while Section 5
provides the system setup for the various experi-
ments. Section 6 includes the experiments and re-
sults obtained. Finally, Section 7 concludes and
provides avenues for further work.

2 Related Work

SMT systems have undergone considerable im-
provements over the years. Moreover, PB-SMT
models (Koehn et al., 2003) outperform word-
based models. The alignment template approach
for PB-SMT (Och et al., 2004) allows many-to-
many relations between words. A model that uses
hierarchical phrases based on synchronous gram-
mars is presented in (Chiang et al., 2005). To date
there is little research on English-Bengali SMT:
PB-SMT systems can be improved (Pal et al.,
2011; 2013) by single tokenizing Multiword Ex-
pressions (MWESs) on both sides of the parallel
corpus. Researches on alignment were mostly de-
veloped for MT tasks (Brown, 1991; Gale and
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Church, 1993). A Maximum Entropy model based
approach for English-Chinese NE alignment has
been proposed in Feng et al. (2004), which signifi-
cantly outperforms IBM Model 4 and HMM. Fung
(1994) presented K-vec, an alternative alignment
strategy that starts by estimating the lexicon.

Sentiment detection is the task of determining
positive or negative sentiment of words, phrases,
sentences and documents. The computational ap-
proach to sentiment analysis in textual data re-
quires annotated lexicons with polarity tags (Patra
et al., 2013). Research has been carried out on
building sentiment or emotional corpora in English
(Strapparava and Valitutti, 2004; Baccianella et al.,
2010; Patra et al., 2013) and Bengali (Das and
Bandyopadhyay, 2010; Das and Bandyopadhyay,
2010a). Identifying the sentiment holder is another
task closely related to subjectivity detection (Kim
and Hovy, 2004). Several methods have been im-
plemented to identify the sentiment holders such as
rule based methods (using dependency infor-
mation) (Kolya et al., 2012) and supervised ma-
chine learning methods (Kim and Hovy, 2004;
Kolya et al., 2012).

To the best of our knowledge, no prior work on
improving SMT systems using aligned sentiment
expressions, holders and their corresponding ob-
jects have been developed yet. There is research on
creating sentiment lexica and cross-lingual senti-
ment identification. Automatic translation is a via-
ble alternative for the construction of resources and
tools for subjectivity or sentiment analysis in a new
resource-constrained language using a resource-
rich language as a starting point (Banea et al.,
2008). Banea et al., (2008) generated resources for
subjectivity annotation in Spanish and Romanian
using English corpora. In context of Indian lan-
guages, Das et al.,, 2010 have developed a senti-
ment lexicon for Bengali Languages using an
English to Bengali MT system. Similarly, a Hindi
sentiment corpus has been developed using English
to Hindi MT system (Balamurali et al., 2010). Hi-
roshi et al., (2004) developed a high-precision sen-
timent analysis system with low development cost,
by making use of an existing transfer-based MT
engine.

3 Dataset

In our experiment, an English-Bengali parallel
corpus containing 23,492 parallel sentences com-



prising of 488,026 word tokens from the travel and
tourism domain has been used. We randomly se-
lected 500 sentences each for the development set
and the test set from the initial parallel corpus. The
rest of the sentences were used as the training cor-
pus. The training corpus was filtered with the max-
imum allowable sentence length of 100 words and
sentence length ratio of 1:2 (either way). The cor-
pus has been collected from the “Development of
English to Indian Languages Machine Translation
(EILMT) System'” project.

4 System Description

Initially, we identify the sentiment expressions,
holders and objects from English-Bengali parallel
sentences. Sentiment phrase alignment model has
been developed using our existing baseline table
provided by GIZA++. These aligned sentiment
phrases are integrated with the state-of-the-art PB-
SMT system. Finally, an automatic post editing
system has been developed to correct the transla-
tion output using the textual clues identified from
the sentiment components.

4.1 Sentiment expression, holder and object
identification from Parallel corpus

Sentiment: Initially, sentiment expressions were
not tagged with sentiment polarity. Therefore, we
developed a bootstrapping method to tag the words
with sentiment polarity. We have tagged the Eng-
lish sentiment words using the SentiWordNet 3.0
(Baccianella et al., 2010). The raw English sen-
tences were parsed and the stems of the words
were extracted using the Stanford parser’. Senti-
WordNet examines stemmed words along with
their part of speech and provides a sentiment score
for each stemmed word. The sentiment of the word
is judged positive, negative or neutral according to
its sentiment scores. We have manually created a
stop word list of around 300 words that helps us to
remove the stop words from the sentences. But the
words ‘not’, ‘neither’ etc. are not removed as they
are valence shifters and can change the sentiment
of the whole sentence. We identified 76924 and

1 The EILMT project is funded by the Department of
Electronics and Information Technology (DEITY), Min-
istry of Communications and Information Technology
(MCIT), Government of India.

2 http://nlp.stanford.edu/software/lex-parser.shtml
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36125 number of positive and negative words re-
spectively.

Holder (Subject Based): Sentiment analysis in-
volves identifying its associated holder and the
event or topic. A sentiment holder is the person or
organization that expresses the positive or negative
sentiment towards a specific event or topic. Eng-
lish input sentences are parsed by the Stanford Par-
ser to extract the dependency relations. The output
is checked to identify the predicates (i.e., “nsubj”
and “xsubj”), so that the subject related infor-
mation in the “nsubj” and “xsubj” predicates are
considered as probable candidates of sentiment
holders.

We correlate our sentiment words with the hold-
er using the dependency tree. For example, the sen-
tence “I hate chocolate but he loves it.” has two
sentiment expressions, “hate” and “love”. Here the
root word and the sentiment expression is the
same, i.e. “hate”. We identify that the sentiment
expression, “hate” and subject “I” are related with
“nsubj” relation. We conclude that “I” is the sen-
timent holder of the word “hate”. Similarly, we
identify that “ke” is the sentiment holder of word
“loves”.

Example 2: mnsubj(hate-2, I-1), root(ROOT-0,
hate-2), dobj(hate-2, chocolate-3), nsubj(loves-6,
he-5), conj but(hate-2, loves-6), dobj(loves-6, it-
7).

We have identified only 22992 number of sen-
timent holders, in comparison to a total of 113049
sentiment expressions.

Object: The parsed data were analyzed to identi-
fy the object of a sentence. It is found that the rela-
tions, “dobj” and “obj” are considered as the
probable candidates for the object. The above ex-
ample sentence along with parsed output and de-
pendency relations (example 2), the “dobj”
dependency relation includes the object. Here,
“chocolate” and “it” are identified and tagged as
the “object”.

4.2  Sentiment Phrase Alignment

In case of low-resource languages, chunking the
parallel sentences (both source and target) adds
more complexity in building any system. POS tag-
gers or Chunkers might not be available for some
low-resource languages. In such cases, the meth-
odology we present below can help chunk sentenc-
es. In this paper, we propose a simple but effective



chunking technique. The sentence fragments are
very similar with grammatical phrases or chunks.
We collected the stop word lists for English as well
as Bengali to implement this method (Groves and
Way, 2005). We chop a sentence into several
fragments whenever a stop word is encountered.

Example 3: English sentence fragmentation

“In 1905, <holder>Calcutta</holder> <ex-
pression_I>protested</expression_1> the <ob-
ject I>partition</object 1> of Bengal and
<expression_2>boycotted</expression 2> all the
<object 2>British Goods</object 2>.”

1. (In 1905) (, Calcutta protested) 2. (the parti-
tion) 3. (of Bengal) 4. (and boycotted) 5. (all) 6.
(the British Goods)

Phrasal sentiment rela-
tion

Sentiment relation

Calcutta

7N

Calcutta

7N

protested boycotted protested and boycotted
partition goods the partition the British goods
Figure 1 Figure 2

Bengali sentence fragmentation:

“1905 sale, Kolkata bongo vongo-r protibad
Jjaniyechilo ebong ssmosto british samogri boykot
korechilo.”

Pre-processing: 1905 sale , Kolkata bongo von-
go -r protibad janiyechilo ebong ssmosto british
samogri boykot korechilo.

1. (1905 sale) 2. (, Kolkata bongo vongo) 3. (-r
protibad janiyechilo) 4. (ebong ssmosto british
samogri boykot korechilo.)

Initially, we built an English-Bengali word
alignment model, which was trained with the same
EILMT tourism domain parallel corpus of 22,492
sentences. Using this word alignment knowledge
we aligned bilingual sentiment phrases. For estab-
lishing the alignment, we use the same phrase
alignment algorithm which is used in existing
state-of-the-art PB-SMT system Moses. The rest
of the processes, such as scoring and phrase table
creation also follow the state-of-the-art system.

4.3 Automatic Post Editing using Sentiment

Knowledge

Begin The decoding process is carried out with the
Moses decoder and the PB-SMT model is comput-
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ed with Moses. Recall our previous example, and
that after translation, the sentiment relation may
interchange, so that the semantic meaning of the
sentence may be the opposite of what was stated in
the source. For example:

Calcutta

7

protested and boycotted

the British goods the partition

Figure 3

To correct this error in translation, we reposi-
tioned the words using our source sentiment rela-
tion knowledge obtained on the English side of the
data. First, we marked the input source sentence
with sentiment holder, sentiment word and their
corresponding objects and measured the distance
between them. The distance is then also measured
on the translated sentence. If they maintained the
similar distance, i.e. it ensures that they did not
exchange their positions. Otherwise, we have to
exchange the position of sentiment expression with
their corresponding holder and object according to
the distance measure. In this way, we automatical-
ly post-edited the entire translated sentences, if
required.

5 System Setup

The effectiveness of the present work is demon-
strated by using the standard log-linear PB-SMT
model as our baseline system. For building base-
line system, we use the maximum phrase length of
7 and a 5-gram language model. The other experi-
mental settings were: GIZA++ implementation of
IBM word alignment model 4 with grow-diagonal-
final-and heuristics for performing word alignment
and phrase-extraction (Koehn et al., 2003). The
reordering model was trained msd-bidirectional
(i.e. using both forward and backward models) and
conditioned on both source and target languages.
The reordering model is built by calculating the
probabilities of the phrase pair associated with the
given orientation such as monotone (m), swap(s)
and discontinuous (d). We use Minimum Error
Rate Training (MERT) (Och, 2003) on a held-out



development set of 500 sentences, and a target lan-
guage model with Kneser-Ney smoothing (Kneser
and Ney, 1995) trained with SRILM (Stolcke,
2002).

6 Experiments and Results

Our experiments have been carried out in two di-
rections. First we improved the baseline model
using the aligned sentiment phrases. Then, we au-
tomatically post-edited the translation output by
using the sentiment knowledge of the source input
test sentence.

The evaluation results are reported in Table 1.
The evaluation was carried out using well-known
automatic MT evaluation metrics: BLEU (Papineni
et al., 2002, NIST (Doddington, 2002), METEOR
(Banerjee and Lavie, 2005), and TER (Snover et
al., 2006). In experiment 2, the extracted parallel
sentiment phrase alignments are incorporated with
the existing baseline phrase table and the resulting
model performs better than the baseline system.
Experiment 3 shows how post-editing the output of
experiment 2 brings about further improvements.

7 Conclusions and Future Research

In this paper, we successfully illustrated how sen-
timent analysis can improve the translation of an
English-Bengali PB-SMT system. We have also
shown how sentiment knowledge is useful for au-
tomatic post-editing the MT output. In either case,
we were able to improve the performance over the
baseline system. Using sentiment phrase alignment
we obtained a 25.73% relative improvement in
BLEU over the baseline system. The automatic
post-editing method results in a 33.88% relative
improvement in BLEU over the baseline system.
On manual inspection of the output translation we
found that after incorporating sentiment phrase
alignment with the baseline PB-SMT system, the
output delivers better lexical selection. The post-
editing method also ensures better word ordering
to some extent. In the near future, we will extend
the post-editing process and improve our sentiment

alignment strategies by using machine learning
algorithms.
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Abstract

WordNet is a large lexical resource express-
ing distinct concepts in a language. Synset is
a basic building block of the WordNet. In this
paper, we introduce a web based lexicogra-
pher's interface ‘Synskarta’ which is devel-
oped to create synsets from source language
to target language with special reference to
Sanskrit WordNet. We focus on introduction
and implementation of Synskarta and how it
can help to overcome the limitations of the
existing system. Further, we highlight the fea-
tures, advantages, limitations and user evalua-
tions of the same. Finally, we mention the
scope and enhancements to the Synskarta and
its usefulness in the entire IndoWordNet
community.

Introduction
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In this paper, we have taken reference of San-
skrit WordNet. Sanskrit is an Indo-Aryan lan-
guage and is one of the ancient languages. It has
vast literature and a rich tradition of creating
Iéxica. The roots of all languages in the Indo Euro
pean family in India can be traced to Sanskrit
(Kulkarni et al., 2010). Sanskrit WordNet is con-
structed using expansion approach where Hindi
WordNet is used as a source (Kulkarni et al.,
2010).

While developing Sanskrit WordNet, lexicogra-
phers create Sanskrit synsets by referring to Hindi
synsets and by following the three principles of
synset creation (Bhattacharyya, 2010). Since San-
skrit came into existence much before Hindi, it has
many words which are not present in Hindi
WordNet. These words are frequently used in the
Sanskrit texts; hence, there was a need to create
new Sanskrit synsets. In this case, the lexicogra-
pher creates new Sanskrit synsets by referring to
electronic lexical resources such as Monier-

WordNet is a lexical resource composed of synseféilliams Dictionary, Apte's Dictionary, Spoken
and semantic relations. Synsets are sets ganskrit Dictionary, etc. and linguistic resources
synonyms. They are linked by semantic relatiordich asShabdakalpadruma and Vaacaspatyam

like hypernymy (s-a),
troponymy, etc. IndoWordNeis a linked structure

of WordNets of major Indian languages from Indo
Dravidian and Sino-Tibetan families
(Bhattacharyya, 2010). WordNets are constructelcf]
by following the merge approach or the expansi
approach

Aryan,

meronymy part-of),

(Vossen, 1998). IndoWordNet

0gopular and widely used, it has major limitations.

etc. (Kulkarni et al., 2010).

The IndoWordNet community uses the IL-
Multidict tool to create synsets. This tool is de-
signed and developed by researchers at IIT Bom-
bay (Bhattacharyya, 2010; Kulkarni et al., 2010).
ough this existing lexicographer's interface is

ome of them are — it uses flat files, has chantes

constructed using expansion approach whereiyia redundancy, inconsistency, etc. To overcome
Hindi is used as the source language; however, tiase |imitations, we developed a new web based

Hindi

WordNet

approach (Narayan et al., 2002).

L http:/iwww.cfilt.iitb.ac.in/indowordnet/
2 hitp://www.cfilt.iitb.ac.in/wordnet/webhwn/wn.php

95

is constructed using mergesynset creation tool — ‘Synskarta’. The features,

advantages, limitations and user evaluations of
Synskarta are detailed in this paper.

3 http:/iwww.cfilt.iitb.ac.in/wordnet/webswn/wn.php
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The rest of the paper is organized as followsynset id, search by word, generate synset count,
Section 2 describes the existing system — its agenerate word count, reference to quotations,
vantages and disadvantages, section 3 descrilm®snmenting on a current synset and linkage to the
Synskarta — its features, advantages, limitatiom®rresponding English synset, etc.
and the user evaluations. Subsequently, the con-
clusion, scope and enhancements to the tool && Advantages and Disadvantages of the Ex-
presented. isting System

2  Existing System Some_of the_ r_najor advantages of the exis_ting tool
are: Firstly, it is a standalone tool. Hence it tan
installed easily. Secondly, it is portable, i.ee th

2.1 IL Multidic Development Tool tool can be installed and used over different dpera

L ) ... ing systems.

IL Multidict ~ (Indian ~ Language  Multidict — “Tr5u9h the existing Lexicographer's Interface

development tool) or the Offline Synset Creatiopgs its own advantages and it is widely accepted by

tool is developed using Java and works with flahe IndowordNet community, we can find several
files. This tool, popularly known as thejimitations with the system. Some of them are

‘Lexicographer's Interface' is an offline tool whic mentioned below:

helps in creating synsets using the expansi@n Tool works with flat files hence there is a high

approach. possibility of data redundancy, data

The interface is vertically divided into the inconsistency, etc.

source language panel and the target language As the number of synsets increases, the

panel. At any given time, only the current source processing time to perform various operations

synset is displayed in the source language panel |ike searching, counting, synchronization, etc.
and its corresponding target synset is displayed in jncreases.

the target language panel. The source pangl Being a standalone tool, the installation and

displays the details of the current synset of the configuration time increases with increase in
source language such as number of records in number of machines.

source file, current synset id, its part-of-speecll \erging data from different systems may lead
(POS) category, gloss or the concept definition, 5 gata loss, data redundancy as well as data

example(s) and synonym(s). inconsistency.

Similarly, the target panel displays the targe} Synset data is not rendered properly in the
synset details such as total number of synsetsein t interface if there is any formatting mistake in
target file, number of complete synsets, number of the source or target file. Also, if any special

mco_mpl_ete synsets and the current _synset Id " character is added in a file then the synsets are
(which is the same as source synset id). These i |5aded in the system.

fields are non-editable. There are also editable

fields which allow editing of target synset detail3  Developed System

such as gloss, example(s) and synonym(s). The

lexicographer translates the source language synset

into the target language synset, while the validatd-1 ~Synskarta

uses same tool to validate these translated synsets, o developed system,
There is a navigation panel which allows a lexi

cographer to navigate between synsets. The but

‘Synskarta’ is an online
interface for creating synsets by following the ex-
‘ , Bnsion approach. This web based tool is devel-
Save & Next' saves the current synset and moves) using PHP and MySQL which uses relational
to the next synset. The source and target syngghanase management system to store and maintain
data is extracted from source and target syn&# fil\o oynset and related data. The IndowordNet da-
respectively. These files are in Dictionary Staddart pace structure (Prabhu et al., 2012) is used for

Format (DSF) with extension ".syns'. Some of thgring and maintaining the synset data while
features of the existing system are: search by
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IndoWordNet APIs (Prabhugaonkar et al., 2012)
are used for accessing and manipulating this data.

s
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Synskarta overcomes the limitations of the
standalone offline tool. The look and feel of the
interface is kept similar to that of the existings
tem for ease of user adaptability. Most of the dasi
features of the existing system are incorporated ir
this developed system. Figure 1 shows the Lexi-
cographer’s Interface of the developed system.

3.2 Features of Synskarta

3.2.1 Features of Synskarta
from the Existing System

incorporated
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The features of the existing system which are im-

eit> Last» Saved st

plemented with some improvements in Synskarte
are as follows —

User Registration Module -This module
allows the system administrator to create user
profiles and provide necessary access
privileges to user. The user can login using the
access privileges provided to him and
accordingly the user interface is displayed to
that particular user.

Configuration Module —-This module sets all

the necessary parameters such as source
language, target language and enables or ®

disables certain features such as Source
Domain, Linking, Comment, References, etc.
Main Module— This module allows the user to
enter data in the target language panel by
referring to data in the source language panel.

The source panel and the target panel vertically

divide the main module into two equal sized

panels. Following are the major components of

this module:

°
placed on the left of the screen which has

Source language panel — This panel ig'z'z

Figure 1. The Developed System — Synskarta

fields.

Search — User can search a synset either by
entering 'synset id' or a ‘'word' in a synset.
Advanced Search — Here user is allowed to
search synset data by entering various
parameters such as POS category, words
appearing in gloss or in example, etc.
Comment — User can comment on a
particular synset being translated.

English Synset — User can check the
corresponding English synset for better
clarity in translation process.

Navigation Panel — This panel allows the
user to navigate between synsets. Button
‘Save & Next’ allows inserting or updating

a current target synset and the data is
directly stored in the IndoWordNet
database.

Features of Synskarta specific to San-
skrit Language

fields for synset id, POS category, glossppart from the features of the existing system,
example(s) and synonyms of the sourcthere are features which are specific to the S#nskr

language synset.

placed on the right of the screen. This
panel has non-editable fields such at/

language. Some of these features can also be appli-
Target language panel — This panel isable to other languages.

As far as Sanskrit is concerned, some of the fe
res can be specific to a particular word in the

synset id, POS category and editable fieldgynset. These are given in table 1. To captureethes
of the target language synset. The user is provided. This window has various features

expected to enter the data in these edita
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Feature Details B et

Word | Word can havevaidika or laukika E—— m(‘mwm:?:::cmm“m

Types | word types.vaidika words are from ——
vedic literature anthukikawords are et [ e i E il
from post-vedic literature. !

Accent | Accent is an appropriate tone fOr | m: g o e g - e s
utterance of any particular syllable. oreve (et 1 () 5 sy ) a1y e ) ) ) ) i) ) i ey

Class | There are 10 classes of verbs| in | S " ° =0 Se smes sm s e e sme
Sanskrit. They arebhwadi, adadi, . oD -
juhotyadi, divadi, swadi, tudadi,
rudhadi, taradi, kryadi andcuradi. Froene @

Etymol | It is the study of the origin of a WOrtd et

ogy | and historical development of ifs (o
meaning.

Pada There angadasfor suffixes of a verk Figure 2. Word Options - Noun Specific Features
such asparasmaipada atmanepada culine for dc: (tarah) and neuter fordeH
or ubhayapada (taram). Hence, there is a need to store gender

Ittva Verb can banit, se or ve. information for such type of words

Indication of Preverbs3@¥et, upasargd — In
Sanskrit, there are 22 preverbs. Some of them

Table 1. Special Features of Synskarta specific e
to Sanskrit

3.2.2.1 Noun Specific Features

Noun specific features are displayed only if the
POS category of the synset is NOUN. Figure 2
shows a screenshot of the ‘Word Options’ window

for noun synsets. Following are some of the noun

specific features of a word in Sanskrit language —

Indication of Word Type (s YR, sabda e
prakara) — In Sanskrit, words can ha#c®
(vaidika) or #iferar (laukika) word types.

Indication of Accent ¥aX, swarg — In San-
skrit, if a word hasvaidika word type then it
can have accents such aglcd (udaattg,

3fefeTed (anudaatta or Talkd (svarita). Again,
udaata has sub-accents such ascgared
(aadyudaattp, #Fedialed (madhyodtta) or

3=dleicd (antodaattd. It is needed particular- *

ly in Sanskrit because the meaning of a word
changes according to the place of accent.

Identification of Gender {1391, linga) — In
Sanskrit, a gender can be masculiﬂ@iesw,
punllinga), feminine &fifarsar, strilinga) or
neutral WB?T napupsakalinga). For ex- *
ample, a worde (tara) has two genders, mas-
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arey (pra), I (para), 319 (apa), etc. (Papke,
2005; Ajotikar et al. 2012). For example, for a
word 3=t (gandhg, if we add preverbg (su),
gH (dug and39 (upa) we get wordsgereer
(sugandhy gif=tr (durgandhd and 39ereer
(upagandharespectively.

Indication of Class3(ut, gana) — Certain words
in Sanskrit language belong taReTorT
(pariganita) oraﬁﬁ (akrti) class type. Each
of this class type has class namésr exam-
ple, a wordfia (siva) belongs topariganita
class type having class narfRarfe (sivadi)
and a wordeillug (saunda) belongs toakrti
class type having nameftosiie
(saupdadi).

Expectancy X9, rapa) — Certain words expect
its related word to be in specific case(s). For
example, a wordTeH (alam, ‘enough’) ex-
pects its related word to be ®ET (trtiya,
‘instrumental case’) as3e g« (ala
rodarena, ‘enough of crying’).

Etymology €Jcqfcd, vyutpatt) — Most of the
words in Sanskrit have etymology. For exam-

class



3.2.2.2 Verb Specific Features

Verb specific feature list is displayed only if the
POS category of the synset is VERB. FiQUre | s s mwmm B
shows the ‘Word Options’ window for verb |°7weme

synsets.Following are some of the verb specific fea-
tures of a word in Sanskrit language —

ple, a wordgerge: (kilarkasah, ‘the sea’), related word ingsg#l (paficam, ‘ablative
%ol i 3| (kalark kasati iti, ‘one who cuts case’) such asamarq #ira: (vyaghrat bhitas,
the shore’). ‘feared of tiger").

Synset Id - 3295 Selected word -

'VERB SPECIFIC FEATURES

[Word Type (JeE WaR) : © e (vaidika) () ot (laukika)

lAccent (79) :

Fate (svarits)

[Transitivity (F#eed) : © Teh#id (sakarmaka) | 37 (akarmaka)

ltva (7 : © 3o Cait) ) ¥ (set) ©) AT (vet)

Ind|Cat|0n Of Word Type ( ‘ lll[’ Sa‘bda (Class (arom) : () #1% (bhwadi) [ 37T (adadi) /] FRYeate; (uhotyadi) | Toate; divadi) | s (svadi) [ SeTfe (rudadi) (| vty
prakara) — Verbs can hav@fee (vaidika) or — [MTEEs SRS SRew

[Pada (72) : () TWEATE (p TG, (3 TG
?’ﬁﬁﬁ; (IaUklka) WOfd types. [Preverb @) : || 9 (pra) || T (para) [ | 31 (apa) [ T (sam) || 31 () ] 370 ava || Fore (nis) ) o i) (] & (ws)
Indication of Accent¥ay, swarg). o ) T G A ) e
Indication of Transitivity §#eca karmakatvy — [momme g oo aosaia o o

None|

— A verb can bersais (sakarmaka ‘active’) Expeotaney
Or ﬁ (akarmaka,‘passive’). |Additional Features: | RoatVerb \E
Indication of ttva @cca, irtva) - A verb can be Fiaure 3. Word Ontions — Verh Snecific Feature:

e (ani), ¥ (s@) ordc (ve). 3.2.3 General Features not specific to any
Indication of Classd3(uT, gaza) — In Sanskrit, Language

tgi; arEhlnglasses of vert;z_.d.Some of them LBme of the general features which are not specific
& (bhwadi), seTfe (adadi), Fereafa any particular language are also provided in

(juhotyadi), etc. Synskarta, they are as follows:
Indication of Padadg, padg — In Sanskrit, e Vindication — This feature allows the user to
there are padas for suffixes of a verb such as record the special feature of a particular word

qIEAIG (parasmaipadg HTcHAAIG in a current synset.

(atmanepadjor 3379 (ubhayapadh e Source — This feature allows the user to record
o the information about source of the synset.

Indication of Preverbs3¢&dl, upasarga), —

' Domain — This feature allows the user to
For verbs also there are 22 preverbs in San- o1 the information about domain of the
skrit. For example, when preverbs are attached synset
to a roowT (gam,'to go’), we get verb forms | iniing — Many-to-Many linking of words is
such as3mem@® (aVgam, ‘to come’), 3TN supported in this feature.
(anwgam, ‘to follow’), fax\are (nirVgam,to  Quotations — The feature to add quotations as
go out)), feTe (vivgam, to go away’). additional examples are supported.

Root Verb — This feature allows the user to
Indication of Verbal Root Typesa(g YK,

: ) enter the root verb of a given word.
dhatu prakira) — A verbal root can have types, feedback — Feedback related to the tool and its

such agrq (dhatu), Enfarderq (sadhitadhitu), features are captured here.
dfesreng  (vaidikadhitu)  and 1 o
(sautradkitu). 3.3 Advantages and Limitations of Synskarta

Expectancy 9, ripa) — Certain verbs expect vjajor advantages of Synskarta are as follows:
its related word to be in specific case(s). F&¥ Centralized system

example, a roo#lr (bhr, ‘to fear’) expects its o No data redundancy and inconsistency.
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Online access from anywhere in the world ~ such as automatic translation, transliteratiom-tra
No text files to maintain data scription can also be implemented over the time.

IndoWordNet synsets to the foreign language
WordNets. A feature to generate produced words
can also be implemented. Link to FrameNet of

Svnskarta h few limitati Th or li .Sanskrit verbs is an important work that will be
ynskarta has a few imitations. 1he€ major imiy, \ o taren in future. This will be useful in the

tation is that, it is heavily dependent on intern -
’ . T t of development of dependency tree banks.
access or networking. Another limitation is thaelg P P y

currently there are rendering issues depending
the device being used.

Multiple users can work at the same time
Can be used by all the language WordNets
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Abstract

We propose a method to compute
domain-specific semantic similarity be-
tween words. Prior approaches for
finding word similarity that use lin-
guistic resources (like WordNet) are
not suitable because words may have
very specific and rare sense in some
particular domain. For example, in
customer support domain, the word
escalation is used in the sense of
“problem raised by a customer” and
therefore in this domain, the words
escalation and complaint are se-
mantically related. In our approach,
domain-specific word similarity is cap-
tured through language modeling. We
represent context of a word in the form
of a set of word sequences containing
the word in the domain corpus. We
define a similarity function which com-
putes weighted Jaccard similarity be-
tween the set representations of two
words and propose a dynamic program-
ming based approach to compute it ef-
ficiently. We demonstrate effectiveness
of our approach on domain-specific cor-
pora of Software Engineering and Agri-
culture domains.

1 Introduction

In text clustering, we expect to cluster these
two sentences together - Ricestar HT is a
good product for sprangletop control.

and Barnyardgrass can be controlled
by usage of Clincher. We observe that
though these two sentences do not share any
content word, still they are semantically simi-
lar to each other. The similarity between these
two sentences will not be high unless the clus-

tering al%orithm takes into account that th@l
Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 101-106,

D S Sharma,

words within the pairs Ricestar-Clincher!
and sprangletop—Barnyardgrass2 are
semantically similar. In addition to text
clustering, discovering semantically similar
words has rich applications in the fields of
Information Retrieval, Question Answering,
Machine Translation, Spelling correction, etc.

We propose an algorithm which assigns high
similarity for words, which are highly replace-
able by each other in their context with-
out affecting its syntax and “meaning”. In
above example, the words sprangletop and
Barnyardgrass can be safely replaced by each
other while preserving the syntax and “mean-
ing” of the original sentences.

Approaches for computing similarity be-
tween words can be broadly classified into two
types - i) Approaches using linguistic resources
like WordNet (Miller, 1995) or thesaurus (Bu-
danitsky and Hirst, 2006) and ii) Approaches
using statistical properties of words in a cor-
pus (Blei et al., 2003; Halawi et al., 2012;
Brown et al., 1992).

In this paper, our focus is to develop a
word similarity algorithm which discovers sim-
ilar words for a specific domain. We mainly
focus on two domains - Software Engineering
(SE) and Agriculture. Our motivation behind
choosing these domains is that these are rel-
atively unexplored and as per our knowledge
they lack domain-specific lexical resources.

WordNet-based approaches are not suitable
for some domains because words may have
very specific and rare sense in those domains.
Moreover, creating lexical resources like Word-
Net for a certain domain is a quite challenging
task as it requires extensive human efforts, ex-
pertise, time and cost. In SE domain, we can
say that the words Oracle and DB2 are simi-

both are names of herbicides
2both are names of weeds

Goa, India. December 2014. (©2014 NLP Association of India (NLPAIT)



lar because they both are Database Manage-
ment Softwares. However, the word DB2 is not
present in WordNet and the sense of the word
Oracle as a “database management software”
is not covered in WordNet.

Corpus-based approaches for finding word
similarity using topic models (Blei et al., 2003)
or Distributional Similarity (Lee, 1999) make
use of word context to capture its meaning.
Though these approaches use higher order
word co-occurrence, they do not consider order
of other words within the context of a word.
Our hypothesis is that considering word order
results in better word similarities and this is
evident from our experimental results. Brown
Word clustering algorithm (Brown et al., 1992)
considers order of words and learns a language
model based on word clusters. However, this
algorithm is sensitive to number of clusters.
In this paper, we use word-based Language
Model to capture the context of words in the
form of word sequences (preserving word or-
der) and to assign weights for each of the
word sequences by computing their probabil-
ities. The major contributions of this paper
are - i) a new algorithm (LMSim) to compute
domain-specific word similarity and ii) an ef-
ficient dynamic programming based algorithm
for fast computation of LMSim.

2 Related Work

Various WordNet-based approaches are pro-
posed for computing similarity between two
words which are surveyed by Budanitsky and
Hirst (2006). Pedersen et al. (2007) adapted
WordNet-based word similarity measures to
the biomedical domain using SNOMED-CT,
which is an ontology of medical concepts.

In order to overcome several limitations of
WordNet, Gabrilovich and Markovitch (2007)
proposed Explicit Semantic Analysis (ESA),
that represents and compares the meaning of
texts in a high-dimensional space of concepts
derived from Wikipedia.

Halawi et al. (2012) proposed an approach
for learning word-word relatedness,
known pairs of related words can be provided
as an input to impose constraints on the learn-
ing process. For both the domains that we are
focusing on - SE and Agriculture domain, we
do not have any such prior knowledge abot?2

where

Notation | Details
D Domain-specific text corpus
K Length of context window
C(wi, K) Set of context words for the word w;
ws; 4t sequence of context words for w;
Aws?) Weight of the word sequence ws?
n(w;, w;) Frequency of bigram (w;,w;) in D
n(w;) Frequency of word w; in D
Pf(w;ijw;) | Prob. of observing w; after w;
Py(w;|w;) | Prob. of observing w; before w;
Cseq(wi, K) | Set of all possible K length word
sequences (formed using words in
C(wj, K)) that start or end in w;

Table 1: Details of notations used in this paper

related word pairs.

3 Computing Word Similarity

We take help of a statistical language model to
represent the context of each of the words.

3.1 Language Model

A statistical language model (Jurafsky and
Martin, 2000) assigns a probability to a se-
quence of words using n-gram statistics es-
timated from a text corpus. Using bigram
statistics, the probability of the word sequence
w1, wa, w3, wy is computed as follows,

P(’LU1, w2, ws, w4) = P(wl)P(wg|w1)P(w3|w2)P(w4|w3)

The main motivation behind using a Lan-
guage Model is that it not only provides a way
to capture the context information for words
but also retains the word order information of
context words. Moreover, using a Language
Model, we can weigh each word sequence in
the context of a particular word by computing
its probability as explained above.

In our work, we have used a bigram (L = 2)
Language Model along with Laplace smooth-
ing. Our algorithm is currently designed for
bigram model and in future we plan to extend
it to higher order (Lo > 2) models.

3.2 LMSim : Algorithm to Compute
Language Model based Similarity

For finding semantic similarity between two
any words w; and wy (refer Table 1 for no-
tations), sets of context words (C(w, K) and
C(wg, K)) are created by collecting all the
words falling in the window of £K in the given
text corpus. Let I be the set of words which
appear in the context of both wy and ws, i.e.
I =C(w,K)NC(ws, K).



For w, For w»
Forward | Backward | Forward | Backward
w1, C1,C2 c1, C2, W1 w2, C1,C2 C1,C2, W2
w1, C1,C3 C1,C3, W1 w2, C1,C3 C1,C3, W2
w1, C2,C1 c2,C1, W1 w2, C2, C1 C2,C1, W2
w1, C2,C3 C2,C3, W1 w2, C2,C3 C2, C3, W2
w1, €3, C1 C3,C1, W1 w2, C3, C1 €3,C1, W2
W1, C3,C2 C3, C2, W1 w2, €3, C2 C3, C2, W2

Table 2: Example word sequences considered

The context of wy; and wsq is then defined
as set of word sequences of length K starting
at or ending at either w; or wy. The word
sequences are formed by considering all pos-
sible combinations of the words in the set I.
If |I| = M, then M¥ word sequences starting
at w; or we are considered and M word se-
quences ending at wy or ws are considered. If
I ={c1,c2,c3} and K = 2, then the word se-
quences created for wy and wey are as shown in
the table 2. Each word sequence is also asso-
ciated with a weight which corresponds to its
Language Model probability. For a forward
sequence w1, ¢1, c2, its weight is set as follows,

Awy,e1,00 = Prorward(ct, c2|w1) = Py(c1wi)Py(cz|cr)

Py (ci|wy) is computed by using the bigram
statistics learnt from the text corpus, i.e. it
is the ratio of number of times the word ¢;
succeeds wy in the corpus to the number of
times wq occurs in the corpus.

Py(erfw:) = 7%?{31;31)

Similarly, for a backward sequence c1, co, w1,

we set its weight as,

Aey,en,w; = Prackward(c1, c2lwi) = Py(cawi)Py(ci|c2)

Py(co)wy) is computed as the ratio of number
of times the word ¢y precedes wy in the corpus
to the number of times w; occurs in the corpus.

n(cz,w1)

AT
The context of a word is a set of word
sequences (ws’s) and their corresponding

weights (A’s) as follows,

Coeq(wr, K) = {(ws%7 )\(wsi))7 e (wsjl\“ )\(ws:}\,))}

Cueq(wz, K) = {{ws], Nws?)), -, {wsk, A(ws )}

It is to be noted that the word sequence
ws} (in Cseq(wi, K)) corresponds to ws? (in
Cseq(wa, K)) and they both are equal except
that ws% starts or ends in w; whereas ws?2
starts or ends in wsy. 103

Word pair SiMjaccard | SiMcontext | LIMSim
client, 0.1545 0.754 0.1165

complaint

succession, 0.2019 0.9651 0.1949
plan

collaboration, ) o5 0.2643 0.1126

realization

Mapping, 0.4672 0.2951 0.1379

publication

Table 3: Word pairs having low LMSim

We define similarity based on Language
Model between wy and wsy as follows,

Efil min(A(ws}), M(ws?))
S max(A(ws}), A(ws?))

Simjaccard (wl 5 ’LU2) =

The similarity sim jgceara Petween wi and wq
is nothing but the weighted Jaccard similar-
ity (Surgey, 2010) between Cieq(wi, K) and
Cseq(wa, K). Here, we treat ws! and ws? as
equal while computing Jaccard similarity as
noted earlier.

As we are constructing the word sequences
by only using the words in the intersection of
the contexts of the two words, we weigh down
the similarity by multiplying it with the com-
mon context factor, simeonters defined as,

SiMecontert (W1, W2) = Max < ] ; il )
|C (w1, K)|" |C(w2, K)|

LMSim, the similarity between two words w;
and ws is computed as,

LM Sim(w1,w2) = siMjaccard (W1, W2)*SiMeonteat (W1, w2)

3.2.1 Why Are Both simjgccarqa and
SiMeontert Important?

Considering only simcontez+ can be misleading,
as many co-occurring word pairs will have a
high simcontert- This is evident for the top
2 word pairs in Table 3 which have got high
STMeontext €ven though they are not similar.
As 51Mjgecard for these pairs is very low, LM-
Sim is reduced as desired.

On the other hand, due to smaller com-
mon context, considering only simjsccqrd can
be misleading. In Table 3, we can observe that
the bottom 2 word pairs have relatively high
8iMjaccard, but due to their smaller common
context, their simeontert 18 low which results
in low LMSim as desired.

3.3 Efficient Computation of LMSim

For computing simjgccara (Eq. 1), the sum of
N terms is required to be computed. Here,



Figure 1: All possible forward word sequences
(intersection scenario)

N = 2. M¥X where K is the context window
considered and M is the number of words in
the context of both the words in consideration
for computing similarity. Even for a moderate
size corpus, the value of M can be in thousands
and even for a small window of size 3, N will
be 10003 which is a huge number. Hence, it is
infeasible to actually enumerate all the N dis-
tinct word sequences. We propose an efficient,
dynamic programming based approach similar
to Viterbi Algorithm (Forney, 1973) for fast
computation of Language Model similarity.

Figure 1 shows all possible forward paths
for words wi and wy formed using words in
the set I = {c1,co,---car}. It depicts the sce-
nario where the numerator (intersection of two
sets with weighted members) of Eq. 1 is being
computed. All possible backward paths can be
constructed in similar way.

At each level (L in the figure 1 which varies
from 1 to K), for each context word, we store
sum of probabilities of all the word sequences
ending in that particular word. This is similar
to the Viterbi algorithm used for finding most
probable state sequence for HMMs. The only
difference is that, at each level for each state,
Viterbi algorithm stores maximum of proba-
bilities of all state sequences ending in that
particular state whereas our algorithm stores
the sum of probabilities of all word sequences
ending in a particular word. This algorithm
to compute simjgceard reduces the number of
computations from O(M¥) to O(K M?).

4 Experimental Analysis

In this section, we describe details about ex-
perimental evaluation of our algorithm. 104

4.1 Datasets

We use text corpora from following domains:
1. SE domain: A collection of 138159 task
descriptions/expectations for various roles
performed in Software services industry con-
taining 1276514 words.

2. Agriculture domain: A set of 30533 doc-
uments in English containing 999168 sentences
and approximately 19 million words. It was
collected using crawler4j® by crawling various
agriculture news sites.

There are no publicly available datasets of
similar words for the SE and Agriculture do-
mains. We selected some domain-specific word
pairs for these domains and obtained human
assigned similarity scores for these pairs. For
the SE domain, we had 500 word pairs an-
notated for similarity scores (0:No similarity,
1:Weak, 2:High) by 4 human annotators fa-
miliar with the domain terminologies. The
average of the similarity scores assigned by
all the annotators is then considered as the
gold-standard similarities for these word pairs.
Similarly, we created a standard dataset* of
200 word pairs in Agriculture domain.

4.2 Comparison with Other
Approaches

1. Distributional Similarity (DistSim):
For each word, a TF-IDF vector is constructed
which encodes how the other words co-occur
with that particular word. The similarity be-
tween any two words is then computed as the
cosine similarity between their corresponding
TF-IDF vectors.

2. Latent Dirichlet Allocation (LDA):
LDA (Blei et al., 2003) is a probabilistic gen-
erative model that can be used to uncover the
underlying semantic structure of a document
collection. LDA gives per-word per-document
topic assignments that can be used to find a
likely set of topics and represent each docu-
ment in the collection in the form of topic pro-
portions. We find probability distribution of a
word over topics using the number of times
the word is assigned to a topic. We com-
pute similarity between words w; and w; as
the Jensen-Shannon (JS) divergence between
their respective probability distributions over

3code.google.com/p/crawlerdj/
4contact authors for the datasets



topics. We experimented with different num-
ber of topics and reported the results of best
performing number of topics.

3. WordNet and Wikipedia based sim-
ilarities: We used WordNet-based approach
“Lin similarity” (Lin, 1998) for computing
word similarities. We used its NLTK imple-
mentation® with Brown corpus for IC statis-
tics. This algorithm computes similarity be-
tween two synsets (senses). As we are not
disambiguating sense of the words in a given
word pair, we compute Lin similarity between
all possible combinations of senses of the two
words and consider the maximum of these sim-
ilarities as overall similarity between words.
We consider that the words not present in
WordNet have similarity score of 0 with any
other word. We also compare LMSim with
Wikipedia based ESAS.

4. Brown Word Clustering: We used
the Brown word clustering implementation”
by Percy Liang. Each word cluster is rep-
resented by a binary (0/1) string indicating
the path taken from the root to the word in
consideration in the hierarchical word cluster-
ing output. The algorithm does not explic-
itly compute the word similarities, hence for
any two words w; and we having binary string
cluster representations s; and sy, we compute
similarity as,

|CommonPrefix(sy, s2)]

roun U 02) = T erage((ail, 2]
Here, [s;| indicates the length of the binary
string s;. The only parameter required for
Brown word clustering algorithm is the num-
ber of clusters to form. We got the best results
with 1000 clusters for SE domain and 500 clus-
ters for Agriculture domain.

4.3 Results

We use each algorithm discussed above to
assign similarity scores to each word pair
in our gold-standard dataset.
of each algorithm (see Table 4) is judged
by computing correlation between an algo-
rithm assigned word similarities with the
gold-standard word similarities. We could not
compare LMSim with LDA for Agriculture

Performance

Swww.nltk. org

Shttp://treo.deri.ie/easyesa/
"http://gi ' ~clustehd?
p://github.com/percyliang/brown-clust

Correlation with
Algorithm Gold-standard
SE Agriculture
Lin Similarity | 0.1675 0.2303
ESA 0.1527 0.3940
DistSim 0.3278 0.3645
LDA 0.4738 NA
Brown 0.479 0.5945
LMSim 0.5639 0.6229

Table 4: Relative performance of algorithms

dataset due to large size of the corpus. We
can observe here that for both the datasets,
LMSim performs better than WordNet and
Wikipedia based approaches because of ab-
sence of many domain-specific words/senses
in these resources. At the same time, LMSim
performs better than DistSim, LDA and
Brown word clustering algorithm, so we can
say that LMSim encodes the context infor-
mation in better way through forward and
backward context word sequences. Table 5
and Table 6 show some of the highly similar
word pairs discovered for both the domains.
Following are some key observations of the
experimental results.

1. Importance of Word Order : LM-
Sim scores over other context based word
similarity approaches like DistSim and LDA
because it encodes word order of the context
words using Language Model. For example, a
word pair asset - wiki incorrectly assigned
high similarity scores by both DistSim and
LDA, because these two words co-occur quite
frequently. Some example text fragments in
which they usually co-occur are as follows:
-Number of Assets to be logged into wiki ...

-No. of assets created in team Wiki..

At least one word not present in WordNet

‘Word Pair Comment

clarity, epm Clarity is a tool for EPM (En-
terprise Project Management)

sit ,uat SIT:System Integration Testing,

UAT:User Acceptance Testing

solution, POCs POC : “Proof of concept”

.Net, Java Types of softwares

Both words present in WordNet

Word Pair Comment

people, resource | “person” sense of resource not
present in WN

“complaint” sense of
escalation absent in WN

complaint,
escalation

test, regression | Regression is a kind of testing

Table 5: Examples from SE domain



At least one word not present in WordNet

Word Pair Comment

cruiser, gaucho Both are insecticides

clincher, regiment Both are herbicides

ethanol, biodiesel ethanol is used in pro-
ducing biodiesel

fusarium, verticillium | Names of fungi

glyphosate, herbicide Glyphosate is a herbi-

cide
Both words present in WordNet
Word Pair Comment

“farmer” sense of pro-
ducer is absent in WN

farmer, producer

subsoil, topsoil Different layers of soils

Table 6: Examples from Agriculture domain

-Number of assets posted to Wiki..

For this word pair, LMSim assigns a low
similarity score as they do not tend to share
similar context word sequences.

2. Limitations of LMSim: We ob-
served that LMSim assigns high similarity
for synonyms (client-customer), antonyms
(dry-wet) and siblings (spring-summer,
.Net-Java), but for some hypernymy rela-
tions (like consultant-associate) it assigns
a low similarity score because of strict replace-
ability constraint. In future, we will revise
our algorithm to overcome this limitation.

5 Conclusions and Future Work

We proposed a new algorithm LMSim using
a Language Modeling approach for computing
domain-specific word similarities. We demon-
strated the performance of LMSim on two dif-
ferent domains - Software Engineering (SE)
domain and Agriculture domain. To the best
of our knowledge this is the first attempt for
discovering similar words in these domains.
The important advantages of LMSim over
previous approaches are - i) it does not require
any linguistic resources (like WordNet) hence
it saves cost, time and human efforts involved
in creating such resources, ii) LMSim incorpo-
rates the word order information within con-
text of a word resulting in better estimates
of word similarity compared to other corpus-
based approaches that ignore word order. We
proposed an efficient dynamic programming
based algorithm for computing LMSim. Our
experiments show that LMSim better corre-
lates with human assigned word similarities as
compared to other approaches. 106

In future, we plan to revise LMSim by ex-
tending it to higher order language models,
trying better smoothing techniques and us-
ing other information like POS tags for hav-
ing better estimates of word probabilities. We
also plan to extend our algorithm to work for
Indian languages as lexical resources for these
languages are not widely available. We would
like to experiment with other domains like Me-
chanical Engineering, Legal domain etc. We
believe that our algorithm can facilitate con-
struction of domain-specific ontologies.
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Abstract

In this paper, we investigate the util-
ity of unsupervised lexical acquisition
techniques to improve the quality of
Named Entity Recognition and Classi-
fication (NERC) for the resource poor
languages. As it is not a priori clear
which unsupervised lexical acquisition
techniques are useful for a particular task
or language, careful feature selection is
necessary. We treat feature selection as a
multiobjective optimization (MOO) prob-
lem, and develop a suitable framework
that fits well with the unsupervised lexical
acquisition. Our experiments show per-
formance improvements for two unsuper-
vised features across three languages.

1 Introduction

Named Entity Recognition and Classification
(NERC) (Nadeau and Sekine, 2007) is a subtask of
information extraction that has great importance in
many Natural Language Processing (NLP) appli-
cation areas. The objective of NERC is to find and
assign tokens in unstructured text to pre-defined
classes such as the names of organizations, per-
sons, locations, miscellaneous (e.g. date-times,
quantities, monetary expression etc.); and other-
than-NE.

There have been a good number of research
works in NERC area but these are mostly lim-
ited to the resource-rich languages such as En-
glish, the majority of the European languages and
a few Asian languages like Japanese, Chinese and
Korean. Research in NLP relating to the resource-
scarce languages like the Indian ones is still evolv-
ing and poses some interesting problems. Some
of the problems outlined previously in (Ekbal and
Saha, 2011b) with reference to a specific NERC
task include the absence of capitalization informa-

tion, appearance of named entities (NEs) in th@”
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dictionary with other word classes, and the non-
availability of various NLP resources and process-
ing technology for non-Latin resource-poor lan-
guages.

In present work, we propose some novel meth-
ods based on the concepts of unsupervised lex-
ical acquisition and multiobjective optimization
(MOO) (Deb, 2001) for solving the problems of
NERC for several languages. While we eval-
uate the proposed method with only three lan-
guages, the technique is generic and language-
independent, and thus should adapt well to other
languages or domains.

1.1 Multiobjective Optimization

The multiobjective optimization problem (MOOP)
can be stated as follows: find the vectors x of de-
cision variables that simultaneously optimize the
M objective values fi(z), fa(z), ..., far(x), while
satisfying the constraints, if any. An important
concept of MOO is that of domination. In the con-
text of a maximization problem, a solution z; is
said to dominate z; if Vk € 1,2,..., M, fr(x;) >
fr(xj) and 3k € 1,2,..., M, such that fi(z;) >
fr(z;).In general, a MOO algorithm usually ad-
mits a set of solutions that are not dominated by
any solution encountered by it.

Genetic algorithms (GAs) are known to be
more effective than classical methods such as
weighted metrics, goal programming (Deb, 2001),
for solving multiobjective problems primarily be-
cause of their population-based nature. Evolution-
ary approaches have also been used to solve few
NLP problems including NERC (Ekbal and Saha,
2011a; Sofianopoulos and Tambouratzis, 2010).

1.2 Unsupervised Lexical Acquisition

One of the major problems in applying machine
learning algorithms for solving information ex-
traction problems is the availability of large an-
notated corpora. We explore possibilities aris-

D S Sharma, R Sangal and J D Pawar. Proc. of the 11th Intl. Conference on Natural Language Processing, pages 107-112,
Goa, India. December 2014. (©2014 NLP Association of India (NLPAIT)



ing from the use of unsupervised part-of-speech
(PoS) induction (Biemann, 2009) and lexical ex-
pansion (Miller et al., 2012) with distributional
thesauri (Riedl and Biemann, 2013). Unsuper-
vised PoS induction is a technique that induces
lexical-syntactic categories through the statistical
analysis of large, raw text corpora. As shown in
(Biemann et al., 2007a), using these induced cat-
egories as features results in improved accuracies
for a variety of NLP tasks, including NERC.

Lexical expansion (Miller et al., 2012) is also
an unsupervised technique that needs a large cor-
pus for the induction, and is based on the com-
putation of a distributional thesaurus (DT), see
(Riedl and Biemann, 2013; Lin, 1998). While
(Miller et al., 2012) used a DT for expanding
lexical representations and showed performance
gains in knowledge-based word sense disambigua-
tion (WSD), the expansion technique can also be
used in other text processing applications includ-
ing NERC: especially for rare words and unseen
instances, lexical expansion can provide a useful
back-off technique as it performs a generalization
of the training and test data.

2 Technical Background

Unlike supervised techniques, unsupervised PoS
tagging (Christodoulopoulos et al., 2010) tech-
niques require no pre-existing manually tagged
corpus to build a tagging model and hence highly
suitable for the resource poor languages.

There have been various approaches to unsuper-
vised PoS induction. One such approach, reported
in (Brown et al., 1992) is based on the class based
n-gram models. In (Clark, 2003) distributional and
morphological information is used for PoS induc-
tion. We use the unsupervised PoS tagging system
of (Biemann, 2009) because of its availability as
an open source software. We use web-based cor-
pus of 34 million tokens for Bengali (Ekbal and
Bandyopadhyay, 2008), and the datasets reported
in (Biemann et al., 2007b) for Hindi and German.
These datasets were used for unsupervised lexical
acquisition.

A Distributional Thesaurus (DT) is an automat-
ically computed resource that relates words ac-
cording to their similarity. A DT contains, for
every sufficiently frequent word, the most simi-
lar words as computed over the similarity of con-
texts these words appear in, which implements
the distributional hypothesis (Harris, 1951). WS

use the scalable, open source implementation of
(Riedl and Biemann, 2013), based on the MapRe-
duce paradigm.

Feature selection is the vital task which involves
selecting a subset of relevant features for build-
ing robust classifier by eliminating the redundant
and irrelevant features. It therefore, reduces the
time complexity of the learning algorithm and im-
proves performance. Overall results as reported
in (Biemann, 2009) suggest that unsupervised PoS
tagging provides an additional word-level feature,
which can be computed for any language and do-
main, and has been proven to be useful in do-
main adaptation and in situations where we have
scarcity of labelled training data. In our work, we
employ unsupervised PoS tags as one of the im-
portant language independent features which can
benefit NERC task for various Indian languages
and German.

We also investigate the use of features based
on distributional similarity. We incorporate three
most similar words to a particular token as three
features in training and test datasets. As an exam-
ple, Figure 1 shows the three most similar words
for tokens in a Hindi language sentence.

Tokens from a Hindi Similar words from Distributional Thesaurus

sentence
THA(rAma)

FSUT(kRRiShNa) AREOT(nArAyaNa)  URITG(parsAda)

Gihl(lankA) HIAdAlkolakAtd)  dl(to) ¥ (ghara)
H(men) F(me) ;) q2G
ﬁTﬂﬂﬂ(suﬂkSi[a} @ateTd(khataran Aka) 3T (uchita) dFcR(behatara)
FUTH (sthAna) fAsE(minata) FHa(ovara) Fa{(nambara)
T(para) H(se) Fl(ko) deh(taka)
alcteti(bandinl) ND ND ND
HaTsitA) Fd(santoSha) THeMramesha) Hahel(mukesha)
Fitka) 3% (unhen) I (use) CART(dwArA)
@i (khoja) emal(tal Asha) Z&(DhUnDha) feeTeT(nikAla)
Heh(sake) Tehcl(sakate) Hehcil(sakatl) Hehdl(sakatA)

Figure 1: Lexical expansion of tokens in Hindi
language with ITRANS transliteration to English.
Here, ND denotes the "not defined”.

3 Named Entity Features

Following features constitute the available feature
set for building the various models based on a first
order Conditional Random Field (CRF) (Lafferty
et al., 2001) classifier. Most of the following
features do not require any language and domain
specific resources or rules for their computation.
Context words: These denote the local contexts
surrounding the current token.

Word suffix and prefix: Fixed length character
sequences stripped from the leftmost and right



most positions of words.

First word: A binary valued feature which takes
the value 1 when the current word is the first token
of the sentence and O for the other case.

Length of the word: This feature takes the value
1 when the number of characters in a token is
greater than a predetermined threshold value
(here, set to 5).

Infrequent word: A binary valued feature which
checks whether frequency of current word in the
training set exceeds a threshold value (here, set to
5).

Last word of sentence: This binary valued
feature checks whether the word is the last word
of a sentence or not and turn on/off accordingly.
Capitalization: This binary valued feature checks
whether the word starts with a capital letter or not
and takes values accordingly. This feature is used
only for German.

Part-of-speech (POS) information: PoS tags of
the current and/or the surrounding token(s).
Chunk information: Chunk of the current and/or
surrounding tokens. This is used only for German.
Digit features: These features are defined based
upon the presence and/or the number of digits
and/or symbols in a token.

Unsupos: Unsupervised PoS tag as obtained from
the system developed in (Biemann, 2009) is used
as a feature.

Unsupervised DT features: Three most similar
word from the DT for each token in training and
test dataset.

4 Feature Selection using MOO

In this section we formulate feature selection as
an optimization problem that involves choosing
an relevant feature subset for NERC. Mutiobjec-
tive optimization (MOOQ) can be effective for solv-
ing the problem of feature selection. Here we de-
velop a feature selection method based on a popu-
lar MOO based technique, namely non-dominated
sorting genetic algorithm (NSGA-II) (Deb, 2001).
In order to implement our MOO-based feature
selection we make use of NSGA-II (Deb et al.,
2002). As a supervised learner we used Condi-
tional Random Field (CRF) (Lafferty et al., 2001),
and carried out experiments using its CRF++! im-
plementation.

!CRF++: Yet another CRF toolkit http://crfpp. googleco?xb 9
com/svn/trunk/doc/index.html

4.1 Formulation of feature selection problem

Let us denote the N number of available features
by fi, fo,..., fn and suppose that the set of all
features be denoted by F' = f;:i=1,2...N.
Then the problem of feature selection can be stated
as follows: Find a set of features G that will op-
timize a function O(F’) such that: G C F. Here,
O is a measure of classification efficiency for the
classifier trained using the features set G. The
feature selection problem can be formulated un-
der the MOO framework as: Find a set of features
G such that maximize [O1(G),O02(G)], where
01,02 € recall, precision, F-measure, —(feature
count). Here, we choose O; = F-measure and
Oy = —(feature count)

4.2 Problem Encoding

Let the total number of features is /N and size of
the population is P. The length of the chromo-
some is determined from the number of available
features and hence its size is N. If the i*" posi-
tion of chromosome is 0, then it represents that i
feature does not participate in feature template set
for construction of CRF-based classifier and oppo-
site in case of 1.All the P number of chromosomes
of initial population are initialized with a random
sequence of 0 and 1.

4.3 Fitness Computation

For the fitness computation, the following steps
are executed.

e There are |G| number of features present in a
particular chromosome (i.e., total |G| number
of 1’s are there in the chromosome).

e Build a CRF classifier with only these |G|
features. We perform 3-fold cross validation
and compute the F-measure value.

o QOur objective is to maximize F-measure and
minimize the feature count. NSGA-II (Deb,
2001) is used for optimization process using
these two objective functions.

4.4 Selecting a single solution

The MOO based feature selection technique pro-
duces a set of solutions on the Pareto front. All
these are best in their own and incomparable on
the basis of aforementioned two objectives collec-
tively. But in order to report the final results we
build a CRF classifier with that particular feature
combination that yields the highest F; measure



Language Set #tokens

Bengali Training | 328,064
Test 34,200

Hindi Training | 462,120
Test 60,810

German Training 220,187
Test 54,711

Table 1: Statistics of annotated training and test
datasets

value among all the solutions of the final popu-
lation.

5 Datasets and Experimental Setup

We use the web-based Bengali news corpus for
our NERC experiments (Ekbal and Bandyopad-
hyay, 2008) in Bengali. A part of this corpus
was manually annotated with four MUC NE cat-
egories, namely PER (Person name), LOC (Loca-
tion name), ORG (Organization name) and MISC
(Miscellaneous name). The Miscellaneous name
includes date, time, number, percentages, mon-
etary expressions and measurement expressions
(Ekbal and Bandyopadhyay, 2008). In addition we
also use the NER on South and South East Asian
Languages (NERSSEAL)? Shared Task datasets
of Bengali after mapping the fine-grained tagset to
our coarse-grained form. For German we use the
datasets obtained from datasets from the CoNLL
2003 challenge (Tjong Kim Sang and De Meul-
der, 2003). Statistics of training and test datasets
are reported in Table 5.

The feature selection algorithm is run three
times with different set of available features.
Specifically we design three experiments, one with
only basic lexical features, the second with lexical
features along with unsupervised PoS tag, and the
third experiment with three features from DT in
addition to unsupervised PoS tag and lexical fea-
tures. In order to properly denote the boundaries
of a NE, we follow the IOB2 encoding scheme of
the CoNLL-2003 shared task®.

6 Evaluation of NERC for the Indian
Languages

In this section we present the results along with
the analysis for NERC on two Indian languages,
namely Hindi and Bengali. For each of the lan-
guages, we extracted the features as defined in
Section 3 including the token itself. We also in-
corporate features from the immediate contextual

Zhttp://ltrc.iiit.ac.in/ner-ssea-08
3http://www.cnts.ua.ac.be/conl12003/ner/

tokens (i.e. preceding token and following token).
So the available number of features becomes equal
to 27*%3=81, and our goal is to find the best feature
subset from this available feature set which opti-
mizes our objective functions.

In all the experiments, we set the following pa-
rameter values for NSGA-II algorithm: population
size = 32, number of generations = 50, probability
of crossover = 0.8 and probability of mutation =
0.0125. The values of these parameters were de-
termined using a held-out dataset (created by tak-
ing a portion from the training dataset).

Table 2 depicts the detailed evaluation results
for NERC task on Hindi dataset. Results show
that without using any lexical acquisition feature,
we obtain the best results with a set of 41 features
represented in the final population of MOO based
feature selection algorithm. These results are con-
sidered as baseline for our further experiments on
NERC.

In the next experiment we incorporate unsuper-
vised PoS tag in the available set of features and
apply the algorithm. It is observed that includ-
ing unsuporvised PoS, recall increases but at the
cost of precision. However this causes a small im-
provement in F7 measure. This improvement is
attributed because of the incorporation of unsuper-
vised PoS tags for training the classifier. Thus, un-
supos features generalize over the vocabulary, and
subsume part of the lower-level features. We ob-
serve that the presence of the unsupervised PoS tag
reduces the optimized feature set from 41 down to
25 features while at the same time improving in
Fr.

Features Tag Precision Recall Fy FC
Syntactic
features LOC 82.71% 47.97% 60.72
only(Baseline)
MISC 83.37% 74.22% | 78.53
ORG 52.63% 29.85% | 38.10
PER 70.72% 29.15% | 41.29
Overall | 80.15% 52.19% | 63.22 | 41
Syntactic + Un-1") - 8220% | 4924% | 6159
supos features
MISC 83.00% 76.78% | 79.77
ORG 62.50% 29.85% | 40.40
PER 67.42% 32.14% | 43.53
Overall | 79.22% 54.45% | 64.54 | 25
Syntactic + Un-
supos + DT fea- | LOC 72.88% 63.39% | 67.81
tures
MISC 80.08% 82.76% | 81.40
ORG 55.13% 56.95% | 56.03
PER 63.87% 43.96% | 52.08

| Overall | 7326% | 66.44% | 69.68 | 32

Table 2: NERC performance for Hindi data—set,
No. of generations=50, Size of population=32,

110 EC= Feature Count



Next, we explore DT features by adding them
to the pool of features. Algorithm for feature se-
lection is again run with these additional features,
and the results are reported in Table 2. With these
DT features, recall goes up rapidly, but at the cost
of precision. Again, we see a drop in precision,
yet a relative recall increase of approximately 12%
causes the F-measure to increase approximately
by 5 percentage points.

The feature selection algorithm determines 32
features to be most relevant for the task. This fea-
ture combination includes several lexical expan-
sion features that include the first two expansions
of the preceding token and all the three expansions
of the current token. It seems that the CRF profits
rather from the expansion of contexts than from
the expansions themselves. These DT in combi-
nation with unsupervised PoS features improve a
total of 6 points F-measure over the baseline.

Thereafter we experiment with the Bengali
datasets and its results are shown in Table 3. It
shows how the performance can be improved with
the use of unsupervised PoS tag and DT features.
Although there is not much difference in the scores
between the results obtained in the first two exper-
iments, there is substantial reduction in the feature
count. Again, recall is increased at cost of preci-
sion, as unsupervised features add coverage, but
also noise at subsuming lower-level features. The
performance obtained using unsupervised features
are quite encouraging and comparable to the exist-
ing works (for both Hindi and Bengali). This also
open a new direction for performing similar kinds
of works in the resource-poor languages.

Feature set Fl-measure FC

No unsupervised PoS Tag 72.44 30
and DT features

With unsupervised PoS Tag | 72.72 14
With unsupervised PoS Tag | 73.50 21

and DT features

Table 3: NERC performance for Bengali data—set,
No. of Generations=50, Size of population=52

7 Experiments for NERC on German

In this section we report on our experiments for
NERC in German language. For each token we ex-
tract twelve features including lexical features, un-
supervised PoS tag and three most similar words
from DT. We compute the values of these features
at the preceding and succeeding tokens. We use
the default parameter values of CRF and set of tht!

parameters of NSGA-II as mentioned in the previ-
ous section.

Table 4 depicts the performance for NERC task
on German dataset for the baseline model, which
is constructed without using any unsupervised
lexical acquisition features. Table also presents
the results of the models which are constructed
after incorporation of lexical acquisition features.
For the baseline model, feature selection algo-
rithm selects the solution representing 20 features
for training CREF classifier. We obtain precision,
recall and F| measure of 80.43%, 64.11% and
71.35%, respectively.

Features Tag Precision Recall F1 FC
Syntactic  fea-
tures only LOC 77.36% 67.94% | 72.34
(Baseline)
MISC 80.52% 30.10% | 43.82
ORG 73.47% 59.76% | 65.91
PER 86.83% 68.68% | 76.70
Overall 80.43% 64.11% | 71.35 20
Syntactic + DT 1150 | 81.40% | 69.93% | 75.23
features
MISC 79.22% 29.61% | 43.11
ORG 74.50% 57.02% | 64.60
PER 88.31% 72.40% | 79.56
Overall 82.89% 65.72% | 73.31 19
Syntactic + DT
+ Unsupervised LOC 84.87% 72.60% | 78.26
PosS features
MISC 79.75% 30.58% | 44.21
ORG 74.64% 61.99% | 67.73
PER 93.07% 82.15% 87.27
| Overall | 8621% | 71.52% | 78.18 | 21

Table 4: NERC performance for German data—set,
No. of Generations=50, Size of population=52

In the next experiment on German dataset with
DT features incorporated, we obtain improve-
ments in both precision and recall, which causes
substantial improvement in Fj. Lexical expan-
sion reduces the chances of unseen instances dur-
ing testing, which results in higher F; measure
with one less number of features. The third ex-
periment includes three DT features as well as the
unsupervised PoS tag in the available set of fea-
tures for feature selection. It is evident that we ob-
tain significant improvements for both recall and
precision, which in turn causing higher F; mea-
sure. Over the baseline we obtain an improvement
of 6.83 in F} measure with the 21 most relevant
features. The best solution includes all the four
unsupervised lexical acquisition features.

8 Conclusion

In this present work, we proposed a unsuper-
vised lexical acquisition and MOO-based tech-



nique for building NERC systems. It has been
consistently observed that incorporation of un-
supervised lexical acquisition features and using
MOO-based feature selection result in significant
improvement in NERC performance for a vari-
ety of languages. The performance of our models
compares favourably with other works in the lit-
erature (Tjong Kim Sang and De Meulder, 2003).
Also, we present a framework that can easily be
transferred to the other languages and applica-
tions.

In future we would like to include more lan-
guage independent features. Rather than selecting
a single best-fitting feature set from best popula-
tion produced by MOO algorithm, we would like
to combine an ensemble of several classification
systems based on different feature sets and/or dif-
ferent classification techniques.
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Abstract

This paper looks at improving the accu-
racy of pronunciation lexicon for Malayalam
by improving the quality of front end
processing. Pronunciation lexicon is an in
evitable component in speech research and
speech applications like TTS and ASR. This
paper details the work done to improve the
accuracy of automatic pronunciation lexicon
generator (APLG) with Naive Bayes clas-
sifier using character n-gram as feature. n-
gram is used to classify Malayalam native
words (MLN) and Malayalam English
words (MLE). Phonotactics which is unique
for Malayalam is used as the feature for
classification of MLE and MLN words. Na-
tive and nonnative Malayalam words are
used for generating models for the same.
Testing is done on different text input col-
lected from news domain, where MLE fre-
quency is high.

1 Introduction

Automatic pronunciation generator is one of
the main modules in speech application which
determines the quality of the output. In speech
applications, pronunciation is generated online
from the given input using dictionary or rules.
For a language like Malayalam which has agglu-
tination, rule based approach is more suitable
than look up. Since English is the official lan-
guage, the influence is such that the usage of
English words is very common in Indian lan-
guage scripts and texts. So APLG must be able to
handle the pronunciation of these English words.

The inputs given to TTS are normally bilin-
gual with English words in Latin script and na-
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tive language script. In most cases the pronuncia-
tion model for MLE is different and depends on
explicit knowledge of the language. Hence, it
must be identified by the system in order to en-
able the correct model. Language identification
is often based on only written text, which creates
an interesting problem. User intervention is al-
ways a possibility, but a completely automatic
system would make this phase transparent and
increase the usability of the system (William. B).

In this paper we brief about the language
identification from text, which is typically a
symbolic processing task. Language identifica-
tion is done to classify MLN and MLE and apply
LTS to generate Indian English pronunciation.
We used Naive Bayes classifier with character n-
grams as feature, to identify whether the given
word belongs to native or non-native Malayalam.

2  Structure of Malayalam

Malayalam is an offshoot of the Proto-Tamil-
Malayalam branch of the Proto Dravidian
Language. Malayalam belongs to the southern
group of Dravidian Language. There are
approximately 37 million Malayalam speakers
worldwide, with 33,066,392 speakers in India, as
of the 2001 census of India. Basically Malayalam
words are derived from Sanskrit and Tamil.
Malayalam script contains 51 letters including 15
vowels