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A Framework for the Construction of
Monolingual and Cross-lingual Word Similarity Datasets
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Abstract

Despite being one of the most popular
tasks in lexical semantics, word similar-
ity has often been limited to the English
language. Other languages, even those
that are widely spoken such as Span-
ish, do not have a reliable word similar-
ity evaluation framework. We put for-
ward robust methodologies for the ex-
tension of existing English datasets to
other languages, both at monolingual and
cross-lingual levels. We propose an au-
tomatic standardization for the construc-
tion of cross-lingual similarity datasets,
and provide an evaluation, demonstrating
its reliability and robustness. Based on
our procedure and taking the RG-65 word
similarity dataset as a reference, we re-
lease two high-quality Spanish and Farsi
(Persian) monolingual datasets, and fifteen
cross-lingual datasets for six languages:
English, Spanish, French, German, Por-
tuguese, and Farsi.

1 Introduction

Semantic similarity is a field of Natural Lan-
guage Processing which measures the extent to
which two linguistic items are similar. In par-
ticular, word similarity is one of the most pop-
ular benchmarks for the evaluation of word or
sense representations. Applications of word sim-
ilarity range from Word Sense Disambiguation
(Patwardhan et al., 2003) to Machine Translation
(Lavie and Denkowski, 2009), Information Re-
trieval (Hliaoutakis et al., 2006), Question An-
swering (Mohler et al., 2011), Text Summarization
(Mohammad and Hirst, 2012), Ontology Align-
ment (Pilehvar and Navigli, 2014), and Lexical
Substitution (McCarthy and Navigli, 2009).
However, due to the lack of standard multi-
lingual benchmarks, word similarity systems had

1

in the main been limited to the English lan-
guage (Mihalcea and Moldovan, 1999; Agirre and
Lopez, 2003; Agirre and de Lacalle, 2004; Strube
and Ponzetto, 2006; Gabrilovich and Markovitch,
2007; Mihalcea, 2007; Pilehvar et al., 2013; Ba-
roni et al., 2014), up until the recent creation
of datasets built by translating the English RG-
65 dataset (Rubenstein and Goodenough, 1965)
into French (Joubarne and Inkpen, 2011), Ger-
man (Gurevych, 2005), and Portuguese (Granada
et al.,, 2014). And what is more, cross-lingual
applications have grown in importance over the
last few years (Hassan and Mihalcea, 2009; Nav-
igli and Ponzetto, 2012; Franco-Salvador et al.,
2014; Camacho-Collados et al., 2015b). Unfor-
tunately, very few reliable datasets exist for evalu-
ating cross-lingual systems.

This paper provides two contributions: Firstly,
we construct Spanish and Farsi versions of the
standard RG-65 dataset scored by twelve annota-
tors with high inter-annotator agreements of 0.83
and 0.88, respectively, in terms of Pearson correla-
tion, and secondly, we create fifteen cross-lingual
word similarity datasets based on RG-65, cover-
ing six languages, by proposing an improved ver-
sion of the approach of Kennedy and Hirst (2012)
for the automatic construction of cross-lingual
datasets from aligned monolingual datasets.

The paper is structured as follows. We first
briefly review some of the major monolingual and
cross-lingual word similarity datasets in Section
2. We then discuss the details of our procedure
for the construction of the Spanish and Farsi word
similarity datasets in Section 3. Section 4 provides
the details of our algorithm for the automatic con-
struction of the cross-lingual datasets. We report
the results of the evaluation performed on the gen-
erated datasets in Section 5. Finally, we specify
the released resources in Section 6, followed by
concluding remarks in Section 7.

Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics
and the 7th International Joint Conference on Natural Language Processing (Short Papers), pages 1-7,
Beijing, China, July 26-31, 2015. (©2015 Association for Computational Linguistics



2 Related Work

Multiple word similarity datasets have been con-
structed for the English language: MC-30 (Miller
and Charles, 1991), WordSim-353 (Finkelstein et
al., 2002), MEN (Bruni et al., 2014), and Simlex-
999 (Hill et al., 2014). The RG-65 dataset (Ruben-
stein and Goodenough, 1965) is one of the old-
est and most popular word similarity datasets, and
has been used as a standard benchmark for mea-
suring the reliability of word and sense represen-
tations (Agirre and de Lacalle, 2004; Gabrilovich
and Markovitch, 2007; Hassan and Mihalcea,
2011; Pilehvar et al., 2013; Baroni et al., 2014,
Camacho-Collados et al., 2015a). The original
RG-65 dataset was constructed with the aim of
evaluating the degree to which contextual infor-
mation is correlated with semantic similarity for
the English language. Rubenstein and Goode-
nough (1965) reported an inter-annotator agree-
ment of 0.85 for a subset of fifteen judges (no final
inter-annotator agreement for the total fifty-one
judges was calculated). The original English RG-
65 has also been used as a base for different lan-
guages: French (Joubarne and Inkpen, 2011), Ger-
man (Gurevych, 2005), and Portuguese (Granada
et al., 2014). No inter-annotator agreement was
calculated for the French version, while the Ger-
man and Portuguese were reported to have the re-
spective inter-annotator agreements of 0.81 and
0.71 in terms of average pairwise Pearson corre-
lation. Our Spanish version of the RG-65 dataset
reports a high inter-annotator agreement of 0.83,
while the Farsi version achieves 0.88.

A few works have also focused on the con-
struction of cross-lingual resources. Hassan and
Mihalcea (2009) built two sets of cross-lingual
datasets by translating the English MC-30 (Miller
and Charles, 1991) and the WordSim-353 (Finkel-
stein et al., 2002) datasets into three languages.
However, these datasets have several issues due to
their construction procedure. The main problem
arises from keeping the original scores from the
English dataset in the translated datasets. For in-
stance, the Spanish dataset contains the identical
pair mediodia-mediodia with a similarity score of
3.42 (in the 0-4 scale). Furthermore, the datasets
contain orthographic errors such as despliege and
the previously mentioned mediodia (instead of de-
spliegue and mediodia), and nouns translated into
words with a different part of speech (e.g., imple-
ment from the English noun dataset MC-30 trans-

lated to the Spanish verb implementar). Addition-
ally, the selection of the datasets was not ideal:
MC-30 is a small subset of RG-65 and WordSim-
353 has been criticized for its annotation scheme,
which conflates similarity and relatedness (Hill et
al., 2014).

Kennedy and Hirst (2012) proposed an auto-
matic procedure for the construction of a French-
English version of RG-65. We refine their ap-
proach by also dealing with some issues that may
arise in the automatic process. Additionally, we
provide an evaluation of the automatic procedure
on different languages.

3 Building Monolingual Word Similarity
Datasets

In this section we explain our methodology for the
construction of the Spanish and Farsi versions of
the English RG-65 dataset (Rubenstein and Good-
enough, 1965). The methodology is divided into
two main steps: First, the original English dataset
is translated into the target language (Section 3.1)
and then, the newly translated pairs are scored by
human annotators (Section 3.2).

3.1 Translating from English to
Spanish/Farsi

The translation of RG-65 from English to Span-
ish and Farsi was performed by, respectively, three
English-Spanish and three English-Farsi annota-
tors who were fluent English speakers and native
speakers of the target language. The translation
procedure was as follows. First, two annotators
translated each English pair in the dataset into the
target language. Then a third annotator checked
for disagreements between the first two transla-
tors and picked the more appropriate translation
among the two options.

Finally, all three translators met and performed
a final check, with specific focus on the following
two cases: (1) duplicate pairs in the dataset, and
(2) pairs with repeated words. Our goal was to re-
duce these two cases as much as possible. A final
adjudication was performed accordingly. We note
that there remain three pairs with identical words
in both Spanish and Farsi datasets, as no suitable
translation could be found to distinguish the words
in the English pair. For instance, the two words in
the pair midday-noon translate to the same Span-
ish word mediodia.



English Spanish Farsi
noon string 0.04 mediodia cuerda 0.00 b & 0.00
cemetery woodland  0.79 cementerio  bosque 1.18 Obw 58 K 0.50
mound shore 0.97 loma orilla 1.21 BYYN) Jolw 1.17
food rooster 1.09 comida gallo 1.54 R W9 1.00
bird woodland  1.24 pajaro bosque 1.67 o)) 2y ddey 1.79
glass jewel 1.78 cristal joya 1.96 Qi 2lg= 1.29
bird crane 2.63 pajaro grulla 2.92 oWy Gy 2.83
autograph  signature 3.59 autografo firma 3.46 Laol Laol 4.00
automobile  car 3.92 automovil coche 3.92 99595 Owdile 3.88

Table 1: Sample word pairs from the English and the newly created Spanish and Farsi RG-65 datasets.

3.2 Scoring the dataset

Twelve native Spanish speakers were asked to
evaluate the similarity for the Spanish translations.
In order to obtain a more global distribution of
judges, we included judges both both Spain and
Latin America. As far as the Farsi dataset was
concerned, twelve Farsi native speakers scored the
newly translated pairs. The guidelines provided
to the annotators were based on the recent Se-
mEval task on Cross-Level Semantic Similarity
(Jurgens et al., 2014), which provides clear indica-
tions in order to distinguish similarity and related-
ness. The annotators were allowed to give scores
from O to 4, with a step size of 0.5.

Table 1 shows example pairs with their corre-
sponding scores from the English and the newly
created Spanish and Farsi versions of the RG-
65 dataset. As we can see from the table, the
scores across languages are not necessarily iden-
tical, with small, in a few cases significant, differ-
ences between the corresponding scores. This is
due to the fact that associated senses with words
do not hold one-to-one correspondence across dif-
ferent languages. This renders the approach of
Hassan and Mihalcea (2009) insufficiently accu-
rate for handling these differences.

4 Automatic Creation of Cross-lingual
Similarity Datasets

In this section we present our automatic method
for building cross-lingual datasets.  Although
being targeted at building semantic similarity
datasets, the algorithm is task-independent, so it
may also be used for any task which measures any

kind of relation between two linguistic items in a
numerical way.

Kennedy and Hirst (2012) proposed a method
which exploits two aligned monolingual word
similarity datasets for the construction of a
French-English cross-lingual dataset. We fol-
lowed their initial idea and proposed a generaliza-
tion of the approach which would be capable of
automatically constructing reliable cross-lingual
similarity datasets for any pair of languages.

Algorithm. Algorithm 1 shows our procedure
for constructing a cross-lingual dataset starting
from two monolingual datasets. Note that the
pairs in the two monolingual datasets should be
previously aligned. Specifically, we refer to each
dataset D as {Pp, Sp}, where Pp is the set of
pairs and Sp is a function mapping each pair
in Pp to a value on a similarity scale (0-4 for
RG-65). For each two aligned pairs a-b and a’-b’
across the two datasets, if the difference in the
corresponding scores is greater than a quarter
of the similarity scale size (1.0 in RG-65), the
pairs are not considered (line 7) and therefore
discarded. Otherwise, two new pairs a-b’ and
a’-b are created with a score equal to the average
of the two original pairs’ scores (lines 8-11 and
15-18). In the case of repeated pairs, we merge
them into a single pair with a similarity equal to
their average score (lines 12-14 and lines 19-21).

By following this procedure we created fifteen
cross-lingual datasets based on the RG-65 word
similarity datasets for English, French, German,
Spanish, Portuguese, and Farsi. Table 2 shows



Algorithm 1 Automatic construction of cross-

lingual similarity datasets

Input: two aligned datasets D = {Pp,Sp} and D' =
{Pp/,Sp’}, where Px is the set of pairs in dataset X

and Sx is the mapping of these pairs to their correspond-
ing scores.
Output: a cross-lingual semantic similarity dataset C =

{Pc,Sc}

1: Pc «— (Z)

2: Define Cnt, which counts how many times an output
cross-lingual pair is repeated
for each aligned pairs (a,b) € Pp, (a’,b’) € Ppr

score = Sp(a,b)

avg_score = (score + score’) /2

3:
4
5. score’ = Sp/(a’,b)
6.
7 if |score — score’| < size(sim_scale)/4 then
8

if (a,b') € Pc then

9: Pc <—Pcu{(a,b,)}

10: Sc(a,b') = avg_score

11: Cnt(a,b') =1

12: else

13: So (a, b') _ (Sc(a,b’)xcc;:;zsél,;;l?javg,score
14: Cnt(a,b’) + +

15: if (a’,b) € Pc then

16: Po — Pou{(d,b)}

17: Sc(a’,b) = avg_score

18: Cnt(a’,b) =1

19: else ) )

20: Sc(a', b) — (Sc(a ,b)Xci7;§g?7£§2razfg,score
21: Cnt(a’,b) + +

22: return {Pc,Sc}

the number of word pairs for each cross-lingual
dataset. Note that there is not a single pair of lan-
guages whose total count reaches the maximum
number of possible word pairs, i.e., 130. This is
due, on the one hand, to language peculiarities re-
sulting in some pairs having significant score dif-
ference across languages (higher than 1 on the 0-4
scale), and, on the other hand, to the repetition of
some pairs occurring as a result of the automatic
creation process, a problem which is handled by
our algorithm.

Table 3 shows sample pairs with their cor-
responding similarity scores from four of the
cross-lingual datasets: Spanish-English, Spanish-
French, Spanish-German, and English-Farsi.
These cross-lingual datasets are constructed on the
basis of our newly-generated Spanish and Farsi
monolingual datasets (see Section 3). The quality
of these four datasets is evaluated in Section 5.2.

FR DE ES PT FA
EN 100 125 126 120 120

FR - 9 103 92 100
DE - - 125 118 122
ES - - - 113 122
PT - - - - 122

Table 2: Number of word pairs for each cross-
lingual dataset (EN: English, FR: French, DE:
German, ES: Spanish, PT: Portuguese, FA: Farsi).

5 Evaluation

5.1 Spanish and Farsi Monolingual Datasets

The inter-annotator agreements according to the
average pairwise Pearson correlation among the
judges for the newly created Spanish and Farsi
datasets are, respectively, 0.83 and 0.88, which
may be used as upper bounds for evaluating auto-
matic systems. Our further analysis revealed that
for both datasets no annotator obtained an aver-
age Pearson correlation with the rest of the an-
notators lower than 0.80, which attests to the re-
liability of our judges and guidelines. The Ger-
man (Gurevych, 2005) and Portuguese (Granada
et al., 2014) versions of the RG-65 dataset re-
ported a lower inter-annotator agreement of 0.81
and 0.71, respectively, whereas the original En-
glish RG-65 (Rubenstein and Goodenough, 1965)
reported an inter-annotator agreement of 0.85 for a
subset of fifteen judges. As also mentioned earlier,
the French version (Joubarne and Inkpen, 2011)
did not report any inter-annotator agreement.

5.2 Cross-lingual Datasets

Along with the monolingual evaluation, we also
performed an evaluation on four of the automati-
cally created cross-lingual datasets. The evaluated
language pairs were Spanish-English, Spanish-
French, Spanish-German, and English-Farsi. In
each case a proficient speaker of both languages
was selected to carry out the evaluation. The
Pearson correlations of the human judges with
the automatically generated scores were 0.89 for
Spanish-English, 0.94 for Spanish-French, 0.91
for Spanish-German, and 0.92 for English-Farsi,
showing the reliability of our cross-lingual dataset
creation process and reinforcing the quality of the
newly created monolingual datasets.



ES EN ES FR

monje assylum 0.41 cuerda midi 0.00
bosque bird 1.46 chico sage 0.54
viaje car 1.74 comida coq 1.08
hermano monk 2.25 hermano gars 1.71
pollo rooster 3.36 grulla oiseau 2.67
cementerio  graveyard  3.94 chaval gargon 3.88
ES DE EN FA

orilla autogramm 0.02 mound Sl 0.07
caldera werkzeug  1.04 coast Lers 1.03
pajaro wald 1.65 journey Oudlo 1.53
coche fahrt 2.34 food 0gs0 2.56
cojin kissen 3.21 stove 0355 3.10
colina berg 3.61 car 93995 3.90

Table 3: Example pairs from the Spanish-English, Spanish-French, Spanish-German, and English-Farsi
cross-lingual word similarity datasets (EN: English, FR: French, DE: German, ES: Spanish, FA: Farsi).

6 Release of the Resources

All the resources obtained as a result of this
work are freely downloadable and available
to the research community at http://lcl.
uniromal.it/similarity-datasets/.

Among these resources we include the newly
created Spanish and Farsi word similarity datasets,
together with the annotation guidelines used dur-
ing the creation of the datasets. Our algo-
rithm for the automatic creation of cross-lingual
datasets (Algorithm 1) is provided as an easy-to-
use Python script. Finally, we also release the fif-
teen cross-lingual datasets built by using this al-
gorithm, including Spanish, English, French, Ger-
man, Portuguese, and Farsi languages.

7 Conclusion

We developed two versions of the standard RG-65
dataset in Spanish and Farsi. We also proposed
and evaluated an automatic method for creating
cross-lingual semantic similarity datasets. Thanks
to this method, we release fifteen cross-lingual
datasets for pairs of languages including English,
Spanish, French, German, Portuguese, and Farsi.
All these datasets are intended for use as a stan-

dard benchmark (as RG-65 already is for the En-
glish language) for evaluating word or sense rep-
resentations and, more specifically, word similar-
ity systems, not only for languages other than En-
glish, but also across different languages.
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Abstract

Computing pairwise word semantic simi-
larity is widely used and serves as a build-
ing block in many tasks in NLP. In this
paper, we explore the embedding of the
shortest-path metrics from a knowledge
base (Wordnet) into the Hamming hyper-
cube, in order to enhance the computa-
tion performance. We show that, although
an isometric embedding is untractable, it
is possible to achieve good non-isometric
embeddings. We report a speedup of
three orders of magnitude for the task of
computing Leacock and Chodorow (LCH)
similarity while keeping strong correla-
tions (r = .819, p = .826).

1 Introduction

Among semantic relatedness measures, seman-
tic similarity encodes the conceptual distance be-
tween two units of language — this goes beyond
lexical ressemblance. When words are the speech
units, semantic similarity is at the very core of
many NLP problems. It has proven to be essen-
tial for word sense disambiguation (Mavroeidis et
al., 2005; Basile et al., 2014), open domain ques-
tion answering (Yih et al., 2014), and informa-
tion retrieval on the Web (Varelas et al., 2005),
to name a few. Two established strategies to es-
timate pairwise word semantic similarity includes
knowledge-based and distributional semantics.
Knowledge-based approaches exploit the struc-
ture of the taxonomy ((Leacock and Chodorow,
1998; Hirst and St-Onge, 1998; Wu and Palmer,
1994)), its content ((Banerjee and Pedersen,
2002)), or both (Resnik, 1995; Lin, 1998). In
the earliest applications, Wordnet-based semantic
similarity played a predominant role so that se-
mantic similarity measures reckon with informa-
tion from the lexical hierarchy. It therefore ignores
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contextual information on word occurrences and
relies on humans to encode such hierarchies — a
tedious task in practice. In contrast, well-known
distributional semantics strategies encode seman-
tic similarity using the correlation of statistical ob-
servations on the occurrences of words in a textual
corpora (Lin, 1998).

While providing a significant impact on a
broad range of applications, (Herbelot and Gane-
salingam, 2013; Lazaridou et al., 2013; Beltagy
et al., 2014; Bernardi et al., 2013; Goyal et al.,
2013; Lebret et al., 2013), distributional semantics
— similarly to knowledge-based strategies — strug-
gle to process the ever-increasing size of textual
corpora in a reasonable amount of time. As an an-
swer, embedding high-dimensional distributional
semantics models for words into low-dimensional
spaces (henceforth word embedding (Collobert
and Weston, 2008)) has emerged as a popular
method. Word embedding utilizes deep learn-
ing to learn a real-valued vector representation of
words so that any vector distance — usually the
cosine similarity — encodes the word-to-word se-
mantic similarity. Although word embedding was
successfully applied for several NLP tasks (Her-
mann et al., 2014; Andreas and Klein, 2014; Clin-
chant and Perronnin, 2013; Xu et al., 2014; Li
and Liu, 2014; Goyal et al., 2013), it implies a
slow training phase — measured in days (Collobert
and Weston, 2008; Mnih and Kavukcuoglu, 2013;
Mikolov et al., 2013), though re-embedding words
seems promising (Labutov and Lipson, 2013).
There is another usually under-considered issue:
the tractability of the pairwise similarity computa-
tion in the vector space for large volume of data.
Despite these limitations, the current enthusiasm
for word embedding certainly echoes the need
for lightning fast word-to-word semantic similar-
ity computation.

In this context, it is surprising that embedding
semantic similarity of words in low dimensional
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spaces for knowledge-based approaches is under-
studied. This oversight may well condemn the
word-to-word semantic similarity task to remain
corpus-dependant — i.e. ignoring the background
knowledge provided by a lexical hierarchy.

In this paper, we propose an embedding of
knowledge base semantic similarity based on the
shortest path metric (Leacock and Chodorow,
1998), into the Hamming hypercube of size n (the
size of targeted binary codes). The Leacock and
Chodorow semantic similarity is one of the most
meaningful measure. It yields the second rank
for highest correlation with the data collected by
(Miller and Charles, 1991), and the first one within
edge centric approaches, as shown by (Seco et al.,
2004). This method is only surpassed by the infor-
mation theoretic based similarity from (Jiang and
Conrath, 1997). A second study present similar
result (Budanitsky and Hirst, 2006), while a third
one ranks this similarity measure at the first rank
for precision in paraphrase identification (Mihal-
cea et al., 2000).

The hypercube embedding technique benefits
from the execution of Hamming distance within a
few cycles on modern CPUs. This allows the com-
putation of several millions distances per second.
Multi-index techniques allows the very fast com-
putation of top-k queries (Norouzi et al., 2012) on
the Hamming space. However, the dimension of
the hypercube (i.e. the number of bits used to
represent an element) should obey the threshold
of few CPU words (64, 128 ..., bits) to maintain
such efficiency (Heo et al., 2012).

An isometric embedding requires a excessively
high number of dimensions to be feasible. How-
ever, in this paper we show that practical em-
beddings exist and present a method to construct
them. The best embedding presents very strong
correlations (r = .819, p = .829) with the Lea-
cock & Chodorow similarity measure (LCH in the
rest of this paper). Our experiments against the
state-of-the art implementation including caching
techniques show that performance is increased by
up to three orders of magnitude.

2 Shortest path metric embedding

Let us first introduce few notations. We denote Hy'
as an n-dimensional hypercube whose nodes are
labeled by the 2" binary n-tuples. The nodes are
adjacent if and only if their corresponding n-tuples
differ in exactly one position, i.e. their Hamming

distance (¢1) is equal to one. In what follows, Q"
denotes the metric space composed of H3' with /.

We tackle the following problem: We aim
at defining a function f that maps every node
w of the taxonomy (Wordnet for Leacock &
Chodorow) into Q" so that for every pair of nodes:
V(wi, wj), d(wi, wj) = A - a(f(wi), f(w;)),
where )\ is a scalar. For practical purposes, the
construction of the mapping should also be rea-
sonable in terms of time complexity.

Theoretical limitations Wordnet with its hyper-
nym relation forms a partially ordered set (poset).
The first approach is to perform an isometric em-
bedding from the poset with shortest path distance
into the Hamming hypercube. Such a mapping
would exactly preserve the original distance in the
embedding. As proven by (Deza and Laurent,
1997), poset lattices, with their shortest path met-
ric, can be isometrically embedded into the hyper-
cube, but the embedding requires 2" dimensions.
The resulting embedding would not fit in the mem-
ory of any existing computer, for a lattice having
more than 60 nodes. Using Wordnet, with tens of
thousands synsets, this embedding is untractable.
The bound given by Deza et al. is not tight, how-
ever it would require a more than severe improve-
ment to be of any practical interest.

Tree embedding To reduce the dimensionality,
we weaken the lattice into a tree. We build a
tree from the Wordnet’s Hyponyms/Hypernyms
poset by cutting 1,300 links, which correspond to
roughly one percent of the edges in the original lat-
tice. The nature of the cut to be performed can be
subject to discussion. In this preliminary research,
we used a simple approach. Since hypernyms are
ordered, we decided to preserve only the first hy-
pernym — semantically more relevant, or at least
statistically — and to cut edges to other hypernyms.

01010 01001

Figure 1: Construction of isometric embedding on
a sample tree. For this six nodes tree, the embed-
ding requires five bits.



Our experiments in Table 1 shows that using the
obtained tree instead of the lattice keeps a high
correlation (r = .919, p = .931) with the origi-
nal LCH distance, thus validating the approach.

(Wilkeit, 1990) showed that any k-ary tree of
size n can be embedded into Q"~!. We give an
isometric embedding algorithm, which is linear
in time and space, exhibiting a much better time
complexity than Winkler’s generic approach for
graphs, running in O(n°) (Winkler, 1984). Start-
ing with an empty binary signature, the algorithm
is the following: at each step of a depth-first pre-
order traversal: if the node has k children, we set
the signature for the ¢-th child by appending & ze-
roes to the parent’s signature and by setting the ¢-th
of the k bits to one. An example is given in Figure
1. However, when using real-world datasets such
as Wordnet, the embedding still requires several
thousands of bits to represent a node. This dimen-
sion reduction to tens of kilobits per node remains
far from our goal of several CPU words, and calls
for a task-specific approach.

Looking at the construction of the isometric em-
bedding, the large dimension results from the ap-
pending of bits to all nodes in the tree. This results
in a large number of bits that are rarely set to one.
At the opposite, the optimal embedding in terms
of dimension is given by the approach of (Chen
and Stallmann, 1995) that assigns gray codes to
each node. However, the embedding is not isomet-
ric and introduces a very large error. As shown in
Table 1, this approach gives the most compact em-
bedding with [log2(87,000)] = 17 bits, but leads
to poor correlations (r = .235 and p = .186).

An exhaustive search is also out of reach: for
a fixed dimension n and 7 nodes in the tree, the
number of combinations C' is given by:

(2")!
(n—r)!
Even with the smallest value of n = 17 and » =

87,000, we have C' > 10'9990  With n = 64, to
align to a CPU word, C' > 10100:000,

C:

3 Non-isometric Embedding

Our approach is a trade-off between the isomet-
ric embedding and the pre-order gray code solu-
tion. When designing our algorithm, we had to
decide which tree distance we will preserve, either
between parent and children, or among siblings.
Therefore, we take into account the nature of the
tree that we aim to embed into the hypercube. Let
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Figure 2: Approaches to reduce the tree embed-
ding dimensions.

first analyse the characteristics of the tree obtained
from the cut. The tree has an average branching
factor of 4.9, with a standard deviation of 14 and
96% of the nodes have a branching factor lesser
than 20. At the opposite, the depth is very stable
with an average of 8.5, a standard deviation of 2,
and a maximum of 18. Consequently, we decide
to preserve the parent-children distance over the
very unstable siblings distance. To lower the di-
mensions, we aim at allocating less than £ bits for
anode with k children, thus avoiding the signature
extension taking place for every node in the iso-
metric approach. Our approach uses the following
principles.

Branch inheritance: each node inherits the
signature from its father, but contrary to isometric
embedding, the signature extension does not ap-
ply to all the nodes in the tree. This guarantees the
compactness of the structure.

Parentship preservation: when allocating less
bits than required for the isometric embedding,
we introduce an error. Our allocation favours as
much as possible the parentship distance at the
expense of the sibling distance. As a first allo-
cation, for a node with £ children, we allocate
[log2(k + 1)] bits for the signatures, in order to
guarantee the unicity of the signature. Each child
node is assigned a signature extension using a
gray code generation on the [loga(k + 1)] bits.
The parent node simply extends its signature with
[loga(k + 1)] zeroes, which is much more com-
pact than the k bits from the isometric embedding
algorithm.

Word alignment: The two previous techniques
give a compact embedding for low-depth trees,
which is the case of Wordnet. The dimension D



of the embedding is not necessarily aligned to
a CPU word size W: kW < D < (k+ 1)WW.
We want to exploit the potential (k + 1)W — D
bits that are unused but still processed by the
CPU. For this purpose we rank the nodes along
a value v(i),i € N to decide which nodes are
allowed to use extra bits. Since our approach
favours parent/child distance, we want to allow
additional bits for nodes that are both close to
the root and the head of a large branch. To bal-
ance the two values, we use the following formula:
v(i) = (Mmaxgepen, — depth(i)) - log(sizepranch(t))
We therefore enable our approach to take full
advantage of the otherwise unused bits.

In order to enhance the quality of the embed-
ding, we also introduce two potential optimiza-
tions:

The first is called Children-sorting: we allocate
a better preserving signature to children having
larger descents. A better signature is among the
available the 2[1092(k+1)] available, the one that re-
duces the error with the parent node. We rank the
children by the size of their descent and assign the
signatures accordingly.

The second optimization is named Value-
sorting and is depicted in Figure 2. Among the
2llog2(k+1)1 gyajlable signatures, only k + 1 will
be assigned (one for the parent and k for the chil-
dren). For instance in the case of 5 children as
depicted in Figure 2, we allocate 3 bits for 6 signa-
tures. We favor the parentship distance by select-
ing first the signatures where one bit differs from
the parent’s one.

4 Experiments

In this section, we run two experiments to eval-
uate both the soundness and the performance of
our approach. In the first experiment, we test the
quality of our embedding against the tree distance
and the LCH similarity. The goal is to assess the
soundness of our approach and to measure the cor-
relation between the approximate embedding and
the original LCH similarity.

In the second experiment we compare the com-
putational performance of our approach against an
optimized in-memory library that implements the
LCH similarity.

Our algorithm called FSE for Fast Similarity
Embedding, is implemented in Java and avail-
able publicly!. Our testbed is an Intel Xeon E3

'Source code, binaries and instructions to reproduce
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Figure 3: FSE: influence of optimizations and di-
mensions on the correlation over the tree distance
on Wordnet.

1246v3 with 16GB of memory, a 256Go PCI Ex-
press SSD. The system runs a 64-bit Linux 3.13.0
kernel with Oracle’s JDK 7u67.

The FSE algorithm is implemented in various
flavours. F SE-Base denotes the basic algorithm,
containing none of the optimizations detailed in
the previous section. FSE-Base can be aug-
mented with either or both of the optimizations.
This latter version is denoted FSE-Best.

4.1 Embedding

We first measure the correlation of the embedded
distance with the original tree distance, to validate
the approach and to determine the gain induced by
the optimizations. Figure 3 shows the influence
of dimensions and optimizations on the Pearson’s
product moment correlation r. The base version
reaches » = .77 for an embedding of dimension
128. Regarding the optimizations, children sort-
ing is more efficient than value sorting, excepted
for dimensions under 90. Finally, combined opti-
mizations (FSE-Best) exhibit a higher correlation
(r = .89) than the other versions.

We then measure the correlation with the Lea-
cock & Chodorow similarity measure. We com-
pare our approach to the gray codes embedding
from (Chen and Stallmann, 1995) as well as the
isometric embedding. We compute the correlation
on 5 millions distances from the Wordnet-Core
noun pairs” (Table 1). As expected, the embed-

the experiments are available at http://demo-satin.

telecom-st—etienne.fr/FSE/
https://wordnet.princeton.edu/

wordnet/download/standoff/



Embedding Bits Pearson’sr Spearman’s p
Chen et al. 17 235 .186
FSE-Base 84 .699 707
FSE-Best 128 819 829
Isometric 84K 919 931

Table 1: Correlations between LCH, isometric em-
bedding, and FSE for all distances on all Wordnet-
Core noun pairs (p-values < 10714).

Algorithm Measure Amount of pairs (n)

10 10t 10° 106 107
WS4 103 ms  0.156 1.196 11.32 123.89 1,129.3
FSE-Best ms 0.04 0.59  14.15 150.58 1,482
speedup x3900 x2027 X800 x822 X762

Table 2: Running time in milliseconds for pairwise
similarity computations.

ding obtained using gray codes present a very low
correlation with the original distance.

Similarly to the results obtained on the tree dis-
tance correlation, F SE-Best exhibits the highest
scores with » = .819 and p = .829, not far from
the theoretical bound of » = .919 and p = .931
for the isometric embedding of the same tree. Our
approach requires 650 times less bits than the iso-
metric one, while keeping strong guarantees on the
correlation with the original LCH distance.

4.2 Speedup

Table 4.2 presents the computation time of the
LCH similarity. This is computed using WS4J3, an
efficient library that enables in-memory caching.

Because of the respective computational com-
plexities of the Hamming distance and the shortest
path algorithms, FSE unsurprisingly boosts LCH
similarity computation by orders of magnitudes.
When the similarity is computed on a small num-
ber of pairs (a situation of the utmost practical in-
terest), the factor of improvement is three orders
of magnitude. This factor decreases to an amount
of 800 times for very large scale applications. The
reason of the decrease is that WS4J caching mech-
anism becomes more efficient for larger numbers
of comparisons. As the caching system stores
shortest path between nodes, these computed val-
ues are more likely to be a subpath of another
query when the number of queries grows.

*https://code.google.com/p/wsd/
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5 Conclusion

We proposed in this paper a novel approach based
on metric embedding to boost the computation of
shortest-path based similarity measures such as
the one of Leacock & Chodorow. We showed that
an isometric embedding of the Wordnet’s hyper-
nym/hyponym lattice does not lead to a practical
solution. To tackle this issue, we weaken the lat-
tice structure into a tree by cutting less relevant
edges. We then devised an algorithm and several
optimizations to embed the tree shortest-path dis-
tance in a word-aligned number of bits. Such an
embedding can be used to boost NLP core algo-
rithms — this was demonstrated here on the com-
putation of LCH for which our approach offers a
factor of improvement of three orders of magni-
tude, with a very strong correlation.
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Abstract

In recent years, there has been an increas-
ing interest in learning a distributed rep-
resentation of word sense. Traditional
context clustering based models usually
require careful tuning of model parame-
ters, and typically perform worse on infre-
quent word senses. This paper presents a
novel approach which addresses these lim-
itations by first initializing the word sense
embeddings through learning sentence-
level embeddings from WordNet glosses
using a convolutional neural networks.
The initialized word sense embeddings are
used by a context clustering based model
to generate the distributed representations
of word senses. Our learned represen-
tations outperform the publicly available
embeddings on 2 out of 4 metrics in the
word similarity task, and 6 out of 13 sub
tasks in the analogical reasoning task.

1 Introduction

With the rapid development of deep neural net-
works and parallel computing, distributed repre-
sentation of knowledge attracts much research in-
terest. Models for learning distributed representa-
tions of knowledge have been proposed at differ-
ent granularity level, including word sense level
(Huang et al., 2012; Chen et al., 2014; Neelakan-
tan et al.,, 2014; Tian et al., 2014; Guo et al.,
2014), word level (Rummelhart, 1986; Bengio et
al., 2003; Collobert and Weston, 2008; Mnih and
Hinton, 2009; Mikolov et al., 2010; Mikolov et
al., 2013), phrase level (Socher et al., 2010; Zhang
et al.,, 2014; Cho et al., 2014), sentence level
(Mikolov et al., 2010; Socher et al., 2013; Kalch-
brenner et al., 2014; Kim, 2014; Le and Mikolov,
2014), discourse level (Ji and Eisenstein, 2014)
and document level (Le and Mikolov, 2014).
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In distributed representations of word senses,
each word sense is usually represented by a dense
and real-valued vector in a low-dimensional space
which captures the contextual semantic informa-
tion. Most existing approaches adopted a cluster-
based paradigm, which produces different sense
vectors for each polysemy or homonymy through
clustering the context of a target word. However,
this paradigm usually has two limitations: (1) The
performance of these approaches is sensitive to
the clustering algorithm which requires the setting
of the sense number for each word. For exam-
ple, Neelakantan et al. (2014) proposed two clus-
tering based model: the Multi-Sense Skip-Gram
(MSSG) model and Non-Parametric Multi-Sense
Skip-Gram (NP-MSSG) model. MSSG assumes
each word has the same k-sense (e.g. k = 3),
i.e., the same number of possible senses. How-
ever, the number of senses in WordNet (Miller,
1995) varies from 1 such as “ben” to 75 such as
“break”. As such, fixing the number of senses
for all words would result in poor representations.
NP-MSSG can learn the number of senses for each
word directly from data. But it requires a tuning
of a hyperparameter A which controls the creation
of cluster centroids during training. Different A
needs to be tuned for different datasets. (2) The
initial value of sense representation is critical for
most statistical clustering based approaches. How-
ever, previous approaches usually adopted ran-
dom initialization (Neelakantan et al., 2014) or the
mean average of candidate words in a gloss (Chen
et al., 2014). As a result, they may not produce
optimal clustering results for word senses.

Focusing on the aforementioned two problems,
this paper proposes to learn distributed representa-
tions of word senses through WordNet gloss com-
position and context clustering. The basic idea is
that a word sense is represented as a synonym set
(synset) in WordNet. In this way, instead of as-
signing a fixed sense number to each word as in the

Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics
and the 7th International Joint Conference on Natural Language Processing (Short Papers), pages 15-20,
Beijing, China, July 26-31, 2015. (©2015 Association for Computational Linguistics



previous methods, different word will be assigned
with different number of senses based on their
corresponding entries in WordNet. Moreover, we
notice that each synset has a textual definition
(named as gloss). Naturally, we use a convolu-
tional neural network (CNN) to learn distributed
representations of these glosses (a.k.a. sense vec-
tors) through sentence composition. Then, we
modify MSSG for context clustering by initial-
izing the sense vectors with the representations
learned by our CNN-based sentence composition
model. We expect that word sense vectors ini-
tialized in this way would potentially lead to bet-
ter representations of word senses generated from
context clustering.

The obtained word sense representations are
evaluated on two tasks. One is word similarity
task, the other is analogical reasoning task pro-
vided by WordRep (Gao et al., 2014). The results
show that our approach attains comparable perfor-
mance on learning distributed representations of
word senses. In specific, our learned represen-
tation outperforms publicly available embeddings
on the globalSim and localSim metrics in word
similarity task, and 6 in 13 subtasks in the ana-
logical reasoning task.

2  Our Approach

Our proposed approach first train a Continuous
Bag-Of-Words (CBOW) model (Mikolov et al.,
2013) from a large collection of raw text to gen-
erate word embeddings. These word embeddings
are then used by a Sentence Composition Model,
which takes glosses in WordNet as positive train-
ing data and randomly replaces part of the sen-
tences as negative training data to construct the
corresponding word sense vectors based on a one-
dimensional CNN. For example, a WordNet gloss
of word star is “an actor who plays a principal
role”. This is taken as a positive training example
when learning the word sense vector for “star’.
We concatenate the word embedding generated by
the CBOW model for each of the words in the
gloss, take the concatenated word embeddings as
an input to CNN, and get the output vector as one
sense vector of word star.

The learned sense vectors are fed into a vari-
ant of the previously proposed Multi-Sense Skip-
Gram Model (MSSG) to generates distributed rep-
resentations of word senses from a text corpus. We
name our approach as CNN-VMSSG.
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2.1 Training Sense Vectors From WordNet
Glosses Using CNN

In this step, we learn the distributed representation
of each gloss sentence as the representation of the
corresponding synset. The training objective is to
minimize the ranking loss below:

Gs =Y max{0,1— f(s) + f(5)}

sepP

(1

Given a gloss sentence s as a positive training sam-
ple, we randomly replace some words (controlled
by a parameter \) in s to construct a negative train-
ing sample s’. We compute the scores f(s) and
f(s") where f(-) is the scoring function represent-
ing the whole CNN architecture without the soft-
max layer. We expect f(s) and f(s") to be close
to 1 and O respectively, and f(s) to be larger than
f(s") by amargin of 1 for all the sentence in posi-
tive training set P.

The CNN architecture used in this component
follows the architecture proposed by (Kim, 2014)!
which is a slight variant of the architecture pro-
posed by (Collobert and Weston, 2008)2. It takes
a gloss matrix s as input where each column corre-
sponds to the distributed representation v,,, € R?
of a word w; in the sentence.

The idea behind the one-dimensional convolu-
tion is to take the dot product of the vector w
with each n-gram in the sentence to obtain an-
other sequence ¢, where n is the width of filter
in the convolutional layer. In order to make c to
cover different words in the negative sample cor-
responding a positive sample, in this work, we ran-
domly replace half of the words in a positive train-
ing sample to construct a negative training sample
(A = 0.5). For example, take the WordNet gloss
“an actor who plays a principal role” as a positive
sample, a negative training sample constructed by
this method may be “z; actor who x2 x3 principal
x4”, where x; to x4 are randomly selected words
in a vocabulary collected from a large corpus.

In the pooling layer, a max-overtime pooling
operation (Collobert et al., 2011), which forces the
network to capture the most useful local features
produced by the convolutional layers, is applied.
The model uses multiple filters (with varying win-
dow sizes) to obtain multiple features. These fea-
tures form the penultimate layer and are passed to
a fully connected softmax layer whose output is

"https://github.com/yoonkim/CNN_sentence
*http://ronan.collobert.com/senna/



the probability distribution over labels. The train-
ing error propagates back to fine-tune the parame-
ters of the CNN and the input word vectors. The
vector generated in the penultimate layer of the
CNN architecture is regarded as the sense vector
which captures the semantic content of the input
gloss to a certain degree.

2.2 Context Clustering and VMSSG Model

Neelakantan et al. (2014) proposed the MSSG
model which extends the skip-gram model to learn
multi-prototype word embeddings by clustering
the word embeddings of context words around
each word. In this model, for each word w, the
corresponding word embedding v,, € R?, k-sense
vector v, € R? (k = 1,2,..., K) and k-context
cluster with center 1, € R% (k = 1,2,..., K) are
initialized randomly. The sense number K of each
word is a fixed parameter in the training algorithm.

We improve the MSSG model by using the
learned CBOW word embedding to initialize vy,
and the sense vector trained by the sentence com-
position model to initialize vs,. We also use the
sense number of each word in WordNet K, to re-
place K. We named this model as a variant of the
MSSG (VMSSG) model.

Algorithm 1 Algorithm of VMSSG model

1: Input: D, d,Ky, ..., Ky, ..., K}y, M.

2: Initialize: Vw € V k € {1,..., Ky}, initial-
ize vy, to a pre-trained word vector, Ugw to a
pre-trained sense vector for word w with sense
k, and p;! to a vector of random real value
€ (—1,1)%
for each w in D do

r « random number € [1, M]
C «— {wi_r, cers Wi—15 Wil .20 wi_,_«,«}

1
Ve < oxr

weC Yw

k= arg max; {sim(p}’, ve) }

Assign C' to context cluster k.

Update p,.

10: C’ = NoisySamples(C')

11: Gradient update on vsw, vy in c,C.

12: end for

13: Output: vsw, vy, Yw € Vi k € {1,..., Ky}

e RN RWw

The training algorithm of the VMSSG model is
shown as Algorithm 1, where D is a text corpus,
V is the vocabulary of D, |V] is the vocabulary
size, M is the size of context window, v,, is the
word embedding for w, s}’ is a kth context cluster
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of word w, pj! is the centroid of cluster & for word
w. The function NoisySamples(C') randomly re-
places context words with noisy words from V.

3 Evaluation and Discussion

3.1 Experimental Setup

In all experiments, we train word vectors and
sense vectors on a snapshot of Wikipedia in April
2010° (Shaoul, 2010), previously used in (Huang
et al., 2012; Neelakantan et al., 2014). WordNet
3.1 is used for training the sentence composition
model. A publicly available word vectors trained
by CBOW from Google News* are used as pre-
trained word vectors for CNN.

For training CNN, we use: rectified linear
units, filter windows of 3, 4, 5 with 100 feature
maps each, AdaDelta decay parameter of 0.95, the
dropout rate of 0.5. For training VMSSG, we use
MSSG-KMeans as the clustering algorithm, and
CBOW for learning sense vectors. We set the size
of word vectors to 300, using boot vectors and
sense vectors. For other parameter, we use default
parameter settings for MSSG.

3.2 Word Similarity Task

We evaluate our embeddings on the Contextual
Word Similarities (SCWS) dataset (Huang et al.,
2012). It contains 2,003 pairs of words and their
sentential contexts. Each pair is associated with
10 to 16 human judgments of similarity on a
scale from O to 10. We use the same metrics in
(Neelakantan et al., 2014) to measure the simi-
larity between two words given their respective
context. The avgSim metric computes the aver-
age similarity of all pairs of prototype vectors for
each word, ignoring context. The avgSimC met-
ric weights each similarity term in avgSim by the
likelihood of the word context appearing in its re-
spective cluster. The globalSim metric computes
each word vector ignoring senses. The localSim
metric chooses the most similar sense in context
to estimate the similarity of a words pair.

We report the Spearman’s correlation p x 100
between a model’s similarity scores and the human
judgments in Table 1.

3http://www.psych.ualberta.ca/Westburylab/downloads/
westburylab.wikicorp.download.html

“https://drive.google.com/file/d/0B7XkCwpISKDYNI
NUTTISS21pQmM/edit?usp=sharing

>The localSim metric of Unified-WSR is not reported in
(Chen et al., 2014).



Model avgSim | avgSimC | globalSim | localSim

Huang et al. 50d 62.8 65.7 58.6 26.1

Unified-WSR 200d 66.2 68.9 64.2 -

MSSG 300d 67.2 69.3 65.3 57.3

NP-MSSG 300d 67.3 69.1 65.5 59.8

CNN-VMSSG 300d | 65.7 66.4 66.3 61.1

Table 1: Experimental results in the SCWS task.

Subtask Word Pairs C&W CBOW MSSG |NP-MSSG |CNN-VMSSG
Antonym 973 0.28 4.57 0.25 0.10 1.01
Attribute 184 0.22 1.18 0.03 0.15 1.63
Causes 26 0.00 1.08 0.31 0.31 1.23
DerivedFrom 6,119 0.05 0.63 0.09 0.05 0.17
Entails 114 0.05 0.38 0.49 0.34 1.29
HasContext 1,149 0.12 0.35 1.73 1.56 1.41
InstanceOf 1,314 0.08 0.58 2.52 2.34 2.46
IsA 10,615 0.07 0.67 0.15 0.08 0.86
MadeOf 63 0.03 0.72 0.80 0.48 1.28
MemberOf 406 0.08 1.06 0.14 0.86 0.90
PartOf 1,029 0.31 1.27 1.50 0.73 0.48
RelatedTo 102 0.00 0.05 0.12 0.11 1.28
SimilarTo 3,489 0.02 0.29 0.03 0.01 0.12

Table 2: Experimental results in the analogical reasoning task.

It is observed that our model achieves the best
performance on the globalSim and localSim met-
rics. It indicates that the use of pre-trained word
vectors and initializing sense vectors with the em-
beddings learned from WordNet glosses are in-
deed helpful in improving the quality of both
global word vectors and sense-level word vec-
tors. Our approach performs worse on avgSim and
avgSimC. One possible reason is that we set the
number of context clusters for each word to be the
same as the number of its corresponding senses
in WordNet. However, not all senses appear in the
our experimented corpus which could lead to frag-
mented context clustering results. One possible
way to alleviate this problem is to perform post-
processing to merge clusters which have smaller
inter-cluster differences or to remove sense clus-
ters which are under-represented in our data. We
will leave it as our future work.

3.3 Analogical Reasoning Task

The analogical reasoning task introduced by
(Mikolov et al., 2013) consists of questions of the
form “a is to b is as cis to ., where (a, b) and (c,
_) are two word pairs. The goal is to find a word
d* in vocabulary V' whose representation vector is
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the closest to vy, — v, + V.

WordRep is a benchmark collection for the re-
search on learning distributed word representa-
tions, which expands the Mikolov et al.’s analog-
ical reasoning questions. In our experiments, we
use one evaluation set in WordRep, the WordNet
collection which consists of 13 sub tasks.

We use the precision p x 100 as metric for each
sub task. Table 2 shows the results on the 13
sub tasks. The Word Pair column is the num-
ber of word pairs of each sub task. The results
of C&W were obtained using the 50-dimensional
word embeddings that were made publicly avail-
able by Turian et al. (2010).> The CBOW results
were previously reported in (Gao et al., 2014).

It can be observed that among 13 subtasks,
our model outperforms the others by a good mar-
gin in 6 subtasks, Attribute, Causes, Entails, IsA,
MadeOf and RelatedTo.

3.4 Discussion

Although our evaluation results on the word simi-
larity task and the analogical reasoning task show
that our proposed approach outperforms a number
of existing word representation methods in some

Shttp://metaoptimize.com/projects/wordreprs/



of the subtasks, it is worth noting that both tasks
do not consider the full spectrum of senses. In spe-
cific, the analogical reasoning task was originally
designed for evaluating single-prototype word rep-
resentations which ignore that a word could have
multiple meanings. Compared to single-prototype
word vectors, evaluating sense vectors requires a
significantly larger search space since each word
could be represented by multiple sense vectors de-
pending on the context. One may also argue that
the analogical reasoning task may not be the most
appropriate one in evaluating multiple-prototype
word vectors since the context information is not
available. In the future, we plan to evaluate our
learned multiple-prototype word vectors in more
relevant NLP tasks such as word sense disam-
biguation and question answering.

Our proposed approach initializes sense vec-
tors using the learned sentence embeddings from
WordNet glosses. In other low resourced lan-
guages, it is still possible to intialize sense vectors
based on, for example, the word meanings found
in language-specific dictionaries.

4 Conclusion and Future Work

This paper presents a method of incorporating
WordNet glosses composition and context cluster-
ing based model for learning distributed represen-
tations of word senses. By initializing sense vec-
tors using the embeddings learned by a sentence
composition from WordNet glosses, the context
clustering method is able to generate better dis-
tributed representations of word senses. The ob-
tained word sense representations achieve state-of-
the-art results on the globalSim and localSim met-
rics in the word similarity task and in 6 sub tasks
of the analogical reasoning task. It shows the ef-
fectiveness of our proposed learning algorithm for
generating word sense distributed representations.
Considering the coverage of word senses in our
training data, in future work we plan to filter out
those sense vectors which are under-represented
in the training corpus. We will also further investi-
gate the feasibility of applying the multi-prototype
word embeddings in a wide range of NLP tasks.
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Abstract

Distributional semantic models have trou-
ble distinguishing strongly contrasting
words (such as antonyms) from highly
compatible ones (such as synonyms), be-
cause both kinds tend to occur in similar
contexts in corpora. We introduce the mul-
titask Lexical Contrast Model (mLCM),
an extension of the effective Skip-gram
method that optimizes semantic vectors
on the joint tasks of predicting corpus
contexts and making the representations
of WordNet synonyms closer than that
of matching WordNet antonyms. mLCM
outperforms Skip-gram both on general
semantic tasks and on synonym/antonym
discrimination, even when no direct lex-
ical contrast information about the test
words is provided during training. mLCM
also shows promising results on the task
of learning a compositional negation oper-
ator mapping adjectives to their antonyms.

1 Introduction

Distributional semantic models (DSMs) extract
vectors representing word meaning by relying on
the distributional hypothesis, that is, the idea that
words that are related in meaning will tend to oc-
cur in similar contexts (Turney and Pantel, 2010).
While extensive work has shown that contextual
similarity is an excellent proxy to semantic simi-
larity, a big problem for DSMs is that both words
with very compatible meanings (e.g., near syn-
onyms) and words with strongly contrasting mean-
ings (e.g., antonyms) tend to occur in the same
contexts. Indeed, Mohammad et al. (2013) have
shown that synonyms and antonyms are indistin-
guishable in terms of their average degree of dis-
tributional similarity.

This is problematic for the application of DSMs
to reasoning tasks such as entailment detection
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(black is very close to both dark and white in dis-
tributional semantic space, but it implies the for-
mer while contradicting the latter). Beyond word-
level relations, the same difficulties make it chal-
lenging for compositional extensions of DSMs
to capture the fundamental phenomenon of nega-
tion at the phrasal and sentential levels (the dis-
tributional vectors for good and not good are
nearly identical) (Hermann et al., 2013; Preller
and Sadrzadeh, 2011).

Mohammad and colleagues concluded that
DSMs alone cannot detect semantic contrast, and
proposed an approach that couples them with other
resources. Pure-DSM solutions include isolating
contexts that are expected to be more discrimina-
tive of contrast, tuning the similarity measure to
make it more sensitive to contrast or training a su-
pervised contrast classifier on DSM vectors (Adel
and Schiitze, 2014; Santus et al., 2014; Schulte im
Walde and Ké6per, 2013; Turney, 2008). We pro-
pose instead to induce word vectors using a mul-
titask cost function combining a traditional DSM
context-prediction objective with a term forcing
words to be closer to their WordNet synonyms
than to their antonyms. In this way, we make the
model aware that contrasting words such as hot
and cold, while still semantically related, should
not be nearest neighbours in the space.

In a similar spirit, Yih et al. (2012) devise a
DSM in which the embeddings of the antonyms
of a word are pushed to be the vectors that are
farthest away from its representation. While their
model is able to correctly pick the antonym of a
target item from a list of candidates (since it is
the most dissimilar element in the list), we con-
jecture that their radical strategy produces embed-
dings with poor performance on general semantic
tasks.! Our method has instead a beneficial global

'Indeed, by simulating their strategy, we were able to in-
ject lexical contrast into word embeddings, but performance
on a general semantic relatedness task decreased dramati-
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effect on semantic vectors, leading to state-of-the-
art results in a challenging similarity task, and en-
abling better learning of a compositional negation
function.

Our work is also closely related to Faruqui et al.
(2015), who propose an algorithm to adapt pre-
trained DSM representations using semantic re-
sources such as WordNet. This post-processing
approach, while extremely effective, has the dis-
advantage that changes only affect words that are
present in the resource, without propagating to
the whole lexicon. Other recent work has instead
adopted multitask objectives similar to ours in or-
der to directly plug in knowledge from structured
resources at DSM induction time (Fried and Duh,
2015; Xu et al., 2014; Yu and Dredze, 2014). Our
main novelties with respect to these proposals are
the focus on capturing semantic contrast, and ex-
plicitly testing the hypothesis that the multitask
objective is also beneficial to words that are not di-
rectly exposed to WordNet evidence during train-

ing.2

2 The multitask Lexical Contrast Model

Skip-gram model The multitask Lexical Con-
trast Model (mLCM) extends the Skip-gram
model (Mikolov et al., 2013). Given an input
text corpus, Skip-gram optimizes word vectors
on the task of approximating, for each word, the
probability of other words to occur in its context.
More specifically, its objective function is:

P>

=1 \ —e<j<e,j#0

(1

log p(wyj|we)

where wi,ws,...,wr 1is the training corpus,
consisting of a list of target words wy, for which
we want to learn the vector representations (and
serving as contexts of each other), and c is the
window size determining the span of context
words to be considered. p(w4;|w;), the proba-
bility of a context word given the target word is

computed USiIlg softmax:
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cally, with a 25% drop in terms of Spearman correlation.

2 After submitting this work, we became aware of Ono et
al. (2015), that implement very similar ideas. However, one
major difference between their work and ours is that their
strategy is in the same direction of (Yih et al., 2012), which
might result in poor performance on general semantic tasks.
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where v,, and v/, are respectively the target and
context vector representations of word w, and W
is the number of words in the vocabulary. To avoid
the O(|W|) time complexity of the normalization
term in Equation (2), Mikolov et al. (2013) use
either hierarchical softmax or negative sampling.
Here, we adopt the negative sampling method.

Injecting lexical contrast information We
account for lexical contrast by implementing a
2-task strategy, combining the Skip-gram context

prediction objective with a new term:
T

1
f Z (Jsk:ipgram(wt) + ch(wt))
t=1

3

The lexical contrast objective Jj.(w;) tries to en-
force the constraint that contrasting pairs should
have lower similarity than compatible ones within
a max-margin framework. Our formulation is in-
spired by Lazaridou et al. (2015), who use a sim-
ilar multitask strategy to induce multimodal em-
beddings. Given a target word w, with sets of
antonyms A(w) and synonyms S(w), the max-
margin objective for lexical contrast is:

2.

s€S(w),acA(w)

max (0, A — cos(vy, vs)

“)

+ cos(Vw, vq))

where A is the margin and cos(z,y) stands for
cosine similarity between vectors x and y. Note
that, by equation (3), the Jj.(w;) term is evalu-
ated each time a word is encountered in the corpus.
We extract antonym and synonym sets from Word-
Net (Miller, 1995). If a word w; is not associated
to synonym/antonym information in WordNet, we
set Jye(wy) = 0.

3 Experimental setup

We compare the performance of mLCM against
Skip-gram. Both models’ parameters are esti-
mated by backpropagation of error via stochastic
gradient descent. Our text corpus is a Wikipedia?
2009 dump comprising approximately 800M to-
kens and 200K distinct word types.* Other hyper-
parameters, selected without tuning, include: vec-
tor size (300), window size (5), negative sam-
ples (10), sub-sampling to disfavor frequent words
(1073). For mLCM, we use 7500 antonym pairs

‘https://en.wikipedia.org
“We only consider words that occur more than 50 times in
the corpus



MEN SimLex
0.73 0.39
0.74 0.52

Skip-gram
mLCM

Table 1: Relatedness/similarity tasks

and 15000 synonym pairs; on average, 2.5 pairs
per word and 9000 words are covered.

Both models are evaluated in four tasks:
two lexical tasks testing the general quality of
the learned embeddings and one focusing on
antonymy, and a negation task which verifies the
positive influence of lexical contrast in a composi-
tional setting.

4 Lexical tasks

4.1 Relatedness and similarity

In classic semantic relatedness/similarity tasks,
the models provide cosine scores between pairs of
word vectors that are then compared to human rat-
ings for the same pairs. Performance is evaluated
by Spearman correlation between system and hu-
man scores. For general relatedness, we use the
MEN dataset of Bruni et al. (2014), which con-
sists of 3,000 word pairs comprising 656 nouns,
57 adjectives and 38 verbs. The SimLex dataset
from Hill et al. (2014b), comprising 999 word
pairs (666 noun, 222 verb and 111 adjective pairs)
was explicitly built to test a tighter notion of strict
“semantic” similarity.

Table 1 reports model performance. On MEN,
mLCM outperforms Skip-gram by a small margin,
which shows that the new information, at the very
least, does not have any negative effect on gen-
eral semantic relatedness. On the other hand, lex-
ical contrast information has a strong positive ef-
fect on measuring strict semantic similarity, lead-
ing mLCM to achieve state-of-the-art SimLex per-
formance (Hill et al., 2014a).

4.2 Distinguishing antonyms and synonyms

Having shown that capturing lexical contrast in-
formation results in higher-quality representations
for general purposes, we focus next on the spe-
cific task of distinguishing contrasting words from
highly compatible ones. We use the adjective part
of dataset of Santus et al. (2014), that contains 262
antonym and 364 synonym pairs. We compute co-
sine similarity of all pairs and use the area under
the ROC curve (AUC) to measure model perfor-
mance. Moreover, we directly test mLCM’s abil-
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AUC
Skip-gram 0.62
mLCM 0.78
mLCM-propagate | 0.66

Table 2: Synonym vs antonym task

ity to propagate lexical contrast across the vocab-
ulary by retraining it without using WordNet in-
formation for any of the words in the dataset, i.e.
the words in the dataset are removed from the syn-
onym or antonym sets of all the adjectives used in
training (mLCM-propagate in the results table).

The results, in Table 2, show that mLCM can
successfully learn to distinguish contrasting words
from synonyms. The performance of the mLCM
model trained without explicit contrast informa-
tion about the dataset words proves moreover that
lexical contrast information is indeed propagated
through the lexical network.

4.3 Vector space structure

To further investigate the effect of lexical con-
trast information, we perform a qualitative anal-
ysis of how it affects the space structure. We pick
20 scalar adjectives denoting spatial or weight-
related aspects of objects and living beings, where
10 indicate the presence of the relevant property
to a great degree (big, long, heavy...), whereas
the remaining 10 suggest that the property is
present in little amounts (little, short, light...).
We project the 300-dimensional vectors of these
adjectives onto a 2-dimensional plane using the
t-SNE toolkit,”> which attempts to preserve the
structure of the original high-dimensional word
neighborhoods. Figure 1 shows that, in Skip-
gram space, pairs at the extreme of the same scale
(light vs heavy, narrow vs wide, fat vs skinny) are
very close to each other compared to other words;
whereas for mLCM the extremes are farther apart
from each other, as expected. Moreover, the ad-
jectives at the two ends of the scales are grouped
together. This is a very nice property, since many
adjectives in one group will tend to characterize
the same objects. Within the two clusters, words
that are more similar (e.g., wide and broad) are
still closer to each other, just as we would expect
them to be.

Shttp://lvdmaaten. github.io/tsne/
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Figure 1: Arrangement of some scalar adjectives in Skip-gram vs mLCM spaces

5 Learning Negation

Having shown that injecting lexical contrast in-
formation into word embeddings is beneficial for
lexical tasks, we further explore if it can also
help composition. Since mLCM makes contrast-
ing and compatible words more distinguishable
from each other, we conjecture that it would be
easier for compositional DSMs to capture negation
in mLCM space. We perform a proof-of-concept
experiment where we represent not as a function
that is trained to map an adjective to its antonym
(good to bad). That is, by adopting the frame-
work of Baroni et al. (2014), we take not to be
a matrix that, when multiplied with an adjective-
representing vector, returns the vector of an adjec-
tive with the opposite meaning. We realize that
this is capturing only a tiny fraction of the linguis-
tic uses of negation, but it is at least a concrete
starting point.

First, we select a list of adjectives and antonyms
from WordNet; for each adjective, we only pick
the antonym of its first sense. This yields a to-
tal of around 4,000 antonym pairs. Then, we in-
duce the not matrix with least-squares regression
on training pairs. Finally, we assess the learned
negation function by applying it to an adjective
and computing accuracy in the task of retrieving
the correct antonym as nearest neighbour of the
not-composed vector, searching across all Word-
Net adjectives (10K items). The results in Table 3
are obtained by using 10-fold cross-validation on
the 4,000 pairs. We see that mLCM outperforms
Skip-gram by a large margin.

Figure 2 shows heatmaps of the weight matrices
learnt for not by the two models. Intriguingly, for
mLCM, the not matrix has negative values on the
diagonal, that is, it will tend to flip the values in

train  test
Skip-gram | 0.44 0.02
mLCM 0.87 0.27

Table 3: Average accuracy in retrieving antonym
as nearest neighbour when applying the not com-
position function to 4,000 adjectives.

0.3

Skip-Gram mLCM

Figure 2: Heatmaps of nof-composition matrices.

the input vector, not unlike what arithmetic nega-
tion would do. On the other hand, the Skip-gram-
based not matrix is remarkably identity-like, with
large positive values concentrated on the diagonal.
Thus, under this approach, an adjective will be al-
most identical to its antonym, which explains why
it fails completely on the test set data: the nearest
neighbour of not-X will typically be X itself.

6 Conclusion

Given the promise shown by mLCM in the ex-
periments reported here, we plan to test it next
on a range of linguistically interesting phenomena
that are challenging for DSMs and where lexical
contrast information might help. These include
modeling a broader range of negation types (de
Swart, 2010), capturing lexical and phrasal infer-
ence (Levy et al., 2015), deriving adjectival scales
(Kim and de Marneffe, 2013) and distinguishing
semantic similarity from referential compatibility
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(Kruszewski and Baroni, 2015).
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Abstract

In this paper, we address semi-supervised
sentiment learning via semi-stacking, which
integrates two or more semi-supervised
learning algorithms from an ensemble learn-
ing perspective. Specifically, we apply meta-
learning to predict the unlabeled data given
the outputs from the member algorithms and
propose N-fold cross validation to guarantee
a suitable size of the data for training the
meta-classifier. Evaluation on four domains
shows that such a semi-stacking strategy per-
forms consistently better than its member al-
gorithms.

1 Introduction

The past decade has witnessed a huge exploding
interest in sentiment analysis from the natural lan-
guage processing and data mining communities
due to its inherent challenges and wide applica-
tions (Pang et al., 2008; Liu, 2012). One funda-
mental task in sentiment analysis is sentiment
classification, which aims to determine the senti-
mental orientation a piece of text expresses (Pang
et al., 2002). For instance, the sentence "I abso-
lutely love this product." is supposed to be deter-
mined as a positive expression in sentimental ori-
entation.

While early studies focus on supervised learn-
ing, where only labeled data are required to train
the classification model (Pang et al., 2002), recent
studies devote more and more to reduce the heavy
dependence on the large amount of labeled data
by exploiting semi-supervised learning ap-
proaches, such as co-training (Wan, 2009; Li et al.,
2011), label propagation (Sindhwani and Melville,
2008), and deep learning (Zhou et al., 2013), to
sentiment classification. Empirical evaluation on
various domains demonstrates the effectiveness of
the unlabeled data in enhancing the performance

* Corresponding author
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of sentiment classification. However, semi-super-
vised sentiment classification remains challeng-
ing due to the following reason.

Although various semi-supervised learning al-
gorithms are now available and have been shown
to be successful in exploiting unlabeled data to
improve the performance in sentiment classifica-
tion, each algorithm has its own characteristic
with different pros and cons. It is rather difficult
to tell which performs best in general. Therefore,
it remains difficult to pick a suitable algorithm for
a specific domain. For example, as shown in Li et
al. (2013), the co-training algorithm with personal
and impersonal views yields better performances
in two product domains: Book and Kitchen, while
the label propagation algorithm yields better per-
formances in other two product domains: DVD
and Electronic.

In this paper, we overcome the above challenge
above by combining two or more algorithms in-
stead of picking one of them to perform semi-su-
pervised learning. The basic idea of our algorithm
ensemble approach is to apply meta-learning to
re-predict the labels of the unlabeled data after ob-
taining their results from the member algorithms.
First, a small portion of labeled samples in the in-
itial labeled data, namely meta-samples, are
picked as unlabeled samples and added into the
initial unlabeled data to form a new unlabeled data.
Second, we use the remaining labeled data as the
new labeled data to perform semi-supervised
learning with each member algorithm. Third, we
collect the meta-samples’ probability results from
all member algorithms to train a meta-learning
classifier (called meta-classifier). Forth and fi-
nally, we utilize the meta-classifier to re-predict
the unlabeled samples as new automatically-la-
beled samples. Due to the limited number of la-
beled data in semi-supervised learning, we use N-
fold cross validation to obtain more meta-samples
for better learning the meta-classifier. In principle,
the above ensemble learning approach could be
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seen as an extension of the famous stacking ap-
proach (DZeroski and Zenko, 2004) to semi-su-
pervised learning. For convenience, we call it
semi-stacking.

The remainder of this paper is organized as fol-
lows. Section 2 overviews the related work on
semi-supervised sentiment classification. Section
3 proposes our semi-stacking strategy to semi-su-
pervised sentiment classification. Section 4 pro-
poses the data filtering approach to filter low-con-
fident unlabeled samples. Section 5 evaluates our
approach with a benchmark dataset. Finally, Sec-
tion 6 gives the conclusion and future work.

2 Related Work

Early studies on sentiment classification mainly
focus on supervised learning methods with algo-
rithm designing and feature engineering (Pang et
al., 2002; Cui et al., 2006; Riloff et al., 2006; Li et
al., 2009). Recently, most studies on sentiment
classification aim to improve the performance by
exploiting unlabeled data in two main aspects:
semi-supervised learning (Dasgupta and Ng, 2009;
Wan, 2009; Li et al.,, 2010) and cross-domain
learning (Blitzer et al. 2007; He et al. 2011; Li et
al., 2013). Specifically, existing approaches to
semi-supervised sentiment classification could be
categorized into two main groups: bootstrapping-
style and graph-based.

As for bootstrapping-style approaches, Wan
(2009) considers two different languages as two
views and applies co-training to conduct semi-su-
pervised sentiment classification. Similarly, Li et
al. (2010) propose two views, named personal and
impersonal views, and apply co-training to use un-
labeled data in a monolingual corpus. More re-
cently, Gao et al. (2014) propose a feature sub-
space-based self-training to semi-supervised sen-
timent classification. Empirical evaluation
demonstrates that subspace-based self-training
outperforms co-training with personal and imper-
sonal views.

As for graph-based approaches, Sindhwani and
Melville (2008) first construct a document-word
bipartite graph to describe the relationship among
the labeled and unlabeled samples and then apply
label propagation to get the labels of the unlabeled
samples.

Unlike above studies, our research on semi-su-
pervised sentiment classification does not merely
focus on one single semi-supervised learning al-
gorithm but on two or more semi-supervised
learning algorithms with ensemble learning. To
the best of our knowledge, this is the first attempt
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to combine two or more semi-supervised learning
algorithms in semi-supervised sentiment classifi-
cation.

3 Semi-Stacking for Semi-supervised

Sentiment Classification

In semi-supervised sentiment classification, the
learning algorithm aims to learn a classifier from
a small scale of labeled samples, named initial la-
beled data, with a large number of unlabeled sam-
ples. In the sequel, we refer the labeled data as

L= {(xfayi)}?il
sional input vector, and y, is its output label. The

where x, eR is the d dimen-

unlabeled data in the target domain is denoted as
U ={(x,)}}, . Suppose I°*" is a semi-supervised

lsemi

learning algorithm. The inputs of are L and
U, and the output is U'={(x,,y,)};Y, which de-
notes the unlabeled data with automatically as-

signed labels. Besides the labeled results, it is al-
ways possible to obtain the probability results, de-

noted as PV, which contains the posterior proba-
bilities belonging to the positive and negative cat-
egories of each unlabeled sample, ie., <
p(pos|x,), p(neg|x,)>. For clarity, some im-

portant symbols are listed in Table 1.
Table 1: Symbol definition

Symbol Definition

L Labeled data

U Unlabeled data

U’ Unlabeled data with automatically
assigned labels

PY The probability result of unlabeled
data

super A supervised learning algorithm

Jeemi A semi-supervised learning algo-
rithm

Corore The meta-classifier obtained from
meta-learning

c The test classifier for classifying the

test

test data

3.1 Framework Overview

In our approach, two member semi-supervised

semi
ll

learning algorithm are involved, namely, and

l;‘emi
both of them to get a better-performed semi-su-
pervised learning algorithm. Our basic idea is to
apply meta-learning to re-predict the labels of the

unlabeled data given the outputs from the member
algorithms. Figure 1 shows the framework of our

respectively, and the objective is to leverage



implementation of the basic idea. The core com-
ponent in semi-stacking is the meta-classifier
learned from the meta-learning process, i.e., ¢

This classifier aims to make a better prediction on
the unlabeled samples by combining two different
probability results from the two member algo-
rithms.

! \ semi U’
/ 4 h - A
i L |
\
i
i
i cmeta —> new U’
\
|
“I‘ U ," Z.vemi PU !
/ 2 » 0

Figure 1: The framework of semi-stacking

3.2 Meta-learning

As shown above, meta-classifier is the core com-
ponent in semi-stacking, trained through the meta-
learning process. Here, mefa- means the learning
samples are not represented by traditional descrip-
tive features, e.g., bag-of-words features, but by
the result features generated from member algo-
rithms. In our approach, the learning samples in
meta-learning are represented by the posterior
probabilities of the unlabeled samples belonging
to the positive and negative categories from mem-
ber algorithms, i.e.,

X" =< p(pos| x,), pi(neg | x,), p,(pos| x,), p,(neg | x,) >
e)
Where p,(pos|x,) and p,(neg|x,) are the pos-
terior probabilities from the first semi-supervised
learning algorithm while p,(pos|x,) and
p,(neg|x,) are the posterior probabilities from
the second semi-supervised learning algorithm.
The framework of the meta-learning process is
shown in Figure 2. In detail, we first split the ini-
tial labeled data into two partitions, L, and L,

where L is used as the new initial labeled data

new

while L, is merged into the unlabeled data U to
form a new set of unlabeled data L, +U . Then,

two semi-supervised algorithms are performed
with the labeled data L , and the unlabeled data

L, +U . Third and finally, the probability results
of L

un

together with their real labels are used as

meta-learning samples to train the meta-classifier.
The feature representation of each meta-sample is
defined in Formula (1).

meta *
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Figure 2: The framework of meta-learning

3.3 Meta-learning with N-fold Cross Valida-
tion

Input: Labeled data L, Unlabeled data U

Output: The meta-classifier ¢

meta

Procedure:
(a) Initialize the meta-sample set S, ,, =<
(b) Split L into N folds, ie,
L=L+L,+...L,
(c)Foriin1:N:
ch) L, =L-L,L, =L
c2) Perform /" on L, and L, +U
c3) Perform ;" on L,,, and L, +U

c4) Generate the meta-samples, S

eta

from the probability results of L in the above

two steps.
CS) Smela = Smela +S:;‘IEILI
(d) Train the meta-classifier ¢, with S,
and /™

Figure 3: The algorithm description of meta-learning
with N-fold cross validation
One problem of meta-learning is that the data size
of L, might be too small to learn a good meta-
classifier. To better use the labeled samples in the
initial labeled data, we employ N-fold cross vali-
dation to generate more meta- samples. Specifi-
cally, we first split L into N folds. Then, we se-
lect one of them as L, and consider the others as

L

new

described in Section 3.2; Third and finally, we re-
peat the above step N —1 times by selecting a dif-
ferent fold as L, in each time. In this way, we can

and generate the meta-learning samples as

obtain the meta-learning samples with the same
size as the initial labeled data. Figure 3 presents
the algorithm description of meta-learning with
N-fold cross validation. In our implementation,
we set N to be 10.
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Figure 4: Performance comparison of baseline and three semi-supervised learning approaches

4 Experimentation

Dataset: The dataset contains product reviews
from four different domains: Book, DVD, Elec-
tronics and Kitchen appliances (Blitzer et al.,
2007), each of which contains 1000 positive and
1000 negative labeled reviews. We randomly se-
lect 100 instances as labeled data, 400 instances
are used as test data and remaining 1500 instances
as unlabeled data.

Features: Each review text is treated as a bag-of-
words and transformed into binary vectors encod-
ing the presence or absence of word unigrams and
bigrams.

Supervised learning algorithm: The maximum
entropy (ME) classifier implemented with the

public tool, Mallet Toolkits (http://mal-
let.cs.umass.edu/), where probability outputs are
provided.

Semi-supervised learning algorithms: (1) The
first member algorithm is called self-trainingFsS,
proposed by Gao et al. (2014). This approach can
be seen as a special case of self-training. Different
from the traditional self-training, self-trainingFS
use the feature-subspace classifier to make the
prediction on the unlabeled samples instead of us-
ing the whole-space classifier. In our implementa-
tion, we use four random feature subspaces. (2)
The second member algorithm is called label
propagation, a graph-based semi-supervised
learning approach, proposed by Zhu and Ghah-
ramani (2002). In our implementation, the docu-
ment-word bipartite graph is adopted to build the
document-document graph (Sindhwani and Mel-
ville, 2008).

Significance testing: We perform ¢-test to evalu-
ate the significance of the performance difference
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between two systems with different approaches
(Yang and Liu, 1999)

Figure 4 compares the performances of the
baseline approach and three semi-supervised
learning approaches. Here, the baseline approach
is the supervised learning approach by using only
the initial labeled data (i.e. no unlabeled data is
used). From the figure, we can see that both Self-
trainingFS and label propagation are successful in
exploiting unlabeled data to improve the perfor-
mances. Self-trainingFS outperforms label propa-
gation in three domains including Book, DVD,
and Kitchen but it performs worse in Electronic.
Our approach (semi-stacking) performs much bet-
ter than baseline with an impressive improvement
0f 4.95% on average. Compared to the two mem-
ber algorithms, semi-stacking always yield a bet-
ter performance, although the improvement over
the better-performed member algorithm is slight,
only around 1%-2%. Significance test shows that
our approach performs significantly better than
worse-performed  member  algorithm  (p-
value<0.01) in all domains and it also performs
significantly better than better-performed member
algorithm (p-value<0.05) in three domains, i.e.,
Book, DVD, and Kitchen.

5 Conclusion

In this paper, we present a novel ensemble learn-
ing approach named semi-stacking to semi-super-
vised sentiment classification. Semi-stacking is
implemented by re-predicting the labels of the un-
labeled samples with meta-learning after two or
more member semi-supervised learning ap-
proaches have been performed. Experimental
evaluation in four domains demonstrates that
semi-stacking outperforms both member algo-
rithms.
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Abstract

We present a general framework for incor-
porating sequential data and arbitrary fea-
tures into language modeling. The general
framework consists of two parts: a hidden
Markov component and a recursive neural
network component. We demonstrate the
effectiveness of our model by applying it
to a specific application: predicting topics
and sentiments in dialogues. Experiments
on real data demonstrate that our method
is substantially more accurate than previ-
ous methods.

1 Introduction

Processing sequential data is a significant research
challenge for natural language processing. In
the past decades, numerous studies have been
conducted on modeling sequential data. Hidden
Markov Models (HMMs) and its variants are rep-
resentative statistical models of sequential data for
the purposes of classification, segmentation, and
clustering (Rabiner, 1989). For most aforemen-
tioned methods, only the dependencies between
consecutive hidden states are modeled. In natural
language processing, however, we find there are
dependencies locally and at a distance. Conser-
vatively using the most recent history to perform
prediction yields overfitting to short-term trends
and missing important long-term effects. Thus, it
is crucial to explore in depth to capture long-term
temporal dynamics in language use.

Numerous real world learning problems are
best characterized by interactions between mul-
tiple causes or factors. Taking sentiment analy-
sis for dialogues as an example, the topic of the
document and the author’s identity are both valu-
able for mining user’s opinions in the conversa-
tion. Specifically, each participant in the dialogue
usually has specific sentiment polarities towards

different topics. However, most existing sequen-
tial data modeling methods are not capable of in-
corporating the information from both the topic
and the author’s identity. More generally, there
is no sufficiently flexible sequential model that al-
lows incorporating an arbitrary set of features.

In this paper, we present a Deep Markov Neu-
ral Network (DMNN) for incorporating sequential
data and arbitrary features into language model-
ing. Our method learns from general sequential
observations. It is also capable of taking the or-
dering of words into account, and collecting in-
formation from arbitrary features associated with
the context. Comparing to traditional HMM-based
method, it explores deeply into the structure of
sentences, and is more flexible in taking exter-
nal features into account. On the other hand, it
doesn’t suffer from the training difficulties of re-
current neural networks, such as the vanishing gra-
dient problem.

The general framework consists of two parts:
a hidden Markov component and a neural net-
work component. In the training phase, the hid-
den Markov model is trained on the sequential ob-
servation, resulting in transition probabilities and
hidden states at each time step. Then, the neural
network is trained, taking words, features and hid-
den state at the previous time step as input, to pre-
dict the hidden states at the present time step. The
procedure is reversed in the testing phase: the neu-
ral network predicts the hidden states using words
and features, then the hidden Markov model pre-
dicts the observation using hidden states.

A key insight of our method is to use hid-
den states as an intermediate representation, as
a bridge to connect sentences and observations.
By using hidden states, we can deal with arbi-
trary observation, without worrying about the is-
sue of discretization and normalization. Hidden
states are robust with respect to the random noise
i2n the observation. Unlike recurrent neural net-

Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics
and the 7th International Joint Conference on Natural Language Processing (Short Papers), pages 32-37,
Beijing, China, July 26-31, 2015. (©2015 Association for Computational Linguistics



work which connects networks between consecu-
tive time steps, the recursive neural network in our
framework connects to the previous time step by
using its hidden states. In the training phase, since
hidden states are inferred by the hidden Markov
model, the training of recursive neural networks
at each time step can be performed separately,
preventing the difficulty of learning an extremely
deep neural network.

We demonstrate the effectiveness of our model
by applying it to a specific application: predicting
topics and sentiments in dialogues. In this exam-
ple, the sequential observation includes topics and
sentiments. The feature includes the identity of
the author. Experiments on real data demonstrate
that our method is substantially more accurate than
previous methods.

2 Related work

Modeling sequential data is an active research field
(Lewis and Gale, 1994; Jain et al.,, 2000; Ra-
biner, 1989; Baldi and Brunak, 2001; Kum et al.,
2005). The paper proposed by Kum et al. (2005)
describes most of the existing techniques for se-
quential data modeling. Hidden Markov Mod-
els (HMMs) is one of the most successful models
for sequential data that is best known for speech
recognition (Rabiner, 1989). Recently, HMMs
have been applied to a variety of applications out-
side of speech recognition, such as handwriting
recognition (Nag et al., 1986; Kundu and Bahl,
1988) and fault-detection (Smyth, 1994). The
variants and extensions of HMMs also include
language models (Guyon and Pereira, 1995) and
econometrics (Garcia and Perron, 1996).

In order to properly capture more complex lin-
guistic phenomena, a variety of neural networks
have been proposed, such as neural probabilistic
language model (Bengio et al., 2006), recurrent
neural network (Mikolov et al., 2010) and recur-
sive neural tensor network (Socher et al., 2013).
As opposed to the work that only focuses on the
context of the sequential data, some studies have
been proposed to incorporate more general fea-
tures associated with the context. Ghahramani and
Jordan (1997) proposes a factorial HMMs method
and it has been successfully utilized in natural lan-
guage processing (Duh, 2005), computer vision
(Wang and Ji, 2005) and speech processing (Gael
etal., 2009). However, exact inference and param-
eter estimation in factorial HMMs is intractable,

thus the learning algorithm is difficult to imple-
ment and is limited to the study of real-valued data
sets.

3 The DMNN Model

In this section, we describe our general framework
for incorporating sequential data and an arbitrary
set of features into language modeling.

3.1 Generative model

Given a time sequence t = 1,2,3,...,n, we as-
sociate each time slice with an observation (s, uy)
and a state label y;. Here, s; represents the sen-
tence at time ¢, and u; represents additional fea-
tures. Additional features may include the author
of the sentence, the bag-of-word features and other
semantic features. The label y; is the item that we
want to predict. It might be the topic of the sen-
tence, or the sentiment of the author.

Given tuples (s, ug, ), it is natural to build a
supervised classification model to predict y;. Re-
current neural networks have been shown effective
in modeling temporal NLP data. However, due to
the depth of the time sequence, training a single
RNN is difficult. When the time sequence length
n is large, the RNN model suffers from many prac-
tical problems, including the vanishing gradient is-
sue which makes the training process inefficient.

We propose a Deep Markov Neural Network
(DMNN) model. The DMNN model introduces
a hidden state variable H; for each time slice. It
serves as an intermediate layer connecting the la-
bel y; and the observation (s, u;). These hidden
variables disentangle the correlation between neu-
ral networks for each sentence, but preserving time
series dependence. The time series dependence is
modeled by a Markov chain. In particular, we as-
sume that there is a labeling matrix L such that

P(y: = i|H: = j) = Lyj )

and a transition matrix 71" such that

P(Hit1 = i|H; = j) = Ty )

These two equations establish the relation be-
tween the hidden state and the labels. On the
other hand, we use a neural network model M to
model the relation between the hidden states and
the observations. The neural network model takes
(H—1, 8¢, ut) as input, and predict Hy as its out-
put. In particular, we use a logistic model to define

the probability:
33 p y



P(Ht =i|Ht,1,st,ut) X (3)
exp((wh, $(He—1)) + (Wi, p(ur)) + (wiN (s¢) + b))

The vectors wy, w,,, ws are linear combination
coefficients to be estimated. The functions ¢, ¢
and function N turn H;_{,u; and s; into fea-
turized vectors. Among these functions, we rec-
ommend choosing ¢(H;_1) to be a binary vector
whose H;_1-th coordinate is one and all other co-
ordinates are zeros. Both function ¢ and function
N are modeled by deep neural networks.

Since the sentence s; has varied lengths and
distinct structures, choosing an appropriate neural
network to extract the sentence-level feature is a
challenge task. In this paper, we choose N to be
the recursive autoencoder (Socher et al., 2011a),
which explicitly takes structure of the sentence
into account. The network for defining ¢ can be
a standard fully connect neural network.

3.2 Estimating Model Parameters

There are two sets of parameters to be estimated:
the parameters L, T’ for the Markov chain model,
and the parameters wy,, wy,, ws, @, N for the deep
neural networks. The training is performed in two
phases. In the first phase, the hidden states { H;}
are estimated based on the labels {y; }. The emis-
sion matrix L and the transition matrix 71" are es-
timated at the same time. This step can be done
by using the Baum-Welch algorithm (Baum et al.,
1970; Baum, 1972) for learning hidden Markov
models.

When the hidden states { H;} are obtained, the
second phase estimates the remaining parameters
for the neural network model in a supervised pre-
diction problem. First, we use available sentences
to train the structure of the recursive neural net-
work V. This step can be done without using other
information besides {s; }. After the structure of N
is given, the remaining task is to train a supervised
prediction model to predict the hidden state H; for
each time slice. In this final step, the parameters to
be estimated are wy,, w,,, wsand the weight coeffi-
cients in neural networks N and (. By maximiz-
ing the log-likelihood of the prediction, all model
parameters can be estimated by stochastic gradient
descent.

3.3 Prediction

The prediction procedure is a reverse of the train-
ing procedure. For prediction, we only have the

sentence s; and the additional feature u;. By equa-
tion (3), we use (s1,up) to predict Hi, then use
(Hy, s2,us2) to predict Ho. This procedure contin-
ues until we have reached H,,. Note that each H;
is a random variable. Equation (3) yields

P(H; =i|s,u) = » P(H: = ilst,us, He—1 = j)
i
P(Htfl :]|S,’U,) (4)
This recursive formula suggests inferring the
probability distribution P(H;|s,u) one by one,
starting from ¢ = 1 and terminate at ¢t = n. After

P(H|s,u) is available, we can infer the probabil-
ity distribution of y; as

P(ys =ils,u) =Y P(y: = i|H: = j)P(H; = j|s,u)

J

=Y LijP(H; = jls,u) ®)

J

which gives the prediction for the label of interest.

3.4 Application: Sentiment analysis in
conversation

Sentiment analysis for dialogues is a typical se-
quential data modeling problem.The sentiments
and topics expressed in a conversation affect
the interaction between dialogue participants
(Suin Kim, 2012). For example, given a user say
that “T have had a high fever for 3 days”, the user
may write back positive-sentiment response like “I
hope you feel better soon”, or it could be negative-
sentiment content when the response is “Sorry, but
you cannot join us today” (Hasegawa et al., 2013).
Incorporating the session’s sequential information
into sentiment analysis may improve the predic-
tion accuracy. Meanwhile, each participate in the
dialogue usually has specific sentiment polarities
towards different topics.

In this paper, the sequential labels available to
the framework include topics and sentiments. In
the training dataset, topics are obtained by run-
ning an LDA model, while the sentiment labels are
manually labeled. The feature includes the iden-
tity of the author. In the training phase, the hid-
den Markov model is trained on the sequential la-
bels, resulting in transition probabilities and hid-
den states at each time step. Then, the recursive
autoencoders (Socher et al., 2011a) is trained, tak-
ing words, the identity of the author and hidden
state at the previous time step as input, to predict
the hidden states at the present time step. The pro-
cedure is reversed in the testing phase: the neu-
Zal network predicts the hidden states using words



and the identity of the author, then the hidden
Markov model predicts the observation using hid-
den states.

4 Experiments

To evaluate our model, we conduct experiments
for sentiment analysis in conversations.

4.1 Datasets

We conduct experiments on both English and Chi-
nese datasets. The detailed properties of the
datasets are described as follow.

Twitter conversation (Twitter): The original
dataset is a collection of about 1.3 million conver-
sations drawn from Twitter by Ritter et al. (2010).
Each conversation contains between 2 and 243
posts. In our experiments, we filter the data by
keeping only the conversations of five or more
tweets. This results in 64,068 conversations con-
taining 542,866 tweets.

Sina Weibo conversation (Sina): since there is
no authoritative publicly available Chinese short-
text conversation corpus, we write a web crawler
to grab tweets from Sina Weibo, which is the
most popular Twitter-like microblogging website
in China!. Following the strategy used in (Rit-
ter et al., 2010), we crawled Sina Weibo for a 3
months period from September 2013 to Novem-
ber 2013. Filtering the conversations that contain
less than five posts, we get a Chinese conversa-
tion corpus with 5,921 conversations containing
37,282 tweets.

For both datasets, we set the ground truth of sen-
timent classification of tweets by using human an-
notation. Specifically, we randomly select 1000
conversations from each datasets, and then invite
three researchers who work on natural language
processing to label sentiment tag of each tweet
(i.e., positive, negative or neutral) manually. From
3 responses for each tweet, we measure the agree-
ment as the number of people who submitted the
same response. We measure the performance of
our framework using the tweets that satisfy at least
2 out of 3 agreement.

For both datasets, data preprocessing is per-
formed. The words about time, numeral words,
pronoun and punctuation are removed as they are
unrelated to the sentiment analysis task.

"http://weibo.com

Dataset | SVM | NBSVM | RAE | Mesnil’s | DMNN
Twitter | 0.572 0.624 0.639 0.650 0.682
Sina 0.548 0.612 0.598 0.626 0.652

Table 1: Three-way classification accuracy

4.2 Baseline methods

To evaluate the effectiveness of our framework
on the application of sentiment analysis, we com-
pare our approach with several baseline methods,
which we describe below:

SVM: Support Vector Machine is widely-used
baseline method to build sentiment classifiers
(Pang et al., 2002). In our experiment, 5000 words
with greatest information gain are chosen as fea-
tures, and we use the LibLinear’ to implement
SVM.

NBSVM: This is a state-of-the-art performer on
many sentiment classification datasets (Wang and
Manning, 2012). The model is run using the pub-
licly available code?.

RAE: Recursive Autoencoder (Socher et al.,
2011b) has been proven effective in many senti-
ment analysis tasks by learning compositionality
automatically. The RAE model is run using the
publicly available code* and we follow the same
setting as in (Socher et al., 2011b).

Mesnil’s method: This method is proposed in
(Mesnil et al., 2014), which achieves the strongest
results on movie reviews recently. It is a ensem-
ble of the generative technique and the discrimi-
native technique. We run this algorithm with pub-
licly available code °.

4.3 Experiment results

In our HMMs component, the number of hidden
states is 80. We randomly initialize the matrix
of state transition probabilities and the initial state
distribution between 0 and 1. The emission prob-
abilities are determined by Gaussian distributions.
In our recursive autoencoders component, we rep-
resent each words using 100-dimensional vectors.
The hyperparameter used for weighing reconstruc-
tion and cross-entropy error is 0.1.

For each dataset, we use 800 conversations as
the training data and the remaining are used for
testing. We summarize the experiment results in

http://www.csie.ntu.edu.tw/~cjlin/liblinear/
3http://nlp.stanford.edu/~sidaw
“https://github.com/sancha/jrae/zipball/stable
Shttps://github.com/mesnilgr/iclr15.
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Table 1. According to Table 1, the proposed ap-
proach significantly and consistently outperforms
other methods on both datasets. This verifies the
effectiveness of the proposed approach. For exam-
ple, the overall accuracy of our algorithm is 3.2%
higher than Mesnil’s method and 11.0% higher
than SVM on Twitter conversations dataset. For
the Sina Weibo dataset, we observe similar results.
The advantage of our model comes from its capa-
bility of exploring sequential information and in-
corporating an arbitrary number of factors of the
corpus.

5 Conclusion and Future Work

In this paper, we present a general framework
for incorporating sequential data into language
modeling. We demonstrate the effectiveness of
our method by applying it to a specific appli-
cation: predicting topics and sentiments in dia-
logues. Experiments on real data demonstrate that
our method is substantially more accurate than
previous methods.
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Abstract

Predicting the helpfulness of product re-
views is a key component of many e-
commerce tasks such as review ranking
and recommendation. However, previous
work mixed review helpfulness prediction
with those outer layer tasks. Using non-
text features, it leads to less transferable
models. This paper solves the problem
from a new angle by hypothesizing that
helpfulness is an internal property of text.
Purely using review text, we isolate re-
view helpfulness prediction from its outer
layer tasks, employ two interpretable se-
mantic features, and use human scoring
of helpfulness as ground truth. Experi-
mental results show that the two seman-
tic features can accurately predict helpful-
ness scores and greatly improve the per-
formance compared with using features
previously used. Cross-category test fur-
ther shows the models trained with seman-
tic features are easier to be generalized
to reviews of different product categories.
The models we built are also highly inter-
pretable and align well with human anno-
tations.

1 Introduction

Product reviews have influential impact to online
shopping as consumers tend to read product re-
views when finalizing purchase decisions (Duan et
al., 2008). However, a popular product usually has
too many reviews for a consumer to read. There-
fore, reviews need to be ranked and recommended
to consumers. In particular, review helpfulness
plays a critical role in review ranking and recom-
mendation (Ghose and Ipeirotis, 2011; Mudambi
and Schuff, 2010; Danescu-Niculescu-Mizil et al.,
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2009). The simple question ‘“Was this review help-
ful to you?” increases an estimated $2.7B revenue
to Amazon.com annually'.

However, existing literature solves helpfulness
prediction together with its outer layer task, the
review ranking (Kim et al., 2006; O’Mahony and
Smyth, 2010; Liu et al., 2008; Martin and Pu,
2014). Those studies use features not contribut-
ing to helpfulness, such as date (Liu et al., 2008),
or features making the model less transferable,
such as product type (Mudambi and Schuff, 2010).
Models built in these ways are also difficult to in-
terpret from linguistic perspective.

Therefore, it is necessary to isolate review help-
fulness prediction from its outer layer tasks and
formulate it as a new problem. In this way, mod-
els can be more robust and generalizable. Beyond
predicting whether a review is helpful, we can also
understand why it is helpful. In our approach, the
results can also facilitate many other tasks, such as
review summarization (Xiong and Litman, 2014)
and sentiment extraction (Hu and Liu, 2004).

Recent NLP studies reveal the connection be-
tween text style and its properties, include read-
ability (Agichtein et al., 2008), informative-
ness (Yang and Nenkova, 2014) and trustworthi-
ness (Pasternack and Roth, 2011) of text. Hence,
we hypothesize that helpfulness is also an under-
lying property of text.

To understand the essence of review text, we
leverage existing linguistic and psychological dic-
tionaries and represent reviews in semantic dimen-
sions. Two semantic features that are new to solv-
ing this problem, LIWC (Pennebaker et al., 2007)
and INQUIRER (Stone et al., 1962), are employed
in this work. The intuition behind is that people
usually embed semantic meanings, such as emo-
tion and reasoning, into text. For example, the re-

"http://www.uie.com/articles/
magicbehindamazon/
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view “With the incredible brightness of the main LED, this
light is visible from a distance on a sunny day at noon. 1S
more helpful than the review “I ordered an iPad, I
received an iPad. I got exactly what I ordered which makes
me satisfied. Thanks!” because the former mentions
user experience and functionality of the product
while the latter has emotional statements only.

Previous work approximates the ground truth of
helpfulness from users’ votes using “X of Y ap-
proach”: if X of Y users think a review is help-
ful, then the helpfulness score of the review is
the ratio X /Y. However, not many reviews have
statistically abundant votes, i.e., a very small Y.
Fewer than 20% of the reviews in Amazon Review
Dataset (McAuley and Leskovec, 2013) have at
least 5 votes (Table 1) while only 0.44% have 100+
votes. In addition, the review voting itself may be
biased (Danescu-Niculescu-Mizil et al., 2009; Cao
et al., 2011). Therefore, we proactively recruited
human annotators and let them score the helpful-
ness of reviews in our dataset.

We model the problem of predicting review
helpfulness score as a regression problem. Ex-
perimental results show that it is feasible to use
text-only features to accurately predict helpful-
ness scores. The two semantic features signifi-
cantly outperform baseline features used in previ-
ous work. In cross-category test, the two semantic
features show good transferability. To interpret the
models, we analyze the semantic features and find
that Psychological Process plays an important role
in review text helpfulness. Words reflecting think-
ing and understanding are more related to helpful
reviews while emotional words are not. Lastly, we
validate the models trained on “X of Y approach”
data on human annotated data and achieve highly
correlated prediction.

2 Dataset

Two subsets of reviews are constructed from Ama-
zon Review Dataset (McAuley and Leskovec,
2013), which includes nearly 35 million reviews
from Amazon.com between 1995 and 2013. A
subset of 696,696 reviews from 4 categories:
Books, Home (home and kitchen), Outdoors and
Electronics, are chosen in this research. For each
category, we select the top 100 products with the
most reviews and then include all reviews related
to the selected products for analysis. Each review
comes with users’ helpfulness votes and hence
helpfulness score can be approximated using “X
of Y approach.” Finally, 115,880 reviews, each of
which has at least 5 votes, form the automatic la-
beled dataset (Table 1).
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Table 1: Number of Reviews for Each Category

Category | Total number | Number of reviews
of reviews with at least 5 votes, se-
lected for experiments

Books 391,666 81,014 (20.7%)

Home 116,194 13,331 (11.5%)
Outdoors | 52,838 6,158 (11.7%)
Electronics | 135,998 15,377 (11.3%)

Overall 696,696 115,880 (16.6%)

In addition, we also create the human labeled
dataset. As mentioned earlier, the X of Y ap-
proach may not be a good approximation to help-
fulness. A better option is human scoring. We
randomly select 400 reviews outside of the au-
tomatic labeled dataset, 100 from each category.
Eight students annotated these reviews in a fash-
ion similar to that in (Bard et al., 1996) by as-
signing real-value scores (€ [0,100]) to each re-
view. Review text was the only information given
to them. The average helpfulness score of all
valid annotations is used as the ground truth for
each review. We have released the human annota-
tion data at https://sites.google.com/
site/forrestbao/acl_data.tar.bz2.

3 Features

Driven by the hypothesis that helpfulness is an un-
derlying feature of text itself, we consider text-
based features only. Features used in previous re-
lated work, namely Structure (STR) (Kim et al.,
2006; Xiong and Litman, 2011), Unigram (Kim et
al., 2006; Xiong and Litman, 2011; Agarwal et al.,
2011) and GALC emotion (Martin and Pu, 2014),
are considered as baselines.

We then introduce two semantic features LIWC
and General Inquirer INQUIRER) for easy map-
ping from text to human sense, including emo-
tions, writing styles, etc. Our rationale for the
two semantic features is that a helpful review in-
cludes opinions, analyses, emotions and personal
experiences, etc. These two features have been
proven effective in other semantic analysis tasks
and hence we are here giving them a try for study-
ing review helpfulness. We leave the study of us-
ing more sophisticated features like syntactic and
discourse representations to future work. All fea-
tures except UGR are independent of training data.

STR Following the (Xiong and Litman, 2011),
we use the following structural features: total
number of tokens, total number of sentences, av-
erage length of sentences, number of exclamation
marks, and the percentage of question sentences.



UGR Unigram feature has been demonstrated
as a very reliable feature for review helpfulness
prediction in previous work. We build a vocab-
ulary with all stopwords and non-frequent words
(df < 3) removed. Each review is represented by
the vocabulary with ¢ f — idf weighting for each
appeared term.

GALC (Geneva Affect Label Coder) (Scherer,
2005) proposes to recognize 36 effective states
commonly distinguished by words. Similar to
(Martin and Pu, 2014), we construct a feature
vector with the number of occurrences of each
emotion plus one additional dimension for non-
emotional words.

LIWC (Linguistic Inquiry and Word Count)
(Pennebaker et al., 2007) is a dictionary which
helps users to determine the degree that any text
uses positive or negative emotions, self-references
and other language dimensions. Each word in
LIWC is assigned 1 or O for each language dimen-
sion. For each review, we sum up the values of all
words for each dimension. Eventually each review
is represented by a histogram of language dimen-
sions. We employ the LIWC2007 English dictio-
nary which contains 4,553 words with 64 dimen-
sions in our experiments.

INQUIRER General Inquirer (Stone et al.,
1962) is a dictionary in which words are grouped
in categories. It is basically a mapping tool which
maps each word to some semantic tags, e.g., ab-
surd is mapped to tags NEG and VICE. The dic-
tionary contains 182 categories and a total of 7,444
words. Like for LIWC representation, we compute
the histogram of categories for each review.

4 Experiments

Up to this point, we are very interested in first
whether a prediction model learned for one cat-
egory can be generalized to a new category, and
second what elements make a review helpful. In
other words, we want to know the robustness of
our approach and the underlying reasons.

In this section we will evaluate the effectiveness
of each of the features as well as the combination
of them. For convenience, we use Fusiongemantic
to denote the combination of GALC, LIWC and
INQUIRER, and Fusion,4;; to denote the combi-
nation of all features. Because STR and UGR are
widely used in previous work, we use them as two
baselines. GALC has been introduced for this task
as an emotion feature before, so we use it as the
third baseline. STR, URG and GALC are used as
3 baselines. For predicting helpfulness scores, we
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use SVM regressor with RBF kernel provided by
LibSVM (Chang and Lin, 2011).

Two kinds of labels are used: automatic labels
obtained in “X of Y approach” from votes, and
human labels made by human annotators. Per-
formance is evaluated by Root Mean Square Er-
ror (RMSE) and Pearson’s correlation coefficients.
Ten-fold cross-validation is performed for all ex-
periments.

4.1 Results using Automatic Labels

Before studying the transferability of models, we
first need to make sure that models work well on
reviews of products of the same category.

4.1.1 RMSE

RMSE and correlation coefficient using automatic
labels are given in Table 2 and Table 3 respec-
tively. Each row corresponds to the model trained
by a feature or a combination of features, while
each column corresponds to one product category.
The lowest RMSE achieved using every single fea-
ture in each category is marked in bold.

The two newly employed semantic features,
LIWC and INQUIRER, have 8% lower RMSE
on average than UGR, the best baseline feature.
Fusiony;; has the best overall RMSE, ranging
from 0.200 to 0.265. Fusiongemantic has the sec-
ond best performance on average. It achieves the
lowest RMSE in Books category.

Table 2: RMSE (the lower the better) using auto-
matic labels

Books Home Outdoors Electro. | Average

STR 0.239 0.289 0314 0.307 | 0.287
UGR 0.242 0.260 0.284  0.286 | 0.268
GALC 0.266 0290 0310 0.308 | 0.365
LIWC 0.188 0.256 0.279  0.278 | 0.250
INQUIRER |0.193 0.248 0.274  0.273 | 0.247
Fusionsemantic | 0.187 0.248 0.272  0.268 | 0.244
Fusion ay 0.200 0.247 0.261  0.265 | 0.243

Table 3: Correlation coefficients (the higher the
better) using automatic labels. All correlations are
highly significant, with p < 0.001.

Books Home Outdoors Electronics

STR 0.500 0.280 0.333 0.351
UGR 0.507 0.467  0.458 0.471
GALC 0.239 0216 0.255 0.274
LIWC 0.742 0439 0424 0.475
INQUIRER | 0.720 0.487 0.455 0.498
Fusionsemantic | 0.744 0.490  0.467 0.527
Fusion 4y; 0.682 0.525 0.535 0.539

4.1.2 Correlation Coefficient

In line with RMSE measurements, the seman-
tic feature based models outperform the baseline



features in terms of correlation coefficient (Ta-
ble 3). In each category, the highest correla-
tion coefficient is achieved by using LIWC or
INQUIRER, with only one exception (Outdoors).
The two fusion models further improve the re-
sults. Fusiongemantic has the highest coefficients
in Books category while Fusion 4;; has the highest
coefficients in other 3 categories.

4.2 Cross Category Test

One motivation of introducing semantic features
is that, unlike UGR which is category-dependent,
they can be more transferable. To validate the
transferability of semantic features, we perform
cross category test by using the model trained from
one category to predict the helpfulness scores of
reviews in other categories. GALC is excluded in
this analysis due to its poor performance earlier.
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Figure 1: Normalized cross-category correlation
coefficients

Model transferability from Category A to Cate-
gory B cannot be measured simply by the perfor-
mance when using A as the training set and B as
the test set. Instead, it should be compared rela-
tively with the performance when using A as both
the training and test sets. There are 4 categories
in our dataset, and the performances on the 4 cate-
gories vary (Tables 2 and 3). In order to provide a
fair comparison, we normalize cross-category cor-
relation coefficients by the corresponding same-
category ones, i.e., cross-category correlation co-
efficient / correlation coefficient on training cate-
gory. For example, the 3 cross-category correla-
tion coefficients of using Books category as train-
ing set are all normalized by the correlation coef-
ficient when using Books as both training and test
sets earlier. A normalized correlation coefficient
of 0 means the prediction on the test category is
random, and thus the model has no transferabil-
ity, while 1 means as accurate as predicting on the
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training category, and thus the model is fully trans-
ferable.

Results on transferrability are visualized in Fig-
ure 1 with same-category correlation coefficients
ignored as they are always 1. Correlation coef-
ficients of 4 features are clustered for each pair
of training and testing categories and are color-
coded.

It is shown that INQUIRER and STR are two
best features in cross category test, leading in most
of the category pairs. LIWC follows, achieving at
least 70% of the same-category correlation coeffi-
cients in most cases. The UGR feature, however,
performs poorly in this test. In most cases, the cor-
relation coefficients have been halved, compared
with same-category results.

According to the results, we can conclude that
semantic features are accurate and transferable,
UGR is accurate but is not transferable, and STR
is transferable but not accurate enough (Figure 2).

Transferable

Accurate

Figure 2: Classification of features based on ex-
perimental results

4.3 What Makes a Review Helpful: A
Semantic Interpretation

LIWC and INQUIRER not only have better per-
formances than previously used features but also
provide us a good semantic interpretation to what
makes a review helpful. We analyze the correla-
tion coefficients between helpfulness and each lan-
guage dimension in the two dictionaries. The top 5
language dimensions that are mostly correlated to
helpfulness from LIWC and INQUIRER are given
in Figure 3.

The top 5 dimensions from LIWC are: Rel-
ativ (Relativity), Time, Incl (Inclusive), Posemo
(Positive Emotion), and Cogmech (Cognitive Pro-
cesses). All of them belong to Psychological Pro-
cesses categories in LIWC, indicating that people
are more thoughtful when writing a helpful review.

The top 5 dimensions from INQUIRER are:
Vary, Begin, Exert, Vice and Undrst. Words with



Vary, Begin or Exert tags belong to process or
change words, such as start, happen and break.
Vice tag contains words indicating an assess-
ment of moral disapproval or misfortune.Undrst
(Understated) tag contains words indicating de-
emphasis and caution in these realms, which often
reflects the lack of emotional expressiveness. Ac-
cordingly, we can infer that consumers perfer crit-
ical reviews with personal experience and a lack
of emotion.

LIWC Dimensions

0.3
0.25
02 —— . - . HERelativ
W Time
0.15
Incl
0.1 1 I I & Posemo
0.05 B Cogmech
0
Book Home Outdoor Electronic
INQUIRER Categories
0.3
0.25
0.2 W Vary
W Undrst
1
015 j Vice
0.1 - & Begin
0.05 Exert

Book Home Outdoor Electronic

Figure 3: Language dimensions with highest cor-
relation coefficients. Top: LIWC’s; Bottom: IN-
QUIRER’s.

The discovery that helpful reviews are less emo-
tional is consistent with the weak performance of
GALC (Tables 2, 3 and 4), which is emotion fo-
cused. However, we notice that one of the top
5 dimensions in LIWC, PosEmo, is an emotional
feature. This is partially because some words ap-
pear in both emotional and rational expressions,
such as LIWC PosEmo words: love, nice, sweet.
For example, the sentence “I used to love linksys, but
my experience with several of their products makes me se-
riously think that their quality is suspect” 1S a rational
statement. But the word “love” appears in it.

4.4 Prediction Results on Human Labels

A better ground truth for helpfulness is human rat-
ing. We further evaluate the prediction models on
human annotated data to evaluate whether the pre-
dictions indeed align with human perceptions of
review helpfulness by reading text only.
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The model we built indeed aligns with human
perceptions of review helpfulness when text is the
only data. Table 4 shows the correlation coef-
ficients between the predicted scores and human
annotated scores. INQUIRER is the best feature,
leading in 3 of 4 categories. It is followed by UGR
and LIWC, which show comparable results.

Table 4: Correlation coefficients between pre-
dicted scores and human annotation, *: p < 0.001.

Books Home Outdoors Electronics

STR 0.539% 0.522*% 0.471* 0.635*
UGR 0.607* 0.560* 0.579* 0.626*
GALC 0.214 0.405* 0.156 0.418*
LIWC 0.524* 0.553* 0.517* 0.702*
INQUIRER | 0.620* 0.662* 0.620* 0.676*
Fusionsemantic | 0.556% 0.680%  0.569% 0.603*
Fusion 4y; 0.610* 0.801* 0.698* 0.768*

For Fusion 4;; models, correlation coefficients
are about or over 0.7 in 3 of 4 categories, indi-
cating the successful prediction. The only excep-
tion is on Books category. We notice that reviews
in Books are more subjective. Therefore, in Books
reviews, consumers are more influenced by factors
outside of the text, e.g., personal preference on the
book. In this case, the approximate scores used in
training may not reflect the real text helpfulness.
This observation echoes with our speculation that
the “X of Y approach” may not always be a good
approximation for helpfulness due to the subjec-
tivity. We will leave the analysis to this as a future
work.

5 Conclusion

In this paper, we formulate a new problem which
is an important component of many tasks about
online product reviews: predicting the helpfulness
of review text. We hypothesize that helpfulness
is an underlying property of text and isolate help-
fulness prediction from its outer layer problems,
such as review ranking. Introducing two seman-
tic features, which have been shown effective in
other NLP tasks, we achieve more accurate and
transferable prediction than using features used in
existing related work. The ground truth is pro-
vided by votes on massive Amazon product re-
views. We further explore a semantic interpreta-
tion to reviews’ helpfulness that helpful reviews
exhibit more reasoning and experience and less
emotion. The results are further validated on hu-
man scoring to helpfulness.
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Abstract

There have been many recent advances
in the structure and measurement of dis-
tributed language models: those that map
from words to a vector-space that is rich in
information about word choice and com-
position. This vector-space is the dis-
tributed language representation.

The goal of this note is to point out
that any distributed representation can be
turned into a classifier through inversion
via Bayes rule. The approach is simple
and modular, in that it will work with
any language representation whose train-
ing can be formulated as optimizing a
probability model. In our application to 2
million sentences from Yelp reviews, we
also find that it performs as well as or bet-
ter than complex purpose-built algorithms.

1 Introduction

Distributed, or vector-space, language representa-
tions V consist of a location, or embedding, for
every vocabulary word in R¥, where K is the di-
mension of the latent representation space. These
locations are learned to optimize, perhaps approx-
imately, an objective function defined on the origi-
nal text such as a likelihood for word occurrences.

A popular example is the Word2Vec machinery
of Mikolov et al. (2013). This trains the distributed
representation to be useful as an input layer for
prediction of words from their neighbors in a Skip-
gram likelihood. That is, to maximize

t+b

>

)

log pV(wsj ’ wst)

summed across all words wy; in all sentences wg,
where b is the skip-gram window (truncated by the
ends of the sentence) and py (wgj|wg) is a neural
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network classifier that takes vector representations
for wy; and w,; as input (see Section 2).

Distributed language representations have been
studied since the early work on neural networks
(Rumelhart et al., 1986) and have long been ap-
plied in natural language processing (Morin and
Bengio, 2005). The models are generating much
recent interest due to the large performance gains
from the newer systems, including Word2Vec and
the Glove model of Pennington et al. (2014), ob-
served in, e.g., word prediction, word analogy
identification, and named entity recognition.

Given the success of these new models, re-
searchers have begun searching for ways to adapt
the representations for use in document classifica-
tion tasks such as sentiment prediction or author
identification. One naive approach is to use ag-
gregated word vectors across a document (e.g., a
document’s average word-vector location) as input
to a standard classifier (e.g., logistic regression).
However, a document is actually an ordered path
of locations through R, and simple averaging de-
stroys much of the available information.

More sophisticated aggregation is proposed in
Socher et al. (2011; 2013), where recursive neu-
ral networks are used to combine the word vectors
through the estimated parse tree for each sentence.
Alternatively, Le and Mikolov’s Doc2Vec (2014)
adds document labels to the conditioning set in (1)
and has them influence the skip-gram likelihood
through a latent input vector location in V. In each
case, the end product is a distributed representa-
tion for every sentence (or document for Doc2Vec)
that can be used as input to a generic classifier.

1.1 Bayesian Inversion

These approaches all add considerable model and
estimation complexity to the original underlying
distributed representation. We are proposing a
simple alternative that turns fitted distributed lan-
guage representations into document classifiers
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without any additional modeling or estimation.

Write the probability model that the represen-
tation V has been trained to optimize (likeli-
hood maximize) as py(d), where document d =
{w1,...wg} is a set of sentences — ordered vectors
of word identities. For example, in Word2Vec the
skip-gram likelihood in (1) yields

t+b
logpy(d) =>_>" > logpy,(ws | wst).
st gt j=t—b

2)
Even when such a likelihood is not explicit it will
be implied by the objective function that is opti-
mized during training.

Now suppose that your training documents are
grouped by class label, y € {1...C}. We can
train separate distributed language representations
for each set of documents as partitioned by y;
for example, fit Word2 Vec independently on each
sub-corpus D, = {d; : y; = ¢} and obtain the
labeled distributed representation map V.. A new
document d has probability py, (d) if we treat it as
a member of class ¢, and Bayes rule implies

by, (d) Ty
Pyld) = =+ — 3)
VD=5 (@
where 7. is our prior probability on class label c.
Thus distributed language representations

trained separately for each class label yield
directly a document classification rule via (3).
This approach has a number of attractive qualities.

Simplicity: The inversion strategy works for any
model of language that can (or its training can) be
interpreted as a probabilistic model. This makes
for easy implementation in systems that are al-
ready engineered to fit such language represen-
tations, leading to faster deployment and lower
development costs. The strategy is also inter-
pretable: whatever intuition one has about the dis-
tributed language model can be applied directly to
the inversion-based classification rule. Inversion
adds a plausible model for reader understanding
on top of any given language representation.

Scalability: when working with massive corpora
it is often useful to split the data into blocks as part
of distributed computing strategies. Our model of
classification via inversion provides a convenient
top-level partitioning of the data. An efficient sys-
tem could fit separate by-class language represen-
tations, which will provide for document classi-
fication as in this article as well as class-specific
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answers for NLP tasks such as word prediction or
analogy. When one wishes to treat a document as
unlabeled, NLP tasks can be answered through en-
semble aggregation of the class-specific answers.

Performance: We find that, in our examples, in-
version of Word2Vec yields lower misclassifica-
tion rates than both Doc2Vec-based classification
and the multinomial inverse regression (MNIR) of
Taddy (2013b). We did not anticipate such out-
right performance gain. Moreover, we expect that
with calibration (i.e., through cross-validation)
of the many various tuning parameters available
when fitting both Word and Doc 2Vec the perfor-
mance results will change. Indeed, we find that all
methods are often outperformed by phrase-count
logistic regression with rare-feature up-weighting
and carefully chosen regularization. However, the
out-of-the-box performance of Word2Vec inver-
sion argues for its consideration as a simple default
in document classification.

In the remainder, we outline classification
through inversion of a specific Word2Vec model
and illustrate the ideas in classification of Yelp
reviews. The implementation requires only a
small extension of the popular gensim python
library (Rehurek and Sojka, 2010); the ex-
tended library as well as code to reproduce
all of the results in this paper are available
on github. In addition, the yelp data is
publicly available as part of the correspond-
ing data mining contest at kaggle.com. See
github.com/taddylab/deepir for detail.

2 Implementation

Word2Vec trains V to maximize the skip-gram
likelihood based on (1). We work with the Huff-
man softmax specification (Mikolov et al., 2013),
which includes a pre-processing step to encode
each vocabulary word in its representation via a
binary Huffman tree (see Figure 1).

Each individual probability is then

L(w)—
H O'(Ch (w,j+1)]u (w])th)

“4)
where n(w, 1) is the i*" node in the Huffman tree
path, of length L(w), for word w; o(z) = 1/(1 +
exp[—x]); and ch(n) € {—1,+1} translates from
whether 7 is a left or right child to +/- 1. Every
word thus has both input and output vector coor-
dinates, vy and [ (1) * * * Uy, L(w)))- Typically,

v(w|wy) =



00 Hello 4
0
0l No 3 —! 7 T
B 18
1
0 ]
10 Thanks 6 6 7
1
11 Buddy 5 5

Figure 1: Binary Huffman encoding of a 4 word
vocabulary, based upon 18 total utterances. At
each step proceeding from left to right the two
nodes with lowest count are combined into a par-
ent node. Binary encodings are read back off of
the splits moving from right to left.

only the input space V = [vy, - -+ Vy,], for a p-
word vocabulary, is reported as the language rep-
resentation — these vectors are used as input for
NLP tasks. However, the full representation V in-
cludes mapping from each word to both V and U.
We apply the gensim python implementation
of Word2Vec, which fits the model via stochastic
gradient descent (SGD), under default specifica-
tion. This includes a vector space of dimension
K =100 and a skip-gram window of size b = 5.

2.1 Word2Vec Inversion

Given Word2Vec trained on each of C' class-
specific corpora D; ... D¢, leading to C' distinct
language representations Vj ... V¢, classification
for new documents is straightforward. Consider
the S-sentence document d: each sentence wy is
given a probability under each representation V.
by applying the calculations in (1) and (4). This
leads to the S' x C matrix of sentence probabilities,
py, (W), and document probabilities are obtained

1
pv.(d) = 5 > py.(ws). (5)

Finally, class probabilities are calculated via
Bayes rule as in (3). We use priors 7. = 1/C, so
that classification proceeds by assigning the class

g = argmax, py,(d). (6)

3 Illustration

We consider a corpus of reviews provided by Yelp
for a contest on kaggle.com. The text is tok-
enized simply by converting to lowercase before
splitting on punctuation and white-space. The
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training data are 230,000 reviews containing more
than 2 million sentences. Each review is marked
by a number of stars, from 1 to 5, and we fit
separate Word2Vec representations V; ... Vs for
the documents at each star rating. The valida-
tion data consist of 23,000 reviews, and we ap-
ply the inversion technique of Section 2 to score
each validation document d with class probabili-
ties q = [q1 - - - g5], where g. = p(c|d).

The probabilities will be used in three different
classification tasks; for reviews as

a. negative at 1-2 stars, or positive at 3-5 stars;
b. negative 1-2, neutral 3, or positive 4-5 stars;
c. corresponding to each of 1 to 5 stars.

In each case, classification proceeds by sum-
ming across the relevant sub-class probabilities.
For example, in task a, p(positive) = g3 +
q4 + q5. Note that the same five fitted Word2Vec
representations are used for each task.

We consider a set of related comparator tech-
niques. In each case, some document repre-
sentation (e.g., phrase counts or Doc2Vec vec-
tors) is used as input to logistic regression pre-
diction of the associated review rating. The lo-
gistic regressions are fit under L regularization
with the penalties weighted by feature standard
deviation (which, e.g., up-weights rare phrases)
and selected according to the corrected AICc cri-
teria (Flynn et al., 2013) via the gamlr R pack-
age of Taddy (2014). For multi-class tasks b-c,
we use distributed Multinomial regression (DMR;
Taddy 2015) via the distrom R package. DMR
fits multinomial logistic regression in a factorized
representation wherein one estimates independent
Poisson linear models for each response category.
Document representations and logistic regressions
are always trained using only the training corpus.

Doc2Vec is also fit via gensim, using the same
latent space specification as for Word2Vec: K =
100 and b = 5. As recommended in the doc-
umentation, we apply repeated SGD over 20 re-
orderings of each corpus (for comparability, this
was also done when fitting Word2Vec). Le and
Mikolov provide two alternative Doc2Vec specifi-
cations: distributed memory (DM) and distributed
bag-of-words (DBOW). We fit both. Vector rep-
resentations for validation documents are trained
without updating the word-vector elements, lead-
ing to 100 dimensional vectors for each docu-
ment for each of DM and DCBOW. We input
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Figure 2: Out-of-Sample fitted probabilities of a review being positive (having greater than 2 stars) as a
function of the true number of review stars. Box widths are proportional to number of observations in
each class; roughly 10% of reviews have each of 1-3 stars, while 30% have 4 stars and 40% have 5 stars.

each, as well as the combined 200 dimensional
DM-+DBOW representation, to logistic regression.

Phrase regression applies logistic regression of re-
sponse classes directly onto counts for short 1-2
word ‘phrases’. The phrases are obtained using
gensim’s phrase builder, which simply combines
highly probable pairings; e.g., first_date and
chicken_wing are two pairings in this corpus.

MNIR, the multinomial inverse regression of
Taddy (2013a; 2013b; 2015) is applied as im-
plemented in the textir package for R. MNIR
maps from text to the class-space of inter-
est through a multinomial logistic regression of
phrase counts onto variables relevant to the class-
space. We apply MNIR to the same set of 1-2
word phrases used in phrase regression. Here, we
regress phrase counts onto stars expressed numeri-
cally and as a 5-dimensional indicator vector, lead-
ing to a 6-feature multinomial logistic regression.
The MNIR procedure then uses the 6 x p matrix of
feature-phrase regression coefficients to map from
phrase-count to feature space, resulting in 6 di-
mensional ‘sufficient reduction’ statistics for each
document. These are input to logistic regression.

Word2Vec aggregation averages fitted word rep-
resentations for a single Word2Vec trained on all
sentences to obtain a fixed-length feature vector
for each review (K = 100, as for inversion). This
vector is then input to logistic regression.

3.1 Results

Misclassification rates for each task on the valida-
tion set are reported in Table 1. Simple phrase-
count regression is consistently the strongest per-
former, bested only by Word2Vec inversion on
task b. This is partially due to the relative strengths
of discriminative (e.g., logistic regression) vs gen-
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a (NP) b(NNP) c(1-5)
W2V inversion | .099 189 435
Phrase regression | .084 200 410
D2V DBOW | .144 282 496
D2VDM | .179 .306 .549
D2V combined | .148 . 284 .500
MNIR | .095 254 480
W2V aggregation | .118 248 461

Table 1: Out-of-sample misclassification rates.

erative (e.g., all others here) classifiers: given
a large amount of training text, asymptotic effi-
ciency of logistic regression will start to work in
its favor over the finite sample advantages of a
generative classifier (Ng and Jordan, 2002; Taddy,
2013c). However, the comparison is also unfair
to Word2Vec and Doc2Vec: both phrase regres-
sion and MNIR are optimized exactly under AICc
selected penalty, while Word and Doc 2Vec have
only been approximately optimized under a sin-
gle specification. The distributed representations
should improve with some careful engineering.

Word2Vec inversion outperforms the other doc-
ument representation-based alternatives (except,
by a narrow margin, MNIR in task a). Doc2Vec
under DBOW specification and MNIR both do
worse, but not by a large margin. In contrast to
Le and Mikolov, we find here that the Doc2Vec
DM model does much worse than DBOW. Re-
gression onto simple within- document aggrega-
tions of Word2Vec perform slightly better than any
Doc2Vec option (but not as well as the Word2Vec
inversion). This again contrasts the results of Le
and Mikolov and we suspect that the more com-
plex Doc2Vec model would benefit from a careful



tuning of the SGD optimization routine.'

Looking at the fitted probabilities in detail we
see that Word2Vec inversion provides a more use-
ful document ranking than any comparator (in-
cluding phrase regression). For example, Figure
2 shows the probabilities of a review being ‘pos-
itive’ in task a as a function of the true star rat-
ing for each validation review. Although phrase
regression does slightly better in terms of misclas-
sification rate, it does so at the cost of classifying
many terrible (1 star) reviews as positive. This oc-
curs because 1-2 star reviews are more rare than 3-
5 star reviews and because words of emphasis (e.g.
very, completely, and !!!) are used both
in very bad and in very good reviews. Word2Vec
inversion is the only method that yields positive-
document probabilities that are clearly increasing
in distribution with the true star rating. It is not dif-
ficult to envision a misclassification cost structure
that favors such nicely ordered probabilities.

4 Discussion

The goal of this note is to point out inversion as an
option for turning distributed language representa-
tions into classification rules. We are not arguing
for the supremacy of Word2Vec inversion in par-
ticular, and the approach should work well with al-
ternative representations (e.g., Glove). Moreover,
we are not even arguing that it will always outper-
form purpose-built classification tools. However,
it is a simple, scalable, interpretable, and effective
option for classification whenever you are working
with such distributed representations.
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Abstract

We explore using relevant tweets of a
given news article to help sentence com-
pression for generating compressive news
highlights. We extend an unsupervised
dependency-tree based sentence compres-
sion approach by incorporating tweet in-
formation to weight the tree edge in terms
of informativeness and syntactic impor-
tance. The experimental results on a pub-
lic corpus that contains both news arti-
cles and relevant tweets show that our pro-
posed tweets guided sentence compres-
sion method can improve the summariza-
tion performance significantly compared
to the baseline generic sentence compres-
sion method.

1 Introduction

“Story highlights” of news articles are provided
by only a few news websites such as CNN.com.
The highlights typically consist of three or four
succinct itemized sentences for readers to quickly
capture the gist of the document, and can dramat-
ically reduce reader’s information load. A high-
light sentence is usually much shorter than its orig-
inal corresponding news sentence; therefore ap-
plying extractive summarization methods directly
to sentences in a news article is not enough to gen-
erate high quality highlights.

Sentence compression aims to retain the most
important information of an original sentence in a
shorter form while being grammatical at the same
time. Previous research has shown the effective-
ness of sentence compression for automatic doc-
ument summarization (Knight and Marcu, 2000;
Lin, 2003; Galanis and Androutsopoulos, 2010;
Chali and Hasan, 2012; Wang et al., 2013; Li et
al., 2013; Qian and Liu, 2013; Li et al., 2014). The
compressed summaries can be generated through
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a pipeline approach that combines a generic sen-
tence compression model with a summary sen-
tence pre-selection or post-selection step. Prior
studies have mostly used the generic sentence
compression approaches, however, a generic com-
pression system may not be the best fit for the
summarization purpose because it does not take
into account the summarization task in the com-
pression module. Li et al. (2013) thus proposed a
summary guided compression method to address
this problem and showed the effectiveness of their
method. But this approach relied heavily on the
training data, thus has the limitation of domain
generalization.

Instead of using a manually generated corpus,
we investigate using existing external sources to
guide sentence compression for the purpose of
compressive news highlights generation. Nowa-
days it becomes more and more common that
users share interesting news content via Twitter to-
gether with their comments. The availability of
cross-media information provides new opportuni-
ties for traditional tasks of Natural Language Pro-
cessing (Zhao et al., 2011; Subasi¢ and Berendt,
2011; Gao et al.,, 2012; Kothari et al., 2013;
§tajner et al., 2013). In this paper, we propose to
use relevant tweets of a news article to guide the
sentence compression process in a pipeline frame-
work for generating compressive news highlights.
This is a pioneer study for using such parallel data
to guide sentence compression for document sum-
marization.

Our work shares some similar ideas with (Wei
and Gao, 2014; Wei and Gao, 2015). They also
attempted to use tweets to help news highlights
generation. Wei and Gao (2014) derived external
features based on the relevant tweet collection to
assist the ranking of the original sentences for ex-
tractive summarization in a fashion of supervised
machine learning. Wei and Gao (2015) proposed a
graph-based approach to simultaneously rank the
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original news sentences and relevant tweets in an
unsupervised way. Both of them focused on using
tweets to help sentence extraction while we lever-
age tweet information to guide sentence compres-
sion for compressive summary generation.

We extend an unsupervised dependency-tree
based sentence compression approach to incorpo-
rate tweet information from the aspects of both in-
formativeness and syntactic importance to weight
the tree edge. We evaluate our method on a public
corpus that contains both news articles and rele-
vant tweets. The result shows that generic com-
pression hurts the performance of highlights gen-
eration, while sentence compression guided by
relevant tweets of the news article can improve the
performance.

2 Framework

We adopt a pipeline approach for compressive
news highlights generation. The framework in-
tegrates a sentence extraction component and a
post-sentence compression component. Each is
described below.

2.1 Tweets Involved Sentence Extraction

We use LexRank (Erkan and Radev, 2004) as the
baseline to select the salient sentences in a news
article. This baseline is an unsupervised extractive
summarization approach and has been proved to
be effective for the summarization task.

Besides LexRank, we also use Heterogeneous
Graph Random Walk (HGRW) (Wei and Gao,
2015) to incorporate relevant tweet information
to extract news sentences. In this model, an
undirected similarity graph is created, similar to
LexRank. However, the graph is heterogeneous,
with two types of nodes for the news sentences and
tweets respectively.

Suppose we have a sentence set S and a tweet
set T'. By considering the similarity between the
same type of nodes and cross types, the score of a
news sentence s is computed as follows:

d sim(s, m)
s) = —d € = ., pm
PO = 537 TA-d { 26; S sim(s,0) ¢ )]
(1)
sim(s, n)
tl-d) |1-¢ > =———"———=p(n)
{ nESN s} 2mveS\{s} sim(s,0) " ]

where N and M are the size of S and 7', respec-
tively, d is a damping factor, sim(x, y) is the simi-
larity function, and the parameter € is used to con-
trol the contribution of relevant tweets. For a tweet
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node ¢, its score can be computed similarly. Both
d and sim(z,y) are computed following the setup
of LexRank, where sim(z,y) is computed as co-
sine similarity:

S wew.y thw et fuw,y(idfu)?

sim(a, y) =

VEwsen twpwidfu,)® X [T e, W, yidfun,)?
@

where t fy, .. is the number of occurrences of word
w in instance z, idf,, is the inverse document fre-
quency of word w in the dataset. In our task, each
sentence or tweet is treated as a document to com-
pute the IDF value.

Although both types of nodes can be ranked in
this framework, we only output the top news sen-
tences as the highlights, and the input to the sub-
sequent compression component.

2.2 Dependency Tree Based Sentence
Compression

We use an unsupervised dependency tree based
compression framework (Filippova and Strube,
2008) as our baseline. This method achieved a
higher F-score (Riezler et al., 2003) than other sys-
tems on the Edinburgh corpus (Clarke and Lap-
ata, 2006). We will introduce the baseline in this
part and describe our extended model that lever-
ages tweet information in the next subsection.
The sentence compression task can be defined
as follows: given a sentence s, consisting of words
w1, W3, ..., W, identify a subset of the words of
s, such that it is grammatical and preserves es-
sential information of s. In the baseline frame-
work, a dependency graph for an original sentence
is first generated and then the compression is done
by deleting edges of the dependency graph. The
goal is to find a subtree with the highest score:

f(X) = Z Te X Winfo(€) X wsyn(€)

eckE

3

where x. is a binary variable, indicating whether
a directed dependency edge e is kept (x. is 1) or
removed (z. is 0), and E is the set of edges in the
dependency graph. The weighting of edge e con-
siders both its syntactic importance (wgyn(€)) as
well as the informativeness (wjy, fo(€)). Suppose
edge e is pointed from head /4 to node n with de-
pendency label /, both weights can be computed
from a background news corpus as:

Psummary (n)

4
Particle (n) ( )

winfo(e) -



Weyn(e) = P(l|h) ®))

where Psummary(n) and Pyytice(n) are the uni-
gram probabilities of word n in the two language
models trained on human generated summaries
and the original articles respectively. P(l|h) is
the conditional probability of label | given head
h. Note that here we use the formula in (Filip-
pova and Altun, 2013) for wjyt,(e), which was
shown to be more effective for sentence compres-
sion than the original formula in (Filippova and
Strube, 2008).

The optimization problem can be solved under
the tree structure and length constraints by integer
linear programming'. Given that L is the maxi-
mum number of words permitted for the compres-
sion, the length constraint is simply represented

as:
er <L

ecE

(6)

The surface realizatdion is standard: the words
in the compression subtree are put in the same or-
der they are found in the source sentence. Due
to space limit, we refer readers to (Filippova and
Strube, 2008) for a detailed description of the
baseline method.

2.3 Leverage Tweets for Edge Weighting

We then extend the dependency-tree based com-
pression framework by incorporating tweet infor-
mation for dependency edge weighting. We in-
troduce two new factors, wglfo(e) and w,,(e),
for informativeness and syntactic importance re-
spectively, computed from relevant tweets of the
news. These are combined with the weights ob-
tained from the background news corpus defined

in Section 2.2, as shown below:

T

winfo(e) = (]‘ - O[) ’ w%fg(e) +a- winfo(e) (7)

Wayn(e) = (1= B) - wiyn(e) + 8- wyyn(e) (8)

where o and (3 are used to balance the contribution
of the two sources, and w?) fole) and wé\;n(e) are
based on Equation 4 and 5.

The new informative weight w] fol€) is calcu-
lated as:

T

winfo

(6) _ PrelevantT(n)
Pback:groundT(n)

(€))

In our implementation we use GNU Linear Pro-
gramming Kit (GULP) (https://www.gnu.org/
software/glpk/)
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PrelevantT(n) and PbackgroundT(n) are the uni-
gram probabilities of word n in two language mod-
els trained on the relevant tweet dataset and a
background tweet dataset respectively.

The new syntactic importance score is:

_ NT(h,n)

sun(€) = =7

wsyn

(10)
NT(h,n) is the number of tweets where n and
head h appear together within a window frame of
K, and NT is the total number of tweets in the
relevant tweet collection. Since tweets are always
noisy and informal, traditional parsers are not reli-
able to extract dependency trees. Therefore, we
use co-occurrence as pseudo syntactic informa-
tion here. Note w}) ,(e), w}, ;,(€), wy,(e) and

syn
w?l (e) are normalized before combination.

syn
3 Experiment

3.1 Setup

We evaluate our pipeline news highlights gen-
eration framework on a public corpus based on
CNN/USAToday news (Wei and Gao, 2014). This
corpus was constructed via an event-oriented strat-
egy following four steps: 1) 17 salient news events
taking place in 2013 and 2014 were manually
identified. 2) For each event, relevant tweets were
retrieved via Topsy” search API using a set of
manually generated core queries. 3) News arti-
cles explicitly linked by URLs embedded in the
tweets were collected. 4) News articles from
CNN/USAToday that have more than 100 explic-
itly linked tweets were kept. The resulting cor-
pus contains 121 documents, 455 highlights and
78,419 linking tweets.

We used tweets explicitly linked to a news ar-
ticle to help extract salience sentences in HGRW
and to generate the language model for computing
w}, o(€). The co-occurrence information com-
puted from the set of explicitly linked tweets is
very sparse because the size of the tweet set is
small. Therefore, we used all the tweets re-
trieved for the event related to the target news arti-
cle to compute the co-occurrence information for
wz;m (e). Tweets retrieved for events were not pub-
lished in (Wei and Gao, 2014). We make it avail-
able here’. The statistics of the dataset can be
found in Table. 1.

Mttp://topsy.com

http://www.hlt.utdallas.edu/~zywei/
data/CNNUSATodayEvent.zip



. Linked Retrieved . Linked Retrieved
Event Doc # | HLight # Tweet # Tweet # Event Doc # | HLight # Tweet # Tweet #
Aurora shooting 14 54 12,463 588,140 African runner murder 8 29 9,461 303,535
Boston bombing 38 147 21,683 1,650,650 Syria chemical weapons use 1 4 331 11,850
Connecticut shooting 13 47 3,021 213,864 US military in Syria 2 7 719 619,22
Edward Snowden 5 17 1,955 379,349 DPRK Nuclear Test 2 8 3,329 103,964
Egypt balloon crash 3 12 836 36,261 Asiana Airlines Flight 214 11 42 8,353 351,412

Hurricane Sandy 4 15 607 189,082 Moore Tornado 5 19 1,259 1,154,656
Russian meteor 3 11 6,841 239,281 Chinese Computer Attacks 2 8 507 28,988
US Flu Season 7 23 6,304 1,042,169 Williams Olefins Explosion 1 4 268 14,196

Super Bowl blackout 2 8 482 214,775 Total 121 455 78,419 6,890,987

Table 1: Distribution of documents, highlights and tweets with respect to different events

[ ROUGE-1 [ Compr.
Method [F% [ PO [ R(%) | Rate(%)
LexRank 26.1 19.9 39.1 100
LexRank + SC 252 | 224 | 296 63.0
LexRank + SC+w’, », | 257 | 228 | 30.1 62.0
LexRank + SC+w?,,, | 262 | 235 | 304 63.7
LexRank + SC+both 27.5 25.0 314 61.5
HGRW 281 | 226 | 395 100
HGRW + SC 264 | 249 | 295 66.1
HGRW + SC+w?, ;, 275 | 257 | 308 65.4
HGRW + SC+w? 270 | 253 | 302 66.7
HGRW + SC-+both 284 | 269 | 312 64.8

Table 2: Overall Performance. Bold: the best

value in each group in terms of different metrics.

Following (Wei and Gao, 2014), we output 4
sentences for each news article as the highlights
and report the ROUGE-1 scores (Lin, 2004) using
human-generated highlights as the reference.

The sentence compression rates are set to 0.8 for
short sentences containing fewer than 9 words, and
0.5 for long sentences with more than 9 words, fol-
lowing (Filippova and Strube, 2008). We empiri-
cally use 0.8 for «, 8 and € such that tweets have
more impact for both sentence selection and com-
pression. We leveraged The New York Times An-
notated Corpus (LDC Catalog No: LDC2008T19)
as the background news corpus. It has both the
original news articles and human generated sum-
maries. The Stanford Parser” is used to obtain de-
pendency trees. The background tweet corpus is
collected from Twitter public timeline via Twitter
API, and contains more than 50 million tweets.

3.2 Results

Table 2 shows the overall performance’. For sum-
maries generated by both LexRank and HGRW,
“+SC” means generic sentence compression base-

*nttp://nlp.stanford.edu/software/
lex—-parser.shtml

The performance of HGRW reported here is different
from (Wei and Gao, 2015) because the setup is different. We
use all the explicitly linked tweets in the ranking process here
without considering redundancy while a redundancy filtering
process was applied in (Wei and Gao, 2015) .

line (Section. 2.2) is used, “+wz7;lfo” and “+wsTyn”
indicate tweets are used to help edge weighting
for sentence compression in terms of informative-
ness and syntactic importance respectively, and
“+both” means both factors are used. We have

several findings.

e The tweets involved sentence extraction model
HGRW can improve LexRank by 8.8% rela-
tively in terms of ROUGE-1 F score, showing
the effectiveness of relevant tweets for sentence
selection.

e With generic sentence compression, the
ROUGE-1 F scores for both LexRank and
HGRW drop, mainly because of a much lower
recall score. This indicates that generic sen-
tence compression without certain guidance
removes salient content of the original sentence
that may be important for summarization and
thus hurts the performance. This is consistent
with the finding of (Chali and Hasan, 2012).

e By adding either wz;f o, Or wZ;m, the perfor-
mance of summarization increases, showing
that relevant tweets can be used to help the
scores of both informativeness and syntactic im-
portance.

e +SC+both improves the summarization perfor-
mance significantly® compared to the corre-
sponding compressive summarization baseline
+SC, and outperforms the corresponding origi-
nal baseline, LexRank and HGRW.

e The improvement obtained by
LexRank+SC+both compared to LexRank
is more promising than that obtained by
HGRW+SC+both compared to HGRW. This
may be because HGRW has used tweet in-
formation already, and leaves limited room
for improvement for the sentence compres-
sion model when using the same source of
information.

8Significance throughout the paper is computed by two
tailed t-test and reported when p < 0.05.



LexRank

LexRank+SC

LexRank+SC+both

HGRW

HGRW+SC

HGRW+SC+both IR AR GE R

o
N
b

LexRank

LexRank+SC

LexRank+SC+both

HGRW

HGRW+SC

HGRW+SC+both g

o
N
N

0.281

0277

ROUGE-1 F score

0.28

0.27

ROUGE-1 F score

Q
N
P

=3
N
P

0.25

1.0

(a) Impact of «

1.0

(b) Impact of 3

Figure 1: The influence of e and 3. Solid lines are used for approaches based on LexRank; Dotted lines
are used for HGRW based approaches.

Method Example 1 Example 2
Boston bombing suspect Tamerlan Tsarnaev, | Three people were hospitalized in critical condition,
LexRank killed in a shootout with police days after the | according to information provided by hospitals
blast, has been buried at an undisclosed who reported receiving patients from the blast.
location, police in Worcester, Mass., said.
LexRank+SC suspect Tamerlan Tsarnaev, killed in a Three people were hospitalized,
shootout after the blast, has been buried at an | according to information provided by hospitals
location, police in Worcester Mass. said. who reported receiving from the blast.
Boston bombing suspect Tamerlan Tsarnaev, | Three people were hospitalized in critical condition,
LexRank+SC+both killed in a shootout ager the blast, has been accordri)ngrt)o informati(l))n provided by hospitals.
buried at an location police said.
Boston bombing suspect Tamerlan Tsarnaev | Hospitals report three people in critical condition
Ground Truth . . .
has been buried at an undisclosed location

Table 3: Example highlight sentences from different systems

e By incorporating tweet information for both
sentence selection and compression, the per-
formance of HGRW+SC+both outperforms
LexRank significantly.

Table 3 shows some examples. As we can see
in Example 1, with the help of tweet informa-
tion, our compression model keeps the valuable
part “Boston bombing” for summarization while
the generic one abandons it.

We also investigate the influence of o and 3. To
study the impact of «, we fix G to 0.8, and vice
versa. As shown in Figure 1, it is clear that larger
« or 3, i.e., giving higher weights to tweets related
information, is generally helpful.

4 Conclusion and Future Work

In this paper, we showed that the relevant tweet
collection of a news article can guide the process
of sentence compression to generate better story
highlights. We extended a dependency-tree based
sentence compression model to incorporate tweet
information. The experiment results on a public
corpus that contains both news articles and rele-
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vant tweets showed the effectiveness of our ap-
proach. With the popularity of Twitter and increas-
ing interaction between social media and news
media, such parallel data containing news and re-
lated tweets is easily available, making our ap-
proach feasible to be used in a real system.

There are some interesting future directions.
For example, we can explore more effective ways
to incorporate tweets for sentence compression;
we can study joint models to combine both sen-
tence extraction and compression with the help of
relevant tweets; it will also be interesting to use the
parallel dataset of the news articles and the tweets
for timeline generation for a specific event.
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Abstract

The validity of applying paraphrase rules
depends on the domain of the text that
they are being applied to. We develop
a novel method for extracting domain-
specific paraphrases. We adapt the bilin-
gual pivoting paraphrase method to bias
the training data to be more like our tar-
get domain of biology. Our best model
results in higher precision while retaining
complete recall, giving a 10% relative im-
provement in AUC.

1 Introduction

Many data-driven paraphrase extraction algo-
rithms have been developed in recent years
(Madnani and Dorr, 2010; Androutsopoulos and
Malakasiotis, 2010). These algorithms attempt
to learn paraphrase rules, where one phrase can
be replaced with another phrase which has equiv-
alent meaning in at least some context. Deter-
mining whether a paraphrase is appropriate for
a specific context is a difficult problem (Bhagat
and Hovy, 2013), encompassing issues of syntax
(Callison-Burch, 2008), word sense (Apidianaki et
al., 2014), and style (Xu et al., 2012; Pavlick and
Nenkova, 2015). To date, the question of how do-
main effects paraphrase has been left unexplored.

Although most paraphrase extraction algo-
rithms attempt to estimate a confidence with which
a paraphrase rule might apply, these scores are
not differentiated by domain, and instead corre-
spond to the general domain represented by the
model’s training data. As illustrated by Table 1,
paraphrases that are highly probable in the gen-
eral domain (e.g. hot = sexy) can be extremely
improbable in more specialized domains like biol-
ogy. Dominant word senses change depending on

*Incubated by the Allen Institute for Artificial Intelli-
gence.
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General Biology
hot warm, sexy, exciting  heated, warm, thermal
treat  address, handle, buy cure, fight, kill
head leader, boss, mind skull, brain, cranium

Table 1: Examples of domain-sensitive paraphrases. Most
paraphrase extraction techniques learn paraphrases for a mix
of senses that work well in general. But in specific domains,
paraphrasing should be sensitive to specialized language use.

domain: the verb treat is used in expressions like
treat you to dinner in conversational domains ver-
sus treat an infection in biology. This domain shift
changes the acceptability of its paraphrases.

We address the problem of customizing para-
phrase models to specific target domains. We ex-
plore the following ideas:

1. We sort sentences in the training corpus
based on how well they represent the target
domain, and then extract paraphrases from a
subsample of the most domain-like data.

We improve our domain-specific paraphrases
by weighting each training example based on
its domain score, instead of treating each ex-
ample equally.

We dramatically improve recall while main-
taining precision by combining the subsam-
pled in-domain paraphrase scores with the
general-domain paraphrase scores.

2 Background

The paraphrase extraction algorithm that we cus-
tomize is the bilingual pivoting method (Bannard
and Callison-Burch, 2005) that was used to create
PPDB, the paraphrase database (Ganitkevitch et
al., 2013). To perform the subsampling, we adapt
and improve the method that Moore and Lewis
(2010) originally developed for domain-specific
language models in machine translation.

Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics
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2.1 Paraphrase extraction

Paraphrases can be extracted via bilingual pivot-
ing. Intuitively, if two English phrases e; and e2
translate to the same foreign phrase f, we can as-
sume that e; and ey have similar meaning, and
thus we can “pivot” over f and extract (e1, e2) as a
paraphrase pair. Since many possible paraphrases
are extracted in this way, and since they vary in
quality (in PPDB, the verb treat has 1,160 poten-
tial paraphrases, including address, handle, deal
with, care for, cure him, 'm paying, and ’s on the
house), it is necessary to assign some measure of
confidence to each paraphrase rule. Bannard and
Callison-Burch (2005) defined a conditional para-
phrase probability p(ez|e;) by marginalizing over
all shared foreign-language translations f:

plealer) =Y pleal f)p(fler) (1)
!

where p(ez|f) and p(f|e1) are translation model
probabilities estimated from the bilingual data.
Equation 1 approximates the probability with
which e; can paraphrase as e, but its estimate in-
evitably reflects the domain and style of the bilin-
gual training text. If e; is a polysemous word,
the highest probabilities will be assigned to para-
phrases of the most frequently occurring sense of
e1, and lower probabilities to less frequent senses.
This results in inaccurate probability estimates
when moving to a domain with different sense dis-
tributions compared to the training corpus.

2.2 Sorting by domain specificity

The crux of our method is to train a paraphrase
model on data from the same domain as the one in
which the paraphrases will be used. In practice, it
is unrealistic that we will be able to find bilingual
parallel corpora precompiled for each domain of
interest. We instead subsample from a large bitext,
biasing the sample towards the target domain.

We adapt and extend a method developed by
Moore and Lewis (2010) (henceforth M-L), which
builds a domain-specific sub-corpus from a large,
general-domain corpus. The M-L method assigns
a score to each sentence in the large corpus based
on two language models, one trained on a sam-
ple of target domain text and one trained on the
general domain. We want to identify sentences
which are similar to our target domain and dissim-
ilar from the general domain. M-L captures this
notion using the difference in the cross-entropies
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according to each language model (LM). That is,
for a sentence s;, we compute

0 = Htgt(si) - ngn(si) ()

where H;, is the cross-entropy under the in-
domain language model and Hg, is the cross-
entropy under the general domain LM. Cross-
entropy is monotonically equivalent to LM per-
plexity, in which lower scores imply a better fit.
Lower o; signifies greater domain-specificity.

3 Domain-Specific Paraphrases

To apply the M-L method to paraphrasing, we
need a sample of in-domain monolingual text.
This data is not directly used to extract para-
phrases, but instead to train an n-gram LM for the
target domain. We compute o; for the English side
of every sentence pair in our bilingual data, using
the target domain LM and the general domain LM.
We sort the entire bilingual training corpus so that
the closer a sentence pair is to the top of the list,
the more specific it is to our target domain.

We can apply Bannard and Callison-Burch
(2005)’s bilingual pivoting paraphrase extraction
algorithm to this sorted bitext in several ways:

1. By choosing a threshold value for o; and dis-
carding all sentence pairs that fall outside
of that threshold, we can extract paraphrases
from a subsampled bitext that approximates
the target domain.

Instead of simply extracting from a subsam-
pled corpus (where each training example is
equally weighted), we can weight each train-
ing example proportional to o; when comput-
ing the paraphrase scores.

. We can combine multiple paraphrase scores:
one derived from the original corpus and one
from the subsample. This has the advantage
of producing the full set of paraphrases that
can be extracted from the entire bitext.

4 Experimental Conditions

Domain data We evaluate our domain-specific
paraphrasing model in the target domain of biol-
ogy. Our monolingual in-domain data is a com-
bination of text from the GENIA database (Kim
et al., 2003) and text from an introductory biology
textbook. Our bilingual general-domain data is the
10° word parallel corpus (Callison-Burch et al.,



2009), a collection of French-English parallel data
covering a mix of genres from legal text (Stein-
berger et al., 2006) to movie subtitles (Tiedemann,
2012). We use 5-gram language models with
Kneser-Ney discounting (Heafield et al., 2013).

Evaluation We measure the precision and recall
of paraphrase pairs produced by each of our mod-
els by collecting human judgments of what para-
phrases are acceptable in sentences drawn from
the target domain and in sentences drawn from the
general domain. We sample 15K sentences from
our biology data, and 10K general-domain sen-
tences from Wikipedia. We select a phrase from
each sentence, and show the list of candidate para-
phrases' to 5 human judges. Judges make a binary
decision about whether each paraphrase is appro-
priate given the domain-specific context. We con-
sider a paraphrase rule to be good in the domain if
it is judged to be good in least one context by the
majority of judges. See Supplementary Materials
for a detailed description of our methodology.

Baseline We run normal paraphrase extraction
over the entire 10° word parallel corpus (which
has 828M words on the English side) without any
attempt to bias it toward the target domain. We
refer this system as General.

Subsampling  After sorting the 10° word paral-
lel corpus by Equation 2, we chose several thresh-
old values for subsampling, keeping only top-
ranked 7 words of the bitext. We train models on
for several values of 7 (1.5M, 7M, 35M, and 166 M
words). We refer to these model as M-L,T=r.

M-L Change Point We test a model where T is
set at the point where o; switches from negative
to positive. This includes all sentences which look
more like the target domain than the general. This
threshold is equivalent to sampling 20M words.

Weighted Counts Instead of weighting each
subsampled sentence equally, we test a novel ex-
tension of M-L in which we weight each sentence
proportional to o; when computing p(ez|e).

Combined Models We combine the subsam-
pled models with the general model, using binary
logistic regression to combine the p(ezle;) esti-
mate of the general model and that of the domain-
specific model. We use 1,000 labeled pairs from

!The candidates paraphrases constitute the full set of para-
phrases that can be extracted from our training corpus.
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Figure 1: Precision-recall curves for paraphrase pairs ex-
tracted by models trained on data from each of the described
subsampling methods. These curves are generated using the
15k manually annotated sentences in the biology domain.

the target domain to set the regression weights.
This tuning set is disjoint from the test set.

5 Experimental Results

What is the effect of subsampling? Figure 1
compares the precision and recall of the differ-
ent subsampling methods against the baseline of
training on everything, when they are evaluated
on manually labeled test paraphrases from the bi-
ology domain. All of subsampled models have a
higher precision than the baseline General model,
except for the largest of the subsampled models
(which was trained on sentence pairs with 166M
words - many of which are more like the general
domain than the biology domain).

The subsampled models have reduced recall
since many of the paraphrases that occur in the full
102 word bilingual training corpus do not occur in
the subsamples. As we increase 7 we improve re-
call at the expense of precision, since we are in-
cluding training data that is less and less like our
target domain. The highest precision model based
on the vanilla M-L method is M-L Change Point,
which sets the subsample size to include exactly
those sentence pairs that look more like the target
domain than the general domain.

Our novel extension of the M-L model (M-L
Weighted) provides further improvements. Here,
we weight each sentence pair in the bilingual train-
ing corpus proportional to o; when computing
the paraphrase scores. Specifically, we weight
the counting during the bilingual pivoting so that
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Figure 2: Performance of models build by combining small domain-specific models trained on subsampled data with general
domain models trained on all the data. Performance in the general domain are shown as a control.

rather than each occurrence counting as 1, each ) general / bio-spec. ) general / bio-spec.

. R air aerial / atmosphere  fruit result / fruiting
occurrence count% as the ratio of the sentence’s balance  pay / equilibrate heated  lively / hot
cross-entropies: Hie?' The top-ranked sentence breaks  pauses / ruptures motion  proposal / movement

g

airs receive an exaggerated count of 52, while
P gg . . Table 2: Top paraphrase under the general and the best
the bottom ones receive a tiny factional count of  gomain-specific model, General+M-L Weighted.

0.0068. Thus, paraphrases extracted from sen-

tence pairs that are unlike the biology domain re- AUC  Ajpsolute  Drelative
ceive very low scores. This allows us to achieve General 39.5 - -
higher recall by incorporating more training data, Gen+M-L,T=1 40.8 +1.3 +3.3
while also improving the precision. Gen.+M-L,T=145 40.8 +1.3 +3.3
Gen.+M-L,T=29 41.2 +1.7 +4.3
What is the benefit of combining models? We Gen.+M-L CP 41.9 +2.4 +6.1
have demonstrated that extracting paraphrases Gen.+M-L,T=6 4273 +2.8 +7.1

from subsampled data results in higher precision Gen.+M-L Weighted 43.7 +4.2 +10.6
domain-specific paraphrases. But these models
extract only a fraction of the paraphrases that are
extracted by a general model trained on the full
bitext, resulting in a lower recall.

Table 3: AUC (x 100) for each model in the biology domain
from Figure 2(a).

We dramatically improve the recall of our model for biology versus the baseline model.

domain-specific models by combining the small
subsampled models with the large general-domain
model. We use binary logistic regression to com-  Domain-specific paraphrasing has not received
bine the p(ezler) estimate of the general model  previous attention, but there is relevant prior work
with that of each domain-specific model. Figure = on domain-specific machine translation (MT). We
2(a) shows that we are able to extend the recall  build on the Moore-Lewis method, which has
of our domain-specific models to match the recall ~ been used for language models (Moore and Lewis,
of the full general-domain model. The precision  2010) and translation models (Axelrod et al.,
scores remain higher for the domain-specific mod- ~ 2011). Similar methods use LM perplexity to
els. Our novel M-L Weighted model performs the  rank sentences (Gao et al., 2002; Yasuda et al.,
best. Table 3 gives the area under the curve (AUC).  2008), rather than the difference in cross-entropy.
The best combination improves AUC by more  Within MT, Foster and Kuhn (2007) used log-
than 4 points absolute (>10 points relative) in the  linear weightings of translation probabilities to
biology domain. Table 2 provides examples of = combine models trained in different domains, as
paraphrases extracted using our domain-specific ~ we do here. Relevant to our proposed method of

6 Related Work
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fractional counting, (Madnani et al., 2007) used
introduced a count-centric approach to paraphrase
probability estimation. Matsoukas et al. (2009)
and Foster et al. (2010) explored weighted training
sentences for MT, but set weights discriminatively
based on sentence-level features.

7 Conclusion

We have discussed the new problem of extracting
domain-specific paraphrases. We adapt a method
from machine translation to the task of learn-
ing domain-biased paraphrases from bilingual cor-
pora. We introduce two novel extensions to this
method. Our best domain-specific model dramat-
ically improves paraphrase quality for the target
domain.
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Abstract

Simplification of lexically complex texts,
by replacing complex words with their
simpler synonyms, helps non-native
speakers, children, and language-impaired
people understand text better. Recent
lexical simplification methods rely on
manually simplified corpora, which are
expensive and time-consuming to build.
We present an unsupervised approach to
lexical simplification that makes use of the
most recent word vector representations
and requires only regular corpora. Results
of both automated and human evaluation
show that our simple method is as ef-
fective as systems that rely on simplified
corpora.

1 Introduction

Lexical complexity makes text difficult to under-
stand for various groups of people: non-native
speakers (Petersen and Ostendorf, 2007), chil-
dren (De Belder and Moens, 2010), people with
intellectual disabilities (Feng, 2009; Saggion et
al., 2015), and language-impaired people such
as autistic (Martos et al., 2012), aphasic (Car-
roll et al., 1998), and dyslexic (Rello, 2012) peo-
ple. Automatic simplification that replaces com-
plex words with their simpler synonyms is thus
needed to make texts more understandable for ev-
eryone.

Lexical simplification systems still predomi-
nantly use a set of rules for substituting long and
infrequent words with their shorter and more fre-
quent synonyms (Devlin and Tait, 1998; De Belder
and Moens, 2010). In generating the substitution
rules (i.e., finding simple synonyms of a complex
word), most systems refer to lexico-semantic re-
sources like WordNet (Fellbaum, 1998). The non-
existence of lexicons like WordNet for a vast num-
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ber of languages diminishes the impact of these
simplification methods.

The emergence of the Simple Wikipedia!
shifted the focus towards the data-driven ap-
proaches to lexical simplification, ranging from
unsupervised methods leveraging either the meta-
data (Yatskar et al., 2010) or co-occurrence statis-
tics of the simplified corpora (Biran et al., 2011)
to supervised methods learning substitutions from
the sentence-aligned corpora (Horn et al., 2014).
Using simplified corpora improves the simplifica-
tion performance, but reduces method applicabil-
ity to the few languages for which such corpora
exist.

The research question motivating this work re-
lates to achieving comparable simplification per-
formance without resorting to simplified corpora
or lexicons like WordNet. Observing that “sim-
ple” words appear in regular (i.e., “complex”, not
simplified) text as well, we exploit recent ad-
vances in word vector representations (Penning-
ton et al., 2014) to find suitable simplifications for
complex words. We evaluate the performance of
our resource-light approach (1) automatically, on
two existing lexical simplification datasets and (2)
manually, via human judgements of grammatical-
ity, simplicity, and meaning preservation. The ob-
tained results support the claim that effective lex-
ical simplification can be achieved without using
simplified corpora.

2 Related Work

Systems for lexical simplification are still domi-
nantly rule-based, i.e., they rely on a set of sub-
stitutions, each consisting of a complex word and
its simpler synonym, which are in most cases ap-
plied regardless of the context in which the com-
plex word appears. Constructing substitution rules
involves identifying synonyms, usually in Word-

"https://simple.wikipedia.org
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Net, for a predefined set of complex words (Car-
roll et al., 1998; Bautista et al., 2009), and then
choosing the “simplest” of these synonyms, typ-
ically using some frequency-based (Devlin and
Tait, 1998; De Belder and Moens, 2010) or length-
based heuristics (Bautista et al., 2009). The main
shortcomings of the rule-based systems include
low recall (De Belder and Moens, 2010) and mis-
classification of simple words as complex (and
vice versa) (Shardlow, 2014).

The paradigm shift from knowledge-based to
data-driven simplification came with the creation
of Simple Wikipedia, which, aligned with the
“original” Wikipedia, constitutes a large compara-
ble corpus to learn from. Yatskar et al. (2010) used
the edit history of Simple Wikipedia to recognize
lexical simplifications. They employed a proba-
bilistic model to discern simplification edits from
other types of content changes. Biran et al. (2011)
presented an unsupervised method for learning
substitution pairs from a corpus of comparable
texts from Wikipedia and Simple Wikipedia, al-
though they exploited the (co-)occurrence statis-
tics of the simplified corpora rather than its meta-
data. Horn et al. (2014) proposed a supervised
framework for learning simplification rules. Using
a sentence-aligned simplified corpus, they gener-
ated the candidate rules for lexical simplification.
A context-aware binary classifier, trained and eval-
uated on 500 Wikipedia sentences (annotated via
crowdsourcing), then decides whether a candidate
rule should be applied or not in a certain context.

The main limitation of the aforementioned
methods is the dependence on simplified corpora
and WordNet. In contrast, we propose a resource-
light approach to lexical simplification that re-
quires only a sufficiently large corpus of regular
text, making it applicable to the many languages
lacking these resources.

3 Resource-Light Lexical Simplification

At the core of our lexical simplification method,
which we name LIGHT-LS, is the observation that
“simple” words, besides being frequent in simpli-
fied text, are also present in abundance in regu-
lar text. This would mean that we can find sim-
pler synonyms of complex words in regular cor-
pora, provided that reliable methods for measuring
(1) the “complexity” of the word and (2) semantic
similarity of words are available. LIGHT-LS sim-
plifies only single words, but we fully account for
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this in the evaluation, i.e., LIGHT-LS is penalised
for not simplifying multi-word expressions. In this
work, we associate word complexity with the com-
monness of the word in the corpus, and not with
the length of the word.

3.1 Simplification Candidate Selection

We employ GloVe (Pennington et al., 2014), a
state-of-the-art model of distributional lexical se-
mantics to obtain vector representations for all
corpus words. The semantic similarity of two
words is computed as the cosine of the angle be-
tween their corresponding GloVe vectors. For
each content word (noun, verb, adjective, or ad-
verb) w, we select as simplification candidates the
top n words whose GloVe vectors are most sim-
ilar to that of word w. In all experiments, we
used 200-dimensional GloVe vectors pretrained on
the merge of the English Wikipedia and Gigaword
5 corpus.” For each content word w, we select
n = 10 most similar candidate words, excluding
the morphological derivations of w.

3.2 Goodness-of-Simplification Features

We rank the simplification candidates according to
several features. Each of the features captures one
aspect of the suitability of the candidate word to
replace the original word. The following are the
descriptions for each of the features.

Semantic similarity. This feature is computed as
the cosine of the angle between the GloVe vector
of the original word and the GloVe vector of the
simplification candidate.

Context similarity. Since type-based distri-
butional lexico-semantic models do not discern
senses of polysemous words, considering only se-
mantic similarity between the original and can-
didate word may lead to choosing a synonym of
the wrong sense as simplification of the complex
word. The simplification candidates that are syn-
onyms of the correct sense of the original word
should be more semantically similar to the context
of the original word. Therefore, we compute this
feature by averaging the semantic similarities of
the simplification candidate and each content word
from the context of the original word:

Z cos(Vw, V')

w’'eC(w)

csim(w, ¢) =

|C(w)

nttp://www-nlp.stanford.edu/data/
glove.6B.200d.txt.gz



where C'(w) is the set of context words of the orig-
inal word w and vy, is the GloVe vector of the
word w. We use as context a symmetric window
of size three around the content word.

Difference of information contents. The primary
purpose of this feature is to determine whether the
simplification candidate is more informative than
the original word. Under the hypothesis that the
word’s informativeness correlates with its com-
plexity (Devlin and Unthank, 2006), we choose
the candidate which is less informative than the
original word. The complexity of the word is es-
timated by its information content (ic), computed
as follows:

freq(w) + 1
Ywee frea(w’) +1

where freq(w) is the frequency of the word w in a
large corpus C, which, in our case, was the Google
Book Ngrams corpus (Michel et al., 2011). The
final feature value is the difference between the
information contents of the original word and the
simplification candidate, approximating the com-
plexity reduction (or gain) that would be intro-
duced should the simplification candidate replace
the original word.

ic(w) = —log

Language model features. The rationale for hav-
ing language model features is obvious — a sim-
plification candidate is more likely to be a com-
patible substitute if it fits into the sequence of
words preceding and following the original word.
Let w_sw_jwwiws be the context of the original
word w. We consider a simplification candidate
c to be a good substitute for w if w_sw_1cwiws
is a likely sequence according to the language
model. We employed the Berkeley language
model (Pauls and Klein, 2011) to compute the
likelihoods. Since Berkeley LM contains only bi-
grams and trigrams, we retrieve the likelihoods
for ngrams w_jc, cw;, w_ow_ic, cwiws, and
w_1cwi, for each simplification candidate c.

3.3 Simplification Algorithm

The overall simplification algorithm is given in Al-
gorithm 1. Upon retrieving the simplification can-
didates for each content word (line 4), we compute
each of the features for each of the simplification
candidates (lines 5-8) and rank the candidates ac-
cording to feature scores (line 9). We choose as
the best candidate the one with the highest aver-
age rank over all features (line 12). One impor-
tant thing to notice is, that even though LIGHT-LS
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Algorithm 1: Simplify(¢t)
1: subst «— &

2:  for each content token ¢ € tt do

3: all_ranks — &

4: scs «— most_similar(t)

5: for each feature f do

6: scores «— &

7: for each sc € scs do

8: scores «— scores U f(sc)

9: rank «— rank_numbers(scores)
10: all_ranks «— all_ranks U rank
11: avg_rank «— average(all_ranks)
12: best «— argmax,,(avg_rank)

13: if ic(best) < ic(tt) do

14: bpos «— in_pos(best, pos(it))
15: subst «— subst U (tt, bpos)

16:  return subst

has no dedicated component for deciding whether
simplifying a word is necessary, it accounts for
this implicitly by performing the simplification
only if the best candidate has lower information
content than the original word (lines 13—15). Since
simplification candidates need not have the same
POS tag as the original word, to preserve gram-
maticality, we transform the chosen candidate into
the morphological form that matches the POS-tag
of the original word (line 14) using the NodeBox
Linguistics tool.>

4 Evaluation

We evaluate the effectiveness of LIGHT-LS auto-
matically on two different datasets but we also let
humans judge the quality of LIGHT-LS’s simplifi-
cations.

4.1 Replacement Task

We first evaluated LIGHT-LS on the dataset
crowdsourced by Horn et al. (2014) where manual
simplifications for each target word were collected
from 50 people. We used the same three evalua-
tion metrics as Horn et al. (2014): (1) precision is
the percentage of correct simplifications (i.e., the
system simplification was found in the list of man-
ual simplifications) out of all the simplifications
made by the system; (2) changed is the percentage
of target words changed by the system; and (3) ac-
curacy is the percentage of correct simplifications
out of all words that should have been simplified.

*https://www.nodebox.net



Table 1: Performance on the replacement task

Model Precision  Accuracy Changed
Biran et al. (2011) 714 34 5.2
Horn et al. (2014) 76.1 66.3 86.3
LIGHT-LS 71.0 68.2 96.0

LIGHT-LS’s performance on this dataset is
shown in Table 1 along with the performance of
the supervised system by Horn et al. (2014) and
the unsupervised system by Biran et al. (2011),
which both used simplified corpora. The results
show that LIGHT-LS significantly outperforms the
unsupervised system of Biran et al. (2011) and
performs comparably to the supervised system
of Horn et al. (2014), which requires sentence-
aligned simplified corpora. The unsupervised sys-
tem of Biran et al. (2011) achieves precision sim-
ilar to that of LIGHT-LS but at the cost of chang-
ing only about 5% of complex words, which re-
sults in very low accuracy. Our method numeri-
cally outperforms the supervised method of Horn
et al. (2014), but the difference is not statistically
significant.

4.2 Ranking Task

We next evaluated LIGHT-LS on the SemEval-
2012 lexical simplification task for English (Spe-
ciaet al., 2012), which focused on ranking a target
word (in a context) and three candidate replace-
ments, from the simplest to the most complex. To
account for the peculiarity of the task where the
target word is also one of the simplification can-
didates, we modified the features as follows (oth-
erwise, an unfair advantage would be given to the
target word): (1) we excluded the semantic sim-
ilarity feature, and (2) we used the information
content of the candidate instead of the difference
of information contents.

We used the official SemEval task evaluation
script to compute the Cohen’s kappa index for the
agreement on the ordering for each pair of can-
didates. The performance of LIGHT-LS together
with results of the best-performing system (Jauhar
and Specia, 2012) from the SemEval-2012 task
and two baselines (random and frequency-based)
is given in Table 2. LIGHT-LS significantly out-
performs the supervised model by Jauhar and Spe-
cia (2012) with p < 0.05, according to the non-
parametric stratified shuffling test (Yeh, 2000).
An interesting observation is that the competitive
frequency-based baseline highly correlates with
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Table 2: SemEval-2012 Task 1 performance

Model K

baseline-random 0.013
baseline-frequency 0.471
Jauhar and Specia (2012)  0.496
LIGHT-LS 0.540

our information content-based feature (the higher
the frequency, the lower the information content).

4.3 Human Evaluation

Although automated task-specific evaluations pro-
vide useful indications of a method’s performance,
they are not as reliable as human assessment of
simplification quality. In line with previous work
(Woodsend and Lapata, 2011; Wubben et al.,
2012), we let human evaluators judge the gram-
maticality, simplicity, and meaning preservation of
the simplified text. We compiled a dataset of 80
sentence-aligned pairs from Wikipedia and Simple
Wikipedia and simplified the original sentences
with LIGHT-LS and the publicly available system
of Biran et al. (2011). We then let two annota-
tors (with prior experience in simplification an-
notations) grade grammaticality and simplicity for
the manual simplification from Simple Wikipedia
and simplifications produced by each of the two
systems (total of 320 annotations per annotator).
We also paired the original sentence with each
of the three simplifications (manual and two sys-
tems’) and let annotators grade how well the sim-
plification preserves the meaning of the original
sentence (total of 240 annotations per annotator).
We averaged the grades of the two annotators for
the final evaluation. All grades were assigned on a
Likert (1-5) scale, with 5 being the highest grade,
i.e., all fives indicate a very simple and completely
grammatical sentence which fully preserves the
meaning of the original text. The inter-annotator
agreement, measured by Pearson correlation coef-
ficient, was the highest for grammaticality (0.71),
followed by meaning preservation (0.62) and sim-
plicity (0.57), which we consider to be a fair agree-
ment, especially for inherently subjective notions
of simplicity and meaning preservation.

The results of human evaluation are shown in
Table 3. In addition to grammaticality (Gr), sim-
plicity (Smp), and meaning preservation (MP), we
measured the percentage of sentences with at least
one change made by the system (Ch). The re-
sults imply that the sentences produced by LIGHT-



Table 4: Example simplifications

Source Sentence

Original sentence

The contrast between a high level of education and a low level of political rights was

particularly great in Aarau, and the city refused to send troops to defend the Bernese

border.
Biran et al. (2011) simpl.

The separate between a high level of education and a low level of political rights was

particularly great in Aarau , and the city refused to send troops to defend the Bernese

border.
LIGHT-LS simpl.

The contrast between a high level of education and a low level of political rights was

especially great in Aarau, and the city asked to send troops to protect the Bernese

border.

Table 3: Human evaluation results

Source Gr Smp MP Ch
Original sentence 490 3.36 - -
Manual simplification = 4.83 395 471 76.3%
Biran et al. (2011) 463 324 465 17.5%
LIGHT-LS 460 376 4.13 68.6%
Biranetal. (2011) Ch. 397 2.86 3.57 -
LIGHT-LS Ch. 457 355 3.5 -

LS are significantly simpler (p < 0.01; paired
Student’s t-test) than both the original sentences
and sentences produced by the system of Biran
et al. (2011). The system of Biran et al. (2011)
produces sentences which preserve meaning bet-
ter than the sentences produced by LIGHT-LS, but
this is merely because their system performs no
simplifications in over 80% of sentences, which
is something that we have already observed on the
replacement task evaluation. Furthermore, annota-
tors found the sentences produced by this system
to be more complex than the original sentences.
On the contrary, LIGHT-LS simplifies almost 70%
of sentences, producing significantly simpler text
while preserving grammaticality and, to a large ex-
tent, the original meaning.

In order to allow for a more revealing com-
parison of the two systems, we additionally eval-
uated each of the systems only on sentences on
which they proposed at least one simplification
(in 70% of sentences for LIGHT-LS and in only
17.5% of sentences for the system of Biran et al.
(2011)). These results, shown in the last two rows
of Table 3, demonstrate that, besides simplicity
and grammaticality, LIGHT-LS also performs bet-
ter in terms of meaning preservation. In Table 4 we
show the output of both systems for one of the few
example sentences in which both systems made at
least one change.

Since LIGHT-LS obtained the lowest average
grade for meaning preservation, we looked deeper
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into the causes of changes in meaning introduced
by LIGHT-LS. Most changes in meaning stem
from the inability to discern synonymy from relat-
edness (or even antonymy) using GloVe vectors.
For example, the word “cool” was the best simpli-
fication candidate found by LIGHT-LS for the tar-
get word “warm” in the sentence “Water temper-
atures remained warm enough for development”.

5 Conclusion

We presented LIGHT-LS, a novel unsupervised
approach to lexical simplification that, unlike ex-
isting methods, does not rely on Simple Wikipedia
and lexicons like WordNet, which makes it ap-
plicable in settings where such resources are not
available. With the state-of-the-art word vec-
tor representations at its core, LIGHT-LS requires
nothing but a large regular corpus to perform lexi-
cal simplifications.

Three different evaluation settings have shown
that LIGHT-LS’s simplifications based on multiple
features (e.g., information content reduction, con-
textual similarity) computed on regular corpora
lead to performance comparable to that of systems
using lexicons and simplified corpora.

At the moment, LIGHT-LS supports only
single-word simplifications but we plan to extend
it to support multi-word expressions. Other lines
of future research will focus on binding LIGHT-LS
with methods for syntax-based (Zhu et al., 2010)
and content-based (Glavas and étajner, 2013) text
simplification.
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Abstract

This paper describes an experiment to
elicit referring expressions from human
subjects for research in natural language
generation and related fields, and prelim-
inary results of a computational model for
the generation of these expressions. Un-
like existing resources of this kind, the re-
sulting data set - the Zoom corpus of natu-
ral language descriptions of map locations
- takes into account a domain that is sig-
nificantly closer to real-world applications
than what has been considered in previous
work, and addresses more complex situa-
tions of reference, including contexts with
different levels of detail, and instances of
singular and plural reference produced by
speakers of Spanish and Portuguese.

1 Introduction

Referring Expression Generation (REG) is the
computational task of producing adequate natural
language descriptions (e.g., pronouns, definite de-
scriptions, proper names, etc.) of domain entities.
In particular, the issue of how to determine the se-
mantic contents of definite descriptions (e.g., ‘the
Indian restaurant on Sth street’, ‘the restaurant we
went to last night’, etc.) has received significant
attention in the field, and it is also the focus of the
present work.

The input to a REG algorithm is a context set
C containing an intended referent  and a number
of distractor objects. All objects are represented
as attribute-value pairs representing either aromic
(type-restaurant) or relational (on-5Sthstreet) prop-
erties (Krahmer and Theune, 2002; Krahmer et al.,
2003; Kelleher and Kruijff, 2006; Viethen et al.,
2013). The expected output is a uniquely identi-
fying list L of properties known to be true of r
so that L distinguishes 7 from all distractors in C'
(Dale and Reiter, 1995).
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Properties are selected for inclusion in L ac-
cording to multiple - and often conflicting - cri-
teria, including discriminatory power (i.e., the
ability to rule out distractors) as in (Dale, 2002;
Gardent, 2002), domain preferences (Pechmann,
1989; Gatt et al., 2013) and many others. A de-
scription that conveys more information than what
is strictly required for disambiguation is said to
be overspecified (Arts et al., 2011; Koolen et al.,
2011; van Gompel et al., 2012; Engelhardt and
Ferreira, 2006; Engelhardt et al., 2011). For a
review of the research challenges in REG, see
(Krahmer and van Deemter, 2012).

Existing approaches to REG largely consist of
algorithmic solutions, many of which have been
influenced by, or adapted from, the Dale & Reiter
Incremental algorithm in (Dale and Reiter, 1995).
The use of machine learning (ML) techniques, by
contrast, seems to be less frequent than in other
NLG tasks, although a number of exceptions do
exist (e.g., (Jordan and Walker, 2005; Viethen and
Dale, 2010; Viethen, 2011; Garoufi and Koller,
2013; Ferreira and Paraboni, 2014)).

A possible explanation for the small interest in
ML for REG may be the relatively low availabil-
ity of data. While research in many fields may
benefit from the wide availability of text corpora
(e.g., obtainable from the web), research in REG
usually requires highly specialised data - hereby
called REG corpora - conveying not only refer-
ring expressions produced by human speakers, but
also a fully-annotated representation of the con-
text (i.e., all objects and their semantic properties)
within which the expressions have been produced.

REG corpora such as TUNA (Gatt et al., 2007)
and GRE3D3 (Dale and Viethen, 2009) are useful
both to gain general insights on human language
production, and to benefit from data-intensive
computational techniques such as ML. However,
being usually the final product of controlled ex-
periments involving human subjects, REG cor-
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pora tend to address highly specific research ques-
tions. For instance, GRE3D3 is largely devoted
to the investigation of relational referring expres-
sions (Kelleher and Kruijff, 2006) in simple visual
scenes involving geometric shapes, as in ‘the large
ball next to the red cube’. As a result, and despite
the usefulness of these resources to a large body of
work in REG, further research questions will usu-
ally require the collection of new data.

In this paper we introduce the Zoom corpus of
referring expressions. Zoom addresses a domain
that is considerably closer to real-world applica-
tions (namely, city maps in different degrees of
detail represented by zoom levels) than what has
been considered in previous work, involving both
singular and plural reference, and making exten-
sive use of relational properties. Moreover, Zoom
descriptions were produced by both Spanish and
Portuguese speakers, which will allow (to the best
of our knowledge, for the first time) a comprehen-
sive study of the REG surface realisation subtask
in these languages, and enable research on the is-
sues of human variation in REG (Fabbrizio et al.,
2008; Altamirano et al., 2012; Gatt et al., 2011).

2 Related work

TUNA (Gatt et al., 2007) was the first promi-
nent REG corpus to be made publicly available
for research purposes. The corpus was developed
in a series of controlled experiments, containing
2280 atomic descriptions produced by 60 speakers
of English in two domains (1200 descriptions of
furniture items and 1080 descriptions of people’s
photographs). TUNA has been used in a series of
REG shared tasks (Gatt et al., 2009).

GRE3D3 and its extension GRE3D7 (Dale and
Viethen, 2009; Viethen and Dale, 2011) were de-
veloped in a series of web-based experiments pri-
marily focussed on the study of relational descrip-
tions. GRE3D3 contains 630 descriptions pro-
duced by 63 speakers, and GRE3D7 contains 4480
descriptions produced by 287 speakers. In both
cases, the language of the experiment was English.
The domain consists of simple visual scenes con-
veying boxes and spheres.

Stars (Teixeira et al., 2014) and its extension
Stars2 were collected for the study of referential
overspecification. Stars contains 704 descriptions
produced by 64 speakers in a web-based exper-
iment. Stars2 was produced in dialogue situa-
tions involving subject pairs, and it contains 884
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descriptions produced by 56 speakers. Both do-
mains make use of simple visual scenes containing
up to four object types (e.g., stars, boxes, cones
and spheres) and include atomic and relational de-
scriptions alike. The language of both experiments
was Brazilian Portuguese.

3 Experiment

We designed a web-based experiment to collect
natural language descriptions of map locations in
both Spanish and Portuguese. The collected data
set comprises a corpus of referring expressions for
research in REG and related fields. The situations
of reference under consideration make use of map
scenes in two degrees of detail (represented by low
and high zoom levels), and address instances of
singular and plural reference. A fragment of the
experiment interface is shown in Fig. 1.

It would be interesting to visit...
‘Ihe pub at Cowgate_ ‘ Next
¥ R B \C 3
1o Howles— - YN | & iis
% o Pizza Express " | ibrary
g Qﬂé“* e |
o National leraryome{lar{ @;ﬂ theatre
Bow Bar : B :
t & = w café
Central Lib [ -
B\ " T A \Grglll & fastfood
) ) o
% * T 8
9\ “| M restaurant
5 a L2 S
€ _x ——— et Backoatts = T pub
1?-». BarS;ﬂs]‘ / \ w‘"!m o ‘
9 b ™ \ || 4+ church
% w
% miss \ \ ¢

Figure 1: Experiment interface

3.1 Subjects

Volunteers were recruited upon invitation sent by
email. The Portuguese data had 93 participants,
being 66 (71.0%) male and 27 (29.0%) female.
The Spanish data had 80 participants, being 59
male (69.4%) and 26 female (30.6%).

3.2 Procedure

Subjects received a web link to the on-line experi-
ment interface (cf. Fig. 1) with self-contained in-
structions. Age and gender details were collected
for statistical purposes. The experiment consisted
of a series of map images presented in random or-
der, one by one. Each map scene showed a partic-
ular location (e.g., a restaurant, pub, theatre etc.)
pointed by an arrow. For each scene, subjects were
required to imagine that they were giving travel
advice to a friend, and to complete the sentence ‘It



would be interesting to visit...” with a description
of the location pointed by the arrow. After press-
ing a ‘Next’ button, another stimulus was selected,
until the end of the experiment. The first two im-
ages were fillers solely intended to make subjects
familiar with the experiment setting, and the cor-
responding responses were not recorded. Incom-
plete trials, and ill-formed descriptions, were also
discarded.

3.3 Materials

The experiment made use of the purpose-built in-
terface illustrated in Fig. 1, and a set of map im-
ages obtained from OpenStreetMap', which con-
sisted of selected portions of maps of Madrid and
Lisbon to be presented to Spanish and Portuguese
speakers, respectively. For each city, 10 map lo-
cations were used. Each location was shown in
low and high zoom levels, making 20 images in
total. In both cases, the intended target was kept
the same, but the more detailed version would dis-
play a larger number of distractors and additional
details in general. In addition to that, certain street
and landmark names might not be depicted at dif-
ferent zoom levels. Half images showed a single
arrow pointing to one map location (i.e., requir-
ing a single description as ‘the restaurant on Baker
street’), whereas the other half showed two arrows
pointed to two different locations (and hence re-
quiring a reference to a set, as in ‘the two restau-
rants near the museum’).

3.4 Data collection

Upon manual verification, 602 ill-formed Por-
tuguese descriptions and 366 Spanish descriptions
were discarded. Thus, the Portuguese subcor-
pus consists of 1358 descriptions, and the Span-
ish subcorpus consists of 1234 descriptions. In
the Portuguese subcorpus, 78.6% of the descrip-
tions include relational properties. In addition to
that, 36.4% were minimally distinguishing, 44.3%
were overspecified, and 19.3% were underspeci-
fied. In the Spanish subcorpus, 70% of the de-
scriptions include relational properties, 35% were
minimally distinguishing, 40% were overspeci-
fied, and 25% were underspecified. Underspeci-
fied descriptions are not common in existing REG
corpora (i.e., certainly not in this proportion),
which may reflect the complexity of the domain
and/or limitations of the web-based setting.

1openstreetmap .0rg

71

3.5 Annotation

Each referring expression was modelled as con-
veying a description of the main target object and,
optionally, up to four descriptions of related land-
marks. The annotation scheme consisted of three
target attributes, four landmark attributes for each
of the four possible landmark objects, and seven
relational properties. This makes 26 possible at-
tributes for each referring expression. In the case
of plural descriptions (i.e., those involving two tar-
get objects), this attribute set is doubled.

Every object was annotated with the atomic at-
tributes fype, name and others and, in the case of
landmark objects, also with their id. In addition
to that, seven relational properties were consid-
ered: in/on/at®, next-to, right-of, left-of, in-front-
of, behind-of, and the multivalue relation between
intended to represent ‘corner’ relations.

Possible values for the type and name attributes
are predefined by each referential context. The
others attribute may be assigned any string value,
and it is intended to represent any non-standard
piece of information conveyed by the expression.
For the spatial relations, possible values are the
object identifiers available from each scene.

The collected descriptions were fully annotated
by two independent annotators. After completion,
a third annotator assumed the role of judge and
provided the final annotation. Since the annotation
scheme was fairly straightforward (i.e., largely be-
cause all non-standard responses were simply as-
signed to the others attribute), agreement between
judges as measured by Kappa (Cohen, 1960) was
84% at the attribute level. Both referential con-
texts and referring expressions were represented
in XML format using a relational version of the
format adopted in TUNA (Gatt et al., 2007).

3.6 Comparison with previous work

Table 1 presents a comparison between the col-
lected data and existing REG corpora®: the num-
ber of referring expressions (REs), the number of
subjects in each experiment, the number of possi-
ble atomic attributes (Attrib.) and possible land-
marks (LMs) in a description, the average descrip-
tion size (in number of annotated properties), and
the proportion of property usage, which is taken to

2The three prepositions were aggregated as a single at-
tribute because they have approximately the same meaning
in the languages under consideration

3The information on TUNA and Zoom descriptions is
based on the singular portion of each corpus only



be the proportion of properties that appear in the
description over the total number of possible at-
tributes and landmarks. From a REG perspective,
larger description sizes and lower usage rates may
suggest more complex situations of reference.

Table 1: Comparison with existing REG corpora
Corpus  REs Subj. Attrib. LMs Avg.size Usage
TUNA-F 1200 60 4 0 3.1 0.8
TUNA-P 1080 60 10 0 3.1 0.3
GRE3D3 630 63 9 1 34 0.3
GRE3D7 4480 287 6 1 3.0 0.4
Stars 704 64 8 2 4.4 0.4

2
4
4

Stars2 884 56 9
Zoom-Pt 1358 93 19
Zoom-Sp 1234 80 19

4 REG evaluation

In what follows we illustrate the use of the Zoom
corpus as training and test data for a simple ma-
chine learning approach to REG adapted from
(Ferreira and Paraboni, 2014). The goal of this
evaluation is to provide reference results for future
comparison with purpose-built REG algorithms,
and not to present a complete REG solution for
the Zoom domain or others.

The present model consists of 12 binary clas-
sifiers representing whether individual referential
attributes should be selected for inclusion in an
output description. The classifiers correspond to
atomic attributes of the target and first landmark
object (type, name and others), and relations. Ref-
erential attributes of other landmark objects were
not modelled due to data sparsity and also to re-
duce computational costs. For similar reasons, the
multivalue between relation is also presently disre-
garded, and ‘corner’ relations involving two land-
marks (e.g., two streets) will be modelled as two
independent classification tasks.

Only two learning features are considered by
each classifier: landmarkCount, which represents
the number of landmark objects near the main
target, and distractorCount, which represents the
number of objects of the same type as the target
within the relevant context in the map. For other
possible features applicable to this task, see, for
instance, (dos Santos Silva and Paraboni, 2015).

From the outcome of the 12 binary classifiers,
a description is built by considering atomic target
attributes in the first place. All attributes that cor-
respond to a positive prediction are selected for in-
clusion in the output description. Next, relations

are considered. If no relation is predicted, the
algorithm terminates by returning an atomic de-
scription of the main target object. If the descrip-
tion includes a relation, the corresponding land-
mark object is selected, and the algorithm is called
recursively to describe it as well. Since every at-
tribute that corresponds to a positive prediction
is always selected, the algorithm does not regard
uniqueness as a stop condition. As a result, the
output description may convey a certain amount
of overspecification.

For evaluation purposes, we used the subset of
singular descriptions from the Portuguese portion
of the corpus, comprising 821 descriptions. Evalu-
ation was carried out by comparing the corpus de-
scription with the system output to measure over-
all accuracy (i.e., the number of exact matches be-
tween the two descriptions), Dice (Dice, 1945) and
MASI (Passonneau, 2006) coefficients.

Following (Ferreira and Paraboni, 2014), we
built a REG model using support vector machines
with radial basis function kernel. The classifiers
were trained and tested using 6-fold cross valida-
tion. Optimal parameters were selected using grid
search as follows: for each step in the main k-fold
validation, one fold was reserved for testing, and
the remaining k£ — 1 folds were subject to a sec-
ondary cross-validation procedure in which differ-
ent parameter combinations were attempted. The
C parameter was assigned the values 1, 10, 100
and 1000, and ~ was assigned 1, 0.1, 0.001 and
0.0001. The best-performing parameter set was
selected to build a classifier trained from the k£ — 1
fold, and tested on the test data. This was repeated
for every iteration of the main cross-validation
procedure.

Table 2 summarises the results obtained by the
REG algorithm built from SVM classifiers, those
obtained by a baseline system representing a rela-
tional extension of the Dale & Reiter Incremental
Algorithm, and by a Random selection strategy.

Table 2: REG results
Algorithm Acc. Dice MASI

SVM 0.15 0.51 0.28
Incremental 0.04 053 0.21
Random selection 0.03 0.45 0.15

We compare accuracy scores obtained by ev-
ery algorithm pair using the chi-square test, and
we compare Dice scores using Wilcoxon’s signed-
rank test. In terms of overall accuracy, the SVM



approach outperforms both alternatives. The dif-
ference from the second best-performing algo-
rithm (i.e., the Incremental approach) is significant
(x* = 79.87, df=1, p<0.0001). Only in terms of
Dice scores a small effect in the opposite direction
is observed (T=137570.5, p= 0.01413).

We also assessed the performance of the indi-
vidual classifiers. Table 3 shows these results as
measured by precision (P), recall (R), F1-measure
(F1) and area under the ROC curve (AUC).

Table 3: Classifier results

Classifier P R F; AUC
tg_type 0.95 1.00 0.98 0.25
tgname  0.09 0.05 0.07 0.41
tg_other  0.00 0.00 0.00 0.05
Im_type  0.93 1.00 0.96 0.44
Im_name 0.97 1.00 0.98 0.35
Im_other 0.00 0.00 0.00 0.43
next-to 0.50 0.24 0.32 0.63
right-of 0.00 0.00 0.00 0.28
left-of 0.00 0.00 0.00 0.27
in-front-of 0.00 0.00 0.00 0.42
behind-of 0.00 0.00 0.00 0.17
in/on/at 0.60 0.60 0.60 0.61

From these results we notice that highly fre-
quent attributes (e.g., target type and landmark
name) were classified with high accuracy, whereas
others (e.g., multivalue attributes and relations)
were not.

5 Discussion

This paper has introduced the Zoom corpus of nat-
ural language descriptions of map locations, a re-
source intended to support future research in REG
and related fields. Preliminary results of a SVM-
based approach to REG - which were solely pre-
sented for the future assessment of REG algo-
rithms based on Zoom data - hint at the actual
complexity of the REG task in this domain in a
number of ways. First, we notice that a simi-
lar approach in (Ferreira and Paraboni, 2014) on
GRE3D3 and GRE3D7 data has obtained consid-
erably higher mean accuracy. This is partially ex-
plained by the increased complexity of the Zoom
domain, but also by the currently simple annota-
tion scheme.

Second, we notice that Zoom descriptions are
prone to convey relations between a single target
and multiple landmark objects, as in ‘the restau-
rant between the 5th and 6th streets’. Although
common in language use, the use of multiple rela-
tional properties in this way has been little investi-
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gated in the REG field.

Finally, we notice that the Zoom domain con-
tains two descriptions for every target object,
which are based on different - but related - mod-
els corresponding to the same map location seen
at different zoom levels. Interestingly, the refer-
ring expression in a 1X situation may or may not
be the same as in a 2X situation. Consider a map
with higher zoom level (2X) as illustrated in the
previous Fig. 2, and the same map location as seen
with lower zoom level in the previous Fig. 1.
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Figure 2: Map with a more detailed zoom level

The underlying models for these two maps are
certainly different, but not unrelated. The map
with 2X zoom contains fewer objects but may in-
clude more properties due to the added level of de-
tail. The referring expression for the target in the
1X map may or may not be the same as in the 2X
map. For instance, the referring expression “the
pub at Cowgate” is underspecified on the 1X map,
but it is minimally distinguishing on the 2X map.

Differences of this kind are common in inter-
active applications (e.g., in which the context of
reference may change in structure or in the num-
ber of objects and referable properties), and the
challenge for REG algorithms would be to pro-
duced an appropriate description for the modified
context without starting from scratch. REG algo-
rithms based on local context partitioning (Areces
et al., 2008) may have an advantage in this respect,
but further investigation is still required.
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Abstract

We present an experiment to compare a
standard, minimally distinguishing algo-
rithm for the generation of relational refer-
ring expressions with two alternatives that
produce overspecified descriptions. The
experiment shows that discrimination -
which normally plays a major role in the
disambiguation task - is also a major influ-
ence in referential overspecification, even
though disambiguation is in principle not
relevant.

1 Introduction

In Natural Language Generation (NLG) systems,
Referring Expression Generation (REG) is the
computational task of providing natural language
descriptions of domain entities (Levelt, 1989; Dale
and Reiter, 1995), as in ‘the second street on the
left’, ‘the money that I found in the kitchen’ etc.
In this paper we will focus on the issue of content
selection of relational descriptions, that is, those
in which the intended target is described via an-
other object, hereby called a landmark. Consider
the example of context in Fig. 1.

L@ A B

objl obj2 obj3 obj4 obj5

Figure 1: A simple visual context. All objects are
grey except for 0bj5, which is red.

Let us consider the goal of uniquely identify-
ing the target obj1 in the context in Fig.1. Since
the target shares most atomic properties (e.g., type,
colour and size) with other distractor objects in the
context (and particularly so with respect to 0bj4),
using a relational property (near-obj2) may help
prevent ambiguity. The following (a)-(c) are ex-
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amples of descriptions of this kind produced from
the above context.
(a)The cone near the box

(b)The cone near the grey box
(c)The cone near the small box

As in example (a), existing REG algorithms will
usually pay regard to the Gricean maxim of quan-
tity (Grice, 1975), and avoid the inclusion of prop-
erties that are not strictly required for disambigua-
tion. In the case of relational reference, this means
that both target and landmark portions of the de-
scription may be left underspecified, and unique-
ness will follow from the fact that they mutually
disambiguate each other (Teixeira et al., 2014). In
other words, example (a) may be considered felic-
itous even though both ‘cone’ and ‘box’ are am-
biguous if interpreted independently.

Minimally distinguishing descriptions as in (a)
are the standard output of many REG algorithms
that handle relational descriptions as in (Dale
and Haddock, 1991; Krahmer and Theune, 2002;
Krahmer et al., 2003). Human speakers, on the
other hand, are largely redundant (Engelhardt et
al., 2006; Arts et al., 2011; Koolen et al., 2011;
Engelhardt et al., 2011), and will often produce so-
called overspecified descriptions as in (b-c) above.

In this paper we will focus on the issue of gener-
ating overspecified relational descriptions as in ex-
amples (b-c), discussing which properties should
be selected by a REG algorithm assuming that the
decision to overspecify has already been made.
More specifically, we will discuss whether the al-
gorithm should include colour as in (b), size as in
(c), or other alternatives, and we will assess the
impact of a referential overspecification strategy
that favours highly discriminatory properties over
preferences that are well-established in the liter-
ature. Although this may in principle seem as a
narrow research topic, the generation of relational
descriptions is still subject of considerable debate
in the field (e.g., (Viethen and Dale, 2011) and
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the issue of landmark under/full-specification has
a number of known consequences for referential
identification (e.g., (Paraboni and van Deemter,
2014)).

2 Related work

2.1 Relational REG

One of the first REG algorithms to take relations
into account is the work in (Dale and Haddock,
1991), which generates descriptions that may in-
clude relational properties only as a last resort, that
is, only when it is not possible to obtain a uniquely
identifying descriptions by making use of a set of
atomic properties. The algorithm prevents circu-
larity (e.g., ‘the cup on the table that supports a
cup that...’) and avoids the inclusion of redundant
properties with the aid of consistency networks.
As a result, the algorithm favours the generation
of minimally distinguishing relational descriptions
as example (a) in the previous section.

In the Graph algorithm described in (Krahmer et
al., 2003), the referential context is modelled as a
labelled directed graph with vertices representing
domain entities and edges representing properties
that can be either relational (when connecting two
entities) or atomic (when forming self-loops). The
task of obtaining a uniquely identifying descrip-
tion is implemented as a subgraph construction
problem driven by domain-dependent cost func-
tions associated with the decisions made by the al-
gorithm. The work in (Krahmer et al., 2003) does
not make specific assumptions about the actual at-
tribute selection policy, and by varying the cost
functions it is possible to implement a wide range
of referential strategies. The use of the algorithm
for the generation of relational descriptions is dis-
cussed in (Viethen et al., 2013).

The work in (Paraboni et al., 2006) discusses the
issue of ease of search by focussing on the particu-
lar case of relational description in hierarchically-
ordered domains (e.g., books divided into sections
and subsections etc.) Descriptions that may ar-
guably make search difficult, as in ‘the section
that contains a picture’ are prevented by produc-
ing fully-specified descriptions of each individual
object (i.e., picture, section etc.). As in (Dale and
Haddock, 1991), atomic properties are always at-
tempted first, and each target (e.g., a subsection)
holds only one relation (e.g., to its parent section).
Descriptions of this kind are similar to the exam-
ples (b-c) in the previous section. However, hier-
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archical structures are highly specialised domains,
and it is less clear to which extent these findings
are applicable to more general situations of ref-
erence as in, e.g., spatial domains (Byron et al.,
2007; dos Santos Silva and Paraboni, 2015).

2.2 Referential overspecification

Assuming that we would like to add a redun-
dant property to overspecify a certain description,
which property should be selected? Research on
REG, cognitive sciences and related fields has in-
vestigated a number of factors that may play a
role in referential overspecification. First of all,
it has been widely observed that some properties
are simply preferred to others. This seems to
be the case, for instance, of the colour attribute.
Colour is ubiquitously found in both redundant
and non-redundant use (Pechmann, 1989), and
empirical evidence suggests that colour is over-
specified more frequently than size (Belke and
Meyer, 2002).

The inherent preference for colour has how-
ever been recently challenged. The work in (van
Gompel et al., 2014), for instance, points out that
when perceptual salience is manipulated so that
a high contrast between target and distractors is
observed, the size attribute may be preferred to
colour. In other words, a highly preferred prop-
erty may not necessarily match the choices made
by human speakers when producing overspecified
descriptions. Results along these lines are also re-
ported in (Tarenskeen et al., 2014).

Redundant and non-redundant uses of colour
(and possibly other preferred properties) may also
be influenced by the difficulty in encoding visual
properties. In (Viethen et al., 2012), for instance,
it is argued that the colour property is more likely
to be selected when it is maximally different from
the other colours in the context. For instance, a red
object is more likely to be described as ‘red” when
none of the distractors is red, and less so when a
modifier (e.g., ‘light red’) would be required for
disambiguation.

Closer to our present discussion, we notice that
the issue of discrimination as proposed in (Olson,
1970) has been considered by most REG algo-
rithms to date (e.g., (Dale and Reiter, 1995; Krah-
mer and van Deemter, 2012)), and it has even
motivated a number of greedy or minimally dis-
tinguishing REG strategies (Gardent, 2002; Dale,
2002; Areces et al., 2011). Interestingly, the work



in (Gatt et al., 2013) has suggested that small dif-
ferences in discriminatory power do not seem to
influence content selection, but large differences
do, a notion that has been applied to the design
of REG algorithms on at least two occasions: in
(de Lucena et al., 2010) properties are selected in
order of preference regardless of their discrimina-
tory power and, if necessary, an additional, highly
discriminatory property is included; in (van Gom-
pel et al., 2012), a fully distinguishing property is
attempted first and, if necessary for disambigua-
tion, further properties are considered based on
both preference and discrimination.

Discrimination clearly plays a major role in the
disambiguation task, but it less clear whether it is
still relevant when disambiguation is not an issue,
that is, in the case of referential overspecification.
The present work is an attempt to shed light on this
particular issue.

3 Current work

Following (Pechmann, 1989) and others, we may
assume that colour should be generally (or perhaps
always) preferred to size. Moreover, as in (Kelle-
her and Kruijff, 2006), we may follow the prin-
ciple of minimal effort (Clark and Wilkes-Gibbs,
1986) and assume that atomic properties such as
colour or size should be preferred to relations that
lead to more complex descriptions. In our current
work, however, we will argue that neither needs
to be the case: under the right circumstances, a
wide range of properties - colour, size and even
spatial relations - may be overspecified depend-
ing on their discriminatory power alone. Thus, it
may be the case that size is preferred to colour (un-
like, e.g., (Pechmann, 1989)), and that longer, re-
lational descriptions are preferred to shorter ones
(unlike, e.g., (Kelleher and Kruijff, 2006)).

The possible preference for highly discrimina-
tory properties in referential overspecification is
easily illustrated by the examples in the introduc-
tion section. Following (Pechmann, 1989), one
might assume that, if a speaker decides to over-
specify the landmark portion of description (a),
she may add the colour attribute, as in (b). This
strategy, however, turns out to be far less common
in language use if a more discriminatory property
is available, as in the example. More specifically,
the availability of a highly discriminatory land-
mark property (size-small) makes (c) much more
likely than (b). This observation gives rise to the
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following research hypothesis:

hl: Given the goal of overspecifying a
relational description by using an ad-
ditional landmark property p, p should
correspond to the most discriminatory
property available in the context.

The idea that speakers may take discriminatory
power into account when referring is of course not
novel. What is less obvious, however, is that dis-
crimination may also play a significant role in sit-
uations that do not involve ambiguity, as in the
above examples. To illustrate this, let us consider
a basic REG algorithm - hereby called Baseline
- consisting of a relational implementation of an
Incremental-like algorithm as proposed in (Dale
and Reiter, 1995).

Given the goal of producing a uniquely identify-
ing description L of a target object r, the Baseline
algorithm works as follows: first, an atomic de-
scription is attempted by examining a list of pre-
ferred attributes P and by selecting those that help
disambiguate the reference, as in the standard In-
cremental approach (Dale and Reiter, 1995). If the
description is uniquely identifying, the algorithm
terminates. If not, a relational property relating r
to a landmark object o is included in L, and the
algorithm is called recursively to describe o using
an atomic description if possible.

Since Baseline terminates as soon as a uniquely
identifying description is obtained, the landmark
description will be usually left underspecified as in
example (a) in Section 1. This behaviour is consis-
tent with existing relational REG algorithms (e.g.,
(Dale and Haddock, 1991; Krahmer et al., 2003)).

Using the Baseline descriptions as a starting
point, however, we may decide to fully-specify the
landmark description (e.g., in order to facilitate
search, as in (Paraboni and van Deemter, 2014))
by selecting an additional property p from the re-
mainder P list, hereby called Fj.

There are of course many ways of defining p. In
corpus-based REG, for instance, a plausible strat-
egy would be to assume that the definition of p
is domain-dependent, and simply select the most
frequent (but still discriminatory) property in Fy
as seen in training data. We will call this variation
the Most Frequent overspecification strategy.

Choosing the most frequent property p may
lead to descriptions that closely resemble those
observed in the data. However, we predict that



the availability of a highly discriminatory prop-
erty may change this preference. To illustrate this,
we will also consider a Proposal strategy in which
p is taken to be the most discriminatory property
available in Fy. In case of a tie, the most fre-
quent property that appears in Fy is selected. If
Py does not contain any discriminatory properties,
none will be selected and the landmark descrip-
tion will remain underspecified as in the standard
Baseline approach.

The context in the previous Fig.1 and the ac-
companying examples (a-c) in Section 1 illustrate
the expected output of each of the three algorithms
under consideration. As in previous work on re-
lational REG, the Baseline approach would pro-
duce the minimally distinguishing description (a);
the Most Frequent strategy would overspecify the
landmark portion of the description by adding the
preferred property in the relevant domain (e.g.,
colour) as in (b); and the Proposal strategy would
overspecify by adding the highly discriminatory
property (in this particular example, size) as in (c).

The relation between the three algorithms and
our research hypothesis A1 is straightforward. We
would like to show that the predictions made by
Proposal are more accurate than those made by
Baseline and Most Frequent. An experiment to
verify this claim is described in the next section.

4 Experiment

For evaluation purposes we will make use the
Stars2 corpus of referring expressions!. Stars2 is
an obvious choice for our experiment since these
data convey visual scenes in which objects will
usually have one highly discriminatory property
available for reference. Moreover, descriptions in
this domain may convey up to two relations (e.g.,
‘the cone next to the ball, near the cone’), which
gives rise to multiple opportunities for referential
overspecification.

In addition to this, we will also make use of the
subset of relational descriptions available from the
GRE3D3 (Dale and Viethen, 2009) and GRE3D7
(Viethen and Dale, 2011) corpora. Situations of
reference in the GRE3D3/7 domain are in many
ways simpler than those in Stars2 (i.e., by con-
taining at most one possible relation in each scene,
by not presenting any property whose discrimina-
tory power is substantially higher than others etc.),

'Some of the corpus features are described in (Ferreira
and Paraboni, 2014)
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but the comparison is still useful since GRE3D3/7
are among the very few annotated relational REG
corpora made publicly available for research pur-
poses, and which have been extensively used in
previous work.

From the three domains - Stars2, GRE3D3 and
GRE3D7 - we selected all instances of relational
descriptions in which the landmark object was de-
scribed by making use of the fype attribute and ex-
actly one additional property p. This amounts to
three Reference sets containing 725 descriptions
in total: 367 descriptions from Stars2, 114 from
GRE3D3 and 244 from GRE3D7.

In the situations of reference available from
these domains, the use of p is never necessary for
disambiguation, and p will never be selected by a
standard REG algorithm as the Baseline strategy
described in the previous section. Thus, our goal
is to investigate which overspecification strategy -
Proposal or Most Frequent, cf. previous section -
will select the correct p, and the corresponding im-
pact of this decision on the overall results of each
algorithm.

From the unused portion of each corpus, we es-
timate attribute frequencies to create the prefer-
ence list P required by the algorithms. The fol-
lowing preference orders were obtained:

P(Stars2) ={type, colour, size, near, in-front-of,
right, left, below, above, behind}

P(GRE3D) ={type, colour, size, above, in-front-of,
hpos, vpos, near, right, left}

In the case of the GRE3D3/7 corpora, we no-
tice that not all attributes appear in both data sets.
Moreover, the attributes Apos and vpos were com-
puted from the existing pos attribute, which was
originally intended to model both horizontal and
vertical screen coordinates as a single property in
(Dale and Viethen, 2009).

Each of the three REG strategies - Baseline,
Proposal and Most Frequent - received as an in-
put the 725 situations of reference represented in
the Reference data and the corresponding P list
for each domain. As a result, three sets of output
descriptions were obtained, hereby called System
sets.

Evaluation was carried out by comparing each
System set to the corresponding Reference cor-
pus descriptions and measuring Dice scores (Dice,
1945) and overall accuracy (that is, the number of
exact matches between each System-Reference de-
scription pair).



Table 1: Results

Algorithm Baseline Most frequent Proposal
Dice Accuracy Dice Accuracy Dice Accuracy
Dataset mean sdv  mean sdv | mean sdvn mean sdv | mean sdv mean sdv
Stars2 0.63 0.14 000 000 | 062 0.18 0.1 031 076 0.18 027 045
GRE3D3 0.81 0.06 000 000 | 087 010 025 043 | 090 009 036 048
GRE3D7 0.84 0.07 000 000 /| 092 010 047 050 | 089 0.10 034 048
Overall 073 0.15 000 000 | 076 021 025 043 | 082 0.16 031 046
S Results the choice among them a matter of preference, an

Table 1 shows descriptive statistics for the eval-
uation of our three algorithms - Baseline, Pro-
posal and Most Frequent - applied to each corpus
- Stars2, GRE3D3 and GRE3D7. Best results are
highlighted in boldface.

Following (Gatt and Belz, 2007) and many
others, we compare Dice scores obtained by the
three algorithms applied to the generation of
the selected descriptions of each domain using
Wilcoxon’s signed-rank test. In the Overall evalua-
tion, Proposal outperforms both alternatives. The
difference is significant (W (338)=-34327, Z=-
9.55, p < 0.0001). Highly discriminatory proper-
ties are indeed those that are normally selected by
human speakers when they decide to overspecify a
landmark description. This supports our research
hypothesis A 1.

Individual results are as follows. In the
case of the Stars2 domain, Proposal outperforms
both alternatives. The difference is significant
(W(241)=-26639, Z=-12.29, p < 0.0001). In
the case of GRE3D3, once again Proposal out-
performs the alternatives. The difference is also
significant (W (27)=-248, Z=-2.97, p < 0.03). Fi-
nally, in the case of GRE3D7, an effect in the op-
position direction was observed, i.e., the Most Fre-
quent algorithm outperforms the alternatives. The
difference is significant (W (70)=1477, Z=4.32,
p < 0.0001).

The differences across domains are explained
by the proportion of highly discriminatory land-
mark properties in each corpus. In Stars2, the
nearest landmark has at least one highly discrim-
inatory property in all scenes involving relational
reference. In GRE3D3, the nearest landmark has
a highly discriminatory property in 80% of the
scenes, and in GRE3D7 this is the case in only
50% of the scenes. Thus, given the opportu-
nity, the use of a highly discriminatory property
seems to be preferred. The absence of a prop-
erty that ‘stands out’, by contrast, appears to make
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observation that is consistent with the findings in
(Gatt et al., 2013).

6 Final remarks

This paper has presented a practical REG experi-
ment to illustrate the impact of discrimination on
the generation of overspecified relational descrip-
tions. The experiment shows that discrimination -
which normally plays a major role in the disam-
biguation task - is also a considerable influence
in referential overspecification, that is, even when
discrimination is in principle not an issue. Our
findings correlate with previous empirical work in
the field, and show that discrimination may effec-
tively trump the inherent preference for absolute
properties and for those that are easier to realise
in surface form. For instance, contrary to (Pech-
mann, 1989) and many others, speakers would
generally prefer referring to size as in (b), despite
evidence suggesting that colour is overspecified
more frequently than size. Moreover, contrary to
(Kelleher and Kruijff, 2006), speakers would also
prefer referring to a spatial relation as in (c) even
though the resulting descriptions turns out to be
more complex.

We are aware that the present work has focussed
on extreme situations in which a highly discrimi-
natory property is available for overspecification.
As future work, it is necessary to further this inves-
tigation by taking into account various degrees of
discrimination. As suggested in (Gatt et al., 2013),
the effect of discrimination may be perceived as a
continuum, and in that case a practical REG algo-
rithm should be able to make more complex deci-
sions that those presently implemented.
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Abstract

This paper is the first to examine the effect
of prosodic features on coreference resolu-
tion in spoken discourse. We test features
from different prosodic levels and investi-
gate which strategies can be applied. Our
results on the basis of manual prosodic la-
belling show that the presence of an accent
is a helpful feature in a machine-learning
setting. Including prosodic boundaries and
determining whether the accent is the nu-
clear accent further increases results.

1 Introduction

Noun phrase coreference resolution is the task of
determining which noun phrases (NPs) in a text
or dialogue refer to the same discourse entities
(Ng, 2010). Coreference resolution has been ex-
tensively addressed in NLP research, e.g. in the
CoNLL shared task 2012 (Pradhan et al., 2012)
or in the SemEval shared task 2010 (Recasens et
al., 2010). Amoia et al. (2012) have shown that
there are differences between written and spoken
text wrt coreference resolution and that the per-
formance typically drops when systems that have
been developed for written text are applied on spo-
ken text. There has been considerable work on
coreference resolution in written text, but com-
paratively little work on spoken text, with a few
exceptions of systems for pronoun resolution in
transcripts of spoken text e.g. Strube and Miiller
(2003), Tetreault and Allen (2004). However,
so far, prosodic information has not been taken
into account. The interaction between prosodic
prominence and coreference has been investigated
in several experimental and theoretical analyses
(Terken and Hirschberg, 1994; Schwarzschild,
1999; Cruttenden, 2006); for German (Baumann
and Riester, 2013; Baumann and Roth, 2014; Bau-
mann et al., 2015).
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There is a tendency for coreferent items, i.e. en-
tities that have already been introduced into the
discourse, to be deaccented, as the speaker as-
sumes the entity to be salient in the listener’s dis-
course model. We can exploit this by including
prominence features in the coreference resolver.

Our prosodic features mainly aim at definite
descriptions, where it is difficult for the resolver
to decide whether the potential anaphor is actu-
ally anaphoric or not. In these cases, accentua-
tion is an important means to distinguish between
given entities (often deaccented) and other cate-
gories (i.e. bridging anaphors, see below) that are
typically accented, particularly for entities whose
heads have a different lexeme than their potential
antecedent. Pronouns are not the case of inter-
est here, as they are (almost) always anaphoric.
To make the intuitions clearer, Example (1), taken
from Umbach (2002), shows the difference promi-
nence can make:

(1) John has an old (:ot'[age.1

a. Last year he reconstructed the SHED.
b. Last year he reconSTRUCted the shed.

Due to the pitch accent on shed in (1a), it is quite
obvious that the shed and the cottage refer to dif-
ferent entities; they exemplify a bridging relation,
where the shed is a part of the cottage. In (1b),
however, the shed is deaccented, which has the ef-
fect that the shed and the cottage corefer.

We present a pilot study on German spoken
text that uses manual prominence marking to show
the principled usefulness of prosodic features for
coreference resolution. In the long run and for
application-based settings, of course, we do not
want to rely on manual annotations. This work is
investigating the potential of prominence informa-
tion and is meant to motivate the use of automatic

! Anaphors are typed in boldface, their antecedents are un-
derlined. Accented syllables are capitalised.
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prosodic features. Our study deals with German
data, but the prosodic properties are comparable
to other West Germanic languages, like English or
Dutch. To the best of our knowledge, this is the
first work on coreference resolution in spoken text
that tests the theoretical claims regarding the inter-
action between coreference and prominence in a
general, state-of-the-art coreference resolver, and
shows that prosodic features improve coreference
resolution.

2 Prosodic features for coreference
resolution

The prosodic information used for the purpose of
our research results from manual annotations that
follow the GToBI(S) guidelines by Mayer (1995),
which stand in the tradition of autosegmental-
metrical phonology, cf. Pierrehumbert (1980),
Gussenhoven (1984), Féry (1993), Ladd (2008),
Beckman et al. (2005). We mainly make use of
pitch accents and prosodic phrasing. The an-
notations distinguish intonation phrases, termi-
nated by a major boundary (%), and intermediate
phrases, closed by a minor boundary (-), as shown
in Examples (2) and (3).

The available pitch accent and boundary an-
notations allow us to automatically derive a sec-
ondary layer of prosodic information which rep-
resents a mapping of the pitch accents onto a
prominence scale in which the nuclear (i.e. final)
accents of an intonation phrase (n2) rank as the
most prominent, followed by the nuclear accents
of intermediate phrases (n/) and prenuclear (i.e.
non-final) accents which are perceptually the least
prominent. To put it simply, the nuclear accent
is the most prominent accent in a prosodic phrase
while prenuclear accents are less prominent.

While we expect the difference between the
presence or absence of pitch accents to influence
the classification of short NPs like in Example
(1), we do not expect complex NPs to be fully
deaccented. For complex NPs, we nevertheless
hope that the prosodic structure of coreferential
NPs will turn out to significantly differ from the
structure of discourse-new NPs such as to yield
a measurable effect. Examples (2) and (3) show
the prosodic realisation of two expressions with
different information status. In Example (2), the
complex NP the text about the aims and future
of the EU refers back to the Berlin Declaration,
whereas in Example (3), the complex NP assault
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with lethal consequences and reckless homicide is
not anaphoric. The share of prenuclear accents
is higher in the anaphoric case, which indicates
lower overall prominence. The features described
in Section 2.1 only take into account the absence
or type of the pitch accent; those in Section 2.2
additionally employ prosodic phrasing. To get a
better picture of the effect of these features, we im-
plement, for each feature, one version for all noun
phrases and a second version only for short noun
phrases (<=4 words).

2.1 Prosodic features ignorant of phrase
boundaries

Pitch accent type corresponds to the following
pitch accent types that are present in the GToBI(S)
based annotations.

Fall H*L
Rise L*H
Downstep fall  'H*L
High target H*
Low target L*
Early peak HH*L
Late peak L*HL

For complex NPs, the crucial label is the last la-
bel in the mention. For short NPs, this usually
matches the label on the syntactic head.

Pitch accent presence focuses on the presence
of a pitch accent, disregarding its type. If one ac-
cent is present in the markable, the boolean feature
gets assigned the value frue, and false otherwise.

2.2 Prosodic features including phrase
boundary information

The following set of features takes into account the
degree of prominence of pitch accents as presented
at the beginning of Section 2, which at the same
time encodes information about prosodic phras-
ing.

Nuclear accent type looks at the different de-
grees of accent prominence. The markable gets
assigned the type n2, nl, pn if the last accent in
the phrase matches one of the types (and none if it
is deaccented).

Nuclear accent presence is a Boolean feature
comparable to pitch accent presence. It gets as-
signed the value true if there is some kind of ac-
cent present in the markable. To be able to judge
the helpfulness of the distinction between the cat-
egories that are introduced above, we experiment
with two different versions:



(2) Anaphoric complex NP (DIRNDL sentences 9/10):

9:  Im Mittelpunkt steht eine von der Ratsprésidentin, Bundeskanzlerin Merkel, vorbereitete “Berliner Erklarung”.
10: Die Prasidenten [...] wollen [den TEXT iiberdie ZIEle und ZUkunft der EU] unterzeichnen.
the presidents [...] want [the  text about the  aims and  future the EU] sign
(¢ L*H L*H-) ( H*L H*L
pn nl pn pn

Central is the ’Berlin Declaration’ that was prepared by the president of the Council of the EU, Chancellor Merkel.

The presidents want to sign [the text about the aims and future of the EU.]

(3) Non-anaphoric complex NP (DIRNDL sentences 2527/2528):

2527:  Der Prozess um den Tod eines Asylbewerbers aus Sierra Leone in Polizeigewahrsam ist [...] er6ffnet worden.
2528: [Wegen KORperverletzung mit  TOdesfolge und  fahrlissiger TOtung]  MUSsen
[Due assault with  lethal consequence, and reckless homicide] must
(( H*L L*H 9 ( H*L -)%)
pn nl n2

The trial about the death of an asylum seeker from Sierra Leone during police custody has started.
Charges include [assault with lethal consequence, and reckless homicide], ...

1. Only n2 accents get assigned true
2. n2 and nl accents get assigned true

Note that a version where all accents get assigned
true, i.e. pn and nl and n2, is not included as this
equals the feature Pitch accent presence.

Nuclear bag of accents treats accents like a
bag-of-words approach treats words: if one accent
type is present once (or multiple times), the accent
type is considered present. This means we get a
number of different combinations (22 = 8 in total)
of accent types that are present in the markable,
e.g. pn and nl but no n2 for Example (2), and pn,
nl and n2 for Example (3).

Nuclear: first and last includes linear informa-
tion while avoiding an explosion of combinations.
It only looks at the (degree of the) first pitch ac-
cent present in the markable and combines it with
the last accent.

3 Experimental setup

We perform our experiments using the IMS Hot-
Coref system (Bjorkelund and Kuhn, 2014), a
state-of-the-art coreference resolution system for
English. As German is not a language that is fea-
tured in the standard resolver, we first had to adapt
it. These adaptations include gender and number
agreement, lemma-based (sub)string match and
a feature that addresses German compounds, to
name only a few.?

2To download the German coreference system, visit:

www.ims.uni-stuttgart.de/forschung/
ressourcen/werkzeuge/HOTCorefDe.html
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For our experiments on prosodic features, we
use the DIRNDL corpus® (ca. 50.000 tokens, 3221
sentences), a radio news corpus annotated with
both manual coreference and manual prosody la-
bels (Eckart et al., 2012; Bjorkelund et al., 2014)*.
We adopt the official train, test and development
split. We decided to remove abstract anaphors
(e.g. anaphors that refer to events or facts), which
are not resolved by the system. In all experi-
ments, we only use predicted annotations and no
gold mention boundary (GB) information as we
aim at real end-to-end coreference resolution. On
DIRNDL, our system achieves a CoNLL score of
47.93, which will serve as a baseline in our ex-
periments. To put the baseline in context, we also
report performance on the German reference cor-
pus TiiBa-D/Z? (Naumann, 2006), which consists

*http://www.ims.uni-stuttgart.de/
forschung/ressourcen/korpora/dirndl.html

“In this work, we have focused on improvements within
the clearly defined field of coreference resolution, using
prosodic features. As one of the reviewers pointed out, the
DIRNDL corpus additionally features manual two-level in-
formation status annotations according to the RefLex scheme
(Baumann and Riester, 2012), which additionally distin-
guishes bridging anaphors, deictic expressions, and more.
Recent work on smaller datasets of read text has shown that
there is a meaningful correspondence between information
status classes and degrees of prosodic prominence, with re-
gard to both pitch accent type and position (Baumann and
Riester, 2013; Baumann et al., 2015). Moreover, informa-
tion status classification has been identified as a task closely
related to coreference resolution (Cahill and Riester, 2012;
Rahman and Ng, 2012). Integrating these approaches is a
promising, though rather complex task, which we reserve for
future work. It might, furthermore, require more detailed
prosodic analyses than are currently available in DIRNDL.

Shttp://www.sfs.uni-tuebingen.de/de/
ascl/ressourcen/corpora/tueba—-dz.html



System CoNLL | CoNLL
(+singl.) | (-singl.)
IMS HotCoref DE (open) | 60.35 48.61
CorZu (open) 60.27 45.82
BART (open) 57.72 39.07
SUCRE (closed) 51.23 36,32
TANL-1 (closed) 38.48 14.17

Table 1: SemEval Shared Task 2010 post-task
evaluation for track regular (on TiiBa 8), includ-
ing and excluding singletons

System | CoNLL
IMS HOTCoref DE (no GB matching) | 51.61
CorZu (no GB matching) 53.07

Table 2: IMS HotCoref performance on TiiBa 9
(no singletons), using regular preprocessing

of newspaper text. In a post-task SemEval 2010
evaluation® our system achieves a CoNLL score
of 60.35 in the open, regular track’ (cf. Table 1).
On the newest dataset available (TiiBa-D/Z v9),
our resolver currently achieves a CoNLL score
of 51.61.8 Table 2 compares the performance of
our system against CorZu (Klenner and Tuggener,
2011; Tuggener and Klenner, 2014), a rule-based
state-of-the-art system for German®(on the newest
TiiBa dataset).

4 Experiments using prosodic features

Table 3 shows the effect of the respective features
which are not informed about intonation bound-
aries (Table 3a) and those that are (Table 3b). Fea-
tures that achieved a significant improvement over
the baseline are marked in boldface.!”

The best-performing feature in Table 3a is the
presence of a pitch accent in short NPs. It can be
seen that this feature has a negative effect when be-
ing applied on all NPs. Presumably, this is because
the system is misled to classify a higher number of
complex anaphoric expressions as non-anaphoric,
due to the presence of pitch accents. This confirms
our conjecture that long NPs will always contain
some kind of accent and we cannot distinguish nu-

*http://stel.ub.edu/semeval2010-coref/

"Using the official CONLL scorer v8.01, including single-
tons as they are part of TiiBa 8

8Using the official CoNLL scorer v8.01, not including
singletons as TiiBa 9 does not contain them.

CorZu performance: Don Tuggener,
personal communication. We did not use CorZu for our ex-
periments as the integration of prosodic information in a rule-
based system is non-trivial.

"We compute significance using the Wilcoxon signed rank
test (Siegel and Castellan, 1988) at the 0.01 level.
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(a) No boundary information

Baseline 47.93

+ Feature applied to ... . short | ... all
NPs only | NPs

PitchAccentType 45.31 46.23

PitchAccentPresence 48.30 46.57

(b) Including boundary information

Baseline 47.93

+ Feature applied to ... ...short .ooall
NPs only | NPs

NuclearType 47.17 46.79

(nl vs. n2 vs. pn vs. none)

NuclearType 48.55 45.24

(nl/n2 vs. pn vs. none)

NuclearPresence (n2) 46.69 48.88

NuclearPresence (nl1/n2) 48.76 47.47

NuclearBagOfAccents 46.09 48.45

NuclearFirst+Last 46.41 46.74

Table 3: CoNLL metric scores on DIRNDL for
different prosodic features (no singletons, signifi-
cant results in boldface)

clear from prenuclear accents. Features based on
GToBI(S) accent type did not result in any im-
provements.

Table 3b presents the performance of the fea-
tures that are phonologically more informed. Dis-
tinguishing between prenuclear and nuclear ac-
cents (NuclearType) is a feature that works best
for short NPs where there is only one accent, while
having a negative effect on all NPs. Nuclear pres-
ence, however, works well for both versions (not
distinguishing between n/ or n2 works for short
NPs while n2 accents only works best for all NPs).
This feature achieves the overall best performance
for both short NPs (48.76) and all NPs (48.88).

The NuclearBagOfAccents feature works quite
well, too: this is a feature designed for NPs that
have more than one accent and so it works best for
complex NPs. Combining the features did not lead
to any improvements.

Overall, it becomes clear that one has to be very
careful in terms of how the prosodic information is
used. In general, the presence