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Abstract

Stance detection aims to identify people’s
standpoints expressed in the text towards a tar-
get, which can provide powerful information
for various downstream tasks. Recent stud-
ies have proposed multi-task learning models
that introduce sentiment information to boost
stance detection. However, they neglect to ex-
plore capturing the fine-grained task-specific
interaction between stance detection and sen-
timent tasks, thus degrading performance. To
address this issue, this paper proposes a novel
multi-task interaction network (MTIN) for im-
proving the performance of stance detection
and sentiment analysis tasks simultaneously.
Specifically, we construct heterogeneous task-
related graphs to automatically identify and
adapt the roles that a word plays with respect
to a specific task. Also, a multi-task interac-
tion module is designed to capture the word-
level interaction between tasks, so as to obtain
richer task representations. Extensive exper-
iments on two real-world datasets show that
our proposed approach outperforms state-of-
the-art methods in both stance detection and
sentiment analysis tasks.

1 Introduction

Stance detection is a task that identifies the stand-
point or attitude (e.g. favor, against, or none, etc.)
of user towards various targets (e.g. entity, event,
opinion, people, etc.) (Küçük and Can, 2020; Liang
et al., 2021). Stance detection is crucial for ma-
chines to understand natural language and it has
many practical application areas such as sarcasm
detection (Agrawal et al., 2020; Tang et al., 2022),
fake news detection (Liao et al., 2021a; Ma et al.,
2022), relation extraction (Li et al., 2021b; Huang
et al., 2021), etc. Some early studies attempt to
extract the richer stance expressions by leveraging
manually engineered features (Darwish et al., 2020;
Kochkina et al., 2017; Zarrella and Marsh, 2016;
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Pregnant people have feelings, and the 
ability to make decisions about their health

Tweet

Favor Positive

SentimentTarget
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of  abortion

Against Positive

Favor Positive

Legalization 
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Wearing a 
face mask

Wearing a 
face mask

They have not the ability and shouldn’t     
make decisions that involve their health

I have an immune system that works 
fine, masks harm our immune system

I have next to no immune system right 
now so thanks to all wearing masks

Example 1

Example 2

Figure 1: Examples of MTL stance detection.

Mohammad et al., 2016; Sen et al., 2018) or em-
ploying deep learning approaches (Wei et al., 2016;
Augenstein et al., 2016; Zhou et al., 2019; Kawin-
tiranon and Singh, 2021). However, limited anno-
tated training tweets on social media platforms can
not provide richer stance representations, leading
to the degraded performance of models mentioned
above.

Motivated by recent advances in multi-task learn-
ing (MTL) (Ruder, 2017; Xu et al., 2020; Liao
et al., 2021a), some studies jointly train sentiment
analysis and stance detection task to alleviate the
limited training data problem (Mohammad et al.,
2017; Li and Caragea, 2019; Hosseinia et al., 2020).
For example, Li and Caragea (2019) constructs a
sentiment analysis task as an auxiliary task to help
stance detection by introducing the external senti-
ment lexicon. Different from constructing auxil-
iary task, Sun et al. (2019) proposes a multi-task
learning model that learns the representations of
sentiment and stance simultaneously. Above MTL
models only focus on extracting contextual task
representations and sentence-based features as the
shared information across different tasks to iden-
tify stances and classify sentiments of sentences,
ignoring the word-level task-specific information.
We argue that words may play different roles for
different tasks. As shown in Example 1 in Figure 1,
the identical words with colors in these two tweets
express the same stances but opposite sentiment
polarities. Likewise, in Example 2, the identical
words express opposite stances but the same senti-
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ment polarities. As such, it is desirable to leverage
the task-related pragmatics relationship at the word
level to capture the difference between tasks, with
target of improving the performance of all tasks.

In this work, inspired by some graph neural net-
work models proposed in other tasks (Ding et al.,
2019; Zhang et al., 2020; Wu et al., 2021), we ex-
plore novel task-related pragmatics graphs to model
the relationship between tasks at the word level.
Based on it, we propose a novel Multi-Task Interac-
tion Network (MTIN) framework with a word-level
task interaction to automatically identify and adapt
the roles that a word plays in different tasks, so as
to obtain the richer task representation and thus im-
prove the overall performance of all learning tasks.
In summary, the main contributions of our work
are three-fold:

• We construct novel stance-related and
sentiment-related graphs (dubbed st-graph
and se-graph respectively) based on task-
related pragmatics weights of words.

• A novel multi-task interaction network is ex-
plored to capture the significant task-related
information for each task from the word-level
interaction between task-related graphs.

• Experimental results on a number of bench-
mark datasets verify the advantages of the pro-
posed MTIN in both stance detection and sen-
timent analysis tasks.

2 Methodology

In this section, we describe our proposed MTIN
in detail. As demonstrated in Figure. 2 , the archi-
tecture of the proposed MTIN contains three main
components: 1) input representation, which derives
the sentence representation of the input sentence-
target pair with pre-trained language model, 2)
multi-task interaction module, which constructs
task-related graphs by using word-level pragmatics
weights and captures the interaction between tasks,
3) task-related attention, which captures the richer
stance and sentiment representations and outputs
the final predicts.

2.1 Task Definition

Given a set of annotated sentences towards the cor-
responding targets Ds = {(si, ai, ysti , ysei )}Ns

i=1 for
training set and Dq = {(si, ai)}Nq

i=1 for testing
set, where si and ai are the sentence and corre-
sponding target text respectively, ysti and ysei are
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Figure 2: The architecture of the proposed MTIN. The
left side shows the overall architecture of multi-task
stance detection; and the right side shows the details
of how to perform task interaction with multi-task in-
teraction module.

the stance label and sentiment label of a i-th an-
notated instance, Ns and Nq are the numbers of
training and testing samples, respectively. The
aim of multi-task stance detection is to find a
model F that predicts the stance label ŷsti and sen-
timent label ŷsei in Dq simultaneously, such that
F(si, ai) = {ŷsei , ŷsti } ≈ {ysei , ysti }. Note that,
we use t ∈ {st, se} to denote the stance task and
sentiment task for simplicity.

2.2 Input Representation

For a given sentence consists of n words s =
{wi}ni=1 and the corresponding target a consisted
of m words, a = {wi}mi=1, n and m are the length
of the text s and target a, respectively. In this paper,
we use pre-trained language model BERT (Devlin
et al., 2019) as the encoder to encode both the
sentence s and the target a. Specifically, we feed
“[CLS]s[SEP ]a[SEP ]” as input into the BERT
to acquire a dm-dimensional hidden representation
h ∈ R(n+m)×dm of each input pair:

h = BERT ([CLS]s[SEP ]a[SEP ]) (1)

where h = {h1,h2, · · · ,h(n+m)} denotes the rep-
resentation of the input pair and hi ∈ Rdm denotes
the vector representation of i-th word.

2.3 Task-related Graphs Construction

For an input sentence-target pair (s, a), we obtain
the corresponding dependency tree T s over s by
syntactical dependency parser1. Noting that we
cannot construct a dependency tree for target text
a, since it is not a full sentence. Therefore, we con-

1We use spaCy toolkit: https://spacy.io/.
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struct the dependent relations by adding the head-
dependent arcs between words in a and root words
of T s , and finally obtain dependency tree T for in-
put sentence-target pair (s, a). Accordingly, a syn-
tactical dependency graph Gdep is built by taking
each word as node and treating the head-dependent
relation in T as edges. Note that, the Gdep is a undi-
rected graph with self loops in words. Formally, the
adjacent matrixAdep ∈ R(n+m)×(n+m) is computed
by,

Adep[i, j] =





1 if T (wi, wj) or T (wj , wi),
1 if i = j,
0 otherwise

(2)
where T (wi, wj) denotes that there exists a depen-
dent arc from word wi to wj .

Task-related Pragmatics Weights Computing
To capture the importance of words and interac-
tion between words, we compute the pragmatics
weights of words focused on specific task by inte-
grating the word frequency and task-related prag-
matics weight. Firstly, we compute word frequency
p(wi) by calculating the times of word wi appear-
ing in the corpus, which can be defined as,

p(wi) =
N(wi)

N
, ϕ(wi) =

p(wi)− µ(p(·))
σ(p(·)) (3)

where N(wi) is the number of wi appeared in the
corpus, N is the total number of words in the cor-
pus. µ(·) and σ(·) are the mean value and standard
deviation function of p, respectively. For allevi-
ating the influence of outliers and extreme values
(e.g. symbols, meaningless words), we use the nor-
malization form ϕ(wi) of the distribution of p(·)
later.

Secondly, inspired by (Liang et al., 2021), to
reduce the interference of noise, we only uti-
lize Favor (label+) and Against (label−) category
to compute the stance-related pragmatics weight
φt(wi)|t=st, and utilize Positive (label+) and Neg-
ative (label−) category to compute the sentiment-
related pragmatics weight φt(wi)|t=se. For sen-
tence s, we compute the φt(wi) by,

ρt(wi) =
∣∣∣N

t(wi,label+)
Nt(label+) −

Nt(wi,label−)
Nt(label−)

∣∣∣ (4)

φt(wi) = 1 +
ρt(wi)− µ(ρt)

σ(ρt)
, wi ∈ s (5)

where t ∈ {st, se} denotes stance task st or sen-
timent task se. N t(wi, label±) and N t(label±)
are the number of occurrences of wi and the total

number of words in different stance or sentiment
category respectively. For word wj that only ap-
pears in the target text a, wj ∈ a, we directly define
the pragmatics weight of wj by φt(wj) = 1.

To harmonize the syntactic structural informa-
tion and pragmatics information of words, the task-
related graphs Gt are built by integrating the prag-
matics information φt(wi) learned from the word-
level perspective into the syntactic graph Gdep.
Here, the nodes of Gt are every word of the in-
put pair, and adjacent matricesAt ∈ R(n+m)×(n+m)

between nodes are given by,

At[i, j] =

{ ∑
k∈{i,j}

φt(wk)ϕ(wk) if Adep[i, j] = 1,

0 otherwise
(6)

Note that,Ast andAse are the adjacent matrices of
st-graph Gst and se-graph Gse, respectively.

2.4 Multi-task Interaction Module
For augmenting the importance of context words
close to the target (Li et al., 2018), we conduct
a positional-aware transformation ei on the word
representation hi to mask out the target words and
assign position weights. Formally, given an input
sentence-pair w1 · · ·wnwn+1 · · ·wn+m, the trans-
formed hi is ĥi = eihi, where ei is given by,

ei =

{
1− n+1−i

n+m 1 ≤ i < n+1

0 n+1 ≤ i ≤ n+m
(7)

We denote the transformed word representations
as ĥ = {ĥ1, ĥ2, · · · , ĥn+m}, which is used for
task-related graphs iterative update later.

Task-related Graphs Iterative Update We uti-
lize an iterative task-related graphs interaction way
to capture the fine-grained task interaction at the
word level. We assemble st-graph layer and se-
graph layer to form an interactive GCN block,
which can interactively learn the task-related graph
representations. The feature of each node in the l-th
GCN block is iteratively and interactively updated
by graph convolution networks (GCNs) (Kipf and
Welling, 2017), which is given by,

gst,l = ReLU

(
E

1
2
seÃseE

− 1
2

se gse,l−1W l
st

)
(8)

gse,l = ReLU

(
E

1
2
stÃstE

− 1
2

st gst,lW l
se

)
(9)

where gse,l−1 is the node representations derived
from the preceding GCN block. Adjacent matrix
Ãt = At + I , where Et =

∑
j(At

j + I) and I is
the identity matrix. Here, the initial input of first
GCN block is gse,0 = ĥ = {ĥ1, · · ·, ĥn+m}.
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2.5 Task Representations
Target-specific Stance Representation To obtain
the target-specific representation, we firstly mask
out non-target words and keep the target word un-
changed as follows,

maski =

{
0 1 ≤ i < n+1
1 n+1 ≤ i ≤ n+m

(10)

Therefore, we obtain the masking graph represen-
tation ĝst,L = mask × gst,L, where gst,L is the
final output of st-graph. Then, we use a retrieval-
based attention mechanism to retrieval significant
target-specific stance clue α as below,

βk =
m+n∑

i=1

h>k ĝ
st,L
i , αk =

exp (βk)∑n
i=1 exp (βi)

(11)

where h is the output of encoder in Section 2.2.
The final target-specific stance presentation is for-
mulated as : rst =

∑m+n
k=1 αkhk.

Sentence-based Sentiment Representation
Different from stance task, we only retrieve
significant contextual sentiment clues to predict
the sentence-level sentiment label,

β
′
k =

m+n∑

i=1

h>k g
se,L
i , α

′
k =

exp(β
′
k)∑n

i=1 exp(β
′
i)

(12)

where gse,L denotes the final output of se-graph.
Then we obtain the final richer sentiment represen-
tation by: rse =

∑m+n
k=1 α

′
khk.

2.6 Multi-task Learning Objective
The final objective function of stance detection and
sentiment analysis task is defined by cross-entropy
loss and L2-regularization,

L = −
Ns∑

i=1

(λ1y
st
i log ŷsti +λ2y

se
i log ŷsei ) + λ3‖Θ‖2 (13)

where λ1, λ2 and λ3 are the coefficients of
stance detection, sentiment analysis task and L2-
regularization term. ŷt is the probability distribu-
tion of task representation by a fully-connected
layer, ŷt = softmax(W trt + bt) and yti is the
ground-truth label. Θ is the total parameters.

3 Experiments

In this section, we conduct extensive experiments
to demonstrate the effectiveness of MTIN, with the
goal of answering the following questions: RQ1:
How are the performances of the proposed MTIN
model compared to existing works? RQ2: What
are the contributions of components of MTIN?

Dataset Category
Stance Task Sentiment Task

Favor Against Neither Positive Neutral Negative

SemEval16
Train 753 1395 766 962 189 1763
Test 304 715 230 368 90 791

COVID19
Train 1252 750 748 451 360 1939
Test 306 205 176 108 82 497

Table 1: Statistics for the two datasets.

3.1 Datasets
We conduct experiments on two benchmark
datasets for stance detection and sentiment anal-
ysis tasks, SemEval16 (Mohammad et al., 2016)
and COVID19 (Glandt et al., 2021). These two
datasets are twitter posts annotated with the stance
and sentiment labels. The detailed statistics are
listed in Table 1.

3.2 Implementation Details
For all the experiments, we use pre-trained BERT-
base2 model to initialize the word embedding. The
dimensionality of the word embedding is set to
768. To alleviate overfitting, we apply dropout at a
rate of 0.3 to input word embedding. The dropout
rate of st-graph and se-graph are set to 0.2, and
the number of GCN block is set to 2. We use a
uniform distribution to initialize all parameters of
model. We implement MTIN in PyTorch (v1.7.0
with Python 3.8.3) and use Adam with learning rate
(0.00001), batch size (16), and L2 regularization
weight (0.001). The parameters (λ1, λ2, λ3) are
set as (0.6, 0.4, 0.00001). Following by (Moham-
mad et al., 2016; Li and Caragea, 2019), we use
official evaluation metrics of SemEval16 to eval-
uate the performance of stance detection task of
MTIN, which is the Favg for the Favor and Against
categories under all of the testing set.

Favg =
Ffavor + Fagainst

2
(14)

where Ffavor = 2Pfavor Rfavor
Pfavor +Rfavor

and Fagainst =
2Pagainst Ragainst
Pagainst +Ragainst

, where P and R are precision and
recall respectively. In addition, we average the
Favg on each target to get MacFavg to evaluate the
overall performance of MTIN toward targets. We
average Accuracy (ACC) and F1 score (F1-score)
on each target to get ACCavg and F1-scoreavg to
evaluate sentiment analysis performance of MTIN.

3.3 Baseline Methods
We have chosen a few mainstream and latest meth-
ods in stance detection and sentiment analysis for

2https://github.com/google-research/bert

2993



Category Model SemEval16 COVID19

MacFavg Favg MacFavg Favg

STL

SVM-ngram (Mohammad et al., 2016) 0.580 0.689 0.584 0.654
MITRE (Mohammad et al., 2016) 0.560† 0.678† - -

pkudblab (Mohammad et al., 2016) 0.586† 0.673† - -
BERT (Devlin et al., 2019) 0.536 0.646 0.619 0.647
SCN (Yang et al., 2020a) 0.545 0.613 0.512 0.533

KEMLM (Kawintiranon and Singh, 2021) 0.556 0.641 0.619 0.644
TextGCN (Yao et al., 2019) 0.599 0.653 0.557 0.588

TextING (Zhang et al., 2020) 0.597 0.658 0.589 0.609
FCS (Sun et al., 2019) 0.602 0.692 - -

BERTtoCNN (Li et al., 2021a) - 0.678 - -

MTL
AT-JSS (Li and Caragea, 2019) 0.513 0.600 0.566 0.595
Tchebycheff (Mao et al., 2020) 0.504 0.573 0.581 0.605
BanditMTL (Mao et al., 2021) 0.540 0.608 0.601 0.619

Ours
MTIN w/o SE 0.578 0.645 0.622 0.638

MTIN-BiLSTM 0.643 0.689 0.647 0.666
MTIN (Ours) 0.649 0.703 0.653 0.679

Table 2: Experimental results of stance detection task on two datasets. Average MacFavg and Favg over 3 runs
with random initialization. The best and second-best results are in bold and underlined, respectively. The results
with † are retrieved from semantic evaluation (SemEval-2016).

comparison, including:

• Single-task learning (STL) methods: For ST
task, we use KEMLM (Kawintiranon and
Singh, 2021), BERT (Devlin et al., 2019),
SCN (Yang et al., 2020a), TextGCN (Yao
et al., 2019), and TextING (Zhang et al., 2020)
for comparison methods. Also, we compared
three best methods from the semantic evalu-
ation challenge SemEval-2016 (Mohammad
et al., 2016), SVM-ngram, MITRE, and pkud-
blab. For SE task, we use BERT (Devlin
et al., 2019), ABCDM (Basiri et al., 2021),
ISA (Barnes et al., 2021), TextGCN (Yao
et al., 2019), and TextING (Zhang et al., 2020)
for comparison.

• Multi-task learning (MTL) methods: There
are a few multi-task learning methods for
stance detection here, AT-JSS (Li and Caragea,
2019), Tchebycheff (Mao et al., 2020), and
BanditMTL (Mao et al., 2021).

• Our methods: MTIN is our multi-task interac-
tion network. MTIN-BiLSTM is our MTIN
with the BERT replaced by Glove+BiLSTM.
MTIN w/o ST and MTIN w/o SE are the
model that removes the stance detection (ST)

task and sentiment analysis (SE) task from
MTIN, respectively.

3.4 RQ1: Performance Evaluation
3.4.1 Performance of Stance Detection
Table 2 shows experimental results on two datasets,
which illustrate that MTIN achieves the best perfor-
mance of stance detection over all metrics com-
pared with other methods. The STL methods
such as BERT, SCN, and KEMLM overall perform
poorly since they ignore the importance of senti-
ment information. For example, MTIN improves
upon the TextING model by 4.5% in Favg on the Se-
mEval16 dataset and has 3.2% improvement upon
the BERT model in Favg on the COVID19 dataset.
MTL methods such as AT-JSS and Tchebycheff
consider sentiment information, but they still ob-
tain a poor performance. For example, MTIN has
9.5% improvement in Favg upon the existing MTL
models on the SemEval16 dataset. The key reason
is that existing MTL methods ignore capturing the
task interaction features at different levels. In addi-
tion, the MTIN w/o SE degrades the performance
substantially, which indicates that multi-task in-
teraction module can indeed help to obtain richer
task representation for improved performance of
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Category Model SemEval16 COVID19

ACCavg F1-scoreavg ACCavg F1-scoreavg

STL

BERT (Devlin et al., 2019) 0.776 0.791 0.687 0.734
ABCDM (Basiri et al., 2021) 0.685 0.651 0.633 0.562

ISA (Barnes et al., 2021) 0.662 0.632 0.664 0.606
TextGCN (Yao et al., 2019) 0.775 0.790 0.728 0.695
TextING (Zhang et al., 2020) 0.774 0.753 0.736 0.564

MTL
AT-JSS (Li and Caragea, 2019) 0.709 0.644 0.669 0.562
Tchebycheff (Mao et al., 2020) 0.699 0.565 0.604 0.501
BanditMTL (Mao et al., 2021) 0.654 0.594 0.658 0.580

Ours
MTIN w/o ST 0.773 0.798 0.741 0.718

MTIN-BiLSTM 0.781 0.802 0.761 0.746
MTIN (Ours) 0.807 0.796 0.785 0.762

Table 3: Experimental results of sentiment analysis task on two datasets. Average F1-scoreavg and ACCavg over
3 runs with random initialization. The best and second-best results are in bold and underlined, respectively.

Model ST task SE task
MacFavg Favg ACCavg F1-scoreavg

MTIN with cos sim 0.573 0.640 0.737 0.725
MTIN with TF-IDF 0.526 0.594 0.730 0.727
MTIN with Fixed 0.582 0.657 0.771 0.771

MTIN (Ours) 0.649 0.703 0.807 0.796

Table 4: Ablation study results of ST and SE task on
SemEval16 dataset.

all tasks. In summary, experimental results show
the effectiveness of MTIN on stance detection task.

3.4.2 Performance of Sentiment Analysis

As shown in Table 3, we can observe that MTIN
achieves tremendously better performance than all
the comparison methods across all metrics. Among
them, compared with STL methods, such as BERT,
ABCDM, and ISA, our proposed MTIN improves
3.1% on ACCavg on SemEval dataset and 9.8%
on ACCavg on COVID-19 dataset, which veri-
fies the effectiveness of MTIN. Compared with
MTL models, our MTIN has significantly improve-
ment (15.2% and 18.2% on F1-scoreavg) on the
SemEval16 and COVID19 dataset, which further
illustrates the effectiveness of task-related pragmat-
ics graph that leverages the interaction between
words and interaction between tasks. In addition,
the MTIN w/o ST degrades the performance sub-
stantially, which indicates that MTIN can indeed
help to obtain richer task representation for im-
proved performance of all tasks.

3.5 RQ2: Ablation Study

To explore the impact of embedding model, we con-
struct a variant of MTIN, named MTIN-BiLSTM,
by replacing BERT of MTIN with Glove and Bi-
LSTM model. As shown in Table 2 and Table 3,
it is clear that MTIN-BiLSTM outperforms exist-
ing methods but worse than MTIN, which verifies
the effectiveness of our proposed MTIN with more
powerful BERT embedding model.

In addition, to verify the effectiveness of task-
related pragmatics weights of words, we construct
three variants of MTIN: (1) MTIN with cos sim that
replaces task-related pragmatics weight with cosine
similarity, (2) MTIN with TF-IDF that replaces
task-related pragmatics weight with TF-IDF, (3)
MTIN with Fixed that replaces task-related prag-
matics weight with Fixed value (“1”). As shown
in Table 4, it is clear that all of the variants of
MTIN lead to the performance of all tasks drops
evidently. This implies that leveraging task-related
pragmatics weights of words with task interaction
module properly improves the performance of all
tasks. That is, our proposed task-related pragmatics
dependency information is effective and it can in-
deed learn the task-related representations, so as to
improve the performance of our proposed MTIN.
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Figure 3: Performance of setting different numbers of
interactions between task-related graphs.

4 Analysis and Case Study

4.1 Impact of the Number of Interaction
between Task Graphs

To explore the impact of the number of interac-
tion between task graphs over the performance of
MTIN, we vary the GCN block number from 1 to
7 and show the results in Figure 3. Note that, the
number of GCN block represents the number of
interactions between task-related graphs. It is clear
that model with 2 GCN blocks performs overall bet-
ter than other numbers across all tasks and datasets,
and thus we set the number of GCN block to 2 in
our model. Comparatively, the model with 1 GCN
block achieves unsatisfactory performance under
all tasks and datasets, which potentially illustrates
that too few interactions between task graphs is in-
sufficient to leverage task-related pragmatic infor-
mation to improve the performance of all tasks si-
multaneously. Moreover, in the cases of the number
of GCN blocks greater than 2, the performance fluc-
tuates with the increasing number of GCN blocks
and essentially tends to decline when the number
of GCN blocks is greater than 4. This implies that
increasing the number of GCN blocks can easily
degrade the learning ability of the model due to a
sharp increase in model parameters.

4.2 Visualization

To qualitatively illustrate the effectiveness of our
MTIN model over facilitating the learning of fea-
tures, we visualize the intermediate vectors learned
by BERT and our proposed MTIN by using t-
SNE (Van der Maaten and Hinton, 2008) tool on the
testing set of COVID19 dataset and show the visual-

(a) BERT model (b) MTIN (Ours)

Figure 4: Visualization of intermediate vector represen-
tations. Red=Against, blue=Neither, green=Favor.

ization of stance detection task in Figure 4. We can
clearly observe that there are three distinct clusters
here, which represent the three different polarities
of stance detection task. Note that, among the three
stance polarities, the separations of vector represen-
tations learned by MTIN are substantially sharper
than those learned by the BERT model. Also, the
feature of each cluster learned by MTIN is more
compact and distinguishable compared with fea-
tures learned by BERT model. This verifies that
MTIN model can capture more definite correlation
between different stance classes and leverage the
learned task-related features to capture the clearer
difference of task representations, so as to achieve
the better performance of all learning tasks.

4.3 Case Study

To better understand how MTIN works, we select
two testing samples of stance detection task , whose
targets are “Feminist Movement” and “Wearing a
Face Mask” respectively. As shown in Table 5, we
present a case study and visualize attention weights
learned by three different models. The color repre-
sents the importance of a word towards the stance
representation, the darker more important.

The first example “I believe that every woman
should have their own rights.” has a subjec-
tive word “believe” that can explicitly express the
stance of user toward the target, and a subjunc-
tive word “should” that can bring extra difficulty
in detecting implicit semantics. TextGCN fails to
recognize the importance of words “believe” and
“should”, resulting in wrong predictions. BERT and
MTIN accurately capture the relationship between
those words and given target, so as to predict the
correct stance.

The second example “Not wearing a mask be-
cause I am in my own greenhouse.” contains
the negation “Not” in the sentence, which can
easily mislead models into making wrong stance.
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Model Target Attention Visualization Prediction Label

TextGCN
FM I believe that every woman should have their own rights . Against% Favor

WFM Not wearing a mask because I am in my own greenhouse . Favor% Against

BERT
FM I believe that every woman should have their own rights . Favor! Favor

WFM Not wearing a mask because I am in my own greenhouse . Favor% Against

MTIN
FM I believe that every woman should have their own rights . Favor! Favor

WFM Not wearing a mask because I am in my own greenhouse . Against! Against

Table 5: Case study. Visualization of attention scores from BERT, TextGCN, and MTIN on testing examples
of SemEval16 and COVID19 datasets, along with their predictions and corresponding ground truth labels. The
target FM (Feminist Movement) and WFM (Wearing a Face Mask) are from SemEval16 and COVID19 datasets
respectively. The marker!and%indicate the correct and incorrect predictions, respectively.

TextGCN and BERT are capable of capturing the
negation, but fail to build the connection between
negation word and given target, and finally make
the wrong predictions. Our proposed MTIN cor-
rectly captures the relationship between words and
given target by leveraging the task-related prag-
matics dependency information, which implies that
our MTIN effectively harmonizes the pragmatics
dependency information and semantic information.
This shows that our MTIN can make full use of
pragmatics information of words to improve the
performance of model.

5 Related Work

Stance detection Early efforts on stance detec-
tion focused on employing support vector machines
(SVM) with manually engineered features to de-
tect stance of users towards the given target (Mo-
hammad et al., 2016; Sen et al., 2018; Kochkina
et al., 2017; Darwish et al., 2020). Deep learn-
ing methods such as recurrent neural networks
(RNNs) (Zarrella and Marsh, 2016), convolutional
neural networks (CNNs) (Sun et al., 2018), and
attention mechanism (Du et al., 2017; Siddiqua
et al., 2019; Kawintiranon and Singh, 2021; Wei
et al., 2016; Augenstein et al., 2016; Yang et al.,
2020b) are proposed to capture the richer stance
representation for improving the performance of
stance detection. More recently, some pre-trained
language models, for instance, BERT (Devlin et al.,
2019) were applied to stance detection task for
improved performance. Another line of work uti-
lized GNNs model (Yao et al., 2019; Zhang et al.,
2020) to achieve promising results via leveraging
syntactical dependency parse to construct the rela-

tionship between words of sentences. For example,
Yao et al. (2019) leverages the explicit dependency
parse trees to model the syntactical connections of
contextual words to obtain the better stance repre-
sentations. Zhang et al. (2020) integrate syntactical
structure information and semantic dependency in-
formation for stance detection.

Multi-task learning Multi-task learning (MTL)
methods (Caruana, 1997; Thung and Wee, 2018;
Liao et al., 2021b; Yang et al., 2021) aims at solv-
ing multiple tasks simultaneously via modeling
the relationship between some learning tasks to
improve the generalization of MTL models, which
have gained much popularity in a variety of Natural
Language Processing (NLP) downstream tasks (Liu
et al., 2015; Luong et al., 2016). Li and Caragea
(2019) proposed a MTL framework that takes sen-
timent analysis task as auxiliary task and incorpo-
rates target-specific attention mechanism to achieve
promising performance of stance detection. Mao
et al. (2020) proposed a novel Tchebycheff pro-
cedure to improve the performance of multi-task
text classification. Mao et al. (2021) solved poor
generalization performance of MTL, which caused
uncontrolled task variance by jointly minimizing
the empirical losses and regularizing the task vari-
ance. Different from the methods mentioned above,
we study the relationship between joint learning
tasks via task-related pragmatics weight of words
and capture the word-level task interaction infor-
mation through a proposed multi-task interaction
module.
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6 Conclusion

In this paper, we propose a novel multi-task learn-
ing model to improve the performance on both the
stance detection and sentiment analysis task. We
first construct heterogeneous task-related pragmat-
ics graphs to capture more fine-grained task repre-
sentation. Besides, a multi-task interaction module
is designed to capture the word-level interaction
between tasks, so as to improve the overall perfor-
mance of model. Experimental results show the
effectiveness of our proposed model.

Limitations

In this paper, we construct a stance graph and a sen-
timent graph for each given sentence and employ
GCN module to achieve the interactions between
stance detection and sentiment analysis. For a long
text, the constructed graph is very large and sparse,
which makes our model impossible to train, so as to
fail to detect the stance and classify the sentiment.
Therefore, the major limitation of our work is that
it cannot be applied to long texts.
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