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Abstract

Large language models like ChatGPT can
be used to generate seemingly human-like
text. However, it is still not well understood
how their output differs from text written
by humans, and to what degree prompting
influences their linguistic profile. In our paper,
we instruct ChatGPT to complete, explain and
create texts in English and German across
journalistic, scientific, and clinical domains.
We assign corpus-specific personas to the
system setting as part of the prompt within
each task. We extract a large number of
linguistic features and perform statistical and
qualitative comparison across text pairs. Our
results show that prompting makes a larger
impact on English output than on German.
Most basic features such as mean word
length distinctly set human and generated
texts apart. Readability metrics indicate that
ChatGPT overcomplicates English texts,
particularly in the clinical domain, while
German-generated texts suffer from excessive
morpho-syntactic standardization coupled with
lexical simplification.

1 Introduction

Instruction-tuned conversational Large Language
Models (LLMs), such as ChatGPT (OpenAI, 2022),
are now widely used by the general public due to
their friendly conversational setup and unprece-
dented linguistic capabilities. The rate of LLM us-
age is remarkable, with ChatGPT alone generating
an ‘equivalent to all the printed works of human-
ity’ every two weeks shortly after its release1. This
trend shows no signs of subsiding. Although gener-
ated texts are consumed by the public and reused
in model training, their linguistic composition re-
mains poorly understood. The proprietary nature
of most prominent models exacerbates the issue,

1https://www.nber.org/system/files/working_
papers/w30957/w30957.pdf

Figure 1: The linguistic footprint of ChatGPT in gener-
ated output is best observed through basic features like
word length and proportion of punctuation. The figure
displays results for two significant features measured
across combined English and German data, comparing
texts produced by humans and three generative tasks.

post-hoc analysis of the textual output being the
main form of research.

A strong line of research is dedicated to the
detection of generated texts. Human readers are
no longer able to identify them (Brown et al.,
2020; Dou et al., 2022), but their textual patterns
can still be traced statistically (Levin et al., 2023;
Mitrović et al., 2023; Guo et al., 2023; Liu et al.,
2023). LLMs are highly versatile; for instance,
prompt alterations can have a significant impact
on the output (Tang et al., 2023), however not nec-
essarily increasing textual human likeness (Tseng
et al., 2023). To the best of our knowledge, only
Deshpande et al. (2023); Tseng et al. (2023) ad-
dressed the linguistic composition of texts condi-
tioned on the persona system parameter. However,
there is still much to be explored in this area.

In our paper, we aim to bridge this gap by inves-
tigating the impact of different tasks and personas
on the texts generated by ChatGPT. We collected
five corpora in both English and German, encom-
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passing journalistic articles, academic papers, and
clinical texts. On their basis, we generated compa-
rable datasets using prompts constructed from ex-
cerpts of human-authored texts, domain-specific in-
structions, and tailored persona settings. Moreover,
we conducted a comprehensive statistical analy-
sis comparing lexical, syntactic, and stylometric
features across languages, tasks, and domains2.

Our findings reveal several key insights: 1
The English textual profile of our generated out-
put is more pronounced than German (Table 4),
emphasizing the importance of language-specific
evaluations; 2 The statistical footprint left by the
model is most prominent in general textual features
such as word length and punctuation usage (Fig-
ure 1); 3 The generated texts demonstrate lower
readability scores, particularly in English (Figure
2); 4 The significance of features varies across
languages and domains (Figure 2); 5 German
academic ChatGPT personas exhibit a tendency to
overuse capitalized connectives and more complex
lexical options (Figure 3).

2 Previous Work

Without additional prompt manipulations, Chat-
GPT produces texts that are well-organized and co-
herent (Ariyaratne et al., 2023; Liu et al., 2023), in-
formative and objective (Guo et al., 2023), charac-
teristics typical for academic papers or official doc-
uments. ChatGPT writes as a ‘conservative team
of experts’ (Guo et al., 2023), providing a com-
prehensive and neutral view. On the lexical level,
this tendency manifests itself through a high num-
ber of nouns, adpositions, and adjectives, together
with frequently co-occurring conjunctions and co-
hesion markers like “in general”, “firstly”, “sec-
ondly”, “finally”. Overall, Guo et al. (2023), who
worked with question-answer pairs in open domain,
computer science, finance, medicine, law, and psy-
chology, noted that ChatGPT provides longer texts
with a poorer vocabulary, a tendency also observed
by Liu et al. (2023) in argumentative essay writ-
ing. Conversely, Mitrović et al. (2023) witnessed
ChatGPT use vocabulary items that humans con-
sider ‘fancy and atypical’ for the domain, i.e. “stand
out feature”, “waitstaff” and “knowledgeable” in
restaurant reviews. Manifestations of emotions and
individuality such as personal pronouns, impolite

2Code and data: https://github.com/shaitarAn/
LinguisticFootprintsChatGPT; https://doi.org/10.
5281/zenodo.11109705

expressions, or the use of punctuation to show emo-
tions, strongly indicate human-authored texts.

Nevertheless, lexical composition and even po-
liteness, can be altered with prompt modifications.
Pu and Demberg (2023) showed that lexical di-
versity of the ChatGPT output is strongly influ-
enced by the writing style indicated in the prompt.
They used lexical diversity and automatic readabil-
ity metrics to assess whether ChatGPT can cater its
academic summaries to layman and expert readers.
The generated lexical diversity was considerably
lower in informal sentences, but much higher than
human in formal texts. Overall, providing exam-
ples in the prompt (few-shot learning) significantly
improved the stylistic adaptation. In accordance
with other publications, Pu and Demberg observed
a high ratio of adjectives, adpositions, and nouns in
the ChatGPT-generated formal sentences, whereas
informal texts featured more auxiliary words and
punctuation marks.

Considering that modification of the system pa-
rameter, i.e. the persona setting, became available
only recently, there is limited research available on
this matter. Deshpande et al. (2023) performed a
large-scale, systematic analysis of toxicity in the
generated language conditioned on different Chat-
GPT personas. They created a list of 90 politicians,
dictators, journalists, entrepreneurs and athletes
and discovered that, despite moderation efforts,
assigning a persona unleashes the model’s capac-
ity for significantly toxic language. Tseng et al.
(2023) experimented with different prompts, in-
cluding generated personas, to produce comments
on Dutch news articles and then analysed the out-
put in terms of lexical diversity and general human-
likeness. They used the Controlled Type-Token Ra-
tio metric to show that human-written comments
have a much higher lexical diversity, as opposed to
ChatGPT-generated comments.

Overall, existing research provides only gen-
eral linguistic profiling of the ChatGPT-produced
text. In our paper we use three domains in two
languages, conditioning the output on tasks and
personas, and scrutinizing it with a broad spectrum
of linguistic features.

3 Data

Our data comprise five datasets in English along
with five comparable counterparts in German, span-
ning three domains. We included academic articles
and clinical texts because these domains are signif-
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pubmed_en zora_en cnn csb_en e3c pubmed_de zora_de 20min csb_de ggponc

human 95, 062 7, 963 80, 171 96, 498 54, 515 66, 573 7, 869 60, 277 94, 883 116, 135
explain 74, 766 7, 350 72, 638 69, 616 65, 651 68, 933 7, 177 70, 406 71, 263 76, 088

continue 70, 133 7, 573 59, 910 63, 867 68, 685 77, 869 7, 766 78, 711 80, 229 78, 777
create 66, 598 7, 336 59, 674 61, 750 67, 085 73, 737 8, 834 83, 471 68, 420 77, 610

texts 100 10 100 100 100 96 10 100 100 100

Table 1: Dataset statistics showing the number of texts and tokens in human and generated sections of each corpus.

icantly impacted by the accessibility of generative
LLMs like ChatGPT, posing potential high-risk
but also high-reward scenarios. We also collected
journalistic texts to align our results with those of
previous studies. Table 1 provides an overview of
the untruncated sizes of each corpus.

3.1 Clinical texts

E3C The European Clinical Case Corpus (E3C)
(Minard et al., 2021) comprises clinical cases in
Italian, English, French, Spanish and Basque. For
the English part, Minard et al. used the PubMed
API to automatically extract clinical case descrip-
tions from published academic papers. Out of
10,034 available clinical texts in English, we were
able to collect 100 that met the desired length of
about 500 tokens. The E3C texts exhibit a writing
style characterized by clarity, precision, and a fo-
cus on medical details, utilizing specific medical
terminology and technical details.

GGPONC The German Guideline Program in
Oncology NLP Corpus (GGPONC) is a large cor-
pus of clinical guidelines for oncology (Borchert
et al., 2022). It does not contain information about
specific patients and therefore has no restrictions
on access due to privacy protection. Version 2.0
of the GGPONC contains 30 guidelines with more
than 1.8 million tokens. We randomly sampled 100
documents that were longer than 500 tokens. 26
of the original 30 guidelines are represented in our
data, the most prominent being Palliative Medicine
and Breast Cancer. The writing style is character-
ized by the use of technical language, structured
organization, the use of citations, medical abbrevi-
ations, and numerical data. The tone is impersonal
and objective throughout.

3.2 Journalistic writing

20 Minuten The 20 Minuten corpus (Kew et al.,
2023) contains articles from a free Swiss daily
newspaper published between the years 2010 and
2022. We randomly sampled 100 articles from five

different publication years. The texts vary in writ-
ing style depending on the content and the main
message. They range from personal narratives and
informal interviews with a conversational and em-
pathetic tone to factual reporting adhering to jour-
nalistic writing standards.

CNN The CNN corpus is a large question an-
swering corpus in English (Hermann et al., 2015),
containing CNN articles published online between
2011 and 2015. We randomly sampled 100 articles
with more than 500 tokens. CNN articles aim to
present news in an objective and informative man-
ner making emphasis on clarity, conciseness, and
directness in the writing, while avoiding jargon and
complex language to ensure broad accessibility.

Credit Suisse Bulletin The Credit Suisse Bul-
letin corpus (CSB: Volk et al., 2016) is a digitized
multilingual diachronic collection of texts from
the world’s oldest banking magazine, published by
Credit Suisse3. The corpus covers diverse topics, in-
cluding economy, culture, sport, and entertainment,
in several languages. We made a random selection
of 100 articles from the German-English PDF sub-
corpus ranging from 1998 to 20174. The writing
style of the CSB texts varies depending on the topic.
It is formal, clear, straightforward, and informative,
offering insights into specific issues. At times, it
adopts a technical or analytical tone. Though not
explicitly stated, the original language of the arti-
cles is presumably German.

3.3 Scientific articles

PubMed The German and English PubMed cor-
pora contain biomedical articles collected from the
PubMed Central Database5. We downloaded a list
of PubMed IDs and used the Bio.Entrez package 6

3https://en.wikipedia.org/wiki/Credit_Suisse
4pub.cl.uzh.ch/projects/b4c
5https://pubmed.ncbi.nlm.nih.gov/
6https://biopython.org/docs/1.75/api/Bio.

Entrez.html

https://en.wikipedia.org/wiki/Credit_Suisse
https://pub.cl.uzh.ch/projects/b4c/en/corpora.php
https://pubmed.ncbi.nlm.nih.gov/
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to search for English and German articles contain-
ing both the abstract and the Introduction section
(DE: Einleitung) that is more than 500 tokens in
length. Our final corpus contains 96 German and
100 English articles.

Zora The Zurich Open Repository and Archive7,
is a database of the University of Zurich with open
access to scholarly articles in different languages.
We collected ten articles from linguistics in both
English and German.

The writing style of PubMed and Zora articles pri-
oritizes clarity, precision, and formality within the
academic context, catering primarily to subject-
matter experts. It maintains objectivity with pas-
sive voice and third-person pronouns, emphasizes
data-driven conclusions, and presents information
concisely and with clear transitions.

4 Experiments

Implementation details In our experiments, we
queried gpt-3.5-turbo-16K, a version of the
ChatGPT model that allows for larger context win-
dow inputs. We used pilot experiments to rule out
temperature settings above 1 due to the generation
of illegible output. In order to address the issue
of a less extensive vocabulary compared to human
writing (Tseng et al., 2023), we kept the tempera-
ture setting at 1, which is the API’s default. This
setting is expected to produce more creative and
diverse output compared to the deterministic option
at 0. To avoid repetitiveness, we set the frequency
penalty to 1. The model was queried using the
ChatGPT API in September 2023.

4.1 Prompts and personas

It is impossible to evaluate how many different
prompts and personas have been used to query
ChatGPT overall. Nevertheless, with prompt en-
gineering becoming the new paradigm of NLP re-
search, there exist now instruction datasets, con-
taining real prompt examples (Zhang et al., 2023;
Wang et al., 2023). We inspected most frequent
prompts as combinations of a root verb and its di-
rect object nouns8 and noted that verbs such as
write, create, explain, tell are among most frequent

7https://www.zora.uzh.ch/
8https://github.com/yizhongw/self-instruct/

blob/main/self_instruct/instruction_visualize.
ipynb

commands used for instruction tuning. We syn-
thesised top most frequent verbs suitable for text
production into three general tasks: to complete,
explain, and create a text. In our paper, we address
these synthesised tasks as completer, explainer, and
creator.

title 1st paragraph main text

continue
explain
create
human ref

Table 2: Parts of the human texts that are used as ex-
amples in different tasks. Ref indicates the human text
section used for analysis.

Depending on the task, our prompts contain dif-
ferent sections of the original human text. The com-
pleter and creator process the title and the 1st para-
graph, which is the abstract if it is a scientific paper,
or the first 100 tokens if there are no paragraph divi-
sions. The explainer is provided with the main part
of the text, which is also saved as the human ref-
erence (Table 2). Furthermore, we assign domain-
specific personalities to the system parameter of
each prompt. The explainer personas include an
assistant, a nurse and an academic specializing in
science communication. Personas for the creator
are set to journalist, nurse, academic but with more
corpus-specific characteristics. We use the default
system setting for the completer personas. Addi-
tionally, we provide task- and domain-appropriate
instructions. Below is the instruction template for
the creator personas:

Use this truncated [text type] as an ex-
ample: {intext}. Imagine a different [en-
tity] with some similar [entity attribute]
mentioned in the [text type]. Write a full
[text type] about this imaginary [entity]
matching the writing style of the example
text. Write about 600 words.

Table 3 illustrates full prompts for the English and
German clinical corpora (the complete list personas
can be found in supplementary materials). To in-
sure the required number of words in the output,
we implemented a while loop requesting to keep
generating (command2 in Table 3).

4.2 Statistical linguistic analysis
We used the textDescriptives library (Hansen et al.,
2023) to extract lexical features leveraging two

https://www.zora.uzh.ch/
https://github.com/yizhongw/self-instruct/blob/main/self_instruct/instruction_visualize.ipynb
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continue explain create
e3

c
co

rp
us persona - You are a nurse who is experi-

enced with science communica-
tion.

You are a nurse who is writing an imaginary clinical case,
using a real clinical case as an example.

command1 Continue the following
text with about 600 words:
{intext}

Explain this clinical case to me:
{intext}

Use this truncated clinical case as an example: {intext}.
Imagine a different patient with some similar symptoms
mentioned in the case.

command2 Continue generating the
text

Continue explaining this clinical
case.

Continue creating this imaginary clinical case, matching the
writing style of previous text.

gg
po

nc
co

rp
us persona - Sie sind ein/e Mediziner/in und

haben sich auf Wissenschaft-
skommunikation spezialisiert.

Sie sind ein/e Mediziner/in, der/die beauftragt wurde, einen
fiktiven klinischen Fall auf der Grundlage der vorgegebenen
medizinischen Leitlinien zu schreiben.

command1 Vervollständige den fol-
genden text mit etwa 600
Wörter: {intext}

Erklären Sie mir diesen Text
aus den Leitlinien: {intext}
Schreiben Sie etwa 600 Wörter.

Erstellen Sie einen fiktiven klinischen Fall auf der Grund-
lage des Textes aus dem deutschen Leitlinienprogramm für
die Onkologie:{intext} Schreiben Sie etwa 600 Wörter.

command2 Fahre mit der Erstellung
des Textes fort.

Fahren Sie fort, diesen Text aus
den Leitlinien zu erklären.

Fahren Sie fort, diesen fiktiven klinischen Fall weiter zu
schreiben, und passen Sie dabei Ihren Schreibstil an den
des vorherigen Textes an.

Table 3: Prompt variations for the two clinical corpora with placeholders for the human-written text snippet.

large spaCy9 models, en_core_web_lg for En-
glish, and de_core_news_lg for German. We ex-
tracted 68 features including general textual statis-
tics like the prevalence of stop words and unique to-
kens, readability metrics, the distribution of various
parts of speech, metrics of repetitiveness like the
proportion of n-gram duplicates, coherence metrics,
sentence complexity metrics such as dependency
measurements. We also added seven lexical and
morphological custom features.

Statistical significance In order to identify sig-
nificant features in texts produced by humans,
completer, explainer and creator tasks, we first
tested the normality of their distributions using the
Shapiro-Wilk test (Shapiro and Wilk, 1965). For
each pair of texts, we performed the t-test if both
distributions for a particular feature are normal, oth-
erwise the Mann-Whitney U test was used, which
is the nonparametric version of the parametric t-
test (Mann and Whitney, 1947; Wilcoxon, 1945).
Furthermore, we applied the Bonferroni correction
with a strict α = 0.01 to control the occurrence of
false positives due to multiple hypothesis testing.
Table 4 shows the number of significant features
distinguishing each pair of text types.

Readability Automatic readability metrics have
been extensively studied across various fields,
including NLP. Readability formulas have ap-
plications in education, government, publishing,
medicine, business, and others. The Flesch Read-
ing Ease (FRE: Kincaid et al., 1975) is one of the

9https://spacy.io/, version 3

Text Pair English German

Human - Continue 42 43
Human - Explain 45 44
Human - Create 44 36

Continue - Explain 37 27
Continue - Create 42 18
Explain - Create 42 29

Table 4: Number of significant features (α = 0.01,
Bonferroni correction) distinguishing texts conditioned
on different tasks. Total assessed features: 75.

most widely used and reliable readability metrics.
It leverages the average number of syllables per
word and the average number of words per sen-
tence, using a scale from 0 to 100 to communicate
the results (see Formula 1, where w is the number
of words, sent - sentences, char - characters, and
syl - syllables). Content with a score of 70 is easy
to read for most of the population, whereas a score
of less than 30 is more suited for academic papers.

206.835−1.015∗(w/sent)−84.6∗(syl/w) (1)

Since FRE relies heavily on the word and sen-
tence length in addition to the number of sylla-
bles, the results can be skewed for languages other
than English. German usually features long sen-
tences with long compound words, and syllables
are counted based on vowels as well as diphthongs.
Thus, a different formula (see 2) needs to be em-
ployed for German texts (Amstad, 1978).

https://spacy.io/


Figure 2: Cohen’s d effect size for English (left) and German (right) for the top four significant features at α = 0.01
with Bonferroni correction applied for multiple testing, across domains: journalistic at the top row, scientific in the
middle, and clinical at the bottom. d values below 0.2 indicate a small effect, 0.5 a medium effect, and 0.8 a large
effect. A red dotted line represents the human baseline. Negative values indicate lower feature values in generated
texts compared to human texts. The order of the bars from left to right for all subplots: continue, explain, create.

180− (w/sent)− 58.5 ∗ (syl/w) (2)

We used two other popular readability metrics:
Flesch-Kincaid-Grade-Level (FKGL) is a deriva-
tive of FRE and produces a number that corre-
sponds with a U.S. grade level required for the
understanding of a particular text. The Coleman-
Liau Index (CLI: Coleman and Liau, 1975) was
originally intended for the standardisation of school
books and is now widely used across sectors (For-
mula 3 in the Appendix). Just like with FKGL, a
higher score suggests greater text complexity. For
example, CLI 12.5 indicates text level approxi-
mately suitable for senior year high school students
in the American educational system. We were not
able to find the formula variations for languages
other than English for FKGL and CLI.

Läsbarhetsindex, or LIX, presents a valuable
choice when assessing readability in languages
other than English, since it does not rely on count-
ing syllables (Björnsson, 1968). Instead, LIX cal-
culates the percentage of long words (more than
six letters) and the average number of words per
sentence, defined by period, colon, or capital first
letter (Formula 4 in the Appendix).

Lexical and Morphological Diversity In addi-
tion to some lexical variability features included in
the textDescriptives package, we employed three
more popular metrics, dedicated to the assess-
ment of lexical diversity in a text. We used the

Type-Token Ratio (TTR), which gives a general
overview of lexical diversity. Since TTR may pro-
vide skewed results in long texts, we used the Mea-
sure of Textual Lexical Diversity (MTLD), which
assesses the length of word sequences with a spe-
cific level of TTR (McCarthy and Jarvis, 2010).
Additionally, we leveraged Yule’s K (Yule, 1944),
which is resilient to text length fluctuations while
reflecting the repetitiveness of the data.

For morphology, we engaged the metrics of
Shannon entropy and Simpson diversity to mea-
sure the surprisal levels within the inflectional
paradigms of the German lemmas (Vanmassenhove
et al., 2021). Inflectional evaluation adds to the
assessment of lexical richness and has been consid-
ered an important feature for readability assessment
of morphologically rich languages (Weiss et al.,
2021). Our results showed that the morphological
diversity of German lemmas in the generated texts
is lower than in the human texts. Human mor-
phology proved to be significantly richer in the 20
Minuten texts as well as the German PubMed arti-
cles with the completer scoring the lowest across
corpora.

Coherence The textDescriptives library lever-
ages GloVe10 vectors to calculate the cosine sim-
ilarity between the adjacent sentences (first order
coherence) as well as between the sentences that
are one sentence apart (second order coherence).

10https://nlp.stanford.edu/projects/glove/
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Inspired by the study of explicit connectives in
language models by Beyer et al. (2021), we investi-
gate the usage of discourse particles and thus test
the coherence of generated texts in a more fine-
grained manner. We used 48 English connectives,
collected by Meyer (2014), which occur with a
frequency above 20 in the Penn Discourse Tree-
bank (PDTB) and 124 German connectives from
DimLex, a lexicon of discourse markers by Stede
and Umbach (1998). We completed the list of Ger-
man connectives with spelling variants (ß → ss)
bringing the total number to 133. The connectives
feature includes all occurrences in the text, whether
the particle functions as a preposition (e.g. while)
or other part of speech. The connectives capitalised
include those at the beginning of a sentence, in-
creasing the probability of them acting as a true
discourse connective.

HU-CO HU-EX HU-CR

dabei
so

darüber hinaus
zudem

aufgrund
seit
wie
als

während
trotz

da
daher

allerdings
des weiteren

dennoch
dadurch
obwohl

auch wenn
außerdem

wenn
zwar
denn

zusätzlich
somit
aber

dafür
deshalb

ferner
allein

nachdem

-46 -30 -24
23 31 30
-66 -31 -91
-51 -14 -7
8 5 10
13 12 11
9 11 3
9 4 9
3 5 -6
-6 2 -21
2 -6 5
-8 -17 -9
-31 -13 -13
-24 -17 -8
-16 -16 -14
-28 -8 -4
-10 -16 -41
6 5 6
1 -1 2
-2 0 -1
5 5 5
-3 3 4
-25 -14 -20
3 4 3
4 4 4
-1 -2 3
3 0 3
3 3 1
3 2 3
2 -1 1

Figure 3: Top 30 most frequent connectives used at the
beginning of a sentence in the human-written German
PubMed corpus and their absolute differences across
personas. Negative numbers indicate higher occurrences
in the generated texts.

The academically-instructed ChatGPT personas
tend to overuse capitalized connectives. Figure 3
shows the top 30 German connectives in the Ger-

man PubMed corpus used by humans. The heatmap
illustrates the absolute differences in the occurrence
of these connectives between human and generated
texts. ChatGPT personas, to a lesser extent under
the explainer task, favor high-level formal items
such as “darüber hinaus” and “des weiteren” (EN:
furthermore in both cases), “allerdings” (EN: how-
ever), and “zusätzlich” (EN: additionally), while
human writers start their sentences more often with
simple connectives like “so” (EN: so), “seit” (EN:
since), and “aufgrund” (EN: due to). In contrast,
the generative personas in English tend to use fewer
sophisticated connectives at the beginning of sen-
tences. Among human PubMed authors in English,
the preferred connectives for a sentence beginning
are “however”, “therefore”, “in addition”, “as”, and
“moreover”. The creator personas, on the other
hand, use “while” twice as often as humans, but
“for example”, “thus”, and “in addition” only a
handful of times. A statistically significant differ-
ence in the usage of capitalized connectives was
observed in English journalistic texts as well.

5 Discussion

We observed several features that exhibit the
same patterns across languages when ChatGPT-
generated text is compared to human-written text.
For example, ChatGPT employs longer words and
creates texts that are deemed difficult by the read-
ability metrics, with the creator producing the most
complicated texts, featuring the longest sentences
and the highest proportion of unique tokens among
the tasks. Generated sentences have shorter depen-
dencies, i.e. lower syntactic complexity, and their
token count does not fluctuate as much as in human
sentences. ChatGPT, particularly the completer,
exhibits higher coherence scores, possibly due to
lexical repetitiveness. Finally, all generated texts
exhibit more nouns, verbs, and fewer punctuation
marks than human writing.

In our data, human sentences tend to be shorter
in German (mean=18, std=10) compared to En-
glish (mean=21, std=11). This could be attributed
to the complexity of corpora. The academic and
clinical texts contain many numbers and punctua-
tion marks, and the German 20 Minuten corpus
frequently includes sporting results, which can
complicate sentence segmentation. In the journal-
istic domain, both German corpora (20 Minuten
and Credit Suisse Bulletin) exhibit shorter human
sentences compared to their English counterparts



Figure 4: The distribution of unique tokens in the combined English-German data and across the four news corpora
illustrates the impact which prompting has on the linguistic profile of generated output.

(CNN, Credit Suisse Bulletin). However, ChatGPT
generates longer sentences for all four journalis-
tic corpora. The opposite trend is observed in the
clinical domain, where human sentences are longer
in German than in English. In this domain, gener-
ated sentences are longer than human sentences in
English but shorter in German, with the explainer
being the closest to human values. The number of
determiners is another feature that shows language-
specific properties. In English, human writers use
more determiners than the machine, while in Ger-
man it is the opposite.

As for the three ChatGPT tasks, the completer,
which has no persona setting, uses the small-
est amount of punctuation marks and other non-
alphanumeric characters of all three. It often starts
sentences with discourse connectives and keeps
sentence lengths steady more than the other two per-
sonas. As expected, the explainer uses the highest
number of total connectives, i.e. higher cohesion,
as well as adjacent dependency relations, i.e. sim-
pler syntax. In the journalistic domain, it employs
the lowest proportion of unique tokens. Moreover,
the explainer scores highest on local coherence,
sometimes matched by the completer. The creator,
which is prompted by the same text samples as the
completer but with elaborate personas, features the
most difficult readability and lexical diversity, us-
ing the longest words and the highest rate of unique
tokens.

6 Conclusion

In our study, we examine how prompt modifica-
tions, particularly defining persona system settings,
affect the linguistic output of ChatGPT across En-
glish and German in three domains. We gener-

ated comparable corpora by conditioning outputs
on three tasks: continuing, explaining, and creat-
ing text. The completion task uses default settings,
whereas the creation task includes detailed persona
descriptions and domain-specific instructions.

We analyzed the statistical validity of lexical and
morphosyntactic features to create linguistic pro-
files and observed significant influences of prompt-
ing on linguistic outputs, varying by language and
domain. The same features, though extracted from
texts produced by the same task, domain, and per-
sona, can exhibit opposite values in different lan-
guages (Figure 4).

In our study, human-authored texts exhibit dis-
tinctly different values from generated texts on a
large number of features. Interestingly, the most
basic features such as word length and punctuation
give away generated texts even when all languages
and domains are mixed together. Furthermore, we
observed that generated texts in German are harder
to classify than in English, highlighting the need
for language-specific evaluation metrics. For in-
stance, readability metrics designed for American
English may not be as effective for German, which
relies more on morphological features.

Overall, our research underscores the importance
of selecting the right linguistic features to differen-
tiate between human and machine-generated texts
across different languages, domains, and prompt
variations.

Limitations

Working with proprietary models inevitably intro-
duces a number of limitations into any research.
Since the inner workings of these models are un-
known, results cannot be fully explained or repro-



duced. Aside from these obvious limitations, we
acknowledge that our findings are limited to only
two languages. Furthermore, our textual data is
rather small, especially for the scientific domain.
We also understand that including other domains,
especially with less formal language, would make
our work more complete. Finally, our data was
generated more than six months prior to the paper
submission, which is a long time considering the
rate of technological advancement.

Ethics statement

All data used in our research is open access and
contains no sensitive information. Nevertheless, we
abstained from generating new clinical guidelines
using the creator task and generated imaginary
clinical cases instead. Overall, we understand that
any insight into the workings of generative models
has the potential to improve them and, though not
intentional, make their usage for adversarial attacks
easier.
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A Example Appendix

The Coleman-Liau Index

5.89 ∗ (char/w)− 0.3 ∗ (sent/w)− 15.8 (3)

The Läsbarhetsindex

w/sent+ (w_long ∗ 100)/w (4)

Type Feature Hu
Co

Hu
Ex

Hu
Cr

Co
Ex

Co
Cr

Ex
Cr

coh 1st order coherence x x x En x De
coh 2nd order coherence x x x En x De
coh connectives De x En x x
coh connectives capitalised De x x
dep distance mean x De x En De
dep distance std x x x En x
dep prop adj rel mean x x x x De
dep prop adj rel std x x En De En x
des doc length x De En En En
des num of chars x x x En En
des num of sents x x De En x
des num of stop words x De x En x x
des num of tokens De De En En
des num of unique tokens En De En x
des prop unique tokens x De x x x x
des sent length mean De En En x En x
des sent length median En x En x En x
des sent length std x x x De x x
des syllabs per token mean x x x En En
des syllabs per token median x x x En En
des syllabs per token std En En En En En
des token length mean x x x En En
des token length median x x x En En x
des token length std En En En En En
inf entropy x En En En x x
inf perplexity x x En En x En
inf perplexity per word x x En En x En
led MTLD x En x x x x
led TTR x De x En x x
led Yule’s K x x En x x x
mor shannon entropy De De De De
mor simpson diversity De De De De
pos prop of adjectives x x En x En
pos prop of adpositions x En x x x
pos prop of adverbs De De De De
pos prop of auxiliaries En x En En En
pos prop of coord conjunctions x En En En En
pos prop of determiners En x En En En
pos prop of nouns x x x De De
pos prop of particles En
pos prop of pronouns En
pos prop of punctuation x x x En
pos prop of subord conjunctions De
pos prop of verbs x x En
qua alpha ratio x x x x x
qua dupl ngram chr fract 10 x x De
qua dupl ngram chr fract 5 De x De x x
qua dupl ngram chr fract 6 De x De x x
qua dupl ngram chr fract 7 De x De x x
qua dupl ngram chr fract 8 De x De x x
qua dupl ngram chr fract 9 x x x
qua mean word length x x x En En En
qua oov ratio De x De En x
qua top ngram chr fract 2 En x En En En
qua top ngram chr fract 3 De De De
qua top ngram chr fract 4 De De De
red LIX En x x En En
red RIX En En En De x En
red autom readability index En x x En En
red coleman liau index x x x En En En
red flesch kincaid grade En x En En En
red flesch reading ease En En En En En
red gunning fog En x x En En

Table 5: Significant features evaluated on the combined
English (En) and German (De) data. x marks features
that distinguish personas in both languages. Feature
groups: inf (information theory), qua (quality), pos (dis-
tribution of part-of-speech tags), red (readability), coh
(coherence), des (general descriptive statistics), mor
(morphology), and led (lexical diversity).


