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Abstract

Position bias in large language models (LLMs)
leads to difficulty in accessing information re-
trieved from the retriever, thus downgrading
the effectiveness of Retrieval-Augmented Gen-
eration (RAG) approaches in open-question an-
swering. Recent studies reveal that this bias is
related to disproportional attention across the
context. In this work, we examine how to di-
rect LLMs to allocate more attention towards a
selected segment of the context through prompt-
ing, aiming to compensate for the shortage of
attention. We find that language models do not
have relative position awareness of the context
but can be directed by promoting instruction
with an exact document index. Our analysis
contributes to a deeper understanding of po-
sition bias in LLMs and provides a pathway
to mitigate this bias by instruction, thus bene-
fiting LLMs in locating and utilizing relevant
information from retrieved documents in RAG
applications. The code and data in our study
have been made publicly available.1

1 Introduction

RAG is an established method for enabling con-
tinuous knowledge updates (Wu et al., 2024; Gao
et al., 2023; Chu et al., 2024; Lewis et al., 2020)
and reducing hallucination (Ji et al., 2023; Zhang
et al., 2023) through retrieving and adding relevant
documents to the prompt of LLMs (Glass et al.,
2022; Xu et al., 2024). However, recent research
has discovered that increasing the number of doc-
uments in the context may distract the model and
degrade performance (Weller et al., 2024; Oh and
Thorne, 2023; Fang et al., 2024), even when they
contain accurate and relevant information (Sauchuk
et al., 2022).

Indeed, increasing evidence indicates that LLMs
struggle to use context effectively due to position

*Corresponding Author.
1Code: github.com/meiru-cam/AttentionInstruction
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Figure 1: Top: An example of RAG for open ques-
tion answering, where the prompt contains the sorted
documents. Middle: The position bias (i.e. lost in
the middle) can be visualized by attention score, which
shows a significant drop in the middle wherever the gold
answer is placed. Bottom: We solve this by augmenting
the prompt with an attention instruction.

bias (Xiao et al., 2024; Liu et al., 2023; Zheng
et al., 2023; Qin et al., 2023). This bias cause mod-
els to favor the beginning or end text within the
context (Liu et al., 2024a) leading to the “lost-in-
the-middle” problem. For example, Figure 1 illus-
trates this problem in the RAG pipeline for the open
question answering task, where multiple retrieved
documents are added to the prompt. By grouping
and averaging the attention scores of tokens across
the 3 retrieved documents, we observe that the sec-
ond document consistently receives less attention
scores, irrespective of the gold document’s posi-
tion, which aligns with previous works (Chen et al.,
2023; Zhang et al., 2024; He et al., 2024). This
bias can lead to incorrect answers when the gold
document is in the middle.

To address position bias, many researchers have
explored either finetuning (He et al., 2023; An
et al., 2024; Fu et al., 2024; Wang et al., 2023)
or modifying position embeddings (Chen et al.,
2023; He et al., 2024; Zhang et al., 2024). How-
ever, finetuning-based approaches lack adaptabil-
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ity and require additional computation, whereas
embedding-based approaches require multiple
rounds of inferencing or hyperparameter search,
which is inefficient.

In this study, we focus on instructing LLMs
to attend to specific positions within the con-
text, thereby compensating for position bias. In
particular, we design two types of attention
instructions that instruct LLMs to adjust their
attention using either relative position words or ab-
solute document indexes. We conduct comprehen-
sive experiments with these two types of attention
instructions on six open-sourced LLMs and one
closed-source LLM based on the multi-document
question answering (MDQA) task. Our investiga-
tion focuses on the feasibility of mitigating position
bias in LLMs through attention instructions.

In summary, our findings are as follows:

• Our experimental results indicate that lan-
guage models lack an understanding of po-
sitional concepts and therefore fail to follow
the relative attention instruction.

• Our investigation on absolute attention in-
struction shows evidence that the attention
of LLMs to a segment within the context can
be enhanced semantically.

• We illustrate that relative regional attention
control can be achieved by attaching the same
index to multiple documents.

2 Experimental Setup

We design attention instructions, which are
two-sentence prompts that guide LLMs to focus
on a selected segment, thereby preventing the over-
looking of crucial information. To test the effec-
tiveness of the attention instructions, we conduct
a series of experiments on the MDQA task (Singh
et al., 2021) under the setting that only one doc-
ument contains the gold answer, namely the gold
document. The position of the gold document is
referred to as the gold document position. By con-
trolling the gold document position and attention
segment specified in the instructions, we aim to
evaluate the LLMs’ ability to follow attention in-
structions accurately. An overview of the input
prompt and some toy examples can be seen in Fig-
ure 2.

2.1 Attention instruction
The attention instruction is a two-sentence instruc-
tion that aims to guide the model to focus on a

positional segment of the search results. Hereafter
we refer to the phrase representing the position
of segment in instructions as attention segment
phrase. The first sentence explicitly informs the
model where the answer is located, while the sec-
ond sentence directs the model to use that segment
as the main reference when answering the ques-
tion. To investigate the effectiveness of attention
instructions in mitigating position bias, we explore
relative attention instruction and absolute attention
instruction. The details are as follows:

• Relative Attention Instruction: We use the
phrase “{position} part” to guide the
model’s focus on a positional segment of the
search results. The position words beginning,
midsection, and tail are used to virtually split
the search results into three parts.

• Absolute Attention Instruction: We use the
document indexes as the segment phrase in
attention instruction. There are two types of
indexes, ID-Index (e.g. 1, 2, 3) and Position-
Index (e.g. relative position represented by the
position words listed above). For ID-index,
we use “document [{ID}]”. For the position-
index, we directly use the position words as
the attention segment phrase.

Figure 2 shows the prompt structure after adding
the attention instructions, as well as the illustrations
of No-Index, ID-Index and Position-Index.

2.2 Datasets and models

We use the dataset created by Liu et al. (2024a),
which contains 2,655 data samples and each ex-
ample in the dataset consists of a tuple with ques-
tion, answer, gold document, distractor documents,
where the distractor documents are relevant to the
questions but do not contain the corresponding an-
swer.2 We use accuracy as our evaluation metric,
considering an answer correct if the gold answer
exists in the generated output.

We experiment with six state-of-the-art open-
sourced models that are instruction-tuned includ-
ing Llama-2-7b-chat (Touvron et al., 2023), Meta-
Llama-3-8B (Meta AI Research, 2023), Tulu-2-
7b (Ivison et al., 2023), Mistral-7B-Instruct-v0.1,
Mistral-7B-Instruct-v0.2 (Jiang et al., 2023), and
Gemma-2-9b-it (Gemma Team, 2024). We also

2Details of the construction of dataset can be found in
Appendix A.2.
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Figure 2: Prompt structure. The top two 2 boxes show the two types of attention instructions, where the attention
segment phrase is marked in bold. Three index types for documents (highlighted in for ID-index and for
position-index) are shown in the left 2 boxes, with the gold document shown in different positions.

examine the close-sourced model GPT-4o-mini to
test the robustness of our attention instruction.3

3 Result and Analysis

Probe the relative position awareness of LLMs
with relative attention instructions As de-
scribed in §2.1, we virtually split the search results
into three parts and represent these parts with rela-
tive positions words beginning, midsection, and tail.
By placing the gold document at different positions
among all the documents and refer to each position
in the relative attention instruction, we create a 3x3
accuracy heatmap for each model. The heatmaps’
y-axis represents the gold document position, while
the x-axis represents the selected attention segment.
It is worth noting that diagonal cells in the heatmap
reflect instances where the attended segments align
with the positions of the gold documents.

We present the accuracy heatmaps of Meta-
Llama-3-8B, and Mistral-7B-Instruct-v0.2 with 3
documents in Figure 3. In general, the top row in
each heatmap outperforms the other rows, which
is consistent with the findings of Liu et al. (2024a),
indicating that the model is biased to the beginning
(3-5% higher than the midsection and tail). There is
no significant improvement in diagonal cells across
different positions in both models, indicating that
LLMs do not effectively adhere to relative attention
instructions and lack awareness of relative position.
This limitation is also observed in the closed-source
model GPT-4o-mini, which similarly demonstrates

3https://platform.openai.com/docs/models/gpt-4o-mini

a deficiency in relative position awareness. 4

Figure 3: Accuracy heatmaps of Meta-Llama-3-8B and
Mistral-7B-Instruct-v0.2 when using relative attention
instruction in No-Index setting. In each cell of the
heatmaps, the accuracy value is shown in % and the
+− indicates the performance difference compared to
without using attention instruction. The darker the color
of the cell, the higher the accuracy.

Instruct LLMs with document ID-Index and
absolute attention instruction As illustrated in
Figure 4, when the document ID is used as a index
to each document and a reference in the absolute at-
tention instruction, the models’ performance on the
diagonals across all models are boosted, especially
Llama-2-7b-chat (4% to 10% ↑). Conversely, when
LLMs are instructed to focus on distractor docu-
ments, the performance drops significantly (e.g.,
by 25% ↓ for Llama-2-7b-chat when the gold doc-
ument is at the beginning). This suggests that abso-
lute attention instructions enable LLMs to focus on

4The results of all models in both 3-document and 9-
document setting in Appendix A.5.1 support our conclusion.
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Figure 4: Results of Llama-2-7b-chat, Mistral-7B-
Instruct-v0.2, Tulu-2-7b, Meta-Llama-3-8B using abso-
lute attention instruction with ID-Index.

specific documents, mitigating the position bias.5

When comparing cross models, the Llama-2-7b-
chat model is more sensitive to attention instruc-
tions. Meta-Llama-3-8B exhibits better instruction-
following ability than Mistral-7B-Instruct-v0.2, de-
spite having similar absolute accuracy. Tulu-2-7b,
a finetuned Llama-2 model, is less sensitive to abso-
lute attention instruction and maintains robustness
when guided to attend to distractor documents com-
pared to Llama-2-7b-chat, possibly due to its ex-
tended context window (from 4096 to 8192 tokens)
and new data mixture used during finetuning.

Figure 5: The attention score heatmaps of Mistral-7B-
Instruct-v0.2 using absolute attention instruction with
ID-Index.

Figure 5 visualizes the attention scores for each
segment of the prompt, arranged in the same way
as the accuracy heatmaps, to investigate the im-

5Full results can be found in Appendix A.5.2. The results
present the effectiveness of absolute attention instruction.

pact of attention instructions on attention score
distribution. Each subplot represents a pair of gold
document positions and attention segments. The
color bar starts at 0, and white areas may have re-
duced or unchanged attention scores. When the
model is instructed to focus on a specific document
based on its ID, the average attention score of the
tokens in that document increases, regardless of
the gold document position. When the attention
segment matches the gold document position, the
attention to the question also improves, suggesting
that attention instructions encourage the model to
consider the question more when seeking the an-
swer. Comparing across layers, we observe that the
front layers are more sensitive to absolute attention
instructions.

Instruct LLMs to attend to relative positions
with absolute attention instruction To investi-
gate the feasibility of achieving regional attention
control through absolute attention instructions, we
conduct experiments with a 9-document setting,6

where three documents are grouped together and
assigned the same position index. We refer to rel-
ative positions in the attention instruction and the
results presented in Figure 6 reveal a subtle but
distinct diagonal pattern, indicating improved per-
formance when models are instructed to attend to
the region containing the gold document, and de-
teriorated performance in mismatched cases. The
results demonstrate that absolute attention instruc-
tions can effectively guide LLMs to focus on spe-
cific regions of the search results by assigning the
same index to multiple documents, thus enabling
regional attention control.

Figure 6: 9-document results of Mistral-7B-Instruct-
v0.2 and Meta-Llama-3-8B using absolute attention in-
struction with Position-Index.

6We present the result in a 9-document setting since its
position bias is more severe than 3-document. Appendix A.1
shows its prompt. The results of the 3-document setting are
shown in Appendix A.5.3, which leads to the same conclusion.
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Effectiveness of attention instructions in closed–
source LLMs The results in Figure 7 show that
GPT-4o-mini significantly improves when attend-
ing to the correct document, with sharp declines
when misaligned, demonstrating the effectiveness
of absolute attention instructions in reducing po-
sition bias. In the Position-Index setting, atten-
tion control is achieved across multiple documents,
highlighting the potential of attention instructions
to enhance model performance, even in black-box
settings.

.

Figure 7: Results of GPT-4o-mini using ID-Index (3-
document) and Position-Index (9-document).

4 Related Work

Retrieval Augmented Generation Petroni et al.
(2020) were the first to apply RAG with pretrained
language models on unsupervised question answer-
ing. Lewis et al. (2020) originated the extractive
open-domain question answering with retrieval aug-
mentation. While the external knowledge and infor-
mation provide solutions to open-domain question
answering (Izacard and Grave, 2021), LLMs still
have difficulty in leveraging the retrieved passages
effectively (Sauchuk et al., 2022; Oh and Thorne,
2023). Despite the conflicting misinformation and
detrimental passages (Weller et al., 2024; Oh and
Thorne, 2023), disproportional attention distribu-
tion towards passages also introduces challenge
(Akimoto et al., 2023). This work considers the
RAG setting, assuming the search results are given.

Position bias in LLMs Recent studies have
demonstrated that the position of instruction (Liu
et al., 2023) and the order of answer choices (Zheng
et al., 2023) within the context can affect the perfor-
mance and generation of LLMs. LLMs also have
primary bias and recency bias in which the atten-
tion scores are biased towards initial tokens and
the context in the end, regardless of their semantic
relevance to the task (Xiao et al., 2024; Qin et al.,
2023). Liu et al. (2024a) investigated the long-
context reasoning of LLMs and noted the challenge

that the information in the middle is likely to be
overlooked.

Addressing position bias through context re-
ordering and finetuning Some researchers pro-
pose mitigating position bias by reordering the
context based on relevance (Wang et al., 2023;
Peysakhovich and Lerer, 2023; Liu et al., 2024b).
However, these explicitly designed orders may not
always work as expected (Liu et al., 2024a). Others
suggest addressing position bias through contin-
ual finetuning of LLMs (He et al., 2023; An et al.,
2024; Fu et al., 2024; Liu et al., 2024c). These
methods aim to strengthen attention over all parts
of the context or scale up LLMs’ context window
length without performance degradation, but they
require processing training data and additional fine-
tuning, which can be computationally expensive.

Addressing position bias through embedding
modification and logits calibration RoPE (Ro-
tary Position Embedding) has been found to intro-
duce long-term attention decay, leading to several
proposed modifications. Chen et al. (2023) ad-
dresses position bias by merging attention across
multiple parallel runs with varying RoPE bases,
while Zhang et al. (2024) mitigates it by re-scaling
position indices. He et al. (2024) modifies atten-
tion scores by inserting placeholder tokens between
segments to reduce bias from adjacent documents.
Though effective, these methods introduce com-
putational overhead due to parallel processing or
hyperparameter tuning. Alternatively, Batch Cal-
ibration (BC) (Zhou et al., 2024) corrects biases
without altering embeddings. In contrast, our ap-
proach uses LLMs’ instruction-following abilities
to examine the link between semantic attention and
attention scores for better document usage.

5 Conclusion and Future Work

We empirically study how sensitive LLMs are to
attention instructions via a series of systematic ex-
periments. We find that LLMs can be prompted to
pay more attention to a document or region through
direct indexing. However, we also find that models
are not capable of locating a document or a region
in the context based on its relative position. Our
results and analyses provide new insights into solv-
ing the position bias through semantic instructions
and a potential pathway to achieve more effective
RAG by distributing attention based on relevance
scores or source information confidence.
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6 Limitations

Our study has several limitations that should be
acknowledged. First, we limited the search results
to include only one document containing the gold
answer, while real-world scenarios may involve
multiple documents with correct or partially cor-
rect answers and conflicting information. More-
over, the gold document position is unknown in
real-world scenarios, requiring a pre-identification
of the attention position when implementing at-
tention instructions in RAG applications. Future
research could explore the effectiveness of atten-
tion instructions in these more complex settings.
Second, due to computational resource limitations,
we experimented with a maximum of 9 documents
and tested models with sizes ranging from 7B to 9B,
leaving the exploration of larger contexts and mod-
els for future work. Future research could expand
the scope by examining the attention instruction
following capabilities of these models. Addressing
these limitations and exploring attention instruc-
tions in more diverse settings will further enhance
our understanding of their potential and guide the
development of more effective RAG models.

7 Ethics Statement

In preparing and submitting this research paper, we
affirm that our work adheres to the highest ethical
standards and is devoid of any ethical issues. The
study did not involve any human subjects or sen-
sitive data, and all models and datasets used are
publicly available. We acknowledge the potential
risks associated with large language models and
have focused our research on understanding their
attention mechanisms to contribute to the develop-
ment of more transparent and controllable models.
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A Appendix

A.1 Prompt template for 9-document
Position-Index

Write a high-quality answer for the given question using 
only the provided search results. The answer is in the
beginning of the search results. Use the information from 
the beginning of the search results as the main reference.

beginning (Title: Participatory culture)... 
beginning (Title: Home computer)... 
beginning (Title: Educational software)... 
midsection (Title: Ronald Anderson)... 
midsection (Title: Computers in the classroom)... 
midsection (Title: Warez)... 
tail (Title: History of computer hardware in Yugoslavia)... 
tail (Title: Altair 8800)... 
tail (Title: Steven Paul Rudolph)...

Question: when did computer become widespread in homes 
and schools
Answer:

Prompt template

Figure 8: Prompt template for combining absolute at-
tention instruction with position indexes.

A.2 Dataset Details

The question, answer and gold document are from
NaturalQuestion-Open dataset (Kwiatkowski et al.,
2019) and n− 1 distractor documents that are rel-
evant but do not contain the answer are retrieved
using a retrieval system (Contriever, finetuned on
MS-MARCO; (Izacard et al., 2022)). To ensure
consistency and control input length, all documents
are chunked to a maximum of 100 tokens.

A.3 Implementation Details

We utilized vLLM (Kwon et al., 2023), an inference
engine for large language models, to perform infer-
ence with the models in the default bf16 precision
on A6000 or 2x4090 GPUs. For all experiments,
the temperature was set to 0 to enforce greedy sam-
pling. To ensure reproducibility, the random seed
was fixed at 0 for key libraries, including random,
PyTorch, and NumPy. The GPT-4o-mini we exam-
ined is points to gpt-4o-mini-2024-07-18 and
the temperature is set to 0 for reproducibilitty.

A.4 Attention Scores Case Study

Figure 9 presents an example where the model ini-
tially struggles to answer correctly without addi-
tional guidance but provides the correct answer
after using an absolute attention instruction.

In this example, the gold document is placed in
the middle, and we use absolute attention instruc-
tion to guide the model to pay more attention to
document 2. By plotting the attention score dif-
ference after applying the attention instruction, we
observe a clear increase in the attention scores of
document 2. The increased attention scores on doc-
ument 2 suggest that self-attention affects answer
prediction and that guiding the language model
through absolute attention instructions can help
address challenging questions where the crucial in-
formation required for answering the question is
harder to find.

Figure 9: Case study: the attention score of an example
that answers correctly after using attention instruction.
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A.5 Additional Results and Analysis
This section presents additional results and analy-
sis of the models in different instruction and index
settings to further support our findings and conclu-
sions in §5. Due to space constraints, the main
content primarily includes results of Llama-2-7b-
chat, Meta-Llama-3-8B, and Mistral-7B-Instruct-
v0.2 under specific settings. Here, we provide a
more comprehensive set of results for all six open-
source models in both 3-document and 9-document
settings. The results of GPT-4o-mini under No-
Index setting is also presented in Appendix A.5.1.

A.5.1 Relative Attention Instructions with
No-Index. We show the accuracy heatmaps of
all six models using relative attention instructions
and no index added to the documents in both 3-
document (Figure 11) and 9-document (Figure 12)
settings. The results confirm that the lack of sig-
nificant differences after using relative attention
instructions is consistent across all models, rein-
forcing the finding that LLMs do not have relative
position awareness and cannot effectively follow
relative attention instructions.

The result of closed-source model GPT-4o-mini
in Figure 10 demonstrate that both open-source and
closed-source models follow similar performance
trends when applying attention instructions. In the
No-Index setting, GPT-4o-mini shows a diagonal
pattern, indicating better position awareness when
the attention segment aligns with the gold docu-
ment. However, position bias remains, particularly
with reduced accuracy when the gold document is
in the midsection or tail.

Figure 10: Accuracy heatmap of GPT-4o-mini when
using relative attention instruction under No-Index and
3-document setting.

Figure 11: 3-document: relative attention instruction
under no-index setting.

Figure 12: 9-document: relative attention instruction
under no-index setting.
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A.5.2 Absolute Attention Instructions with
ID-Index. We investigate the effectiveness of abso-
lute attention instructions in both 3-document and
9-document settings with ascending document ID
indexes for all six models (Figure 13 and Figure 14).
The results validate the generalized applicability of
absolute attention instructions, demonstrating that
despite the increasing number of distractor docu-
ments, referencing the exact document ID of the
gold document boosts model performance. Com-
paring the 3-document and 9-document results of
Llama-2-7b-chat and Mistral-7B-Instruct-v0.2 re-
veals that the significance of attention instructions
is also influenced by the document’s relative po-
sition (e.g., beginning or tail). In contrast, the in-
fluence of attention instructions on Tulu-2-7b and
Meta-Llama-3-8B is less sensitive to document po-
sition.

Figure 13: 3-document: absolute attention instruction
under ID-index setting.

Figure 14: 9-document: absolute attention instruction
under ID-index setting.

12555



A.5.3 Positional Control Using Absolute At-
tention Instructions with Position-Index. To
complement the results for RQ3, we present the
results of using absolute attention instructions
with position-index for all six models in both 3-
document (Figure 15) and 9-document (Figure 16)
settings. The clear diagonal pattern in the accu-
racy heatmaps for both settings supports our find-
ing that position words can serve as effective in-
dexes for documents in each part of the search
results, enabling regional control through atten-
tion instructions. The 3-document setting results
(Figure 15) show that using position-index leads
to improved performance when the attention in-
struction matches the gold document’s position,
consistent with the findings in the main content.
The 9-document setting results (Figure 16) further
demonstrate the effectiveness of using position-
index for regional control, as the models exhibit
improved performance when instructed to attend
to the region containing the gold document. These
additional results and analysis emphasize the con-
sistency of our findings across different models,
instruction types, and index settings, providing a
more comprehensive understanding of the capabili-
ties and limitations of LLMs in following attention
instructions and mitigating position bias in both
3-document and 9-document settings.

Figure 15: 3-document: absolute attention instruction
under Position-index setting.

Figure 16: 9-document: absolute attention instruction
under Position-index setting.
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