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Abstract

Large language models (LLMs) have attracted
increasing attention due to its prominent per-
formance on various tasks. Recent works seek
to leverage LLMs on knowledge-based visual
question answering (VQA) tasks which require
common sense knowledge to answer the ques-
tion about an image, since LLMs have obtained
rich knowledge from large-scale training. Sev-
eral methods have proposed to leverage frozen
LLMs by converting visual information to tex-
tual prompts. However, how to efficiently ex-
ploit the knowledge of LLMs and bridge the
disconnects between visual information and
language models remain open problems. In
this paper, we propose to let LLMs learn to ask
(L2A) informative questions to collect essential
visual information. We introduce the concepts
of denotation and connotation to promote im-
age and question understanding and provide
a clear guidance with respect to the objective
of question generation. In this way, the model
can better capture the associations between dif-
ferent concepts, as well as efficiently collect
both explicit information and implicit relevant
information that contribute to the final answer.
The experiments demonstrate that our proposed
method achieves consistent performance on var-
ious knowledge-based VQA datasets.

1 Introduction

Large language models (LLMs) (Brown et al.,
2020; Ouyang et al., 2022; Touvron et al., 2023)
have shown remarkable potential on various natural
language tasks due to their rich knowledge and rea-
soning abilities obtained by large-scale pretraining.
Recent works have also explored to leverage LLMs
on vision-language tasks, especially knowledge-
intensive tasks such as knowledge-based Visual
Question Answering (VQA) (Marino et al., 2019;
Schwenk et al., 2022), which aims to answer
questions about images that require commonsense
knowledge to answer.

Question: What is the weather like today?

Explicit, rephrase and 
decomposition

Denotation

• Is it a rainy day?
• Is it a sunny day?
• Is it a snowy day?

Implicit, associated 
question

Connotation

• Do we need to take 
an umbrella?

• Can we go to the 
beach today?

• What is the tempera-
ture today?

• How is the weather 
today?

Figure 1: An intuitive illustration of sentence-level de-
notation and connotation with a simple example. De-
notation refers to rephrasing or decomposition of the
original question. Connotation refers to being implicitly
associated and facilitate question understanding.

The main challenge of leveraging LLMs on
vision-language tasks is to bridge the disconnect
between visual information and language models.
A straightforward solution is to train the models
on large-scale multimodal data (Li et al., 2023;
Alayrac et al., 2022), while is limited by expensive
computation costs. Another line of works seek to
use frozen LLMs as implicit knowledge source and
convert the image contents to textual prompts to
the LLMs. They mainly describe the visual con-
tents by image captions (Shao et al., 2023; Yang
et al., 2022; Hu et al., 2023; Tiong et al., 2022;
Du et al., 2023; Chen et al., 2023b) and question-
answer pairs about the image (Guo et al., 2023;
Wang et al., 2023; Lan et al., 2023). However, the
caption-based methods may drop essential visual
information required to answer the question, since
captions often provide a general description of the
whole image. Although several methods (Hu et al.,
2023; Tiong et al., 2022; Du et al., 2023) have
proposed to improve the quality of the generated
captions, encapsulating all the required information
within a single description still remains challenging.
On the other hand, the question-based methods gen-
erate questions about the images and can provide
the LLMs with more exhaustive visual information
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through multiple question-answer pairs. Neverthe-
less, the generated questions may be irrelevant to
the target question and introduce noisy information.
Existing question generation methods lack a well-
defined objective towards relevant and informative
questions that are essential to the target task.

In this paper, we inspire LLMs to learn to ask
(L2A) relevant questions with clear objectives. In
order to provide guidance regarding informative
question generation, we introduce the concepts of
denotation and connotation that were originally
proposed in linguistics studies (Sonesson, 1998;
Rao, 2017). The original definition of denotation
is the precise literal meaning of a word, while con-
notation primarily refers to the wide array of as-
sociations surrounding the word. Both of the con-
cepts help with understanding the meaning of the
words. We extend these concepts from word-level
to sentence-level and prompt the LLM to gener-
ate both connotative and denotation questions with
respect to the original question. In this way, the
model can extract both explicit information and im-
plicitly associated information to gain a more com-
prehensive understanding of the image contents as
well as the question. An intuitive illustration of
the extended concepts with a simple example are
shown in Figure 1. Our proposed question genera-
tion strategy incorporates the exterior and inherent
correlations between concepts, hence takes better
advantage of the intrinsic knowledge of LLMs to
efficiently extract relevant visual information.

We mainly evaluate our proposed method
on OK-VQA (Marino et al., 2019) and A-
OKVQA (Schwenk et al., 2022) datasets, where
both datasets ask questions that require open-world
knowledge beyond the image to obtain the correct
answers. The experiment results show that our
proposed method achieves consistent performance
without requiring in-context examples, and only
requires a small number of question-answer pairs
as prompting exemplars. Our main contributions
are summarized as follows:

• We elaborately guide the LLMs to learn to ask
informative questions with clear objectives,
which enables them to directly generate high-
quality relevant questions.

• We introduce the concepts of denotation and
connotation and extend them to sentence-level
question generation objectives, which inspires
the model to extract both explicit and implicit
information from images.

• Our proposed prompting strategy effectively
harnesses the intrinsic knowledge of LLM and
guides the LLM to fulfill the task without re-
quiring in-context examples.

2 Related Works

2.1 Using LLMs for knowledge-based VQA

Knowledge-based VQA (Marino et al., 2019;
Schwenk et al., 2022) requires external open-
knowledge to answer the question about an im-
age. Traditional methods (Lin et al., 2022; Wu
et al., 2022) explicitly retrieve relevant knowl-
edge from external knowledge resources. Recent
works attempt to use LLMs as implicit knowledge
source. They often convert image contents to tex-
tual prompts to LLMs and utilize the LLMs to
integrate the information and reason about the final
answer. A category of works describe the visual
contents by image captioning (Yang et al., 2022;
Hu et al., 2023; Tiong et al., 2022; Du et al., 2023)
and object descriptions (Chen et al., 2023b). An-
other line of works represent the visual information
by multiple question-answer pairs (Wang et al.,
2023; Lan et al., 2023; Guo et al., 2023). Some
works also incorporate the answer heuristics from
different vision-language models (Lan et al., 2023;
Shao et al., 2023). Despite the success of previous
works in leveraging LLMs for knowledge-based
VQA, it still remains an open problem to obtain a
comprehensive description of the required visual in-
formation without introducing irrelevant contents.

2.2 Visual question generation

Visual question generation (VQG) (Mostafazadeh
et al., 2016; Patro et al., 2018) task aims to gen-
erate questions related to a given image, which
is often employed to improve the VQA perfor-
mance. Early works mainly generate questions
given specific answers (Li et al., 2018; Krishna
et al., 2019; Liu et al., 2018) or answer cate-
gories (Uppal et al., 2021), and others (Shah et al.,
2019; Lan et al., 2023) generate rephrasings of
the questions to improve model robustness. Re-
cent work Img2LLM (Guo et al., 2023) utilizes an
extra model to generate questions conditioned on
specific answers to prompt the LLM, while they
generate large amount of questions and may in-
troduce irrelevant information. FIIG (Wang et al.,
2023) takes a further step and proposes a refine-
ment model to filter the relevant questions, while
still lacks a well-defined objective towards gener-
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ating relevant questions. In contrast to previous
methods, we propose a clear guidance to enable the
LLM learn to directly generate informative ques-
tions. We take better advantage of the intrinsic
knowledge of LLMs to actively collect essential
information for answering the target question.

2.3 Prompt learning
Prompt learning aims to automatically generate ap-
propriate prompts that effectively guide LLMs to
produce desired outputs without extensive model
training. It is widely discussed to refrain from
the time-consuming process of prompt engineer-
ing and promote the performance of LLMs mean-
while. Prior works have developed soft prompt-
tuning methods that learns continuous vectors
as prompt (Qin and Eisner, 2021; Li and Liang,
2021; Lester et al., 2021). However, soft prompts
have limited interpretability and generalizability
across different models due to disparities in latent
spaces. Another line of works alternatively learn
discrete prompt optimization by gradient-guided
search (Shin et al., 2020; Wen et al., 2023; Chen
et al., 2023a) and reinforcement learning (Zhang
et al., 2022; Deng et al., 2022; Diao et al., 2022).
Recent works (Yang et al., 2023; Zhou et al.,
2022; Pryzant et al., 2023) propose to leverage
LLMs for prompt optimization. They show that
LLMs are capable of generating and updating tex-
tual prompts based on feedback. In this paper
we elaborately introduce prior knowledge to sim-
plify the prompt learning procedure and provide
effective guidance to the LLM by combining pre-
defined static prompts and automatically generated
question-specific prompts.

3 Method
Our proposed L2A approach motivates LLMs to
learn to ask informative questions that collect essen-
tial information for answering visual questions. An
overview of our proposed method is shown in Fig-
ure 2. It consists of three steps: prompt generation,
information collection and information integration,
which mainly involves the interaction between a
inquirer (i.e., LLM) and a respondent (i.e., base
VQA model). The prompt generation module aims
to provide clear guidance for the inquirer to ask
informative questions, by introducing the clarified
concepts of denotation and connotation. During the
information collection stage, under the guidance of
the prompt, the inquirer generates both denotative
and connotative questions to collect essential infor-

mation. The respondent generates the correspond-
ing answers based on the visual contents. Then
we evaluate the obtained question-answer pairs by
their contribution to the final answer, which im-
plies their relevance to the target question. Finally,
we leverage the implicit knowledge and reasoning
ability of LLM to integrate the collected informa-
tion, hence obtain more reliable answers to the
knowledge-intensive questions.

3.1 Prompt generation

We first introduce the concepts of denotation and
connotation. The original definition of denotation
is the precise literal meaning of a word (e.g., the
denotative meaning of home is a dwelling place).
Connotation originally refers to the wide array of
associations surrounding the word (e.g., the conno-
tative meaning of home is comfort, love, security
or privacy). Both of them help with understand-
ing the meaning of the words, while denotation
enhances the specific interpretation and connota-
tion extends the understanding by associating with
other concepts. To guide the objective of ques-
tion generation using these concepts, we extend
the word-level definition of denotation and conno-
tation to sentence-level, as illustrated in Figure 1.
We define denotative and connotative questions of
the target question as follows:

• Denotative questions are either the rephras-
ing or decomposition of the original question,
which extract explicit information.

• Connotative questions seek implicitly associ-
ated information that can help in understand-
ing and answering the original question.

Then we propose a prompting template com-
bining the global guidance of denotative and con-
notative questions with question-specific inspiring
prompt. The template is as follows:

Given a question, define its denotative ques-

tions and connotative questions.

/* Define denotation & connotation */

Denotative questions are either ...

Connotative questions seek implicitly ...

Please generate denotative and connotative

questions of the target question.

/* Question-specific input */

Caption: <c> Question: <q>

Inspiring words: <w1, w2, · · · >
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Denotative questions

Connotative questions

Respondent
Response
Answers

Evaluated 
relevance

Final
answer

Inquirer

Target question
What flowers are there?

ConceptNet

flower

vase

Inspiring words
• flower
• vase
• color
• beauty
• nature 

Prompt

Target question

Inspiring words

Inquirer

Information collectionInformation integration

Prompt
generation

Figure 2: Illustration of the inference process of the proposed L2A approach. It consists of Prompt generation,
Information collect and Information integration modules. Guided by the generated prompt, the inquirer generates
denotative and connotative questions to collect visual information. Then the respondent gives back the answers to
the generated questions and the evaluated relevance of them. Finally the inquirer integrates the collected information
to decide the final answer to the target question.

The inspiring words are learned prompting
words based on the input question and image. They
are introduced to (1) incorporate the prior knowl-
edge of conceptual correlations and introduce the
concepts related to the question and image. (2)
bridge the gap between the original word-level
definition of denotation and connotation with the
sentence-level generation objective. (3) allow for
the optimization of the prompt. Specifically, given
input image I and question q, we first extract
the keywords from the q by part-of-speech pars-
ing (Honnibal and Montani, 2017), as well as the
object tags from the image by off-the-shelf object
detection model (Redmon et al., 2016). Then we se-
lect the words that are connected with them in Con-
ceptNet (Speer et al., 2017) as candidates, denoted
as W . We aim to learn a policy to select a series of
words w = [w1, · · · , wT ] from W . At each time
step t, the model generates the next word wt con-
ditioned on previous tokens w<t. We implement
the policy network with a light-weight sequence-to-
sequence model following (Zhang and Zhu, 2021).
Suppose the policy network is parameterized with
θ, the problem can be formulated as:

maxθR(w, I, q), w ∼
T∏

t=1

πθ (wt|I, q,W ,w<t)

(1)
The reward R is the accuracy of target question
answering given the generated questions and cor-
responding answers as prompts, and the policy is

updated by REINFORCE (Williams, 1992) algo-
rithm. The generated inspiring words w fill in the
prompt template to constitute the full prompt pw.

3.2 Information collection
In the information collection stage, the inquirer
agent is prompted to ask denotative and connotative
questions guided by pw. An initial caption c is also
provided to generate questions related to the image.
Denoting the series of generated questions as q′,
the k-th question among q′ is generated as:

q′k = argmax
q̃′k

PLLM
(
q̃′k|q, c, pw

)
(2)

Then it receives the answer from the respondent
agent, denoted as a′k. In order to provide more
information for the inquirer to reason about the an-
swer to the target question, we evaluate the q′ka

′
k

pairs by their contribution to the final answer. Pre-
vious metrics to evaluate question generation often
measure the similarity between the generated ques-
tions and the target question, while exterior textual
similarity differs from interior semantic relevance
in many cases (Zhong et al., 2008). In contrast, we
propose to evaluate the question relevance in a task-
specific manner by their contribution to the final
answer. We concatenate each generated question-
answer pair as [q′k; a

′
k], which can be regarded as a

fact fk that provides evidence to the final answer.
The contribution of fk can be represented as the
information gain it brings, denoted as Gk. Suppose
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the each answer candidate to q is ai, then Gk can
be formulated as:

Gk =
∑

ai

−P (ai|I, q) logP (ai|I, q) (3)

−
∑

ai

−P (ai|I, q, fk) logP (ai|I, q, fk)

The corresponding scores are used to estimate the
relevance of the generated question-answer pairs
to the target question.

3.3 Information integration
During information integration stage, the inquirer
summarizes the collected information to decide the
final answer â to the target question, which can be
represented as:

â = argmax
ã

PLLM
(
ã|q, c, q′,a′,G

)
(4)

where the relevance score Gk serves as implicit
weighting factor upon the generated question q′k
and the answer a′k. In this way, the inquirer can
leverage its internal knowledge and reasoning abil-
ities to alleviate the impact of irrelevant questions.
The whole instruction prompt is as follows:

/* Answer instruction */

Given some related question-answer pairs

and their relevance to the target question,

integrate the information and give the short

answer to the target question.

Caption: <c> Target question: <q>

/* Collected information */

Denotative questions:

Question: <q′1> Answer: <a′
1> Relevance: <G1>

· · ·
Connotative questions:

Question: <q′i> Answer: <a′
i> Relevance: <Gi>

· · ·
Answer:

4 Experiments

4.1 Experiment settings
Datasets. We mainly evaluate our proposed
method on knowledge-based VQA datasets
OK-VQA (Marino et al., 2019) and A-
OKVQA (Schwenk et al., 2022). Both of
the datasets ask questions that require open-world
knowledge beyond the image to answer. OK-VQA
dataset contains 14,055 image-question pairs
associated with 14,031 images from MSCOCO
dataset (Lin et al., 2014). Each question is

annotated with ten open-ended answers. A-
OKVQA is an augmented benchmark containing
25K image-question pairs. It encompasses both
multiple-choice (MC) settings and direct-answer
(DA) settings without answer options. Both
datasets employ the soft accuracy (Antol et al.,
2015) as the evaluation metric.
Implementation details. We implement the in-
quirer agent by gpt-3.5-turbo1. We employ BLIP-2
FlanT5XL (Li et al., 2023) as the respondent and
provide initial image captions to facilitate the ques-
tion generation. The number of questions to ask
is decided dynamically by the inquirer according
to the demand of information collection, and the
average number for each target question is 8.5.
Compared methods. We mainly compare with
the methods that also leverage large-scale language
models to answer the questions. We categorize the
compared methods by how they utilize LLM to an-
swer the questions for fair comparison as (1)meth-
ods directly trained on large-scale multimodal data,
(2)methods prompting frozen LLMs to answer the
questions with a few in-context examples, (3)meth-
ods prompting frozen LLMs without examples.
Among the methods that prompt frozen LLMs for
question answering, Img2LLM (Guo et al., 2023)
and FIIG (Wang et al., 2023) also involve con-
verting visual contents into question-answer pairs.
Img2LLM utilizes extra question-generation model
to generate questions given pre-extracted answers.
They generate 30 question-answer pairs and 100
image captions to answer each question, which
may introduce redundant information. FIIG first
generates general questions then filters the relevant
questions, and requires multiple examples to guide
the LLM for question generation and answering.

4.2 Main results

Comparison with state-of-the-arts. The results
on OK-VQA test set and A-OKVQA validation
set are shown in Table 1. The column Shot num-
ber refers to the number of in-context examples to
prompt the LLM and Exemplar number represents
the total number of exemplars (e.g., captions, an-
swer heuristics or question-answer pairs) provided
to the LLM. Our proposed method achieves con-
sistent performance on both datasets among the
methods that prompt LLM without in-context ex-
amples or directly train on multimodal data. We do
not require large computation costs or extra anno-

1https://platform.openai.com/docs/models/gpt-3-5
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Method
Shot Exemplar

OK-VQA
A-OKVQA

number number DA MC
Models directly trained on multi-modal data

FewVLMlarge (Tan and Bansal, 2019) 0 0 16.5 - -
Flamingo80B (Alayrac et al., 2022) 0 0 50.6 - -
BLIP-2 FlanT5†XL (Li et al., 2023) 0 0 40.7 34.6 47.5
BLIP-2 FlanT5†XXL (Li et al., 2023) 0 0 45.9 37.4 50.4

Using frozen LLM for answering w/ in-context examples
PICa-Full (Yang et al., 2022) 16 16 48.0 - -
Prophet (Shao et al., 2023) 20 20 61.1 58.2 76.4
Prophet+FIIG (Wang et al., 2023) 20 60 61.3 59.8 -
PromptCap (Hu et al., 2023) 32 32 60.4 56.3 73.2
IPVR (Chen et al., 2023b) 8 8 44.6 46.4 -
TOA (Xing et al., 2023) 16 16 60.6 61.2 63.1

Using frozen LLM for answering w/o in-context examples
PNP-VQA†

3B (Tiong et al., 2022) 0 100 34.1 35.1 53.1
PNP-VQA†

11B (Tiong et al., 2022) 0 100 35.9 36.3 53.5
Img2LLM175B (Guo et al., 2023) 0 30 45.6 42.9 -
Img2LLM+RQP (Lan et al., 2023) 0 30 46.4 43.2 -
LAMOC11B (Du et al., 2023) 0 10 40.3 37.9 -
L2A (ours) 0 8.5 46.2 48.5 62.4

Table 1: Comparison to the state-of-the-art methods on knowledge-based VQA datasets. † denotes some of
the results are based on reimplementation. DA refers to direct-answer setting and MC refers to multiple-choice
setting. Shot number refers to the number of in-context examples. Exemplar number represents the total number of
exemplars (e.g., captions, answer heuristics or question-answer pairs) provided to the LLM.

tations of examples to prompt the LLMs, and we
only prompt the LLM with a small number of ex-
emplars. It indicates that our prompting strategies
effectively guide the LLM to fulfill the required
task. With the clear objective to guide the question
generation, the LLM can learn to directly ask essen-
tial questions that efficiently collect relevant visual
information. Besides, we surpass the base VQA
model BLIP-2 FlanT5XL, which is used to answer
the generated questions in our method, by a large
margin. It further demonstrates that by generating
multiple denotative and connotative questions, the
model attains more comprehensive image under-
standing and obtains additional visual information
to enhance the question answering.

Answer analysis. Recent works using LLMs to
directly answer open-ended questions may gen-
erate answers that are semantically equivalent to
the ground truth but use different expressions (e.g.,
pizzeria vs. pizza restaurant, herbivorous vs. eat
grass, cycling vs. riding bicycle). The conventional
exact matching evaluation is not applicable in many
cases and often underestimate the model capabil-
ity. Therefore, we conduct complementary experi-

ments to evaluate the answers using an independent
LLM. Specifically, for the answers unable to ex-
actly match with the ground truth, we use the LLM
to discern the equivalent answers in context of the
question similar to (Mañas et al., 2023). We com-
pare the results under different evaluation methods
for indication in Table 2. It should be noted that
some methods in Table 1 have implicitly involved
knowledge of answer vocabulary in the training
process or prompting examples, hence their per-
formance may not be underestimated by the eval-
uation metric. To better reflect the model’s real
capabilities, we adopt the aforementioned evalua-
tion method in subsequent experiments.

4.3 Ablation Studies

To verify the effectiveness of each component of
our proposed method, we conduct several ablation
studies on OK-VQA dataset, as shown in Table 3.
Prompting strategy The main contribution of
our method is to define the objective of informa-
tive question generation and propose an effective
prompting strategy. Therefore, we conduct abla-
tive experiments that (1) remove the instructions
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Method
OK-VQA A-OKVQA

Match LLM Match LLM
BLIP-2XL 40.7 48.2(↑ 7.5) 34.6 40.7(↑ 6.1)
PNP3B 34.1 37.6(↑ 3.5) 35.1 40.2 (↑ 5.1)
PNP11B 35.9 39.6(↑ 3.7) 36.3 43.7(↑ 7.4)
L2A 46.2 54.1(↑ 7.9) 48.5 55.6(↑ 7.1)

Table 2: Comparison of results using conventional exact-match
evaluation and LLM based evaluation.

Model Accuracy
L2A-full 54.1
w/o instruction 50.8
random 53.7
w/o evaluation 53.7

Table 3: Ablation studies on important
components of the proposed method.

Generation method Accuracy
slot-filling 42.7
free-form 44.6
LLM 50.4
L2A 53.9

Table 4: Comparison of different question generation
strategies.

with respect to generating denotative and conno-
tative questions, (2) replace the prompt learning
component with random selection. The correspond-
ing results indicate that the instructions regarding
question generation objectives are essential to the
performance. The prompt learning strategy that
implies the correlations between relevant concepts
brings further improvement.
Relevance evaluation. Another strategy in our
proposed method is to evaluate the relevance of
the generated questions by their contribution to
the final answer as evidential facts. The results in
Table 3 shows that eliminating the relevance evalua-
tion from our proposed method results in a decrease
in accuracy. It indicates that the corresponding rel-
evance scores provide additional information for
the inquirer to consider the generated questions in
the information integration stage.

4.4 In-depth study of question generation

Number of generated questions. Although the
number of questions to generate is determined by
the inquirer according to the demand of information
collection, we conduct complementary experiments
to study the impact of the numbers of questions.
We vary the total number of generated questions
among [2, 4, 6, 8, 10] and present the results in Fig-
ure 3. It shows that as the number increases, there
is an improvement in accuracy. However, further
increments beyond a certain point yields no signif-
icant gains. The appropriate number of questions
contain the necessary information to answer the

Figure 3: Results on different numbers of generated
questions. The horizontal line represents the accuracy
achieved with unfixed number of generated questions.

target question while mitigating the introduction of
redundant information.
Question generation strategies. We conduct ex-
periments to compare with several baseline ques-
tion generation methods, including slot-filling, free-
form generation and LLM generation. Slot-filling
generation method defines question templates from
different aspects and fills the keywords in the slots
to complete the question. We design the templates
considering four types of questions following (Ren
et al., 2015), including Object, Number, Color, Lo-
cation questions. The question templates are: (1)
Is there any [slot] in the image? (2) Is the image
about [slot]? (3) What kind of [slot] are there in
the image? (4) How many [slot] in the image? (5)
What color is the [slot]? (6) Where is the [slot]?
We replace the ’[slot]’ in the template by the major
object detected from the image. Free-form gen-
eration leverages gated recurrent neural network
(GRNN) to predict the output tokens sequentially
until hitting the end-of-sentence token, as described
in (Mostafazadeh et al., 2016). LLM generation
refers to generating questions using LLM without
clear guidance about what type of questions to gen-
erate. The LLM is asked to generate a few ques-
tions given the target question and image caption.
For fair comparison, we set the number of gener-
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Target question: What style of dress is that man wearing?
Caption: A man wearing a tie and glasses sitting on a bench.

Denotative questions
Question: What is the man wearing on his face?
Answer:   glasses
Question: What is the man wearing around his neck? 
Answer:   a tie
Question: Where is the man sitting? 
Answer:   in front of a wall
Connotative questions
Question: What is the overall appearance of the man? 
Answer:   he wears glasses and a tie
Question: What is the purpose of wearing a tie? 
Answer:   to make a good impression on others
Question: What is the significance of wearing glasses? 
Answer:   it is a sign of a person's age
Question: Is the man alone?
Answer:   yes

Base VQA model: a suit and tie ✗ Ours: formal ✓

Target question: Guess which object is organic? 
Caption: A vase with flowers on a table .

Inspiring words: tie, person, man, style, sight Inspiring words: agriculture, flower, element, color, nature

Denotative questions
Question: What objects are present in the image? 
Answer:   vase, bird, flowers
Question: Are there flowers in the image?
Answer:   yes
Question: Is the vase made of organic material? 
Answer:   no
Question: Is the table made of organic material? 
Answer:   no
Connotative questions
Question: Are the flowers real or artificial? 
Answer:   real
Question: Are the flowers grown for decorative purposes or for agriculture? 
Answer:   for decorative purpose
Question: What is the purpose of the vase in the image?
Answer:   to hold flowers

Base VQA model: the bird✗ Ours: flower ✓

Figure 4: Qualitative examples of the generated denotative and connotative questions, and the selected question-
specific inspiring words.

ated questions of the compared methods mentioned
above to 6. The results are shown in Table 4.

The results indicate that our proposed question
generation strategy can produce more informative
questions towards answering the target question.
The slot-filling method lacks diversity and may not
be applicable in some situations. The objective of
traditional free-form question generation methods
diverges from generating informative questions to
help collecting essential information. Counting on
LLMs to generate questions achieves better results
due to its strong natural language understanding
abilities and intrinsic knowledge, while still lacks
clear objectives as guidance.

4.5 Qualitative Results

In Figure 4 we present qualitative examples to fur-
ther illustrate our proposed method and compare
the answers of our method with those of the base
VQA model. In the left example, the base VQA
model can successfully extract the explicit image
contents with respect to the appearance and dress-
ing of the man, but fails to give a conclusive an-
swer regarding the overall style of dressing. In
contrast, our proposed method asks both denotative
questions about explicit patterns and connotative
questions about other relevant clues that help infer
the answer. The LLM integrates the collected infor-

mation and leverages intrinsic knowledge to draw
a correct conclusion. In the right example, the base
VQA model mistakenly regards the bird-shaped
ornament as real bird. Our proposed method both
asks denotative questions that directly query about
the attribute of the main objects in the image, and
asks connotative questions that associate the at-
tribute of organic with relevant concepts like artifi-
cial, decorative, agriculture.

5 Conclusion

In this paper we leverage the rich knowledge of
LLMs for knowledge-intensive VQA tasks. We
propose a learn to ask (L2A) architecture that in-
spires the LLM to generate questions to collect es-
sential visual information for answering the target
questions. We introduce the concepts of denotation
and connotation and propose an efficient prompt-
ing strategy to guide the question generation with
clear objective, which involves both explicit and im-
plicitly related information. Our proposed method
can effectively generate high-quality questions and
efficiently collect required information without ex-
pensive training or annotations. Experiment results
show that our proposed L2A approach achieves
promising performance on knowledge-based VQA
datasets without requiring in-context examples.
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Limitations

In this work we propose a prompting strategy that
guides the LLM to generate denotative and conno-
tative questions. However, some of the generated
questions may be difficult to answer for the base
VQA model. A potential improvement to current
method may be considering the capabilities of the
base VQA model in the objective of question gen-
eration. The generated questions should be ensured
to not requiring commonsense knowledge or rea-
soning. Besides, the evaluation of open-ended ques-
tions still remains an open problem, since previous
exact-match metrics can not discern the equivalent
expressions of the correct answers. Current evalua-
tion metric may underestimate the model capabili-
ties and provide inaccurate training objectives.
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A Appendix

A.1 Full prompt

We provide an example with full prompts to the
large language model (LLM) in the information
collection and integration process, as shown in Fig-
ure 5. It includes the prompt to generate questions
(i.e., ASK) and the prompt to obtain the final an-
swer (i.e., ANSWER).

A.2 Choices of different LLMs

In the main experiments we implemented the in-
quirer in our method by gpt-3.5-turbo. To investi-
gate the influence of different LLMs, we conduct
ablative experiments using other LLMs, such as
GPT-3 (Brown et al., 2020) and open-source LLM
LLaMA (Touvron et al., 2023). We compare the
results on OKVQA dataset in Table 5. The re-
sults show that GPT-3 achieves even better perfor-
mance than gpt-3.5-turbo. However, the cost of
calling GPT-3 API is much more expensive than
that of gpt-3.5-turbo. On the other hand, the per-
formance of LLaMA is not as stable as that of
the other two models. It occasionally produces in-
valid output when presented with same prompts.
The overall accuracy using LLaMA is 40.6, while
the accuracy considering only the valid samples
is 51.2, which is comparable to the other models.
The experiments indicate that the performance of
our proposed method is influenced by the choice of
LLMs, and current LLMs often possess the capabil-
ity to fulfill the task. Besides, the performance may
be further improved by designing model-specific
prompts to reduce the invalid outputs of LLMs.

LLM Accuracy
gpt-3.5-turbo 54.1
GPT-3 55.9
LLaMA 40.6 / 51.2

Table 5: Comparison of results on OKVQA dataset
using different LLMs.

A.3 Results on VQA v2 dataset

We mainly evaluate our method on knowledge-
based VQA datasets, where the results demonstrate
that by actively asking questions, the model can
effectively utilize the rich knowledge embedded
within LLMs, as well as efficiently collect the vi-
sual information from images. We conduct com-
plementary experiments on VQA v2 dataset (Antol

et al., 2015) for further investigation. It is a com-
monly used VQA dataset with 443,757 training
samples, 214,354 validation samples and 447,793
test samples. Due to the limited visit frequency of
OpenAI API allowed to the public and the costs
of calling the API, we randomly select a subset of
10,000 samples from VQA v2 validation set. As
shown in Table 6, our proposed L2A method out-
performs the compared zero-shot methods. The
results further indicate the efficacy of L2A method
in terms of collecting visual information.

Method Zero-shot Accuracy
PICa % 56.1
PromptCap % 74.1
Flamingo ! 56.3
BLIP-2 FlanT5XL ! 63.1
PNP-VQA ! 63.3
Img2LLM ! 60.6
L2A (ours) ! 70.1

Table 6: Experiment results on VQA v2 dataset.

A.4 Qualitative examples
Figure 6 and Figure 7 present more testing results
on OKVQA dataset. The questions require both
visual information from the images and common-
sense knowledge for reasoning. Our proposed
method generates both denotative questions that
extract explicit information and connotative ques-
tions that seek implicitly related information that
help with reasoning about the answers. The intro-
duction of the question relevance provides more
clues for the LLM to consider the impact of each
question-answer pair to the final prediction.

8312



ASK
Given a question, define its denotative questions and connotative questions. Denotative
questions can be either the rephrasing or decomposition of the original question,
which extract explicit information. Connotative questions seek implicitly associated
information that can help in understanding and answering the original question.
Please generate denotative and connotative questions of the target question.
Caption: A group of people standing on top of a truck in front of the capitol building
Question: Where is this building located?
Inspiring words: structure, skyscraper, city, architecture, house

ANSWER

Given some related question-answer pairs and their relevance to the target question,
integrate the information and give the very short answer to the target question.
Caption: A group of people standing on top of a truck in front of the capitol building
Denotative questions
Question: What is the name of the building in the image?
Answer: The united states capitol building. Relevance: 0.44
Question: What is the location of the building in the image?
Answer: United states capitol. Relevance: 0.49
Connotative questions
Question: What is the purpose of the building in the image?
Answer: It is a government building. Relevance: 0.59
Question: What is the history of the building in the image?
Answer: It is the capitol building. Relevance: 0.46
Target question: Where is this building located? Answer:

PREDICTION

Washington D.C.

Figure 5: Exemplar with full prompts to the LLM.

8313



Target question: Which part of this animal would be in use of it was 
playing the game that is played with the items the man is holding?
Caption: A man holding a dog on his back.

Denotative questions
Question: What is the animal in the image? 
Answer:   dog. Relevance: 0.61
Question: What is the game being played? 
Answer:   frisbee. Relevance: 0.63
Question: What are the items the man is holding? 
Answer:   a frisbee. Relevance: 0.61
Connotative questions
Question: Is the animal in the image a dog? 
Answer:   yes. Relevance: 0.62
Question: Is the game being played a risk game?  
Answer:   yes. Relevance: 0.52
Question: Is the man in the image adaptable? 
Answer:   yes. Relevance: 0.53
Prediction: the dog's mouth

Inspiring words: dog, person, position, risk, adaptability

Target question: Do you think this person has won or lost a game?
Caption: A woman holding a frisbee in a park.
Inspiring words: person, emotion, company, partner, hunt 

Denotative questions
Question: What is the person doing in the image? 
Answer:   holding a frisbee. Relevance: 0.54
Question: Is the person happy or sad? 
Answer:   happy. Relevance: 0.56
Question: What is the person holding? 
Answer:   a white frisbee. Relevance: 0.51
Connotative questions
Question: What do you think the person is feeling? 
Answer:   excited about the frisbee. Relevance: 0.59
Question: What do you think the person is thinking? 
Answer:   she is going to throw the frisbee into the water. Relevance: 0.69
Question: What is the person's body language saying? 
Answer:   she is holding a frisbee. Relevance: 0.54

Prediction: won 

Target question: What types of clouds are forming in the sky?
Caption: A group of cars on a street at dusk.

Denotative questions
Question: What are the clouds in the sky? 
Answer:   dark clouds. Relevance: 0.31
Question: What is the weather like? 
Answer:   it is cloudy. Relevance: 0.60
Question: What is the temperature? 
Answer:   not enough information. Relevance: 0.21

Connotative questions
Question: What is the significance of the clouds in the sky? 
Answer:   they indicate the time of day. Relevance: 0.45
Question: What do the clouds in the sky represent? 
Answer:   a storm. Relevance: 0.56
Question: What do the clouds in the sky mean? 
Answer:   it's going to rain. Relevance: 0.56
Prediction: cumulus clouds

Target question: What sport is the child playing?
Caption: A young boy swinging a baseball bat.

Inspiring words: weather, area, sky, place, astrology Inspiring words: person, son, happiness, field, expression 

Denotative questions
Question: What is the child doing in the picture? 
Answer:   swinging a bat. Relevance: 0.51
Question: What is the child holding in the picture? 
Answer:   a baseball bat. Relevance: 0.59
Question: What is the child wearing in the picture? 
Answer:   a baseball cap. Relevance: 0.61
Connotative questions
Question: What is the child's expression in the picture? 
Answer:   he is ready to hit the ball. Relevance: 0.64
Question: What is the child's age? 
Answer:   not enough information. Relevance: 0.68
Question: Is the child happy? 
Answer:   yes. Relevance: 0.49

Prediction: baseball

Figure 6: Examples on OKVQA dataset.
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Target question: What is the name of this room if it were to be 
outside house instead of inside?
Caption: A bathroom with a sink and a window.

Denotative questions
Question: What is the name of this room? 
Answer:   bathroom. Relevance: 0.54
Question: What is the difference between this room and a room 
outside a house? 
Answer:   this room is inside a house. Relevance: 0.36
Connotative questions
Question: What is the purpose of this room? 
Answer:   it is a bathroom. Relevance: 0.61
Question: What do you typically find in this room? 
Answer:   a toilet, sink, and a mirror. Relevance: 0.63

Prediction: outhouse

Target question: Where might this man work?
Caption: A man in a blue shirt holding a cell phone and a book.

Inspiring words: dorm, accommodation, use, reside, specify 
Inspiring words: person, employment, environment, compensation, crew

Denotative questions
Question: What is the man's occupation? 
Answer:   janitor. Relevance: 0.65
Question: Where does the man work? 
Answer:   in a call center. Relevance: 0.54
Connotative questions
Question: What time is it in the picture? 
Answer:   it is not in the picture. Relevance: 0.50
Question: What is the man's daily routine? 
Answer:   he is at work. Relevance: 0.49
Question: What is the man's social class? 
Answer:   middle class. Relevance: 0.54

Prediction: in an office

Target question: What did this guy just hit?
Caption: A man playing tennis on a court.

Denotative questions
Question: What is the man doing in the picture? 
Answer:   swinging a tennis racket. Relevance: 0.67
Question: What is the man holding in his hand? 
Answer:   a tennis racket. Relevance: 0.53
Question: Where is the man? 
Answer:   on a tennis court. Relevance: 0.59

Connotative questions
Question: What is the man's emotion in the picture? 
Answer:   he is ready to hit the ball. Relevance: 0.51
Question: What is the man's intention in the picture? 
Answer:   to hit a tennis ball. Relevance: 0.62
Prediction: a tennis ball

Inspiring words: person, unit, sport, base, hand

Target question: What is this woman preparing in the photo?
Caption: A woman preparing food in a kitchen.
Inspiring words: woman, wife, picture,  emotion, prepare

Denotative questions
Question: What is the woman doing in the photo? 
Answer:   preparing food. Relevance: 0.66
Question: What is in the photo? 
Answer:   a woman preparing food in a kitchen. Relevance: 0.67
Question: Who is in the photo? 
Answer:   a woman. Relevance: 0.51
Connotative questions
Question: What is the woman's expression in the photo? 
Answer:   happy. Relevance: 0.50
Question: What is the woman's emotion in the photo? 
Answer:   happy. Relevance: 0.49
Question: What is the woman's body language in the photo? 
Answer:   she is standing in front of a stove. Relevance: 0.50

Prediction: food

Figure 7: Examples on OKVQA dataset.
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