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Abstract
Meeting summarization has become a critical
task considering the increase in online interac-
tions. Despite new techniques being proposed
regularly, the evaluation of meeting summariza-
tion techniques relies on metrics not tailored to
capture meeting-specific errors, leading to inef-
fective assessment. This paper explores what
established automatic metrics capture and the
errors they mask by correlating metric scores
with human evaluations across a comprehen-
sive error taxonomy. We start by reviewing the
literature on English meeting summarization to
identify key challenges, such as speaker dynam-
ics and contextual turn-taking, and error types,
including missing information and linguistic in-
accuracy, concepts previously loosely defined
in the field. We then examine the relation-
ship between these challenges and errors using
human-annotated transcripts and summaries
from encoder-decoder-based and decoder-only
Transformer models on the QMSum dataset.
Experiments reveal that different model archi-
tectures respond variably to the challenges, re-
sulting in distinct links between challenges and
errors. Current established metrics struggle to
capture the observable errors, showing weak to
moderate correlations, with a third of the corre-
lations indicating error masking. Only a subset
of metrics accurately reacts to specific errors,
while most correlations show either unrespon-
siveness or failure to reflect the error’s impact
on summary quality.

1 Introduction

The rise in remote collaboration has increased the
need for effective meeting summarization (Mroz
et al., 2018; Pratama et al., 2020), beneficial for par-
ticipants and non-attendees. However, established
evaluation metrics do not fully capture the chal-
lenges of meeting transcripts such as contextual
turn-taking and discourse structure (Rennard et al.,
2023; Kumar and Kabiri, 2022). The commonly
used ROUGE metric (Lin, 2004) has limitations

in reflecting summary quality (Liu and Liu, 2008;
Cohan and Goharian, 2016; Fabbri et al., 2021),
and newer metrics like BERTScore (Zhang et al.,
2020b) have not been thoroughly tested for meet-
ing summarization (Kirstein et al., 2024). Yet, this
assessment would be crucial because meeting sum-
marization comes with unique challenges, such as
high abstraction, low extraction rate, and complex
reasoning (Gao and Wan, 2022).

This study examines how automatic metrics relate
to human annotations for meeting summarization
and what they actually measure in their scores. We
aim to create a unified understanding of the chal-
lenges in meeting summarization and the errors
that occur when these challenges are unmet. Using
the QMSum dataset (Zhong et al., 2021), we have
experts annotate the challenges in the transcripts
and errors in automatically generated summaries
using various models, including domain-standard
encoder-decoder architectures and notable decoder-
only models. This setup allows us to find connec-
tions between challenges, errors, and eight auto-
matic metrics.

The results show problems with current auto-
matic metrics for evaluating meeting summariza-
tion. Structural disorganization errors are often
penalized, matching human judgments, but hallu-
cination errors are sometimes rewarded. ROUGE
(Lin, 2004) struggles to distinguish the impact of
different errors on quality, even though it is good
at penalizing omissions. Surprisingly, about a third
of the metrics-error combinations either ignore or
reward errors. For example, Perplexity favors in-
correct references, and Lens favors structural disor-
ganization. These observations highlight the need
for better evaluation methods in meeting summa-
rization. Our contributions are threefold:

• We conduct a comprehensive literature review
to identify and unify the challenges specific
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to English meeting summarization and the
types of errors that commonly occur in model-
generated summaries.

• We build the first direct correlations between
the intrinsic challenges and observable errors
they induce for encoder-decoder and decoder-
only model architectures, providing a frame-
work for tracking their impact.

• We rigorously evaluate the efficacy of nine
prevalent automatic metrics, uncovering what
they accurately measure, neglect, and their
sensitivity to varying error severities, all cor-
roborated by human annotations.

The codebase, annotations, and guidelines are avail-
able on GitHub:

https://github.com/FKIRSTE/
emnlp2024-Meeting-Sum-Metrics.

2 Methodology

We conducted a focused literature review to iden-
tify challenges and observable errors when failing
these in English abstractive meeting summarization.
We target papers published between the introduc-
tion of the BART model (Lewis et al., 2020) in
2019, which serves as the typical backbone model
for the field, and 2024. This scope allows us to
focus on challenges pertaining to currently used
Transformer-based models. We set additional in-
clusion criteria to prioritize relevance. We consider
works that introduce novel methodologies or con-
tribute to defining challenges, with a preference
for transformer architectures, and exclude only
loosely related studies, multi-lingual, multi-modal
approaches, non-abstractive, and non-Transformer-
based approaches. We considered publications
from 2024, irrespective of their citation index, ac-
knowledging their emergent influence. The survey
follows the PRISMA checklist (Page et al., 2021)
to prevent bias.

Google Scholar is chosen as the primary database
for its comprehensive coverage and advanced query
capabilities, yielding more works conforming to
our review scope than Web of Science and DBLP.

Our search comprises two stages: The initial phase
involves broader queries combining "meeting sum-
marization" with adjunctive terms such as chal-
lenge, literature review, or survey, while the subse-
quent refinement uses challenge-related keywords

and synonyms. Papers are ranked based on Google
Scholar metrics, considering the top 100 from each
query, and serve as primary source for our analysis.

We apply our criteria to the initial pool of 300
papers to select 18 core articles directly address-
ing challenges and 40 additional papers discussing
challenges and errors implicitly through method-
ological contributions. Each shortlisted paper un-
dergoes detailed data extraction to identify relevant
challenges, methodologies, foundational models,
and metrics collated in a structured format for cross-
validation. This approach allows us to construct a
comprehensive view of current challenges and ob-
servable errors in English meeting summarization.

3 Definitions

3.1 Challenges

This section summarizes key challenges in meeting
summarization identified in the literature and their
implications on the summarization process.

Spoken language. Handle colloquialisms, domain-
specific terminology, and various forms of linguis-
tic noise, such as false starts, repetitions, and filler
words (Koay et al., 2020; Kumar and Kabiri, 2022;
Antony et al., 2023), which can appear due to the
spoken language nature of meetings. This chal-
lenge can affect the accuracy and clarity of the
generated summaries.

Speaker dynamics. Accurately distinguish and
track different speakers, their utterances, and spe-
cific roles (e.g., project manager, applicant), par-
ticularly when roles are topic-dependent (Khalifa
et al., 2021; Gu et al., 2022; Rennard et al., 2023).
Failing to do so can introduce biases and result
in incomplete or flawed summaries, leaving out
noteworthy elements.

Coreference. Manage the resolution of references
to other speakers and previous actions to ensure
coherent and complete summarization (Liu et al.,
2021). Inaccurate handling can lead to ambiguous
or incomplete summaries lacking context.

Discourse structure. Understand and track the
inherent high-level structure and flow of a meeting
(Li et al., 2023) throughout the different meeting
phases. These phases may refer to multiple topics
(Feng et al., 2022), e.g., during an argumentation,
or swiftly shift from one topic to another (Shinde
et al., 2022). Failure to consider this hierarchical

6710

https://github.com/FKIRSTE/emnlp2024-Meeting-Sum-Metrics
https://github.com/FKIRSTE/emnlp2024-Meeting-Sum-Metrics


structure can result in summaries that are either
incomplete or lack coherence.

Contextual turn-taking. Capture the evolving lo-
cal dynamics of a meeting as it progresses through
multiple speaker turns. The task involves accu-
rately processing shifts in discourse complicated
by interruptions, repetitions, and redundancies (Ma
et al., 2022; Zhang and Zhao, 2021; Shinde et al.,
2022). Inadequate capture can result in misleading
or shallow summaries.

Implicit context. Account for unspoken or implied
context, such as tacit organizational knowledge or
prior discussions that are not explicitly referred to.
Neglecting this can produce misleading or shallow
summaries (Xu et al., 2022).

Low information density. Identify key points
when salient information is sparse and unevenly
distributed, especially relevant in decision-making
scenarios (Rennard et al., 2023; Zhang et al., 2021).
This challenge can affect the resulting summary’s
depth and level of salience.

Data scarcity. The lack of diverse, high-quality,
real-world scenario training samples hampers
model training (Rennard et al., 2023; Kumar and
Kabiri, 2022; Jacquenet et al., 2019).

Long transcripts. Process long transcripts,
which can result from longer meetings due to the
quadratic computational cost of transformer-based
models, leading to efficiency issues with increasing
dialogue length (Kumar and Kabiri, 2022; Feng
et al., 2022; Zhang et al., 2021). Only processing a
sub-part of a meeting might exclude salient infor-
mation and, therefore, result in an incomplete or
incorrect summary.

Heterogeneous meeting formats. Different types
of meetings necessitate distinct summarization ap-
proaches (Rennard et al., 2023). Failure to adapt
can result in summaries that miss key points or
include irrelevant information.

3.2 Error Types

Errors in summaries arise when challenges are not
correctly addressed. We have collated error types
from the literature into six principal categories, ob-
served in the summaries generated during our ex-
periments as detailed in Section 5.

Missing information (MI). This error involves
missing information from the meeting, such as

significant decisions or actions (Zou et al., 2023;
Chen and Yang, 2020). We consider total omis-
sion, where relevant topics or points discussed are
entirely absent from the summary, and insufficient
detail, where the summary mentions a salient topic
but does not capture its depth or the detailed dis-
cussion from the original meeting.

Redundancy (Red). The summary contains re-
peated or redundant information, impacting brevity
and clarity (Chen and Yang, 2020). Such repeti-
tions can manifest in different ways: reiterated key
points, overuse of individual words, or duplicating
entire phrases.

Wrong references (WR). The model misattributes
statements, opinions, or actions to incorrect meet-
ing participants or omits their mention altogether
(Chen and Yang, 2020).

Incorrect reasoning (IR). The model draws con-
clusions that are not supported by the discussions
in the meeting (Chen and Yang, 2020).

Hallucination (Hal). The model produces in-
consistencies, such as incorrect dates, names, or
locations, not aligned with the meeting content
(Wang et al., 2022; Ji et al., 2023). This encom-
passes intrinsic hallucinations, introducing events
not present in the original meeting or contradicting
the input, and extrinsic hallucinations, misrepre-
senting actual events.

Incoherence (Inc). The model generates sum-
maries with disjointed logic or flow. This manifests
as intra-sentence disconnections and inter-sentence
inconsistencies, such as flawed progression and in-
correct, contrastive expressions (Wang et al., 2023).

We have identified two additional error categories
during our human annotation process, as detailed
in Section 4.3. Notably, our review of the pertinent
literature reveals that these categories have not been
explicitly defined in existing studies in a way that
matches our findings.

Linguistic inaccuracy (LI). The model uses inap-
propriate, incorrect, or ambiguous language or fails
to capture unique linguistic styles. This error type
spans issues from adopting unsuitable words from
the source to grammar mistakes and employing
contextually unclear or ambiguous terms.

Structural disorganization (SD). The model may
produce summaries that misrepresent the original
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order or logic of the meeting’s discourse, misplac-
ing topics or events. This error covers only when
the order of stated events is wrong. Including non-
existing events or excluding events does not count
towards this error.

4 Experimental Framework

4.1 Models

We use the Longformer Encoder Decoder (LED)
(Beltagy et al., 2020) as our primary model for
its strong summarization performance. LED em-
ploys local+global sliding window attention in the
encoder and full self-attention in the decoder, ef-
ficiently handling lengthy documents. To compre-
hensively assess challenges and errors in encoder-
decoder architectures, we further consider Di-
alogLED (Zhong et al., 2022) and PEGASUS-X
(Phang et al., 2022). DialogLED extends LED with
dialogue-centric pre-training, while PEGASUS-X
enhances PEGASUS (Zhang et al., 2020a) for ex-
tended inputs using staggered block-local attention.
All models are finetuned on the QMSum training
subset (general summaries) for three epochs.

We also explore large language models, using
GPT3.5 turbo via ChatGPT and Zephyr-7B-α, a re-
fined version of Mistral-7B-v0.1 1. Mistral’s adap-
tations employ sliding window attention, outper-
forming Llama2 (Touvron et al., 2023). To han-
dle context size limitations, we use a chunk-based
approach (Bhaskar et al., 2023) with the prompt
"Create a TL;DR of the following meeting chunk,"
inspired by a Microsoft guideline 2. LLMs are used
with a zero-shot setup.

For the experiments, the models are grouped
into encoder-decoder models containing LED, Di-
alogLED, and Pegasus-X, and the decoder-only
models, i.e., GPT-3.5 turbo and Zephyr-7B-α. This
grouping is motivated by similar architecture and
error distribution and frequency patterns as shown
in Table 8.

4.2 Datasets

We use as input samples from QMSum (Zhong
et al., 2021), an established dataset for query-based
multi-domain meeting summarization. It includes
transcripts from academic (ICSI), product (AMI),

1https://huggingface.co/mistralai/Mistral-7B-v0.1
2https://www.microsoft.com/en-us/microsoft-365-life-

hacks/organization/using-chatgpt-creating-meeting-agendas-
minutes-notes

and committee meetings (Welsh and Canadian Par-
liament: WPCP). ICSI (Janin et al., 2003) offers
informal research meetings with linguistic chal-
lenges. AMI (Mccowan et al., 2005) provides
staged meetings with natural dialogue dynamics.
WPCP presents formal, agenda-driven discussions
from UK and Canada Parliament committee meet-
ings. Detailed statistics are in Table 1. While
there are other datasets out there in the context
of meeting summarization, such as the frequently
used MeetingBank (Hu et al., 2023) and ELITR
(Nedoluzhko et al., 2022) datasets, we do not in-
clude these. MeetingBank is conceptually close to
the WPCP meetings, therefore not enhancing the
diversity of our data selection and potentially intro-
ducing an imbalance in meeting type. ELITR aims
to produce meeting minutes with bullet points con-
taining key insights and actions discussed. There-
fore, it does not fit the abstractive summaries we
aim to investigate.

4.3 Metrics
We align human annotations with automatic met-
rics considering count-based, model-based, and
QA-based methodologies, chosen based on their
prevalent use in meeting and dialogue evaluation
(Gao and Wan, 2022).

Count-based. ROUGE (Lin, 2004) is the default-
used metric suite that assesses the overlap between
n-grams in generated summaries that appear in
the reference. Researchers mainly consider uni-
grams, bigrams, and the longest common sequence
to gauge the relevance and accuracy of generated
content. BLEU (Papineni et al., 2002) evaluates
how many n-grams from the reference appear in
the generated summary. The score is designed to
reflect the precision of the generated text, focus-
ing primarily on lexical similarity to the reference.
METEOR (Banerjee and Lavie, 2005) builds on
BLEU by accounting for synonyms, word stems,
and sentence structure, offering a holistic assess-
ment of lexical, syntactic, and semantic alignment
in precision and recall.

Model-based. BERTScore (Zhang et al., 2020b)
measures the contextual similarity between gener-
ated and reference texts using a pre-trained BERT
model, reflecting semantic and syntactic similarity
3. Perplexity (PPL) measures a language model’s

3We report the rescaled BERTScore-F score:
https://github.com/Tiiiger/bert
score/blob/master/journal/rescale baseline.md
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Dataset # Meetings # Turns # Speakers avg. Len. of Meet. avg. Len. of Sum.

AMI 137 535.6 4.0 6007.7 70.5
ICSI 59 819 6.3 13317.3 53.7
WPCP 36 207.7 34.1 13761.9 80.5

all (QMSum) 232 556.8 9.2 9069.8 69.6

Table 1: Statistics for the QMSum subsets and the entire QMSum meeting summarization dataset.

Spoken
Language

Speaker
Dynamic

Co-
reference

Discourse
Structure

Contextual
Turn-Taking

Implicit
Context

Data
Scarcity

Low Inf.
Density Overall

detection 0.84 0.77 0.68 0.79 0.73 0.90 0.87 0.78 0.79
frequency 0.84 0.71 0.78 0.70 0.89 0.91 0.90 0.84 0.82

Table 2: Krippendorff’s alpha for inter-annotator agreement on challenges and their frequencies, with challenges
(abbreviations) in top row ordered as in Section 3.1.

uncertainty in predicting words, evaluating the qual-
ity and fluency of utterances. We use GPT-2 (Rad-
ford et al., 2019) as the language model. BLANC
(Lita et al., 2005) measures how well a generated
summary aids a language model in understanding
the original document, reflecting informativeness.
LENS (Maddela et al., 2023) is a trainable metric
that assesses the alignment of generated text with
human references in content and style. While this
metric is also explored for meeting summarization,
it is noteworthy that it is based on RoBERTa, adopt-
ing its maximum context length of 512 tokens, mak-
ing it technically less suitable for assessing meeting
summaries considering transcripts.

QA-based. QuestEval (Scialom et al., 2021)
combines FEQA (Durmus et al., 2020) and Sum-
maQA (Scialom et al., 2019) scores, using a
question-answering model to answer questions
formed from the reference text (SummaQA) or the
generated summary (FEQA), extracting answers
from the opposite source. QuestEval evaluates fac-
tuality, coherence, informativeness, and relevance.

Human annotation. We adapt proven method-
ologies (Zhang et al., 2023) for a thorough annota-
tion process involving four graduate students from
diverse backgrounds (i.e., computer science, psy-
chology, communication science), all well-versed
in English and familiar with meeting summariza-
tion. From the QMSum general-summary test set,
we choose 35 general-summary samples, each con-
taining meeting transcripts, gold summaries, and
model-generated summaries, resulting in 175 dis-
tinct samples for annotation. Annotators identify
challenges (Section 3.1) in the transcript and er-
rors Section 3.2 in the generated summaries using

yes/no questions such as: "Does the given sum-
mary omit crucial information or provide insuffi-
cient detail about salient points?" corresponding
to the missing information error. The annotators
further rate the frequency of challenges and the
impact of errors for the LED model using Likert
scales from rare occurrence or minimal impact (1)
to frequent presence or high impact (5).

To ensure reliability and consistency, we assess
inter-annotator agreement using Krippendorff’s al-
pha, achieving an average of 0.81 (see Tables 2
and 3). A preliminary pilot test serves as annota-
tor training and refinement of guidelines. Regular
review meetings are held to maintain consistency.
Annotators also highlight summary segments with
errors. Discrepancies are discussed, and an expert
annotator is available to discuss complex issues.

A full presentation of the annotation process is
stated in Appendix A. Details on annotated labels
are shown in Appendix B.

5 Analysis

5.1 Linking challenges and error types

We analyze the relationship between challenges
and frequently observed errors for encoder-decoder
and decoder-only architectures using Point-biserial
correlation based on human annotations from Sec-
tion 4.3. Table 4 presents the results.

Encoder-decoder models exhibit strong links be-
tween incoherence, structural disorganization, and
redundancy errors and challenges like spoken lan-
guage and speaker dynamics, suggesting struggles
with maintaining coherence. Conversely, wrong ref-
erences, linguistic inaccuracy, and hallucination
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MI Red WR IR Hal Inc LI SD overall

detection Encoder-Decorder 0.74 0.875 0.83 0.87 0.79 0.61 0.86 0.71 0.78
Decoder-only 0.76 0.87 0.85 0.79 0.77 0.90 0.90 0.71 0.82

error impact (LED) 0.82 0.92 0.85 0.73 0.80 0.89 0.87 0.79 0.83

Table 3: Krippendorff’s alpha for inter-annotator agreement on errors for encoder-decoder (i.e., LED, DialogLED)
and decoder-only models (i.e., GPT-3.5, Zephyr-7B-α). For the LED model, the agreement on error impact is also
reported. Errors (abbreviations) in the top row are ordered as in Section 3.2.

Errors Encoder-Decoder Decoder-only

missing information discourse structure*, implicit context coreference*

redundancy speaker dynamics, contextual turn-taking*
implicit context*, decision dynamics*

spoken language*, speaker dynamics
contextual turn-taking, low info density

wrong references (none) spoken language**, contextual turn-taking*
low information density**

incorrect reasoning speaker dynamics, implicit context
low information density

(none)

hallucination contextual items, implicit context* coreference*, contextual turns*
implicit context

incoherence spoken language*, coreference*
contextual turn-takin*, decision dynamics*

coreference

linguistic inaccuracy coreference, low information density spoken language*, speaker dynamics**
decision dynamics*, low information density

structural disorganization spoken language**, speaker dynamics**
contextual turns*, decision dynamics
low information density

coreference*, contextual turns
implicit context*, decision dynamics

Table 4: The linkage between challenges and errors. No asterisk indicates low correlation, * signifies mid correlation
(p ≤ 0.05), and ** denotes high correlation (p ≤ 0.01).

errors show limited associations with the examined
challenges. Specifically, the limited association
of hallucination reinforces current understandings,
suggesting that the underlying causes remain elu-
sive (Maynez et al., 2020). Notably, the implicit
context challenge works as a proxy for hallucina-
tion. The minimal correlation of the wrong refer-
ence error, which rarely occurs due to the sentence
structure in generated summaries, and the linguistic
inaccuracy error indicate that challenges such as
coreference are well-handled by these models.

Regarding specific challenges, the discourse struc-
ture challenge correlates slightly with the missing
information error, indicating occasionally missed
details within distinct phases. The low information
density challenge weakly correlates with the incor-
rect reasoning error, revealing difficulties in ex-
tracting salient details. The contextual turn-taking
challenge aligns with redundancy and incoherence
errors, suggesting issues in capturing dynamics on
a granular level within the different meeting phases.

Decoder-only models show different patterns, with
incorrect reasoning being the rarest and weakest
correlated error. Wrong references, redundancy,

and linguistic inaccuracy errors are most prevalent,
aligning with low information and spoken language
challenges. For LLMs, redundancies manifest as
repetitive introductory sentences, while linguistic
inaccuracies emerge as contextually ambiguous
terms. Missing information and structural disorga-
nization errors are equally prominent and strongly
correlated, linking to the coreference challenge and
emphasizing models’ tendencies to list topics with-
out proper context. Some negative correlations
suggest specific challenges might decrease the like-
lihood of certain errors, such as for low information
density challenge and missing information error,
warranting further exploration.

5.2 Correlation of automatic metrics and
human annotation

Though numerous and frequently applied, existing
automatic metrics are not tailored to the intrica-
cies of meeting summarization. We analyze their
reactions to the diverse error types observable in
meeting summaries by answering the following
three research questions.

RQ1: How do automatic metrics correlate
with human assessments? Table 5 shows Point-
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MI Red WR IR Hal Inc LI SD

ROUGE-1 -0.40* 0.17 -0.07 -0.18 0.05 -0.30 -0.12 -0.41*
ROUGE-2 -0.20 0.10 0.07 -0.29 0.10 -0.22 -0.10 -0.35*
ROUGE-L -0.29 0.08 -0.04 -0.21 0.02 -0.21 -0.09 -0.46**
BLEU -0.20 0.08 -0.09 -0.08 0.32 -0.13 0.05 -0.26
METEOR -0.26 0.27 0.16 -0.23 0.08 -0.20 0.02 -0.38*

BERTScore (F) -0.16 0.22 0.09 -0.06 0.10 -0.02 -0.01 -0.26
PPL -0.10 -0.10 0.44** -0.32 -0.08 0.09 0.24 -0.17
BLANC (TS) -0.19 0.05 -0.13 -0.13 -0.13 -0.42* -0.09 -0.36*
LENS 0.01 -0.38* -0.17 0.20 0.01 0.03 -0.03 0.45**

QuestEval (F) 0.10 -0.05 0.16 0.02 0.26 0.00 -0.03 -0.28

Table 5: Point-biserial correlation between automatic metrics and annotated errors on samples generated by LED. *
denotes significance at p ≤ 0.05 and ** at p ≤ 0.01. The top row shows abbreviated error types from Section 3.2 in
order. A negative correlation indicates worsening metric scores with increasing error occurrence. The three highest
absolute values are highlighted in bold. We present F-scores (F) for BERTScore and QuestEval, with BERTScores
being further rescaled.

biserial correlations between automatic metrics and
expert-annotated errors for LED model-generated
summaries. Our analysis reveals that no metric
consistently correlates highly with all error types,
underscoring the complexity of meeting summa-
rization and the absence of a universal metric that
captures human judgment well (Gao and Wan,
2022). However, some metrics show trends align-
ing with human judgment through significant neg-
ative scores. Though not designed for structural
coherence, several metrics show significant neg-
ative correlations with structural disorganization
errors, indicating that temporal and logical disor-
ganization breaks n-gram sequences and seman-
tic flow. ROUGE-1 exhibits a more significant
score than ROUGE-2 and ROUGE-L, aligning with
observations in dialogue summarization (Gao and
Wan, 2022). In particular, the gaps, disjoint nar-
ratives, and incorrect statements from errors such
as missing information, incoherence, and incorrect
reasoning influence metric scores by not aligning
with reference n-grams or shifting meaning (Lin,
2004). Redundancy, wrong references, and hal-
lucination errors remain less frequently detected,
as summaries with these errors can still closely
match the reference in terms of n-gram overlap and
semantic similarity.

As expected, count-based metrics are responsive
to missing information (Lin, 2004), with ROUGE-
1 correlating significantly with information omis-
sions (Gao and Wan, 2022) and BLEU identifying
summaries with key content omissions. Count-
based metrics significantly correlate with structural
disorganization errors though not designed to de-
tect this error, possibly because of disrupted n-gram

sequences due to reorganized content (Banerjee and
Lavie, 2005). ROUGE and Meteor are potential
indicators of incorrect reasoning and incoherence.

Among model-based metrics, BERTScore exhibits
sensitivity to missing information, reflecting se-
mantic and contextual differences between candi-
date and gold summaries (Zhang et al., 2020b).
However, its correlation with structural disorga-
nization is less direct, hinting at the influence
of sentence alignment and structural coherence.
BLANC, designed for evaluating coherence and
fluency, correlates as expected negatively with in-
coherence. LENS effectively captures redundancy
errors. Model-based metrics present milder cor-
relations, possibly due to discrepancies between
training data and meeting contexts (Gao and Wan,
2022). While these metrics seem to not align as
well with human judgment as count-based metrics,
they offer insights into errors not captured by count-
based metrics.

The correlation table shows that no single metric
predominantly captures all error types, with most
correlations being weak to moderate. Examining
Table 5, a combination of metrics like ROUGE,
BLANC, and LENS could serve as a proxy for var-
ious errors, but this approach warrants additional
evaluation and score weighting.

RQ2: Do automatic metrics mask errors? We
categorize "masking" as indifference to an error
(near-zero correlation) or positive reinforcement
of a mistake (positive correlation). Count-based
metrics predominantly show near-zero or negative
correlations with errors, indicating they might not
sufficiently penalize specific mistakes. This behav-
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MI Red WR IR Hal Inc LI SD

ROUGE-1 0.07 0.24 -0.02 -0.17 0.10 -0.30 -0.09 -0.42*
ROUGE-2 -0.05 0.15 0.06 -0.29 0.13 -0.23 -0.11 -0.36*
ROUGE-L 0.03 0.15 -0.05 -0.22 0.10 -0.21 -0.08 -0.44**
BLEU -0.11 0.08 -0.06 -0.09 0.35* -0.14 0.03 -0.31
METEOR -0.06 0.21 0.16 -0.27 0.13 -0.21 -0.05 -0.36*

BERTScore (F) -0.25 0.19 0.08 -0.10 0.15 -0.02 -0.04 -0.31
PPL -0.02 -0.13 0.42 -0.29 0.02 0.00 0.23 -0.13
BLANC -0.03 0.04 -0.07 -0.15 -0.11 -0.44 -0.13 -0.36*
LENS -0.14 -0.42* -0.26 0.22 -0.07 0.00 -0.06 0.40

QuestEval (F) 0.13 0.04 0.18 0.05 0.34* -0.03 -0.07 -0.24

Table 6: Spearman correlation between metrics and annotated error impacts, using summaries generated by LED
as base. * denotes significance at p ≤ 0.05 and ** at p ≤ 0.01. The top row lists abbreviated error types from
Section 3.2 in sequence. A negative correlation implies declining metric scores with rising error instances. The three
most pronounced absolute values are emphasized in bold. F-scores (F) are given for BERTScore and QuestEval,
with BERTScores being further rescaled.

ior is expected (Saadany and Orasan, 2021; Akter
et al., 2022), especially for errors these metrics
were not explicitly designed to detect or for which
they can only act as a proxy.

From Table 5 using summaries generated by LED
as a base, we observe that some metrics show their
known struggle with specific error types through
near-zero scores (e.g., BERTScore and linguistic
inaccuracy (Hanna and Bojar, 2021)), model-based
metrics occasionally manifest positive correlations.
Perplexity favors incorrect references if they pre-
serve linguistic coherence and fluency, aligning
with the language model’s expectations and yield-
ing a lower (better) score. LENS appears to strug-
gle with capturing broader logical and temporal
structures. Despite being designed for text simplifi-
cation, it significantly correlates with the structural
disorganization error and primarily emphasizes
word-level and intra-sentence simplification (Mad-
dela et al., 2023). While QuestEval and BETScore
do not exhibit significant correlations, they show
noteworthy trends: QuestEval may reward errors
like missing information and hallucination, a coun-
terintuitive outcome given its focus on factual accu-
racy. The finding could indicate that hallucinated
details likely bypass metric detection due to gener-
ated questions lacking the rigor to spot them, which
can be linked to the gap between pre-training and
meeting data (Gao and Wan, 2022). BERTScore,
emphasizing semantic and syntactic similarities,
may reward redundant yet correct details (Hanna
and Bojar, 2021).

RQ3: How do the metric scores vary with the
severity of the error? To identify the relation-

ship between metric scores and error severity, we
analyze how these scores fluctuate by the impact
of errors. Table 6 shows the Spearman correla-
tion trends, using summaries generated by LED as
a base. Across different models and error severi-
ties, most correlations are negligible to weak, and
many lack statistical significance. This observation
emphasizes the limitations of current metrics in dis-
cerning error severity in meeting summarization.

BLEU and QuestEval display significant posi-
tive correlations with hallucination errors, under-
scoring their vulnerability to hallucinated content.
While metrics such as BERTScore and LENS show
sensitivity to missing information in RQ1, their pre-
cision in assessing error severity is limited. This
limitation may stem from the gap between training
data and meeting transcripts for the metrics uti-
lizing language models, as the meeting transcript
was provided as part of the input (Gao and Wan,
2022). LENS, closely aligned with text simplifi-
cation, penalizes redundancy. These observations
underscore that some metrics are intrinsically re-
sponsive to specific errors, even if not explicitly
designed for them. Perplexity does not exhibit sig-
nificant correlations.

6 Related Work

Research on meeting summarization typically ad-
dresses challenges and error types in isolation, leav-
ing their interrelation unexplored. For dialogue
summarization, challenges are collected (Chen and
Yang, 2020) but lack the detail required for meet-
ing contexts. Previous works by Tang et al. (2022);
Wang et al. (2022) lay the groundwork for our error
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typologies, enhanced with insights from diverse
studies and annotator feedback. Chen and Yang
(2020) correlate challenges and errors in dialogue
summarization, but their findings do not entirely
transfer to English abstractive meeting summa-
rization, though their annotation approach informs
ours. Automatic metrics for meeting summaries
are underexplored, but similar studies exist for text
summarization using the CNN/Dailymail dataset
(Fabbri et al., 2021) and dialogue summarization
via the SAMSum dataset (Gao and Wan, 2022).
We build upon these works by selectively adopt-
ing their metrics and augmenting them with mea-
sures commonly reported in recent meetings and
dialogue summarization studies.

7 Conclusion

We developed a resource suite for meeting summa-
rization evaluation, covering domain-specific chal-
lenges, linked error types, predictive correlations
for model architectures with known challenges, and
expert annotations of the QMSum subset. Our anal-
ysis highlighted the limitations and misalignments
of current metrics with human judgment in discern-
ing error nuances. Metrics that work well for other
summarization tasks either did not react to errors or
cannot reflect the impact on quality in their scores.
A composite metric may be more effective, but
its formulation requires further research. Recent
advancements highlighted the potential of LLM-
based metrics. Utilizing an LLM prompted with
our detailed annotator guidelines and supplemented
by examples presents a promising approach for de-
tecting complex errors like structural disorganiza-
tion and incorrect reasoning. Given the current evo-
lution of techniques, we plan to extend the work as
a (dialogue) summarization benchmarking pipeline
to capture better how upcoming techniques handle
challenges and how well new metrics capture their
performance. We encourage the research commu-
nity to contribute model outputs and introduce new
metrics to this initiative.
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Limitations

Our study, while offering a comprehensive analysis
of challenges and errors in meeting summarization,
primarily focuses on English-language summaries.
This linguistic focus may lead to variations in chal-
lenges and errors across languages. Some chal-
lenges, especially those subtle to human percep-
tion, might be overlooked, creating potential gaps
in our annotations. Our reliance on Google Scholar,
despite its broad coverage, has its criticisms, as it
tends to favor citation counts (Fagan, 2017) and
may include less reputable sources (Beall, 2016).

The QMSum dataset, with its 35 samples, provides
statistical significance but represents only a fraction
of potential meeting types. Thus, findings may vary
across different meeting contexts.

We include a total of 175 samples, comparable to
the original QMSum dataset (i.e., 232 samples),
one of the most used datasets in meeting summa-
rization. The considered dataset maintains a di-
verse representation of meeting types (academic,
business, parliament) within the dataset. We ac-
knowledge the limitation that QMSum might not
cover all meeting types in existence. However, we
focus on creating a unified understanding of the
challenges in meeting summarization and the er-
rors that occur when these challenges are unmet.
For that, we used QMSum as a proxy.

The challenges we associate with QMSum are in-
ferred from human annotations rather than directly
tested, and our model selection, while reflective
of the current landscape, does not capture every
variant. Our choice of encoder-decoder models
is comprehensive, but we miss out on architec-
tures like hierarchical models due to accessibil-
ity issues, which hamper the comparability of the
models. The array of large language models is
continually expanding, and our selection is based
on the standings on the Huggingface LLM Leader-
board at the time of writing. Our method of linking
challenges to errors is holistic, yet it might dilute
strong connections between them, as we did not test
the linking with isolated challenges. Specific met-
rics, like LENS and QuestEval, may have biased
scores since they use the meeting transcript as input
and are not domain-trained. Lastly, our findings,
rooted in the nuances of meeting summarization,
might not seamlessly apply to broader summariza-
tion domains like dialogue summarization, given
each domain’s distinctive traits.

6717



Ethics Statement and Broader Impact

Our research abides by ethical guidelines for AI re-
search and is committed to privacy, confidentiality,
and intellectual property rights. We have ensured
that the datasets in our study, which are publicly
available, do not house sensitive or personal de-
tails. While our study leverages existing resources
and generative models, it is important to note that
these models can possess biases and may occasion-
ally generate summaries with distortions, biases, or
inappropriate content (Gooding, 2022). We have
configured our models to omit potentially harmful
or unsafe content to counteract this. While our re-
search aims to enhance meeting summarization to
benefit communication and productivity across sec-
tors, we are acutely aware of the ethical challenges
posed by AI in this domain. Meeting summariza-
tion models must be wielded with respect to privacy
and consent, especially when processing sensitive
or confidential material. It’s paramount that these
models neither violate privacy nor perpetuate harm-
ful biases. As the field evolves, we stress the impor-
tance of maintaining these ethical considerations
and encourage fellow researchers to uphold them,
ensuring that AI advancements in meeting summa-
rization are both beneficial and ethically grounded.
An integral aspect of our ethical commitment is
reflected in our approach to annotator recruitment
and management. The team of annotators, con-
sisting of interns, student assistants, and doctoral
students, was meticulously selected through inter-
nal channels. This strategy was chosen to uphold
a high standard of annotation quality—a quality
we found challenging to guarantee through exter-
nal platforms such as Amazon Mechanical Turk.
Ensuring fair compensation, these annotators were
reimbursed following institutional guidelines for
their respective positions. Further, flexibility in the
annotation process was also a priority. Annotators
were free to choose their working times and en-
vironments to prevent fatigue from affecting their
judgment.
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A Annotation process details

Following, we describe the details of our annotation
process.

Annotator selection: Our annotation team com-
prises four graduate students, officially employed
as interns or doctoral candidates through standard-
ized contracts. We select them from a pool of vol-
unteers based on their availability to complete the

task without time pressure and their English profi-
ciency (native speakers or C1-C2 certified). This
ensures they can comprehend meeting transcripts,
human-written gold summaries from QMSum, and
model-generated summaries. We aimed for gen-
der balance (two male, two female) and diverse
backgrounds, resulting in a team of two computer
science students, one psychology student, and one
communication science student, aged 24-28.

Preparation: We prepare a comprehensive hand-
book for our annotators, detailing the project con-
text and defining challenges and error types. Each
definition includes two examples: one with mini-
mal impact (e.g., slight information redundancy)
and one with high impact (e.g., repeated informa-
tion throughout). The handbook explains the two-
part rating system: a binary yes/no for the existence
of a challenge or error, followed by a 1-5 Likert
scale impact/frequency rating if a characteristic is
observed as existing. This impact/frequency scor-
ing is only used for the challenges (frequency, 1
low - 5 high) and errors (impact, 1 low - 5 high) pro-
duced by the LED model. Annotators are further
tasked to provide reasoning for each decision. The
handbook does not specify an order for processing
errors or challenges. We provide the handbook in
English and the annotators’ native languages, using
professional translations. The handbook could be
used throughout the whole annotation process as a
reference.

We set up a five-week timeline for the annotation
process, preceded by a one-week onboarding pe-
riod. The first two weeks feature twice-weekly
check-ins with annotators, which are reduced to
weekly meetings for the following three weeks.
Separate quality checks without the annotators are
scheduled weekly. (Note: week refers to a regular
working week)

Onboarding: The onboarding week is dedicated
to getting to know the project and familiarizing
with the definitions and data. We begin with a kick-
off meeting to introduce the project and explain
the handbook, mainly focusing on each definition.
We note initial questions to revise the handbook
potentially. Annotators are provided with 35 sam-
ples generated by SLED+BART (Ivgi et al., 2022),
chosen for their balance of identifiable errors and
good-quality summaries while capable of process-
ing the whole meeting. After the first 15 samples,
we hold individual meetings to clarify any confu-
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sion and update the guidelines accordingly. The re-
maining 20 samples are then annotated using these
updated guidelines. A second group meeting this
week addresses any new definitional issues. After
the group meeting, we meet individually with an-
notators to review their work, ensuring quality and
understanding of the task and samples. All four
annotators demonstrate reliable performance and
good comprehension of the task and definitions,
judging from the reasoning they provided for each
decision and annotation. We computed an inter-
annotator agreement score using Krippendorff’s
alpha, achieving 0.81, indicating sufficiently high
overlap.

Annotation Process: We continue the annotation
process similarly. Each week, we distribute all 35
samples generated by one model to one of the anno-
tators. Consequently, one annotator works through
all samples of one model in one week. After five
weeks, all samples have been processed by all an-
notators. Annotators are unaware of the summary-
generating model and are given a week to complete
their set at their own pace and break times. Quiet
working rooms were provided if needed for con-
centration. To mitigate position bias, the sample
order is randomized for each annotator. Annotators
can choose their annotation order for each sam-
ple and are allowed to revisit previous samples to
adapt ratings. To simplify the process, we frame
each error type as a question, such as "Does the
summary omit crucial information or provide insuf-
ficient detail about salient points?" for the missing
information error.

Regular meetings are held to address questions on
definitions or emerging issues. During the quality
checks the authors perform, we look for incom-
plete annotations, missing explanations, and signs
of misunderstanding judging from the provided
reasoning. If we find such a lack of quality, the
respective annotator will be notified to re-do the
annotation. The quality checks are not used to bias
annotators in their ratings but to ensure a complete
and consistent dataset. After the five weeks, we
compute inter-annotator agreement scores (shown
in Tables 2 and 3). In case we observe a significant
difference across annotators at this point, we have
planned a dedicated meeting to discuss such cases
with all annotators and a senior annotator to ensure
that an understanding issue of the task or definition
did not lead to the different ratings.

Annotators spend 43 minutes per sample, complet-
ing about seven samples daily.

Handling of scheduling conflicts: Given that
our annotators have other commitments, we an-
ticipate potential scheduling conflicts. We allow
flexibility for annotators to complete their samples
beyond the week limit if needed, reserving a sixth
week as a buffer. Despite these provisions, all an-
notators completed their assigned samples within
the original weekly timeframes.

B Statistics on Annotation Labels

In Tables 7 and 8, we report statistics of the anno-
tated dataset, showing how many are showing the
respective challenge and error type.
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Spoken
Language

Speaker
Dynamic

Co-
reference

Discourse
Structure

Contextual
Turn-Taking

Implicit
Context

Data
Scarcity

Low Inf.
Density

# detections 32
(91%)

35
(100%)

35
(100%)

34
(97%)

33
(94%)

5
(14%)

30
(86%)

35
(100%)

Table 7: Statistics on the occurance of different challenges in the QMSum samples used as input. We report total
number and corresponding percentage.

MI Red WR IR Hal Inc LI SD

LED 31
(89%)

14
(40%)

4
(11%)

7
(20%)

9
(26%)

13
(37%)

3
(9%)

20
(57%)

DialogLED 33
(94%)

18
(51%)

4
(11%)

8
(23%)

8
(23%)

18
(51%)

3
(9%)

22
(63%)

Pegasus-X 34
(97%)

27
(77%)

14
(40%)

16
(46%)

13
(37%)

23
(66%)

10
(29%)

28
(80%)

GPT3.5 34
(97%)

7
(20%)

3
(9%)

1
(3%)

5
(14%)

9
(26%)

9
(26%)

22
(63%)

Zephyr 34
(97%)

7
(20%)

3
(9%)

1
(3%)

8
(23%)

11
(31%)

11
(31%)

22
(63%)

Table 8: Statistics on the occurance of different error types in the model-generated summaries. We report total
number and corresponding percentage.
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