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Abstract

Short video fake news detection is crucial for
combating the spread of misinformation. Cur-
rent detection methods tend to aggregate fea-
tures from individual modalities into multi-
modal features, overlooking the implicit opin-
ions and the evolving nature of opinions across
modalities. In this paper, we mine implicit opin-
ions within short video news and promote the
evolution of both explicit and implicit opinions
across all modalities. Specifically, we design
a prompt template to mine implicit opinions
regarding the credibility of news from the tex-
tual component of videos. Additionally, we
employ a diffusion model that encourages the
interplay among diverse modal opinions, in-
cluding those extracted through our implicit
opinion prompts. Experimental results on a
publicly available dataset for short video fake
news detection demonstrate the superiority of
our model over state-of-the-art methods.

1 Introduction

Fake news has the potential to mislead the public,
influencing their decisions and behaviors. Identify-
ing and stopping the spread of fake news promptly
is vital for maintaining societal stability. Ini-
tially, fake news primarily relied on textual content
(Rashkin et al., 2017). However, with the rise of
online video platforms, fake news dissemination
expanded to include videos (Choi and Ko, 2021; Qi
et al., 2023a,b). Short video news comprises mul-
tiple elements such as images, videos, audio, so-
cial content, comments, and various media sources.
Fake news creators can employ various manipula-
tive tactics on different dimensions of video con-
tent, thereby complicating the task of assessing the
authenticity of a news story.

The modality features of fake news contain vari-
ous aspects of information. In order to distinguish
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Comments

One day in Feb. 1994, about
300,000 rats committed suicide
by jumping off a cliff at a
reservoir, a large number of rats
floating on the water...

Transcript

There's not enough food to live!
……

The campus atmosphere is very
good …

Primary school students eating at
a different peak went viral online.
In the video, some students eat
while others, wearing masks, wait
their turn.

Title

(a) Short video fake news: Case A 

Comments

(b) Short video fake news: Case B 

Figure 1: Examples of short video fake news. (a) Short
video fake news with consistent content across multiple
modalities. (b) Short video fake news with partial tex-
tual misleading content.

information that is not relevant to fake news judg-
ments, we use opinion to refer to the judgement
related to fake news contained in each modality,
which is the result obtained from the modality fea-
tures. Currently, approaches for identifying fake
news in short videos have shown promising results
by skillfully combining various modality features
(Choi and Ko, 2021; Qi et al., 2023a,b). How-
ever, these methods mainly focus on incorporating
single-modal features into multimodal ones for au-
thenticity assessment, neglecting the implicit opin-
ion on the authenticity of news and the dynamic
evolution of opinions across different modalities.

Implicit opinions are instrumental in identifying
fake news. This is because, in fake news, the cre-
ators often conceal their true opinions and mislead
readers through seemingly objective statements.
For instance, consider short video news depicted
in Figure 1(a), the video, transcript, and comments
are all discussing the event of rats collectively com-
mitting suicide by jumping off cliffs. This apparent
consistency across multiple modalities may lead
the public to believe the news is real. However, it’s
a deliberate fabrication by the publisher for sen-
sationalism. Such deceptive content isn’t easily
discerned as fake at first glance; instead, its authen-
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ticity requires assessing the implied opinions in the
news. Therefore, identifying implicit opinions is of
great significance for assessing news authenticity.

Opinion evolution is crucial since fake news
often contains localized deceptive elements in only
a few modalities. Opinions regarding news authen-
ticity vary across modalities, and individual frames
in videos or specific sentences in texts may not
significantly influence other single-modal opinions,
potentially leading to erroneous authenticity judg-
ments. For example, as illustrated in Figure 1(b),
a short video news is fake due to tampering in
the blue section of the title, yet opinions from
other modalities suggest the news is real. Inte-
grating such diverse modalities might erroneously
conclude the news is real, disregarding the pres-
ence of fake information. To accurately evaluate
the authenticity of such news, there is a need for
mutual reinforcement among different modal opin-
ions to comprehensively diffuse deceptive elements.
Therefore, uncovering opinion evolution is essen-
tial for detecting fake news in short videos.

To address the aforementioned issues, we ana-
lyze the implicit opinions embedded within short
video news and facilitate the evolution of both ex-
plicit and implicit opinions across all modalities
within the news. We propose the model OpEvFake,
unveiling the Opinion Evolution via prompting
and diffusion for short video Fake news detection.
Firstly, to conduct a thorough analysis of news au-
thenticity, we create a customized chain-of-thought
prompt template that is specifically designed for
mining implicit opinions regarding the credibility
of news from their textual content. Subsequently,
recognizing that multimodal interaction involves a
continuous updating and summarizing of opinions
by each modality according to specific rules, we
design a diffusion model to facilitate interaction
among the various modal opinions including the
generated implicit opinion prompts. Finally, we
employ the evolved opinions for the purpose of
classification. The contributions of this paper can
be summarized as follows:

• We introduce implicit opinion learning and
opinion evolution in the task of short video
fake news detection. This introduces new per-
spectives and deeper insights to authenticate
short video news.

• We devise an implicit opinion prompt-
ing template and use the diffusion model
to achieve multimodal opinion interaction,

which strengthens the opinion in each modal-
ity.

• We conduct experiments on a publicly avail-
able dataset for short video fake news de-
tection. Experimental results demonstrate a
significant performance improvement in fake
news detection tasks.

2 Related Work

2.1 Multimodal Fake News Detection
Early multimodal fake news detection is designed
for text and images. These methods typically iden-
tify fake news from two perspectives: modality
interaction and modality similarity. For example,
HMCAN (Qian et al., 2021) used a hierarchical
multimodal contextual attention network to handle
the interaction of inter-modality and intra-modality.
MCAN (Wu et al., 2021b) used co-attention net-
works to better fuse textual and visual features.
CAFE (Chen et al., 2022) used a cross-modal fu-
sion module to capture the cross-modal correla-
tions, then aggregated single-modal features and
cross-modal correlations. MMICF (Zeng et al.,
2023) divided multimodal inconsistency into local
and global inconsistency. Although these methods
have achieved good results in text-image fake news
detection, they cannot be directly applied to short
video fake news detection due to the different ways
of fabricating short video fake news and text-image
fake news.

With the rise of online video platforms, the dis-
semination of fake news has expanded from text
and images to videos. Multimodal fake news de-
tection methods for three or more modalities have
been proposed. According to Bu et al. (Bu et al.,
2023), most of the misinformation video detection
methods use concatenation (Choi and Ko, 2021),
attention (Shang et al., 2021; Qi et al., 2023a) and
multitask (Choi and Ko, 2021) for clue integration.
For example, Choi et al. (Choi and Ko, 2021) pro-
posed a topic-agnostic fake news detection model
based on adversarial learning and topic modeling.
They employed linear combination to combine fea-
ture vectors of comments, title and video. Qi et
al. (Qi et al., 2023a) used two cross-modal trans-
formers to mine the relationship between text and
audio, text and video, respectively. Meanwhile,
they proposed a short video fake news detection
dataset FakeSV containing a variety of information.
Subsequently, Qi et al. (Qi et al., 2023b) designed
the NEED framework to identify fake news by the
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Figure 2: The main architecture of OpEvFake.

debunking relationship between debunking news
and fake news.

The above methods overlook the implicit opin-
ions in the news and are difficult to spread the
influence of local fake factors to the global level.
Therefore, we design an opinion evolution process
to expand the global influence of local fake factors
under the instruction of Large Language Models
(LLMs).

2.2 Opinion Dynamics

In a group setting, individuals neither wholly ac-
cept nor completely ignore the opinions of others
but consider these opinions in the process of updat-
ing their opinions. Through the interactive process
within the group, individuals continuously update
and integrate their opinions on the same issue, ul-
timately leading to the formation of three stable
states: consensus, polarization, or division (Dong
et al., 2018). Research on opinion dynamics orig-
inated in France (French Jr, 1956), and various
intriguing opinion dynamic models with different
opinion formats and fusion rules have been pro-
posed, such as the DeGroot model (DeGroot, 1974),
voter model (Ben-Naim et al., 1996), continuous
opinion and discrete action model (Martins, 2008,
2014).

The process of multimodal fusion in short video
fake news detection can be seen as a form of opin-
ion dynamics, where each modality (fake or real)
continuously updates and aggregates information
based on certain rules, similar to the evolution of
opinions. We introduce opinion dynamics to enable

multiple modalities to simultaneously participate
in the opinion evolution process.

2.3 Diffusion Model

The diffusion model (Ho et al., 2020) is a neural
generative model based on the thermodynamics-
inspired stochastic diffusion process. This process
involves gradually adding noise to samples from
the data distribution and then training a neural net-
work to reverse this process by gradually removing
the noise. Recent developments in the diffusion
model have primarily focused on generative tasks,
such as image generation (Ho et al., 2020; Dhari-
wal and Nichol, 2021), natural language generation
(Austin et al., 2021), and audio generation (Popov
et al., 2021).

We simulate the propagation of opinions through
a diffusion model, reconstructing single-modal
opinion representations under the guidance of mul-
timodal opinion representations, including the im-
plicit opinion interaction with each modal opinion.

3 Methodology

3.1 Problem Formulation

The primary objective of the short video fake news
detection task is to accurately identify fake news
within a given short video news dataset. The
dataset, denoted as D, comprises N news items.
Each news item encompasses seven modalities:
video transcript, title, user information, comments,
audio, keyframes, and video motion. Since both
video transcript and title indicate the video con-
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tent in textual, we concatenate the title and tran-
script. Therefore, these modalities are captured
as F = {f t, fu, f c, fa, fk, fv}, with f t represent-
ing the text obtained by concatenating the title and
transcript, and fu, f c, fa, fk, fv denoting user in-
formation, comments, audio, keyframes, and video
motion, respectively. Our task is to predict the label
y of F , where y ∈ {0, 1}, with 0 indicating real
news and 1 indicating fake news.

3.2 Overview of the Proposed Method
To mine the implicit opinions embedded within
short video news and facilitate the evolution of
opinions across all modalities within the news, we
propose a multimodal fake news detection method,
named OpEvFake, based on the prompting and
diffusion model. The proposed framework is il-
lustrated in Figure 2. Specifically, our model first
designs a reasoning chain prompt template tailored
for fake news, utilizing an LLM for implicit opin-
ion analysis. Subsequently, features are extracted
from each modality. Furthermore, we incorporate
the concept of opinion dynamics to facilitate intra-
modal opinion enhancement and cross-modal opin-
ion interaction, leveraging a diffusion model to
simulate the spreading of opinions. Finally, the
refined opinions from each modality are utilized
for classification.

3.3 Implicit Opinion Prompting
In short video news, there are typically two types of
news: those centered on events and those grounded
in common sense. Identifying fake news within
these categories relies on implicit opinions on dis-
tinct clues. These opinions play a crucial role in
effectively recognizing fake news. Therefore, we
propose leveraging an LLM-based prompting learn-
ing technique to efficiently uncover the implicit
opinions on clues of fake news across various news
types. Specifically, to generate implicit opinion
prompts tailored to short video fake news detec-
tion, we devise a prompt template as follows.

Prompt-1: Suppose you are a professional news
detection expert. Based on the short video news
{news_input}, please output the content type in the
following format: {News id: event/common sense}.

Prompt-1-1: The short video is of the event-
type. Please make a comprehensive evaluation and
specific analysis of the implicit opinion on the cred-
ibility of the content from four perspectives: fact
accuracy (high/medium/low), content source (cred-
ible/suspicious/untrustworthy), evidence support

(strong/medium/weak), and language style (appro-
priate/exaggerated). Please follow the following
format output: {news id, fact accuracy, content
source, evidence support, language style}.

Prompt-1-2: The short video is of the common
sense-type. Please analyze the implicit opinion on
the credibility of the content based on scientific
knowledge. Please output in the following format:
{News id: analysis}.

In this template, news_input is the textual con-
tent of a short video, including the title, transcript,
user information, and comments. {} denotes con-
tent to be replaced with real data. After implicit
opinion prompting, each news F will correspond to
a generated implicit opinion prompt denoted as fp.
By harnessing LLMs to uncover implicit opinions
of fake news, the generated opinion representation
introduces intermediate reasoning cues, thereby
fortifying the model’s capability to distinguish dif-
ferent types of short video fake news.

3.4 Feature Extraction
The descriptive implicit opinion prompts fp serve
as one of the criteria for discerning the authen-
ticity of short video news. We incorporate fp

as a new type of feature into F . Now, a
short video fake news is represented as F =
{f t, fu, f c, fa, fk, fv, fp}.

This module takes F as its input. Textual
features, including transcript&title, user informa-
tion, implicit opinion prompts, and comments
are extracted using the pre-trained Bert (Ken-
ton and Toutanova, 2019) model, moreover, the
comment features are followed by a weighted
sum based on the number of likes for all com-
ments. Audio features are extracted using the
pre-trained VGGish (Hershey et al., 2017) model.
For video, we extracted information from two lev-
els to obtain a more comprehensive video rep-
resentation. At the frame level, we used a pre-
trained VGG19 (Mohbey et al., 2022) model to
extract keyframe features. At the clip level, we
selected 16 frames centered around each time step
as the video clip and employed a pre-trained C3D
(Tran et al., 2015) model to extract video motion
features. The resulting features are denoted as
E = {et, eu, ec, ea, ek, ev, ep}.

3.5 Diffusion Model based Opinion Evolution
We analyze the authenticity of news by mining
opinions from its content using different modal-
ities like text, visuals, and audio. Specifically,
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we focus on extracting textual information from
title&transcripts, visual information from video
clips, and audio information from audio record-
ings, to explore how opinions interact across these
modalities. Furthermore, we recognize the impor-
tance of implicit opinion prompts within the news,
considering them as an extra modality to under-
stand how opinions about news authenticity inter-
act across different modalities.

3.5.1 Intra-modal Opinion Enhancement
Multimodal Alignment. Considering that the mul-
timodal features are not aligned, we use a multi-
modal transformer to achieve alignment and ini-
tial interaction of core modality features. As illus-
trated in Equation (1), zt, zp, za, zv are the aligned
features by multi-layer Multimodal Transformer
(MT),

zt, zp, za, zv = MTs(et, ep, ea, ev) (1)

MTs consists of multiple multimodal transform-
ers. Taking title&transcripts for example, as shown
in Equation (2), a Multimodal Transformer (MT)
contains three cross-modal transformers (CT) (Tsai
et al., 2019).

MT t = CT v→t(et, ev)

⊕ CT a→t(et, ea)

⊕ CT p→t(et, ep)

(2)

Since both title&transcript and the implicit opin-
ion prompts indicate the textual information, we
integrate them into a unified textual feature, ob-
taining semantically rich textual information ztp =
FC(zt ⊕ zp), where ⊕ is the feature concatena-
tion, FC is the fully connected layer.
Capsule Aggregation. In short video news, opin-
ions on the authenticity of news are dispersed in
each element of the modality features. In order to
enhance the long-range correlated opinion in each
modality, we attempt to utilize capsule networks
(Wu et al., 2021a) for further aggregation of intra-
modal opinions. Specifically, for each modality
zm, m ∈ {tp, a, v}, we initiate a set of capsules to
explore intra-modal opinions from diverse perspec-
tives. The capsules are formulated as:

Capmi,j = wm
i,jz

m[i, :] (3)

where the wm
i,j is a trainable parameter, the Capmi,j

represents the capsule created with information
from the i-th row of zm. Then, Capmi,j is used for

aggregating information to obtain opinion represen-
tation xm of each modality in Equation (4),

xm[j, :] =
∑

iCapsmi,j × rmi,j (4)

where xm[j, :] is the j-th row of xm, rmi,j is the
result of normalizing the routing coefficient bmi,j .
During the training process, the routing coefficient
bmi,j is dynamically updated based on the similarity
between Capmi,j and xm[j, :] as follows:

bmi,j ← bmi,j + Capsmi,j ⊙ xm[j, :] (5)

rmi,j =
exp(bmi,j)∑
jexp(b

m
i,j)

(6)

Iterating multiple times using dynamic routing
shown in Equations (4-6) allows for the updating
of rmi,j to obtain the enhanced single-modal opinion
representation xm.
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Figure 3: Diffusion model for opinion interaction.

3.5.2 Cross-modal Opinion Interaction
Adhering to the principles of opinion dynamics, we
treat the three modalities (text, audio, and video
actions), each carrying rich semantic information,
as three distinct entities with unique opinions. To
simulate the diffusion and propagation of these
opinions, a diffusion model as in Figure 3 is em-
ployed, this process unfolds in two steps.
Forward Diffusion. We use the forward noise in-
jection to update the initial opinions shown in xm.
For each modality, noise sampled from a Gaus-
sian distribution is progressively incorporated into
the true distribution. We denote the initial distri-
bution xm as xm0 . According to the properties of
the Markov Chain, the distribution of state xmk is
most relevant at state xmk−1, where k ∈ [1,K] repre-
sents the k-th step of the K-length Markov process.
Therefore, the procedure for forward noise injec-
tion is as follows:

q(xmk |xmk−1) = N (xmk ;
√
1− βm

k xmk−1, β
m
k I)

(7)
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q(xm1:K |xm0 ) =
K∏

k=1

q(xmk |xmk−1) (8)

where βm
k is a weight that represents the proportion

of noise added at k-th step, and xmk is sampled
through the following process:

xmk =
√
ᾱm
k xm0 +

√
1− ᾱm

k ϵ (9)

q(xmk |xm0 ) = N (xmk ;
√

ᾱm
k xm0 , (1− ᾱm

k )I) (10)

where ϵ represents the sampled noise fromN (0, 1),
ᾱm
k =

∏k
i=1α

m
i , αm

i = 1− βm
i .

Backward Diffusion. We conduct opinion evolu-
tion through the interaction between each modal
opinion and multimodal opinion. Initially, a ba-
sic linear layer is utilized to fuse the three single-
modal opinion representations into preliminary
multimodal opinion representations:

xmulti
0 = FC(xtp0 ⊕ xa0 ⊕ xv0) (11)

Then, the noise-injected opinion representations
obtained in the first step are used to predict the
distribution of single-modal opinion representa-
tions in the denoising model fϕ with the guidance
from multimodal opinion representations, thus each
modality dynamically accepts the opinions of other
modalities. At the same time, to recapture the
changes caused by the noise in the first step, the
denoising model is more likely to capture the key
parts of the single-modal opinion representations:

x̂m0 = fϕ(x
multi
0 , xmK ,K) (12)

We define the reconstruction loss for each
modality as lm, lm[i, j] = (xm0 [i, j] − x̂m0 [i, j])2,
xm0 , x̂m0 ∈ Rd1×d2 , i ∈ [1, d1], j ∈ [1, d2], where
d1 and d2 are dimensions of xm0 and x̂m0 . The
single-modal opinion representations acquired at
this stage represent the fused single-modal opinions
after opinion evolution. During this reconstruction
process, with multimodal opinion representations
serving as guides and single-modal opinion repre-
sentations as targets, we achieve interaction among
multimodal opinions.

3.6 Multimodal Opinion Decision

To fully leverage the information from various
modalities in the news, we concatenate the primary
representation of the evolved opinion with the aux-
iliary information from keyframes, comments and

users, and input them into a multi-layer perception
for classification.

ŷ = MLP (x̂tp0 ⊕ x̂a0 ⊕ x̂v0 ⊕
FC(eu) ⊕ FC(ec) ⊕ FC(ef ))

(13)

The loss function of the model consists of two
parts, one is the reconstruction loss LR in the pro-
cess of opinion evolution, the other is the prediction
loss LP , and the final loss is obtained by weighting
the two parts. The calculation process is as follows,
where λ is the weight coefficient and B is the batch
size.

LP = −
B∑

n=1

(ynlogŷn+(1−yn)log(1−ŷn)) (14)

LR = −
B∑

n=1

d1∑

i=1

d2∑

j=1

(ltp + la + lv) (15)

L = LP + λLR (16)

4 Experiments and Results

4.1 Experimental Settings
4.1.1 Dataset
We experimented on the FakeSV dataset (Qi et al.,
2023a), which is the only benchmark dataset for
short video fake news detection. FakeSV is col-
lected from popular short video platforms in China,
such as Douyin, encompassing rich content such
as videos, audio, comments, titles, and media in-
formation. The dataset comprises a total of 3624
data entries, with 2536 in the training set, 546 in
the validation set, and 542 in the test set.

4.1.2 Implement Details
In our model, the intra-modal opinion enhancement
module employs a multimodal transformer with
three cross-modal transformers, each consisting of
2 attention heads and 5 encoder layers. The capsule
aggregation section utilizes dynamic routing with
2 iterations. During the model training process, we
employed the AdamW optimizer with a batch size
of 16, a learning rate of 5e-6, and a weight decay
set to 0.99. The hyperparameter λ used to calculate
the loss function is set to 6e-6.

4.1.3 Compared Baselines
Single-modal Baselines. We examined single
modalities by considering the original features. A
total of six experimental groups were included,
where each feature was processed in the same way
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as in the feature extraction stage. The extracted
features were encoded using a Bidirectional Long
Short-Term Memory network (BiLSTM) further,
and a linear layer was used for binary classification.
Multimodal Baselines. The multimodal fu-
sion baselines include FANVM (Choi and Ko,
2021), CAFE (Chen et al., 2022), MultiEMO (Shi
and Huang, 2023), SV-FEND (Qi et al., 2023a),
and simplified NEED on SV-FEND (SV-FEND-
SNEED) (Qi et al., 2023b). Since we can not ob-
tain the keyframes of the debunking news used in
NEED, we only calculated the similarity between
the candidate video text and the debunking video
text for classification in NEED.
LLMs Baselines. This investigation aimed to ex-
plore the performance of LLMs in the task of de-
tecting fake news. We fed short video news titles,
transcribed texts, user information, and comments
into the GPT-3.5, and devised three prompts tai-
lored for GPT-3.5. Prompt-1 use the prompts in
section 3.3 to predict whether the input news is real
or fake; Prompt-2 ignore the type of news and use
the prompt-1-1 in section 3.3 to predict whether
the input news is real or fake; Prompt-3 directly
predict whether the input news is real or fake.

4.2 Performance Comparison and Analysis

We use accuracy (Acc), F1-score (F1), macro re-
call (Rec), and macro precision (Pre) as evaluation
metrics. Results in Table 1, highlighting the follow-
ing achievements: (1) Comments modality yields
the poorest results, while the Title&Transcript
modality achieves the best performance. This in-
dicates that various modalities contribute distinct
clues, and it’s important to use them all to catch
fake news effectively. (2) OpEvFake outperforms
CAFE, MultiEMO, FANVM and SV-FEND. Even
without incorporating debunking data, our model
surpasses SV-FEND-SNEED, highlighting the ben-
efits of our diffusion model based opinion evolution.
(3) GPT-3.5 with prompt-1 achieves the best results,
implying that telling LLMs to classify news and
then analyze it from different views is good for de-
tecting fake news. But OpEvFake still outperforms
these results. We suspect this could be because
LLMs may focus on language patterns from big
datasets, which might stop them from finding fake
information. Overall, the results demonstrate that
OpEvFake achieves notable improvements com-
pared to the state-of-the-art method. This under-
scores the effectiveness of our implicit opinion
prompting and opinion evolution learning strategy.

Models F1 Rec Pre Acc

Keyframes 68.62 69.94 70.20 68.63
Video motion 68.62 69.90 70.11 68.63
Audio 67.76 67.74 67.78 68.27
User 78.83 78.40 80.48 79.70
Comments 63.61 63.78 65.82 65.87
Title&Transcript 79.23 79.03 79.57 79.70
CAFE 78.30 78.12 78.60 78.78
MultiEMO 82.05 81.87 82.30 82.58
FANVM 82.32 81.97 83.12 82.84
SV-FEND 81.69 81.78 81.63 81.92
SV-FEND-SNEED 81.67 81.03 84.65 82.66
GPT-3.5+Prompt-1 49.27 52.66 54.35 56.46
GPT-3.5+Prompt-2 44.43 49.87 49.82 46.68
GPT-3.5+Prompt-3 42.25 49.76 49.60 45.94
OpEvFake(our) 87.80 87.71 87.90 88.01

Table 1: Comparative experiments on FakeSV dataset.

4.3 Ablation Study and Analysis
We conducted three ablation experiments, investi-
gating the influence of prompting strategy, intra-
modal opinion enhancement and cross-modal opin-
ion interaction.

Models F1 Rec Pre Acc

w/o Prompt 83.73 83.78 83.69 83.95
our with Prompt-2 86.90 86.94 86.87 87.08
w/o Transformer 84.08 83.77 84.70 84.50
w/o Capsule 83.40 83.20 83.72 83.76
w/o Enhance 80.85 80.56 81.45 81.37
w/o OpiEvo 85.58 85.22 86.30 85.98
w/o Prompt&OpiEvo 83.48 83.14 84.21 83.95
OpEvFake(our) 87.80 87.71 87.90 88.01

Table 2: Ablation Study on FakeSV dataset.
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Figure 4: Study on the validity of opinion evolution. The
news with fake tendency greater than 50% is predicted
as fake.

4.3.1 Prompting
"w/o Prompt" indicates our model OpEvFake with-
out implicit opinion prompting, "our with Prompt-
2" indicates deleting prompt-1 from OpEvFake
but using prompt-2. Results in Table 2 indicate
that removing the implicit opinion prompts right
away makes the model much less accurate. Adding
prompt-2 helps a bit, but it’s still not as good as
OpEvFake. This validates implicit opinion prompts
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Figure 5: Two cases from FakeSV in short video fake news detection.

are useful for detecting fake news in short videos.
Also, the prompts we made, which are tailored to
different news types, even improve the model’s
performance more.

4.3.2 Intra-modal Opinion Enhancement
"w/o Transformer", "w/o Capsule" and "w/o En-
hance" indicate deleting the multimodal trans-
former, capsule aggregation, and the whole intra-
modal opinion enhancement from OpEvFake, re-
spectively. Results in Table 2 show that taking out
both the multimodal transformer and capsule ag-
gregation makes the model less good. But if taking
out the whole module, the model gets even worse.
This means that every part of the module helps the
model detect fake news in short videos.

4.3.3 Cross-modal Opinion Interaction
"w/o OpiEvo" indicates deleting the cross-modal
opinion interaction from OpEvFake, and "w/o
Prompt&OpiEvo" removes prompting from "w/o
OpiEvo" further. Results in Table 2 show that
taking out both the cross-modal opinion interac-
tion and prompting makes the model much weaker.
Adding prompting helps a bit, but it still doesn’t
match the original model’s performance. This
means that even with prompting, the interaction
between different modal opinions is good for de-
tecting fake news. Also, as shown in Figure 4, after
using OpEvFake to evolve opinions, 10 fake news

samples that are wrongly classified as true news
with “w/o OpiEvo” have a higher chance of being
identified as fake. Four of these samples are even
correctly classified, which shows how useful and
important the opinion evolution process is.

4.4 Case Study

We present two cases in Figure 5 to illustrate how
OpEvFake improves fake news detection perfor-
mance by capturing implicit opinions and opinion
evolution. In case (a), the visual content corre-
sponds to the majority of the text content. These
implicit opinions of fake are difficult to identify
without implicit opinion prompting. Our prompts
effectively capture the fake elements in the text re-
sulting from exaggerated descriptions. In case(b),
fake information is manifested in localized text.
Before opinion evolution, the model mistakenly
considers this fake news as real. After opinion
evolution, our model amplified the impact of local
fake factors on the global fake tendency, leading to
correct classification.
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4.5 Hyperparameter Analysis
We use hyperparameter λ to control the propor-
tion of reconstruction loss in the training target,
as shown in Equation (16). In the experiment, we
find the optimal value of λ through grid search. As
shown in Figure 6, our method is relatively stable
when λ varies in the range [0.2×10−5, 1.8×10−5],
indicating that our model is insensitive to this pa-
rameter within a certain range.

5 Conclusion

We leverage the analytical capabilities of LLMs to
assist in fake news detection tasks and devise opin-
ion evolution based on a diffusion model to achieve
cross-modal interaction. The proposed model can
better strengthen the interaction of opinion in each
modality in detecting fake videos. Experimental
results demonstrate that our model outperforms
existing fake news detection methods on a pub-
licly available dataset for short video fake news
detection. We analyze the effectiveness of opinion
evolution and discuss how to utilize LLMs to assist
in fake news detection tasks.

6 Limitations

Our framework utilizes Large Language Models
(LLMs) to produce analyses of news text content.
The effectiveness of these generated analyses re-
lies on the reasoning and analytical capabilities
inherent in the LLM itself. However, our proposed
framework currently lacks an evaluation of the qual-
ity of analyses generated by LLMs, particularly
in the context of fake news detection. In future
work, we intend to develop an evaluation frame-
work focusing on the quality of analyses generated
by LLMs for fake news detection. This framework
aims to enhance results by filtering out analyses
with higher quality based on predefined evaluation
metrics.

7 Ethical Consideration

We utilize the publicly available datasets created
by previous researchers, adhering to all pertinent
legal and ethical standards during their acquisition
and utilization. Given that analyses derived from
news text using LLMs could potentially influence
individuals or communities, we take precautionary
measures. To support fellow researchers in the
realm of fake news detection, we furnish only the
prompt templates, refraining from disclosing the
specific content of analyses generated by LLMs.

This approach ensures that the generated analyses
do not inadvertently contribute to misinformation
or negatively impact the public.
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