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Abstract

While the popularity of large, versatile lan-
guage models like ChatGPT continues to rise,
the landscape shifts when considering open-
source models tailored to specific domains.
Moreover, many areas, such as clinical doc-
uments, suffer from a scarcity of training data,
often amounting to only a few hundred in-
stances. Additionally, in certain settings, such
as hospitals, cloud-based solutions pose privacy
concerns, necessitating the deployment of lan-
guage models on traditional hardware, such as
single GPUs or powerful CPUs. To address
these complexities, we conduct extensive ex-
periments on both clinical entity detection and
relation extraction in clinical documents using
1B parameter models. Our study delves into
traditional fine-tuning, continuous pre-training
in the medical domain, and instruction-tuning
methods, providing valuable insights into their
effectiveness in a multilingual setting. Our
results underscore the importance of domain-
specific models and pre-training for clinical nat-
ural language processing tasks. Furthermore,
data augmentation using cross-lingual informa-
tion improves performance in most cases, high-
lighting the potential for multilingual enhance-
ments.

1 Introduction

In the last few years the deep learning revolution
has produced significant changes in information
extraction (IE) from clinical text. Pre-trained large
language models (LLMs) based on attention and
transformer architectures (e.g., BERT, T5, etc.)
have become popular mainly due to their superior
performance with respect to traditional machine
learning approaches. Fine-tuning on downstream
tasks has been the standard approach used to trans-
fer general pre-trained knowledge to specific tasks
of interest, including information extraction from

*These authors contributed equally to this work.

clinical documents. In addition to fine-tuning, con-
tinuous pre-training (Gururangan et al., 2020) has
shown to be effective to adapt a LLM to the medical
domain or to a specific set of languages. Recently,
very large language models have further increased
both the amount of data used in the pre-training
phase, and the complexity of the model parameters.
The resulting models (e.g., GPT-4) achieve high
performance with few-shot or even zero-shot in-
context learning techniques (i.e., prompting) (Liu
et al., 2023). Finally, instruction-tuning (Zhang
et al., 2023) has emerged as a powerful approach to
align pre-trained LLMs to human expectations for a
number of natural language processing (NLP) and
conversational tasks, further improving usability
and performance of LLMs.

Although there is a clear trend towards large
language models with general purpose conversa-
tional abilities (e.g., ChatGPT), when the choice is
constrained to open source models for a domain-
specific downstream task (more than often in a low-
resource setting), the current landscape of solutions
is rather restricted. In addition, there are good rea-
sons to constraint application solutions to small
models, particularly because they are computation-
ally manageable, avoiding the need of expensive
hardware or to move sensitive data on the cloud.
Given the above considerations, there is a lack of
consensus on what would be the best solution.

With the aim of shedding light in the current
LLM landscape, in this paper we investigate how
available small LLMs perform on fine-tuning, con-
tinuous pre-training and instruction-tuning on in-
formation extraction from clinical documents. We
consider LLMs that are available open source, are
within the range of 1B parameters, and that are
available in several versions, allowing to investi-
gate the impact of multilinguality and instruction-
tuning. Our experiments encompass English and
Italian datasets for clinical entity detection, and Ital-
ian and Spanish for relation extraction, addressing
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two primary research questions:

• Is continuous pre-training, both on languages
and domain, effective on our tasks and do-
mains? Does it allow to reduce the need of
fine-tuning data in our low-resource setting?

• Is general purpose instruction-tuning effec-
tive? Is it competitive with continuous pre-
training, both on domain and languages?

In addition to core experiments on small LLMs,
we conducted additional experiments aiming at as-
sessing the role of data augmentation on the same
models and tasks. Data augmentation is a common
practice to boost performance, and we are inter-
ested in either merging or translating datasets of
different languages, as they are becoming more and
more available, although in limited amounts.

The primary contributions of the paper include:
(i) comparing fine-tuning, continuous pre-training,
and instruction-tuning of the same pre-trained
model on two NLP tasks, a novel comparison to our
knowledge; (ii) investigating the relations between
continuous pre-training on languages and continu-
ous pre-training on a specialized domain, suggest-
ing a promising research direction; (iii) demonstrat-
ing that, through accurate parameter optimization,
language models with 1B parameters remain com-
petitive, although absolute performance was not the
primary focus; and (iv) indicating that language-
based data augmentation enhances performance in
our low-resource setting.

2 Background

2.1 Pre-trained Language Models

In recent years, there has been extensive research
on LLMs owing to their capacity for pre-training,
allowing them to learn from vast amounts of data
in a self-supervised manner. These models have
demonstrated remarkable performance across vari-
ous NLP tasks (Howard and Ruder, 2018; Radford
et al., 2019). Scaling LLMs, either by increasing
model size or training data, often enhances their ca-
pacity for downstream tasks. Several studies have
explored the performance limits through scaling,
primarily focusing on enlarging model size while
maintaining similar architectures and pre-training
tasks. Continuous pre-training has emerged as a
method to enhance LLM performance in specific
domains (Gururangan et al., 2020).

2.1.1 Instruction Tuning
A significant issue with LLMs is the discrepancy
between their training objective and users’ needs:
while LLMs are typically trained to minimize con-
textual word prediction errors on large datasets,
users expect the model to "follow their instructions
helpfully and safely". Instruction tuning (Khashabi
et al., 2020; McCann et al., 2018) is proposed as
a technique to enhance the capabilities and con-
trollability of LLMs. It consists in training LLMs
using (INSTRUCTION, OUTPUT) pairs, where
INSTRUCTION denotes the human instruction for
the model, and OUTPUT the desired output that
follows the INSTRUCTION. Instruction tuning
bridges the gap between the next-word prediction
objective of LLMs and users’ objectives of instruc-
tion following, thereby increasing controllability
and predictability. Additionally, it is computation-
ally efficient and aids LLM adaptation to specific
domains.

2.2 LLMs and Information Extraction
Named Entity Recognition (NER) is a key NLP
task involving the identification and classification
of entities within text. Early methods relied on
rule-based systems and manual dictionaries for en-
tity identification (Petasis et al., 2001; Ruokolainen
et al., 2020). A significant advancement in NER
came with the introduction of Conditional Ran-
dom Fields (CRFs), which effectively addressed
sequence labeling tasks (Lafferty et al., 2001). The
emergence of transformer-based models such as
BERT (Devlin et al., 2019), GPT-3 (Brown et al.,
2020), and their specialized variants has revolu-
tionized NER by capturing contextual information
adeptly. These models exhibit remarkable perfor-
mance across various domains. Furthermore, NER
extends to multilingual and cross-lingual scenarios
(Zanoli et al., 2023), where models like XLM-R
have proven effective (Conneau et al., 2020).

Relation extraction (RE) is concerned with the
identification and categorization of relationships
between entities mentioned in text (Mintz et al.,
2009). In this paper our focus is on the extraction
of relationships from clinical documents.

2.3 IE from Clinical Documents
Historically, medical concept extraction began with
rule-based systems like MetaMap (Aronson and
Lang, 2010) or hybrid systems (rule-based and ML)
cTAKES (Savova et al., 2010) but faced challenges
with the complexity of clinical text. Dictionary
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Lookup, another popular approach (Doğan et al.,
2014), relied on exact matching with predefined
clinical terms but lacked robustness to term vari-
ability. BANNER, an open-source biomedical NER
system (Leaman and Gonzalez, 2008), emerged as
a domain-independent solution, surpassing base-
line systems and serving as a benchmark. Deep
learning models, notably CNN-based architectures
(Zhu and Wang, 2019), have enhanced NER by
leveraging neural networks’ sequential insight.

Transformer-based models like BERT (Devlin
et al., 2019) have further improved NER per-
formance in clinical documents, adapted by re-
searchers for biomedical NER (Michalopoulos
et al., 2021; Lamproudis et al., 2022). XLM-
RoBERTa model experimentation on the E3C cor-
pus (Zanoli et al., 2023) showcased its efficacy
in various setups. Recent trends show a shift to-
wards employing transformer models in diverse
roles, including pipeline systems and Seq2Seq
models (Wang and Lu, 2020; Yamada et al., 2020).

The specialized nature of medical texts requires
tailored research and model adaptation. Our work
addresses this need by focusing on small generative
language models, particularly T5 and its variants
(Raffel et al., 2020), for NER and RE tasks within
clinical documents. These models offer a resource-
efficient alternative, aligning with the practical re-
quirements of the medical domain.

3 Core Experiments

In this section, we present core experiments com-
paring four model versions across two information
extraction tasks (NER and RE) in clinical docu-
ments with limited training data and across three
different languages.

3.1 Experimental Design

We address the relations among fine-tuning, con-
tinuous pre-training and instruction-tuning using
models with “1B parameters”. The experimental
design includes: (i) four versions of a “1B param-
eters” generative model: a base version (T5), a
version with continuous pre-training on several
languages (mT5), a version with continuous pre-
training on the medical domain (MedMT5), and a
version which has been instruction-tuned on gen-
eral NLP tasks (FLAN-T5). Full fine-tuning ap-
proaches have been employed to train the language
models to tackle NER and RE tasks whereas for
Flan-T5, the prompt fine-tuning approach has been

adopted. We run the four models on two IE tasks on
clinical documents, NER and RE. For each task we
provide results both on a dataset with low-resource
data and on a dataset with high-resource data. Fi-
nally, experiments cover three languages: English,
Italian and Spanish.

A core question behind our experiments on small
models is the following: does instruction-tuning
overcome the need for continuous pre-training (on
languages and domain) on our core models applied
to our experimental setting?

3.2 Task 1: Clinical Entity Detection
This task consists in identifying relevant clinical
entities from clinical texts, such as patient records,
medical reports, and clinical notes. Unlike scien-
tific publications, which focus on research findings,
clinical notes encompass documents that report var-
ious aspects of clinical practice, including the ra-
tionale for a clinical visit, descriptions of physical
examinations, assessments of the patient’s condi-
tion, diagnosis, and subsequent treatment plans.
For instance, consider a clinical note:

“Patient John Doe, a 45-year-old male, was admitted on July

15, 2023, with complaints of chest pain. He has a medical

history of hypertension and diabetes. During the examination,

his blood pressure measured 150/90 mm Hg, and his blood

glucose level was 180 mg/dL.”

Entity detection here targets essential information,
including:

• Patient Information: “John Doe”, “45-year-
old male”

• Admission Date: “July 15, 2023”
• Chief Complaint: “Chest pain”
• Medical History: “hypertension”, “diabetes”
• Vital Signs: “blood pressure 150/90 mm Hg”,

“blood glucose 180 mg/dL”
We frame the Clinical Entity Detection task as a

text-to-text generation task, emphasizing the iden-
tification and labeling of textual spans as named
entities within a context. We use the following two
datasets.

European Clinical Case Corpus (E3C). This is
a dataset of clinical cases already published in jour-
nals, covering Spanish, Basque, English, French,
and Italian (Magnini et al., 2021, 2022). The an-
notations focus on both clinical entities, specifi-
cally disorders, as classified in UMLS taxonomy,
and temporal expressions following the THYME
standard. For our experiments, we utilize the pre-
processed E3C corpus from (Zanoli et al., 2023),
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conducting experiments on the English (E3C_En)
and Italian (E3C_It) datasets, as outlined in Table 1.
We acknowledge that the E3C clinical notes are an
idealized version of real-world notes, but they offer
a privacy-compliant alternative.

NCBI Disease Corpus. NCBI (Doğan et al.,
2014) includes 6,892 mentions of disease names
and their corresponding identifiers in 793 PubMed
abstracts. Categorized mentions allow flexible
matching to MeSH and OMIM concepts, while
preserving intended meaning. High inter-annotator
agreement and low ambiguity make NCBI a strong
foundation for machine learning systems, bene-
fiting biomedical knowledge discovery. Table 3
presents the distribution of disease mentions in the
NCBI dataset over the training, dev and test sets.

3.3 Task 2: Test-Result Relation Extraction

This task consists of identifying the relations
between laboratory tests and their measurements
within a clinical note. Building on recent ad-
vancements in the field, we approach test-result
relation extraction as a form of text summarization,
leveraging text-to-text transformer-based models.
The key idea is to represent relations as summa-
rized text of a given input as illustrated in Table 2.
For the given clinical note, the summarized
text is “<EVENT>creatininemia<RESULT>
pari o inferiori a 1.5 mg/dl and
<EVENT>ipercolesterolemia<RESULT> 280
mg/dl”. We use the following datasets.

CLinkaRT and TESTLINK datasets. We rely
on data sourced from the Italian and Spanish sec-
tions of the E3C Corpus, respectively, CLinkaRT
(Altuna et al., 2023b) and TESTLINK (Altuna
et al., 2023a), which introduce relation extraction
in the context of clinical cases. Table 2 reports
an example extracted from the CLinkaRT dataset
(Altuna et al., 2023b), along with its associated rela-

Training Test
Language Gold Pre-processed Gold Pre-processed
English 463 437 561 516
French 596 569 731 695
Italian 361 345 508 461*

Spanish 525 509 820 800
Basque 846 835 1064 1054

Table 1: Entity distribution over E3C languages. [*] We
found 460 entities in the GitHub link instead of 481 as
reported in (Zanoli et al., 2023).

tions between medical laboratory tests and their re-
spective results. Each relation comprises an event,
the associated result, and their corresponding po-
sitions within the text. For example, in the first
relation, “creatininemia” is found within positions
[286 - 281], with value “pari o inferiori a 1.5 mg/dl.”
Table 4 reports some statistics about the CLinkaRT
and TESTLINK datasets.

3.4 Models

We focus on “1B parameters” models, because: (i)
fine-tuning is manageable with limited computa-
tional infrastructure, often available in industry and
academy; (ii) inference can be performed without
need of dedicated hardware, which is a great ad-
vantage when data can not be transferred on the
cloud (e.g., hospitals). Although there might be
several options (e.g., BERT models), for our ex-
periments we used T5 models (Raffel et al., 2020),
because there are several versions available and
they show competitive performance. We report the
main characteristics of the T5 models in Table 5.

3.4.1 T5
T5 (Text-to-Text Transfer Transformer) (Raffel
et al., 2020) employs a transformer architecture
with shared encoder-decoder parameters and un-
dergoes pretraining on extensive text data followed
by fine-tuning for specific tasks, ensuring versatil-
ity across NLP tasks. Unlike BERT (Devlin et al.,
2019), which predicts masked words, T5 formu-
lates tasks as text-to-text problems, leading to su-
perior performance across various benchmarks.

3.4.2 mT5
mT5, or "Multilingual Text-to-Text Transfer Trans-
former" (Xue et al., 2021), is a multilingual variant
of the T5 model pretrained in an unsupervised man-
ner on a diverse multilingual corpus, supporting
101 languages. Demonstrating impressive perfor-
mance on tasks like translation (Patel et al., 2022),
lemmatization (Ulčar and Robnik-Šikonja, 2023),
and text simplification (Gonzalez-Dios et al., 2022),
mT5 showcases its versatility and effectiveness
across different language tasks.

3.4.3 MedMT5
MedMT5 (García-Ferrero et al., 2024) is an
encoder-decoder model developed by continuing
the training of the mT5 (Xue et al., 2021) check-
points on a medical domain corpus that includes 3B
words in four languages (English, Spanish, French,

https://github.com/hltfbk/E3C-Corpus/tree/main/preprocessed_data
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Example Clinical Note: II decorso clinico era stato caratterizzato da un rigetto acuto nel primo mese post-trapianto e da alcuni episodi di tachicardia
parossistica sopraventricolare negli anni successivi. La funzionalità renale, dopo l’episodio di rigetto, si era stabilizzata su valori di creatininemia

pari 0 inferiori a 1.5 mg/dl. L’esame delle urine non aveva mai evidenziato proteinuria. Era presente da anni ipercolesterolemia (280 mg/dl).

Position of Result Result Position of Event Event
Relation 1 282-310 pari o inferiori a 1.5 mg/dl 286-281 creatininemia
Relation 2 414-422 280 mg/dl 393-411 ipercolesterolemia

Table 2: An example from the CLinkaRT dataset.

Training Development Test Total
5145 787 960 6892

Table 3: Disease mentions distribution in NCBI.

Datasets Docs Relations Unique Events Unique Results

CLinkaRT-Train (IT) 83 619 344 410
CLinkaRT-Test (IT) 80 612 332 407

TESTLINK-Train (SP) 81 597 317 332
TESTLINK-Test (SP) 80 668 340 421

Table 4: Statistics about the CLinkaRT dataset. IT:
Italian, SP: Spanish

and Italian). It is the first open-source text-to-text
multilingual model for the medical domain.

3.4.4 FLAN-T5
FLAN-T5 (Chung et al., 2022) is an instruction-
tuned language model that excels in NLP tasks by
training on diverse instructions, enabling it to han-
dle a wide range of tasks. Mixing zero-shot, few-
shot, and chain of thought prompts during training
enhances FLAN-T5’s performance, even on tasks
not seen during fine-tuning, making it excel in both
held-in and held-out tasks.

3.5 Experimental Setup
Both for Named Entity Recognition and Relation
Extraction the core approach is based on text-to-
text generation using the T5 models. The loss func-
tions utilized for both tasks are the standard cross-
entropy losses associated with T5 models.

3.5.1 NER Task
We maintained consistent hyperparameters for all
models, including a batch size of 4, a maximum
token length of 256 for input and output, epochs
30, 0.05 dropout, a warmup ratio of 0.06, and an
epsilon of 1e-8 for Adam optimization. The re-
maining parameters used default values from the
SimpleTransformers1 library, and a seed2 value of

1https://simpletransformers.ai/
2We chose a single seed to ensure consistent results and

simplify model comparisons. We plan to conduct additional

32 ensured result reproducibility. While hyperpa-
rameter tuning was not exhaustive, we explored
varying learning rates (1e-4, 2e-4, 3e-4, 2e-5, and,
3e-5). The most suitable learning rate (for all mod-
els) was observed to be 1e-4.

3.5.2 RE Task
We adhered to consistent hyper-parameters across
all models during training, including a batch size
of 2, a maximum token length of 128 for both input
and output sequences, a training duration of up to
100 epochs with early stopping, a learning rate of
4e-5, a gradient accumulation step of 4, a dropout
rate of 0.1, a warm-up step count of 500, and an
epsilon value of 1e-8 for the Adam optimization.
Default values from the Hugging Face library were
used for the remaining parameters, and a seed value
of 42 was employed to ensure result reproducibility.

All models were trained on an NVIDIA A40
GPU with 48 GB GDDR6 memory.

4 Results and Discussion

In this section we present the results of the core
experiments on the two tasks, NER and RE.

4.1 Results on NER

Table 6 illustrated the results of our experiments
with various T5 models for the NER task on the
E3C and NCBI datasets. The performance of T5,
mT5, MedMT5, and FLAN-T5 models on various
datasets highlights key insights. The base T5 model
shows a relatively high recall on E3C-English, in-
dicating it can identify a large number of relevant
entities, but its precision is lower, leading to a mod-
erate F1 score. For E3C-Italian, the precision is
higher than recall, but the F1 score remains bal-
anced. On the NCBI dataset, T5 achieves strong
precision and recall, resulting in a high F1 score.
The multilingual mT5 model performs slightly bet-
ter than T5 in terms of precision on E3C-English,
but its recall is lower, leading to a slightly lower

experiments with different random seeds.

https://simpletransformers.ai/
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Model Architecture Parameters # languages Data Source
T5 (Raffel et al., 2020) encoder-decoder 770M 1 (English) Colossal Clean Crawled Corpus (C4)
mT5 (Xue et al., 2021) encoder-decoder 1.2B 101 Multilingual C4 (mC4)

MedMT5 (García-Ferrero et al., 2024) encoder-decoder 738M 4 Multilingual
FLAN-T5 (Chung et al., 2022) encoder-decoder 780M 60 473 datasets (SQuAD, MNLI, WMT-16, etc.)

Table 5: Comparison of T5 models.

E3C NCBI
Models English Italian English

P R F1 P R F1 P R F1

Baselines

DLU (Zanoli et al., 2023; Doğan et al., 2014) 37.08 60.08 45.86 48.46 61.52 54.21 21.3 71.8 31.6
CRF (Lafferty et al., 2001) 51.81 30.43 38.34 65.88 42.39 51.59 - - -

Inference Method (Doğan et al., 2014) - - - - - - 59.7 73.1 63.7

State-of-the-art

BANNER (Leaman and Gonzalez, 2008) - - - - - - 83.8 80.00 81.8
XLM-RoBERTa-PL (Zanoli et al., 2023) 45.67 60.66 52.12 60.31 67.39 63.65 - - -
XLM-RoBERTa-CL (Zanoli et al., 2023) 40.81 60.27 48.67 43.28 70.00 53.49 - - -

T5-Large Family (ours)

T5 51.50 66.47 58.04 63.22 58.91 61.04 85.65 82.88 84.24
mT5 53.68 57.95 55.73 62.53 60.22 61.35 83.72 78.39 80.97

MedMT5 53.94 66.28 59.48 64.74 70.00 67.29 86.70 82.99 84.80
FLAN-T5 53.44 69.19 60.30 60.79 63.70 62.21 86.80 83.09 84.91

mT5 (data augmented) 54.94 51.74 53.29 58.68 61.74 60.17 - - -
MedMT5 (data augmented) 55.65 63.95 59.51 64.24 71.09 67.49 - - -

Table 6: Results for Entity Recognition task. DLU: Dictionary look-up. Highest obtained scores among the T5
variants are highlighted in bold.

CLinkaRT TESTLINK
Models Italian Spanish

P R F1 P R F1

Baselines
voc. tran. (Altuna et al., 2023b,a) 29.95 31.86 30.88 17.41 30.24 22.10

GPT (Altuna et al., 2023b,a) 29.55 48.73 36.79 25.24 38.29 30.43
mBERT (Altuna et al., 2023b,a) 61.37 64.37 62.83 61.13 60.03 60.57

State-of-the-art
ExtremITA-T5 (Hromei et al., 2023) 46.82 26.47 33.82 - - -

Simple Ideas-BERT (Micluta-Campeanu and Dinu, 2023a) 65.55 60.62 62.99 - - -
LinkMed6 (Muñoz-Castro et al., 2023) - - - 46.99 43.26 45.05

Simple Ideas (Micluta-Campeanu and Dinu, 2023b) - - - 71.45 65.57 68.38
T5-Large Family (ours)

T5 53.20 48.03 50.51 58.66 36.97 45.36
mT5 65.72 53.26 58.84 55.96 50.59 53.14

MedMT5 65.22 59.15 62.03 62.28 54.64 58.21
FLAN-T5 52.99 49.18 51.01 58.03 41.61 48.47

mT5 (data augmented) 69.56 49.67 57.95 66.22 51.94 58.22
MedMT5 (data augmented) 71.72 56.37 63.12 70.76 52.54 60.30

Table 7: Results on the Relation Extraction task on clinical data, both core and augmented models.
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F1 score. For E3C-Italian, mT5 has a more bal-
anced precision and recall, resulting in a similar
F1 score to T5. On the NCBI dataset, mT5’s
performance is slightly lower than T5 in all met-
rics. The MedMT5 model, pre-trained on medical
data, shows improvements over both T5 and mT5.
On E3C-English, it achieves higher recall and F1
scores. For E3C-Italian, MedMT5 significantly im-
proves both precision and recall, resulting in the
highest F1 score among the models. The perfor-
mance on the NCBI dataset is also slightly better
than T5. The instruction-tuned FLAN-T5 model
achieves the highest F1 score on E3C-English,
suggesting its effectiveness for this dataset. For
E3C-Italian, its performance is slightly lower than
MedMT5 but still strong. On the NCBI dataset,
FLAN-T5 performs similarly to MedMT5, main-
taining high precision and recall.

4.1.1 Discussion
Dataset size is indeed the primary reason behind
the observed performance gap between the E3C
and NCBI datasets. Additionally, considering our
understanding of the two corpora and their anno-
tation strategies, we comprehend that the E3C cor-
pus is much more complex than the NCBI dataset.
This complexity arises from the diverse range of
medical concepts annotated in the E3C corpus, in-
cluding disorders such as diseases or syndromes,
findings, injuries or poisoning, and signs or symp-
toms, whereas the NCBI dataset primarily focuses
on disease terms.

Fine-tuning, as traditionally done with models
like T5 and mT5, continues to be a reliable ap-
proach and may yield superior results when abun-
dant data and computing resources are available.
The lagging performance of mT5 compared to T5
on English-only datasets can be attributed to T5’s
specialization and optimization specifically for the
English language, which provides it with a distinct
advantage.

MedMT5, designed for the medical domain, per-
forms competitively in general NER tasks, suggest-
ing the potential for domain-specific pre-training in
specialized areas. Additionally, model versatility,
as seen in FLAN-T5 and specialized models like
MedMT5, is a key consideration in selecting the
most suitable LLM for a particular NLP task.

The observed difference in performance between
instruction-tuning and domain-specific pre-training
may indeed stem from the size of the inherent
pre-training or instruction-tuning datasets used for

the models. Specifically, the domain-specific pre-
trained model (MedMT5) is trained on a larger cor-
pus of Italian data compared to English. In contrast,
the instruction-tuned model (FLAN-T5) may have
a higher representation of English. This discrep-
ancy in dataset composition could explain the supe-
rior performance of the domain-specific pretrained
model on the Italian dataset, while the instruction-
tuned model excels on the English datasets.

4.1.2 Error Analysis
Our error analysis revealed two key observations:
Firstly, models struggle with interpreting abbrevia-
tions like "TAO", "NSIAD", "MIC", etc., often mis-
labeling them as entities or non-entities, indicating
challenges in accurately recognizing and interpret-
ing abbreviations. Secondly, the model erroneously
labels "metastasis from adenocarcinoma" as a sin-
gle entity, failing to recognize "metastasis" and
"adenocarcinoma" as separate entities, suggesting
a lack of contextual understanding and a tendency
to group consecutive tokens into a single entity.
This tendency to include stop words within entities
contributes to a decrement in overall precision. To
address these issues, we propose fine-tuning the
model on a larger dataset to enhance abbreviation
recognition and contextual understanding, along
with improving the accuracy of identifying entity
boundaries for enhanced precision.

4.2 Results on RE

As reported in Table 7, within the T5 family,
MedMT5 models demonstrate a clear superiority
over other family members in both languages, with
the exception of Italian, where mT5 exhibits a
slightly advantage in terms of precision.

4.2.1 Discussion
When comparing MedMT5 with other models, in-
cluding baselines and state-of-the-art approaches,
it is evident that MedMT5 achieves compara-
ble results in terms of F1 score across both lan-
guages. Notably, most models employ data aug-
mentation, including the mBERT-based approach
by Altuna et al. (2023b), which utilizes oversam-
pling techniques for relation classification. In con-
trast, MedMT5 does not employ additional data.
ExtremITA-T5, based on IT5 trained on Italian text
from the public domain, performs well in certain
NLP tasks (Hromei et al., 2023), but falls short
compared to MedMT5, especially in the medical
domain.
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In terms of system complexity, all models follow
a dual-model approach, with one model dedicated
to named entity recognition and the other to rela-
tion classification in a pipeline manner. In contrast,
MedMT5 functions as a generative model in an end-
to-end manner. Notably, for mention-level relation
extraction tasks such as CLinkaRT and TESTLINK,
pipeline approaches do not necessitate position de-
termination during post-processing, underscoring a
strength of pipeline systems over generative models
in these scenarios.

4.2.2 Error Analysis
Analysis of errors in the relation extraction system
reveals two primary sources of errors. Firstly, er-
rors stem from relation positioning, where event
and result positions are calculated during post-
processing. This involves gathering all input
sentences and corresponding model-generated re-
sponses, determining sentence length, locating
event and result positions, and selecting the closest
occurrences if multiple exist. Finally, we compute
the precise positions of the events and results.

Secondly, errors arise from partially accurate re-
lations, wherein accurate relations contain one or
two erroneously generated letters by the model in
either the result or event. For instance, in a gener-
ated relation: “7,1 mg/dle <– bilirrubina”, the letter
“e” is generated unnecessarily (the correct relation
is “7,1 mg/dl <– bilirrubina”). These types of er-
rors, rooted in data sparsity, significantly impact on
system performance. Partially accurate relations
are typically encountered in the context of infre-
quent or rare events or results. As we compare the
MedMT5 and mT5 models outputs, it is evident
that MedMT5 exhibits a notably lower count of
partially accurate relations compared to mT5 mod-
els. This implies that the unsupervised learning
approach employed by MedMT5 equips the model
with certain in-domain lexicons.

Another notable observation in the outputs con-
cerns the impact of input length on performance.
Longer input sentences containing numerous rela-
tions tend to result in poor performance for most
models, with MedMT5 notably outperforming the
others. Our experiments involved exploring both
longer sentences and sentences split into shorter
ones, revealing a significant enhancement in results
with shorter sentences. To mitigate this challenge,
a potential solution is to implement a sliding win-
dow approach on the input to reduce its length.
However, the choice of window size becomes a cru-

cial factor, which we plan to investigate in future
research efforts.

5 Data Augmentation Experiments

Here we present additional results on two tasks
obtained through data augmentation on the core
models discussed in section 3. Our aim is to ex-
plore potential correlations between the core and
augmented models.

5.1 Data Augmentation on NER
To examine how the T5 model’s performance is
influenced by cross-lingual data augmentation, we
trained the mT5 and MedMT5 models on datasets
that included both the English and Italian E3C train-
ing sets and subsequently evaluated their perfor-
mance on the English and Italian E3C test sets. We
present the results in Table 6.

Data augmentation for mT5 increases precision
on E3C-English but reduces recall, resulting in a
lower F1 score compared to the non-augmented
mT5. For E3C-Italian, the recall improves, and the
F1 score remains comparable. Data augmentation
enhances precision for MedMT5 on E3C-English
and improves recall on E3C-Italian. However, the
overall improvement in F1 scores is marginal in
both E3C datasets. While data augmentation can
improve certain metrics, its impact is mixed and
dataset-dependent. It is most beneficial when it en-
hances recall without significantly compromising
precision, as seen with MedMT5 on E3C-Italian.

5.2 Data Augmentation on RE
Using translation data augmentation is indeed a
common technique to leverage cross-lingual infor-
mation and improve the performance of NLP mod-
els, including those used in specific domains such
as medical. This approach allows models to gener-
alize across languages and learn from diverse mul-
tilingual datasets. To expand the training dataset
through translation-based data augmentation, the
Spanish training data is translated into Italian using
Google Translate then it is utilized as augmented
data for an Italian task, and vice versa. Table 7
demonstrates a substantial performance boost in
terms of precision for both languages. Specifically,
there is an enhancement of almost 6 points for Ital-
ian and around 8 points for Spanish. This is influ-
enced by two crucial aspects of the datasets. Firstly,
the presence of numerous identical relations in both
datasets enhances precision. Secondly, the intro-
duction of translation errors in the training data
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hampers the model’s capability to generate rare
relations. In summary, the abundance of similar
relations contributes to improved precision, while
translation errors negatively impact the model’s
ability to produce less common relations

6 Conclusions

In a world dominated by large language mod-
els, this work delves into the efficacy of smaller,
domain-specific models in the context of fine-
tuning, continuous pre-training, and instruction-
tuning on clinical information extraction tasks.
Our findings suggest that, while general-purpose
instruction-tuning offers versatility, it may not al-
ways be as effective as continuous pre-training
in domain-specific tasks. We observed instances
where instruction-tuning (FLAN-T5) yielded com-
petitive results, but its performance varied across
languages and domains. While models like
MedMT5 designed for the medical domain out-
perform general-purpose counterparts in NER and
RE, we find that instruction-tuning varies in effec-
tiveness across languages and domains, emphasiz-
ing the importance of domain-specific continuous
pre-training. This highlights the need for careful
consideration when selecting the most suitable ap-
proach for a particular NLP task, weighting factors
such as data availability, domain specificity, and
computational resources. In a landscape where big-
ger is often seen as better, our work emphasizes
the value of smaller, versatile models in scenarios
prioritizing data privacy and traditional hardware.

In our future work, we plan to assess parameter-
optimized strategies such as PEFT, LORA,
QLORA, and LLAMA-Adapter for training larger
models on traditional hardware efficiently. This ex-
ploration aims to advance model scalability while
considering computational constraints, particularly
in resource-limited environments.

Limitations of the Study

Concerning relation extraction, our focus was on
the CLinkaRT and TESTLINK tasks, which in-
volve identifying test results and measurements
and linking them to corresponding textual men-
tions of clinical laboratory tests. We specifically
concentrated on discovering relations between clin-
ical laboratory tests and their results. To the best of
our knowledge, there is currently no relation extrac-
tion dataset derived from E3C that encompasses a
wider variety of relation types.

Regarding the entity detection results, it is impor-
tant to note that our experimental datasets contain
only one type of entity, and thus the reported scores
pertain specifically to that entity type. We acknowl-
edge the value of providing results for individual
entity types and will consider incorporating this in
future iterations of our work.

Furthermore, we agree that variations in T5 mod-
els, such as instruction-tuned and domain-specific
pre-trained versions, could potentially influence
results due to differences in language coverage.
While our current evaluation focuses on overall en-
tity detection performance, we acknowledge the
potential impact of these variations on the results.
In our future work, we plan to conduct a more com-
prehensive analysis to explore how different T5
models, including instruction-tuned and domain-
specific pre-trained variants, perform across vari-
ous entity types.

Ethical Considerations

The datasets employed in this study, while residing
within the clinical domain, do not contain sensi-
tive or personally identifiable information. These
datasets are publicly accessible and openly avail-
able for research purposes.
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