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Preface

Research in Natural Language Processing (NLP) has taken a noticeable leap in recent years. The
tremendous growth of information on the web and its easy access has stimulated a large interest in
the field. India, with multiple languages and continuous growth of Indian language content on the
web, makes a fertile ground for NLP research. Moreover, the industry is keenly interested in obtaining
NLP technology for mass use. Internet search companies are increasingly aware of the large market for
processing languages other than English. For example, search capability is needed for content in Indian
and other languages. There is also a need for searching content in multiple languages, and making the
retrieved documents available in the language of the user. As a result, a strong need is being felt for
machine translation to handle this large instantaneous use. Information Extraction, Question Answering
Systems, and Sentiment Analysis are also showing up as other business opportunities.

These needs have resulted in two welcome trends. First, there is a much wider student interest in
getting into NLP at both postgraduate and undergraduate levels. Many students interested in computing
technology are getting interested in natural language technology, and those interested in pursuing
computing research are joining NLP research. Second, the research community in academic institutions
and government funding agencies in India have joined hands to launch consortia projects to develop NLP
products. Each consortium project is a multi-institutional endeavour working with a common software
framework, common language standards, and common technology engines for all the different languages
covered in the consortium. As a result, it has already led to the development of basic tools for multiple
languages that are interoperable for machine translation, cross-lingual search, handwriting recognition,
and OCR.

In this backdrop of increased student interest, greater funding, and most importantly, common standards
and interoperable tools, there has been a spurt in research in NLP on Indian languages whose effects we
have just begun to see. A great number of submissions reflecting good research is a heartening matter.
There is an increasing realization to take advantage of features common to Indian languages in machine
learning. It is a delight to see that such features are not just specific to Indian languages but to a large
number of languages of the world, hitherto ignored. The insights so gained are furthering our linguistic
understanding and will help in technology development for hopefully all languages of the world.

For machine learning and other purposes, linguistically annotated corpora using the common standards
have become available for multiple Indian languages. They have been used for the development of basic
technologies for several languages. A larger set of corpora are expected to be prepared in the near future.

These conference proceedings contain papers selected for presentation in technical sessions of ICON-
2020. We are thankful to our excellent team of reviewers from all over the globe who deserve full
credit for the hard work of reviewing the high-quality submissions with rich technical content. From 130
submissions, 66 papers were selected, 29 long papers, 34 short papers, 3 doctoral consortium papers,
representing a variety of new and interesting developments, covering a wide spectrum of NLP areas and
core linguistics. Besides presentations, the conference also hosted 2 tutorials, 1 workshop, 3 shared tasks,
and 18 system demonstrations.

We are deeply grateful to Prof. David Yarowsky from John Hopkins University (USA), Prof. Iryna
Gurevych from Technische Universitidt Darmstadt (Germany), and Prof. Eduard Hovy from Carnegie
Mellon University for giving the keynote lectures at ICON. We also extend our heartfelt thanks to Dr
Soujanya Poria, Singapore University of Technology and Design, Singapore for giving the invited talk at
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ICON.

We thank all the area chairs for the various tracks at ICON 2020, especially, Sobha Lalitha Devi
(Language Resources, NLP Language Documentation and Preservation), Ashwini Vaidya, Pawan Goyal
(Syntax and Lexical Semantics), Praveen Kumar G S (Named Entity Recognition, Question Answering,
Information Extraction, Dialogue Systems), Amitava Das, Radhika Mamidi (Sentiment and Emotion
Analysis), Karunesh Arora, Sandipan Dandapat (Machine Translation), Vasudeva Varma, Dipankar
Das (Summarization, Natural Language Generation, Information Retrieval and Text Mining), C V
Jawahar (Multimodality, Speech Recognition, Speech Synthesis), Raksha Sharma, Nikesh Garera, (NLP
for Digital Humanities, NLP for Education), Samar Husain (Ethics in NLP, Cognitive Modelling and
Psycholinguistics), Karthik Sankaranarayanan, Ashutosh Modi (Machine Learning Applications to NLP,
Interpretability and Explainability of NLP models). We also thank Gurpreet Singh Lehal, Sanjay
Dwivedi, Rajeev R R, Sanjeev Gupta, Neeraj Mogla, Amba Kulkarni (Co-Chairs, Tools Contest), Sudip
Kumar Naskar, Sriparna Saha (Co-Chairs, Workshop/Tutorial), Preethi Jyothi (Doctoral Consortium
Chair) for taking the responsibilities of the events.

We are thankful to the team members of the Artificial Intelligence-Natural Language Processing-
Machine Learning (AI-NLP-ML) Group of the Department of Computer Science and Engineering for
making the organization of the event at the Indian Institute of Technology Patna (IIT Patna) a success.
We heartily express our gratitude to Pushpak Bhattacharyya, Asif Ekbal, Sriparna Saha, Soumitra Ghosh,
Ratnesh Joshi, Prabhat Kumar Bharti, Gitanjali Singh, Tirthankar Ghosal, Apoorva Singh, and other Al-
NLP-ML team members at IIT Patna for their timely help with sincere dedication to make this conference
a success. We also thank and all those who came forward to help us with this task.

Finally, we thank all the researchers who responded to our call for papers and all the participants of
ICON-2020, without whose overwhelming response the conference would not have been a success.
We wholeheartedly thank all the reviewers who accepted our invitation and spent their valuable time
reviewing the papers to maintain their high international standards. We thank the session chairs for
finding out time for our conference.

December 2020 Pushpak Bhattacharyya-PC Co-chair
Patna Dipti Misra Sharma-PC Co-chair
Rajeev Sangal-General Chair

Asif Ekbal-Organizing Committee Chair
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Abstract

The modern pharmaceutical industry depends
on the iterative design of novel synthetic routes
for drugs while not infringing on existing intel-
lectual property rights. Such a design process
calls for analyzing many existing synthetic
chemical reactions and planning the synthesis
of novel chemicals. These procedures have
been historically available in unstructured raw
text form in publications and patents. To
facilitate automated synthetic chemical reac-
tions analysis and design the novel synthetic
reactions using Natural Language Processing
(NLP) methods, we introduce a Named Entity
Recognition (NER) dataset of the Examples
section in 180 full-text patent documents with
5188 synthetic procedures annotated by do-
main experts. All the chemical entities which
are part of the synthetic discourse were anno-
tated with suitable class labels. We present
the second-largest chemical NER corpus with
100,129 annotations and the highest IAA value
of 98.73% (F-measure) on a 45 document sub-
set. We discuss this new resource in detail and
highlight some specific challenges in annotat-
ing synthetic chemical procedures with chemi-
cal named entities. We make the corpus avail-
able to the community to promote further re-
search and development of downstream NLP
systems applications. We also provide base-
line results for the NER model to the commu-
nity to improve on.

1 Introduction

There is a renewed interest in academia and indus-
try to access the information regarding chemical
and chemical reactions currently available in un-
structured raw text form in journal publications
and patents (Coley et al., 2017; Segler et al., 2018;
Mysore et al., 2019) using machine learning. Also,
several chemical NER datasets exist. With in-
creasing demand in automated chemical synthe-
sis design and planning novel chemical reactions,

1

we need to shift away from the annotation of ti-
tle and abstract of patents or reactions in isola-
tion to the patents’ core, the Examples section.
The CHEMDNER-patents corpus (Krallinger et al.,
2015c) is the only dataset focusing on titles and ab-
stracts. The Chapati corpus (Grego et al., 2009) and
BioSemnatics corpus (Akhondi et al., 2014) focus
on the full text of patents for annotation. The reason
for the insufficiency of these corpora is discussed
in detail in Section 3.3 and 3.5. The ChEMU labs
introduced a named entity dataset with chemical
role labels (Nguyen et al., 2020). As part of the
dataset, they have annotated only snippets of re-
action text from the patents’ experimental section.
They also acknowledge the problem of entity of-
ten referring to context beyond the current reaction
text'. This context cannot be accounted for by the
snippets of reaction text in isolation. As part of
the WEAVE corpus, we would like to annotate the
chemical entities in their full reaction discourse.
This would enable us to model the context beyond
the immediate reaction text. We refer readers to the
supporting information containing full-text patents
to understand how the discourse varies from section
to section.

A patent is the grant of a legal right by a patent
office to an inventor. This grant provides the in-
ventor exclusive rights for a designated period of
time in exchange for comprehensive invention dis-
closure. The disclosure should be complete, such
that a person well versed in the field should be able
to reproduce this patented process, design, or in-
vention. This disclosure is done in the Examples
section of a patent. Hence the Examples section is
fundamentally different in its linguistic structure
from other sections in a patent. It is the most use-
ful part of understanding the synthetic chemical

"https://chemu-patent—ie.github.
io/resources/Annotation_Guidelines_
CLEF2020_ChEMU_taskl.pdf
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reactions given in the patent.

1.1 Related work

There is a large body of chemical and biomedi-
cal NER literature. We refer readers to Yadav
and Bethard (2018) and Huang et al. (2020) for
a comprehensive survey. We include a summary of
the publicly available datasets as follows: Cha-
pati corpus (Grego et al., 2009) is a manually
annotated set of 40 patents with 11,162 annota-
tions. The chemical named entities identified were
mapped to the Chemical Entities of Biological In-
terest (ChEBI) database. BioSemantics corpus
(Akhondi et al., 2014) is a manually annotated
set of patents. This corpus has two sets: First,
a harmonized set of 47 patents with 36,537 an-
notations, and the second set of 198 patents with
400,125 annotations. Besides chemical entity men-
tions, they also annotate diseases, targets, modes
of actions (MOAs), OCR errors, and spelling er-
rors. It is the largest chemical NER dataset. BC-
IV CHEMDNER corpus (Krallinger et al., 2015a)
is an annotated set of 10,500 titles and abstracts
from the PubMed database with 84,355 annotations.
BC-V CHEMDNER-patents corpus (Krallinger
et al., 2015¢) is an annotated set of 21,000 titles
and abstracts from patents with 99,634 annota-
tions. With BC-IV CHEMDNER corpus and BC-
V CHEMDNER-patents corpus being the widely
cited among these. CHEMDNER-patents corpus
exclusively focuses on chemical entity mentions.
The entity mention classes are a variant of earlier
published CHEMDNER corpus (Krallinger et al.,
2015b). Nguyen et al. (2020) have introduced a
new evaluation lab named ChEMU. It focuses on
two tasks: First, named entity recognition of chem-
ical compounds and assign the compound’s role
within a chemical reaction. Second, event trigger
detection and argument identification of previously
detected chemical entities. In the publically avail-
able NER dataset?, there are 20,186 annotations
(train + dev) in 1125 reaction snippets extracted
from 170 patents.

1.2 Structure of a patent

A typical US patent® granted has the following dis-
course structure: Patent grant number, Title, Bib-
liography, Abstract, Other Patent Relations, Brief
Summary, Detailed Description, and Claims. The

2http://chemu.eng.unimelb.edu.au/
3USPTO, https://www.uspto.gov

intellectual property rights or the innovative part
of the patent granted resides in the examples con-
tained in the Detailed Description section. This
section will be analyzed thoroughly for any novel
synthetic route to be non-infringing on existing in-
tellectual property rights. Therefore in the next
section, we present the WEAVE* patents corpus,
which focuses exclusively on synthetic procedures
in the Examples section.

2 The WEAVE patents corpus

An important consideration in preparing a corpus
for NER training, development, and evaluation sets
is selecting documents representing the distribu-
tion of chemical named entities seen in related
documents. In the WEAVE corpus, the focus is
on synthetic chemical procedures and the chemi-
cal entities present. Two considerations influenced
document selection in our corpus. First, the docu-
ments used in the corpus should be available with-
out copyright protection. Second, they are com-
plementary to existing datasets. We accessed the
patents from the United States Patent and Trade-
mark Office (USPTO). Following criterion were
applied to further subset the patents for annotation:

e IPC code: The selection of patents for the
WEAVE corpus was made based on IPC (Inter-
national Patent Classification) code. Patents
which belonged to at least A61K (Prepara-
tions for Medical, Dental, or Toilet purposes)®
or CO7D (Heterocyclic compounds) 7 were
selected. This enriched patents with chemical
entities in medicinal and organic chemistry.
An additional criterion for selection within
this subset was the presence of synthetic or-
ganic procedures.

e Date and Publication type: We decided to
select patents that were granted in the years

“to form something from several different things or
to combine several different things, in a complicated or
skilled way https://dictionary.cambridge.org/
dictionary/english/weave

SUSPTO Bulk Data Storage System (BDSS) https://
bulkdata.uspto.gov/#pats

*https://www.wipo.int/classifications/
ipc/en/ITsupport/Version0170101/
transformations/ipc/20170101/en/htm/
A61K.htm

"https://www.wipo.int/classifications/
ipc/en/ITsupport/Version0170101/
transformations/ipc/20170101/en/htm/
CO7D.htm



2018 and 2019. This would ensure the avail-
ability of patents in XML format and text free
from OCR errors.

e Character encoding and language: XML
character entities were converted to corre-
sponding UTF-8 characters, and the full text
was encoded in UTF-8 encoding. As the
patents were selected from USPTO, only En-
glish language patents were included.

e Document format: The patent in XML for-
mat was converted to a UTF-8 encoded text
file. Only the paragraph elements, headings,
subheadings, and tables were written to the
text file. All the formatting elements like bold,
italics, subscript, and superscript were dis-
carded. Bibliographic details and XML for-
matting was also discarded. There was no re-
striction on the number of lines in documents.

e Documents inclusion and exclusion:
Patents covering Inorganic, Organometal-
lic, Polymers, Natural products, Proteins,
DNA/RNA, Polymorphic crystal forms
were excluded. The overriding criterion for
inclusion was at least one synthetic organic
procedure in the Examples section, and this
was manually checked in each document.

e Final document sets: After applying the
above selection criteria and prepossessing,
we were left with 180 documents. The sum-
mary of these sets is given in Table 1. These
were randomly assigned to training, devel-
opment, and test sets. 45 documents from
the above settings were used for the Inter-
annotator agreement (IAA). For display per-
formance in BRAT, all patents were split into
files of 100 lines each before annotation and
later concatenated into a single document after

annotation.

Set Documents Reactions
Evaluation 45 438
Training 60 1311
Development 60 2020
Test 60 1857
Overall 180 5188

Table 1: Document sets. Evaluation set is a subset of
overall 180 documents

3 Corpus annotation

3.1 Annotation tools

Neves and Leser (2012) have surveyed the annota-
tion tools available for biomedical literature. They
determined that BRAT was easy to use and cus-
tomizable as per the annotation scheme among the
tools reviewed. Hence we used the BRAT Rapid
Annotation Tool (BRAT) (Stenetorp et al., 2012)
for the entire annotation process and BRAT stand-
off format for storing the annotations.

3.2 Evaluation metric

We used CoNLL 2003 shared task (Tjong
Kim Sang and De Meulder, 2003) evaluation script
to compute the macro averaged F-measure on
named entity annotations. The annotation output in
the BRAT standoff format was converted to CoNLL
2003 shared task format with BIO tagging repre-
sentation before computing the F-measure. We
used F-measure as the evaluation metric for IAA
as suggested by Corbett et al. (2007) and Kolarik
et al. (2008). CoNLL 2003 shared task evaluation
script evaluates an entity to be valid by matching
the chemical mention and class label. The use
of F-measure provides an advantage in a direct
comparison between system performance and inter-
annotator agreement (Grouin and Névéol, 2014).

3.3 Annotation scheme

We had to make a choice of designing our own
scheme or utilize an existing scheme. Based on
publicly available guidelines and corpora, we had
a choice between Chapati corpus by Chemical En-
tities of Biological Interest (ChEBI) and European
Patent Office (EPO) (Grego et al., 2009), BioSemat-
ics corpus (Akhondi et al., 2014), CHEMDNER
corpus (Krallinger et al., 2015a), CHEMDNER-
patents corpus (Krallinger et al., 2015¢) and
ChEMU Labs NER corpus (Nguyen et al., 2020).
In Chapati corpus, 40 patents were manually anno-
tated with 11,162 annotations (Grego et al., 2009).
The number of annotated patents and the corre-
sponding number of annotations was small in size.

We were left with a choice between BioSeman-
tics, CHEMDNER, and CHEMDNER-patents cor-
pora. On a closer look at BioSemantics corpus,
which was based on 15 rules published in their arti-
cle (Akhondi et al., 2014), we noticed that the IAA
(F-score), when considered for only chemical men-
tions in the corpus, varies from 0.94 to 0.38 depend-
ing on entity type and the agreement between the



(START OF EXGHPLE SECTion)
EXAMPLES

SYSTEMATIC

Example 1: Preparation of 2-chloro-6-trifluoromethylpyridine

SYSTEMATIC SYSTEMATIC

2-chloro-6-trichloromethyl pyridine (700 g, 3.03 moles, feed rate 1.24 g/min) and anhydrous hydrogen fluoride (936 g, 46.8 moles, feed rate 1.66 g/min) in the absence of inert gas were fed in to a tubular reactor packed with pre activated

[FAMILY]

SYSTEMATIC SYSTEMATIC [SYSTEMATIC

chromia-alumina catalyst (210 g) at 330° C. Reactor outlet material was collected in ice-cooled water and it was extracted with dichloromethane. Dichloromethane layer was washed with 10% potassium hydroxide solution and the organic layer was

SYSTEMATIC

separated out and it was concentrated to get 490.0 g of crude 2-chloro-6-trifluoromethypyridine. The purity of crude product was 95.03% by GC analysis. Reaction yield on the basis of crude product obtained is 89%. The crude product was purified by

[SYSTEMATIC
fractional distillation to obtain 2-chloro-6-trifluoromethypyridine with the
Purity (%): 98.0
Yield (%): 80.0

[END OF EXAMPLE SECTION

description="Detailed Description” end="tail"
What is claimed is:

Figure 1: An example an annotated organic reaction, within the Examples section of patent.

four annotator groups on the harmonized patents
set (47 patents) (Akhondi et al., 2014). The wide
variation in IAA indicates a lack of consistency in
guidelines and the need for multiple disambigua-
tion steps. This could be potentially misleading to
the annotators.

The near-simultaneous publication of the
ChEMU Labs NER dataset® (Nguyen et al., 2020)
with this publication precluded a full evaluation
of the dataset. After reviewing the guidelines’, it
was determined that this dataset is not suitable for
the chemical named entity recognition in the full
discourse of reaction text in the Examples section.

The extensive guidelines documentation (30
pages), illustrated with examples, led us to choose
the annotation scheme developed for BioCre-
ative IV (BC-1V) CHEMDNER (Krallinger et al.,
2015a). As modified in BioCreative V (BC-
V), CHEMDNER-patents task (Krallinger et al.,
2015c¢) to be used for the WEAVE corpus annota-
tion process. CHEMDNER-patents task had an-
notated titles and abstracts from 21,000 patents
with 99,625 annotations (Krallinger et al., 2015¢).
SYSTEMATIC, IDENTIFIER, FORMULA, TRIV-
IAL, ABBREVIATION (ABBV), FAMILY and
MULTIPLE entity mention classes as reported
by Krallinger et al. (2015¢c) were utilized. We
chose to annotate the Examples section of the
patent with synthetic organic procedures against
title and abstract only in the CHEMDNER-patents
task (Krallinger et al., 2015¢). This is illustrated in
Figure 1.

3.4 Annotation process

The entire annotation process was done in two
stages. The first stage work was done to establish

$http://chemu.eng.unimelb.edu.au/

‘https://github.com/chemu-patent-ie/
chemu-patent—-ie.github.io/tree/master/
resources/Annotation_Guidelines__
CLEF2020_ChEMU_taskl.pdf

the inter-annotator agreement on the evaluation set
of 45 documents. The documents were annotated
by nine chemistry domain experts with no formal
linguistics experience and were equally divided
between them (5 each).

These 45 documents were independently dou-
ble annotated by another chemistry domain expert,
designated as lead annotator with formal linguis-
tics experience. The lead annotator’s annotations
were designated as the gold standard for evaluat-
ing the quality of annotation by the nine annota-
tors. These 45 documents were compared to the
gold standard using F-measure. Once the annota-
tion consistency was established, the second stage
work was done on the rest of the 135 documents.
With each annotator getting 15 documents. Fol-
lowing the concept of annotator-reviser (or adju-
dicator) agreement (Campillos et al., 2018; Bada
et al., 2012), annotators were free to consult the
lead annotator throughout the annotation process
regarding guidelines.

3.5 TIAA statistics

CLASS Precision Recall F1
ABBV. 98.50%  99.88% 99.19
FAMILY 90.86%  97.28% 93.96
FORMULA 98.84%  95.63% 97.21
IDENTIFIER 80.00% 72.73% 76.19
MULTIPLE 75.00% 100.00% 85.71
SYSTEMATIC 99.02%  99.13% 99.07
TRIVIAL 98.85% 100.00% 99.42
Overall 98.66%  98.81% 98.73

Table 2: TAA statistics.

Table 2 presents IAA statistics for 45 documents
set. The average F-measure was 98.73%. Badaet al.
(2012) have reported 90+% IAA level following
the annotator-reviser (or adjudicator) agreement
concept. Hence the F-measure reported by us is



consistent with published results. This IAA value
is the highest reported to date on the chemical en-
tity mention dataset. The F-measure at the micro-
level was the lowest for IDENTIFIER (76.19%)
and MULTIPLE (85.71%). This can be attributed
to the data sparsity in the corpus for these two
classes. Tables 4, 5 and 6 demonstrate that the data
sparsity for these two classes can also be seen in
BC-IV CHEMDNER (Krallinger et al., 2015a) and
BC-V CHEMDNER-patents task (Krallinger et al.,
2015¢).

Akhondi et al. (2014) have reported an annotated
chemical patent corpus, which besides chemical
mentions, also annotates diseases, protein targets,
and MOAs in the patents. The best-reported IAA
value among a set of values was 78% (F-score).
Krallinger et al. (2015b) in BC-IV CHEMDNER
task has reported the IAA value of 91% (F-score)
while matching the chemical mention ignoring
the class label. When the class label was also
considered, the IAA value was 85.26% (F-score).
Krallinger et al. (2015¢) in BC-V CHEMDNER-
patents task have not reported any IAA value and
have proposed an IAA study based on a blind anno-
tation of 200 patent abstracts in case of the chemi-
cal entity mentions. To the best of our knowledge,
this has not yet been published.

Despite no published IAA study for
CHEMDNER-patents corpus, we relied on
the extensive guidelines published as part of their
corpus.

3.6 Error Analysis

Table 3 presents the error analysis of the doubly an-
notated 45 documents. In the table, rows represent
the gold standard labels, and columns represent
the annotator’s labels. Of the 7503 gold labels, 90
labels (1.2%) were assigned outside the reaction
discourse. These should have been assigned to the
OTHER class. 78 labels (1.0%) where they should
have been assigned one of seven class labels, they
were assigned, OTHER class. Only 4 (0.05%) were
assigned the incorrect label within the seven class
labels.

The error analysis demonstrates that annotators
were able to assign the class labels to the chemical
entities. The majority of the errors occurred at the
boundary of reaction discourse. These errors were
communicated to the annotators. They were trained
to identify the reaction discourse boundaries and
the chemical entities present. They were also en-

couraged to consult the lead annotator in case of
any doubt.

3.7 Corpus statistics

Tables 4, 5 and 6 present the counts of chemical en-
tity mention class labels in the WEAVE corpus (180
documents). These were randomly divided into
Training, Development, and Test sets and compared
with similar counts from BC-IV CHEMDNER
(Krallinger et al., 2015a) and BC-V CHEMDNER-
patents task (Krallinger et al., 2015¢). Table 7
presents the statistics for the counts of annotations
in the WEAVE corpus and CHEMDNER-patents
corpus. There are a total of 100,129 annotations
with an average of 556 annotations per document.
As shown in the table, there is a wide variation
between average and median counts per document.
This skew is due to a small number of documents
having a large number of annotations (Bada et al.,
2012). This assertion is supported by the minimum
and maximum count across 180 documents.

The top three entity mention classes as a percent-
age of total annotations in WEAVE corpus was:
SYSTEMATIC (49.73%), FORMULA (26.58%),
and ABBREVIATION (11.25%). The corre-
sponding distribution of the top three classes in
BC-IV CHEMDNER task was: SYSTEMATIC
(30.36%), TRIVIAL (22.69%) and ABBREVI-
ATION (15.55%), and in BC-V CHEMDNER-
patents task was: FAMILY (36.49%), SYSTEM-
ATIC (28.79%) and TRIVIAL (26.11%). The sta-
tistical distribution of entities mentions classes be-
tween WEAVE corpus and CHEMDNER-patents
corpus is different. Hence the need for annotation
of the Examples section of patents was felt. This
would significantly help develop machine learning
models tailored for the Examples section and down-
stream processing of synthetic organic reactions in
patents.

4 Experiments

To establish some baseline performance parame-
ters for the evaluation of the WEAVE corpus, we
applied the NER model'? developed by Yadav et al.
(2018), which has been successfully applied in
Multilingual, Clinical and Drug NER. Morpho-
logical features have been successfully applied in
named entity recognition. In submissions to BC-
IV CHEMDNER task (Krallinger et al., 2015a)

10https ://github.com/vikas95/Pref_Suff_
Span_NN
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Figure 2: Architecture of NER model proposed by Yadav et al. (2018)
CLASS BC-IV BC-V WEAVE CLASS BC-IV BC-V WEAVE
ABBV. 4538 588 2520 ABBV. 4521 454 3857
FAMILY 4090 12209 783 FAMILY 4223 11710 769
FORMULA 4448 2239 6709 FORMULA 4137 2120 9679
IDENTIFIER 672 99 47 IDENTIFIER 639 125 47
MULTIPLE 202 140 6 MULTIPLE 188 141 13
NO CLASS 40 - - NO CLASS 32 - -
SYSTEMATIC 6656 9570 14547 SYSTEMATIC 6816 9194 20106
TRIVIAL 8832 8698 2756 TRIVIAL 8970 8398 4054
Total 29478 33543 27368 Total 29526 32142 38525
Table 4: Training set. Table 5: Development set.

100,000 US patents belonging to IPC code A61K!!

and BC-V CHEMDNER-patents task (Krallinger I .
and CO7D"<. A window of word co-occurrence of

et al., 2015c) they feature prominently in the top-

performing models. "https://www.wipo.int/classifications/
ipc/en/ITsupport/Version0170101/
transformations/ipc/20170101/en/htm/
4.1 Word embeddings A6LK.htm
https://www.wipo.int/classifications/
. . . . ipc/en/ITsupport/Version0170101/
200-dimension GloVe embeddings (Pennington transformations/ipc/20170101/en/htm/

et al., 2014) were trained on text extracted from  c07D.htm



CLASS BC-IV BC-V WEAVE
ABBV. 4059 331 4892
FAMILY 3622 12319 597
FORMULA 3443 2459 10231
IDENTIFIER 513 54 57
MULTIPLE 199 137 10
NO CLASS 41 - -
SYSTEMATIC 5666 9818 15145
TRIVIAL 7808 8831 3304
Total 25351 33949 34236
Table 6: Test set.
Type WEAVE BC-V
Total annotations 100,129 99,634
Average per document 522 5
Median per document 366 3

Minimum per document 10 0
Maximum per document 3640 233

Table 7: Statistics for counts of annotations

8 and word frequency of 1 was used to train the
uncased text. The resulting embeddings had a dic-
tionary size of 6,828,514 and were used for all
experiments.

4.2 Model and Hyper-parameters

Figure 2 presents the architecture of the NER
model proposed by Yadav et al. (2018). The model
features Character Bi-LSTM, Word features, Word
Bi-LSTM, and Word CREF layer for generating
BIO tags for the named entities. The above model
was used as is with minor modifications in hyper-
parameters. The word embeddings size of 200-d
was used, train_embeddings was set to false, and
batch_size was set to 25. All other parameters were
set to the default values given in the model pro-
posed by Yadav et al. (2018).

4.3 NER datasets

The WEAVE corpus of the present study was ran-
domly split into training, development, and test set
with 60 documents in each set. The official training,
development, and test set of CHEMDNER-patents
task (Krallinger et al., 2015¢) was used without
modification.

4.4 Preprocessing

The WEAVE corpus in the BRAT standoff for-
mat was converted into CoNLL 2003 BIO for-
mat and truncated to the Examples section. The

resulting WEAVE corpus had 73,522 sentences,
3,453,525 tokens, and 15,782 unique tokens. The
CHEMDNER-patents corpus in a tab-separated for-
mat was converted into CoNLL 2003 BIO format
before being used in training and evaluation of the
model. The resulting CHEMDNER-patents cor-
pus had 73,383 sentences, 2,511,006 tokens, and
51,570 unique tokens.

5 Analysis

To better understand the WEAVE corpus’s baseline
performance, we conducted several experiments
involving BC-V corpus and its combinations with
the WEAVE corpus. In Tables 8 and 9 we present
the results of experiments on various combinations
of WEAVE and BC-V datasets.

Based on the simple NER model (Yadav et al.,
2018), the best result in terms of macro-averaged
F-measure was the model on standalone WEAVE
corpus and tested on WEAVE test set with 91.37%.
Followed by a model trained on BC-V + WEAVE
corpus and tested on the WEAVE test set with
91.34%. In comparison, the top-performing team
in the BC-V CHEMDNER-patents task had an F-
score of 89.37% (Krallinger et al., 2015c). Whereas
the model trained on standalone BC-V corpus and
tested on BC-V test corpus had an F-measure of
80.89%. The model’s worst performance was when
trained on WEAVE corpus and tested on the BC-V
test set; the F-measure was 29.93%.

The results validate the linguistic structure of the
title and abstract of a patent is very different from
that of the Examples section. Hence, when com-
bined with the CHEMDNER-patents corpus, the
WEAVE corpus are complementary; without losing
precision, we have an increase in the recall of the
NER model. This also supports our assertion of
the need for a focused dataset covering the Exam-
ples section of patents. The combined corpus can
perform very close to the state-of-the-art results
in chemical NER. This combination also gives us
many high-quality annotations 199,763 (100,129
WEAVE + 99,634 BC-V) to develop better chem-
ical NER models. The IAA value of 98.73% on
45 documents subset and the best NER model with
F-measure of 91.37% is instructive of the NER
model’s simple nature. There is good scope for
researching better NER models, which can reduce
this difference.



Training Development  Test Precision Recall F1
BC-V BC-V BC-V 78.62  83.30 80.89
BC-V WEAVE BC-V 78.21  80.21 79.19
WEAVE BC-V BC-V 35.68 25.78 29.93
WEAVE WEAVE BC-V 3240 24.65 27.99
BC-V + WEAVE BC-V BC-V 74.50 7877 76.58
BC-V + WEAVE WEAVE BC-V 73.33 7634 74.80
BC-V + WEAVE BC-V + WEAVE BC-V 73.84 7793 75.83
Table 8: Experimental results with BC-V Test corpus
Training Development Test Precision Recall F1
BC-V BC-V  WEAVE 67.08 50.80 57.82
BC-V WEAVE WEAVE 73.32 48.38 58.29
WEAVE BC-V  WEAVE 93.24 89.11 91.13
WEAVE WEAVE WEAVE 93.55 89.29 91.37
BC-V + WEAVE BC-V  WEAVE 9291 88.76 90.79
BC-V + WEAVE WEAVE WEAVE 92.54 88.74 90.60
BC-V + WEAVE BC-V + WEAVE WEAVE 93.43 89.34 91.34

Table 9: Experimental results with WEAVE Test corpus.

6 Discussion

Our results show that a focused annotated NER
dataset with a simple NER model can achieve near
state-of-the-art results. Complementary datasets
can achieve high recall without sacrificing the preci-
sion of the chemical NER model. This is illustrated
by the rows highlighted as bold in Table 9. The
reuse of the existing manually annotated dataset
results in substantial savings in manual annotation
effort.

Chemical NER models with high precision and
recall can be used for downstream processing and
analysis of chemical reactions in patents. The
present annotated dataset would help better tempo-
ral modeling of the synthetic procedures given in
the Examples section of patents.

We propose to explore more complex NER mod-
els. These models can better account for the high
IAA values reported by us. In the future, we would
explore the possibility of extending this dataset to
chemical reaction role labeling for the identified
chemical entities.

7 Supporting Information

The WEAVE corpus described in this paper is avail-
able at Github repository: https://github.com/

nv-ravindra/the-weave-corpus
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Abstract

Semantic annotation has become an important
piece of information within corpus linguistics.
This information is usually included for every
lexical unit of the corpus providing a more ex-
haustive analysis of language. There are some
resources such as lexicons or ontologies that al-
low this type of annotation. However, expand-
ing these resources is a time-consuming task.
This paper describes a simple NLP baseline
for increasing accuracy of the existing seman-
tic resources of the UCREL Semantic Analysis
System (USAS). In our experiments, Spanish
token accuracy is improved by up to 30% us-
ing this method.

1 Introduction

Apart from raw texts, a corpus can include ex-
tra linguistic information by way of annotation.
Most common types of annotation are grammatical,
semantic, prosodic and historical. The semantic
one has become an important piece of information
within the corpus linguistics research field. A cor-
pus with this information is a useful resource to
extract knowledge from a real context: as Navarro
et al. (2005) state, it can be considered as a semi-
structured database that offers deep information
about human knowledge, concepts and relations
among them.

Semantic annotation in corpus linguistics tends
to recognise semantic categories and concepts at
different syntactic levels, such as word level, phrase
level or sentence level (Piao et al., 2018). For
this purpose, the information about grammatical
tags and NER (Named-Entity Recognition) classes
contribute to determine lexical semantics to some
extent, but they are not sufficiently informative
(Abzianidze and Bos, 2017). Semantic annotation
tries to overcome these barriers by adding new cat-
egories.
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In this paper, we describe an NLP baseline that
increases accuracy of a semantic role labelling tool
that makes use of a small semantic lexicon in Span-
ish language (Piao et al., 2015) based on the USAS
tagset (Archer et al., 2002). We are able to increase
accuracy by means of a very simple strategy that
makes use of freely-available NLP toolkits such as
NLTK (Bird et al., 2009) and Spacy (Honnibal and
Montani, 2017). A novel approach using WordNet
similarity based on the information content theory
(Resnik, 1995) is also employed in order to search
synonyms of unknown words and, therefore, in-
crease lexical accuracy. As a proof of concept, we
carried out different experiments with texts from
the finance domain.

The article is organised as follows: Section 2
explains our approach together with the different
processes that are executed. Implementation is
described in Section 3. We show different experi-
ments in Section 4. Last, Section 5 outlines conclu-
sions and future directions.

2 Overview of our approach

The USAS lexicon is based on the Longman Lex-
icon of Contemporary English (McArthur, 1986),
which ensures, up to a certain point, the linguistic
validity and motivation of this resource. There are
21 major discourse fields, expanding into 232 cate-
gory labels!. USAS employs a group of labels in
an attempt to include most meanings of the lexi-
calised unit. To employ USAS lexicon, we need
to extract lemma and grammatical annotation for
each word. Table 1 shows an example of entry for
the word business.

Regarding the Spanish version, it contains
around 10,000 words and 5,000 multiword expres-
sions, and most of them are Spanish named entities
such as places or locations. As a consequence of its

"More information can be found in (Archer et al., 2002)

Proceedings of the 17th International Conference on Natural Language Processing, pages 10-14
Patna, India, December 18 - 21, 2020. ©2020 NLP Association of India (NLPAI)



Table 1: Example of lexicon entry.

POS
noun

Lemma
business

Semantic tags
12.1 A1.1.1 A5.1+++

reduced size, accuracy of the Spanish USAS lexi-
con is limited if it is used in specific text domains.
For instance, only 3.30% of the lexicon entries
belong to the finance domain. If this is the only
resource employed for tagging, there will be many
words that will not have any tag, and thus, many
words will be incorrectly tagged as unknown be-
cause they do not appear in the lexicon (e.g. indice
- index).

A more in-depth analysis reveals that some of
these words are lemmatised incorrectly (e.g. véase
(note) is lemmatised as véase instead of ver). In ad-
dition, some words appear in the lexicon with only
one grammatical category when they can belong to
different categories (e.g. mucho (many/much) can
be an adverb and adjective in Spanish).

To solve these problems, the simplest solution
is to add new entries to the lexicon, however this
is a very time-consuming task. Another solution is
trying to improve results of the operations required
by USAS such as lemmatisation or grammatical an-
notation. We can also try to incorporate other tech-
niques such as stemming in order to match the stem
of the word with another stem in the lexicon. In
order to achieve that, we can simply employ avail-
able Spanish resources from NLP toolkits such as
Spacy and NLTK. In the rest of this section, we will
describe how lexicon accuracy may be increased
using some preprocessing techniques in a specific
domain such as the finance one.

2.1 Analysing finance domain texts

In this stage, we built a corpus of texts from the
finance domain in order to analyse its main features
such as most frequent words, keywords, colloca-
tions etc. More concretely we selected the Annual
Report of the Banco de Espafia (1998-2019) (BDE,
2020) with the exception of the 2013 edition, since
it was used for validation purposes. These docu-
ments review economic and financial developments
in the Spanish economy and are composed of 19
samples and 2,841,826 words.

Analysis of this corpus reveals that this type of
texts appear to have many acronyms such as PIB
(Producto Interior Bruto - Gross Domestic Prod-
uct), numbers with different formats (2005, 36,3%,
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540.000, 3,25), currency symbols, proper names
(Miguel Ferndndez Ordéfiez Antonio Rosas), ge-
ographical names (Torrellano-Elche, Eurozona),
organisations names (Banco de Esparia) and words
in languages different from Spanish (financial in-
stitutions) as well as other jargon of this domain.

2.2 Lemmatisation

As we previously mentioned, USAS lexicon entries
are composed of lemma, POS tag and semantic tag
(see Table 1). Thus, it is necessary to include a
Spanish lemmatiser. NLTK does not offer this tool
for Spanish language, and Spacy includes one but
it has some errors. For instance: reclamaciones as
reclamaciones (claims in English) or como (like) as
comer (eat), para (for) as parir (give birth), among
others.

Using full words instead of lemmas also entails
some errors because most of them do not appear
in the lexicon. For instance, misculos - muscles
instead of muisculo - muscle. For this reason, we
make use of the NLTK stemmer, which returns
words’ bases or roots.

2.3 Grammatical annotation

We also need to annotate each word grammatically.
English USAS employs CLAWS (Garside, 1987), a
highly sophisticated grammatical tagger. However,
there is not an equivalent for other languages, so in
this case USAS for Spanish employs a simplified
version of the grammatical tagset that includes the
basic grammatical elements.

For this purpose, we employ Spacy grammatical
tagger since it offers a relatively adequate perfor-
mance. Nevertheless, some words are incorrectly
tagged, mainly some nouns or even adjectives that
were tagged as proper nouns because of their ini-
tial uppercase. For instance: Informe (Report) and
Anual (Annual). As a consequence, the semantic
tagger would return no tag for all these words. To
overcome this problem we search for words with-
out grammatical tags in the lexicon at the end of
the process, that is, as a final measure to return
semantic tag candidates.

2.4 Identifying named entities and foreign
words

We make use of a corpus of names included in
NLTK (Kantrowitz, 2020), for instance Alberto.
This allows us to identify any name in different
languages. We also employ some gazetteers for



geographical locations (e.g. Madrid) and the pre-
viously mentioned corpus for identifying English
words that usually appear in financial texts (e.g.
Exchange).

Including a NER tagger for Spanish is also an
option, however according to our experiments this
tool recognises many foreign words such as or-
ganisations or even locations (e.g. Cash). For this
reason, if we included it, it would return many false
positives.

2.5 Identifying other elements

In order to identify any format number, mathemati-
cal operations and symbols as well as some other
elements like abbreviations, we formulate patterns
using Perl compatible regular expressions.

2.6 Computing WordNet synonyms

We also wanted to make use of a novel approach for
identifying unknown words that were not tagged in
previous steps. To do that, we try to get synonyms
of the unknown words, since synonyms often have
the same semantic function.

We employ sense similarity of the information
content of the corpus compiled at the first stage of
this approach. Our premise is that if one word is
missing from the lexicon there are many possibili-
ties that this word has a synonym in the previously
compiled corpus.

We create an information content dictionary of
the corpus in order to employ similarity based on
the WordNet synsets. To measure similarity we
employ Lin measure (Lin, 1998).

3 Implementation and deployment

We develop all the components of the tagger fol-
lowing the specifications proposed in the previous
section. Fig. 1 shows a simplified workflow of this
process that can be described as follows:

1. First, the tagger searches if the lemma of the
word together with its grammatical tag is in
the lexicon. If it is, we already have the tag
for the word.

If it is not, the tagger searches if the word with
its grammatical tag is in the lexicon.

. If not, we employ the stemmed version of
the word and the lexicon together with the
grammatical tag.
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Table 2: Evaluation of accuracy.

Sample text size | Correct | Partially correct
13,331 words 86.26% | 2.21%

7,064 words 86.71% | 1.33%

4. If we do not have any results, we try the

same without using grammatical annotation
as a consequence of the possible errors of the
grammatical tagger.

. After that, words without semantic tags are
analysed in order to identify named entities
and foreign words.

. Subsequently, regular expressions are used
to match numbers and abbreviations, among
others.

. For the rest of the unmatched words, the tag-
ger will search a synonym of the word us-
ing the information content and its similarity
based on WordNet synsets. We get a list of
candidates according to their similarity index
and search them in the lexicon.

If similar words cannot be calculated with that
word or its lemma, it will be set as a semantic
tag ‘299’ or unknown word.

4 Experiments

In the absence of resources for validating our tool
we needed to build a custom-made gold standard.
This is a consequence of the USAS tagset, a very
specific classification system, and the Spanish lan-
guage, which has less lexical coverage than English
language using this resource. We extracted some
sample texts that were not included in the corpus
together with some texts from independent sources.
The size of the gold standard is 20,395 words. This
size is a consequence of the laborious task of man-
ual annotation.

In order to evaluate the accuracy, we followed
the same metrics as (Piao et al., 2015). A first
metric refers to those instances where the first can-
didate tag is correct, and a second metric makes
reference to the cases where the other tags in the
list are correct or closely related to the word sense.
These results are shown in Table 2

As we can see in Fig. 2, results have been im-
proved around 30% in comparison with using only
Lemma — POS method.
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Figure 1: Simplified workflow diagram of the tagger.
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Regex
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Figure 2: Experiment results.

Fig. 3 shows percentages of words that were
tagged for each subprocess of the tagger. As it
can be seen, the proposed baseline tags about 44%
of the words. WordNet synonym method did not
return any significant results, maybe as a conse-
quence of the absence of a basis of finance elements
in the lexicon. Its inclusion only improves accuracy
around 0.15% according to our experiments, so it
is not significant.

Last, the confusion matrix of the semantic tag-
ger according to the 21 major discourse fields of
the USAS taxonomy can be found in the Supple-
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6.1%
WordNet

Lemma_POS

2.8% '
Word OR_Lemma |
16.8%
Word_POS

7.1%

Figure 3: % of words that were tagged for each subpro-
cess.

mentary Material. Confusion matrix of all the 232
subcategories would be a more detailed option but
the representation of all the subcategories may be
slightly confusing. The most remarkable issues are
the following:

* Many words from the rest of the categories
are incorrectly tagged using Z category. More
specifically with ‘299’ tag. That means that
there are many words that our tagger can-
not recognised and as a consequence they are
tagged as unknown.

* Another issue is related to the words belong-
ing to the N category (Numbers and Measure-



ment) that are wrongly tagged using the A
category (General and Abstract terms). Words
such as indice (index) or tasa (rate, fee) are
not correctly identified.

 Last, it should be mentioned that words be-
longing to A category are tagged incorrectly
using the rest of the categories. One explana-
tion may be the own definition of this category,
general and abstract terms.

5 Conclusions and further work

The main contribution of this paper is a strategy
that utilises existing NLP toolkits such as NLTK
and Spacy to preprocess texts in order to obtain
better results using only a small lexicon as source of
semantic information. This strategy is implemented
following a simple and straightforward approach.
Empirical results are reported and compared across
an ad hoc gold standard based on texts from the
finance domain.

This study also introduced a novel approach for
extending lexical accuracy of semantic lexicons
by means of synsets similarity of WordNet which
did not provide the expected results, maybe as a
consequence of the limited lexicon.

We hope that this approach could be easily ex-
tended to other domains and even with under-
resourced languages. Therefore, expected future
work includes reproducing the good results ob-
tained in other text domains and employing lan-
guages different from Spanish or English. We also
need to investigate how to take advantage of the
semantic similarity provided by WordNet or even
word embeddings using taxonomies like USAS.
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Abstract

Papini in his Astadhyayr has written the
grammar of Sanskrit in an extremely
concise manner in the form of about 4000
sutras.  We  have  attempted to
mathematically remodel the data produced
by these sitras. The mathematical
modelling is a way to show that the
Papinian approach is a minimal method of
capturing the grammatical data for
Sanskrit which is a natural language. The
stitras Written by Papini can be written as
functions, that is for a single input the
function produces a single output of the
form y=f(x), where x and y is the input
and output respectively. However, we
observe that for some input dhatus, we get
multiple outputs. For such cases, we have
written multivalued functions that is the
functions which give two or more outputs
for a single input. In other words,
multivalued function is a way to represent
optional output forms which are expressed
in Papinian grammar with the help of 3
terms i.e. va, vibhasa, and anyatarasyam.
Comparison between the techniques
employed by Parini and our notation of
functions helps us understand how
Papinian techniques ensure brevity and
terseness, hence illustrating that Paninian
grammar is minimal.

1 Introduction

Paninis Astadhyayt is ‘almost an exhaustive
grammar for any human language with
meticulous details yet small enough to memorize
it’ (Kulkarni, 2016). Such an exhaustive grammar
is ideal to be used for artificial language
processing.  Briggs (Briggs, 1985) even
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demonstrated in his article the salient feature of
Sanskrit language that can make it serve as an
artificial language. Although, this is not a new
concept, various efforts in  mathematical
modelling of Indian languages have been done
before. Joseph Kallrath in his book ‘Modeling
Languages in Mathematical Optimization’ says
that ‘a modeling language serves the need to pass
data and a mathematical model description to a
solver in the same way that people especially
mathematicians describe those problems to each
other’ (Kallrath, 2013). Mathematical modelling
of languages also impacts our understanding of
the language and its grammar. As scholars are
delving into the question of formalizing various
natural languages, it is also having an impact on
how we understand the language itself. Recent
work in theoretical and computational linguistics
has influenced the interpretation of grammar
(Scharf, 2008). We have followed a similar
approach, wherein we have modelled the
Pratyayas in Sanskrit in the form of functions
with the help of Paninian sitras.

Similar to mathematical functions which can be
expressed as f(x)=y where X is the input and y is
the output of function f; ‘the sitras too look for
their preconditions in an input environment. The
effects produced by satras become part of an
ever-evolving environment which may trigger
other’ (Sohoni & Kulkarni, 2018). For the
grammar to fit mathematical functions, we ‘need
a strong and unambiguous grammar which is
provided by Maharishi Panini in the form of
Astadhyayr (Agrawal, 2013).

Statistical analysis of a language is a vital part
of natural language processing (Goyal, 2011).
According to how components of the target
linguistic phenomenon are realized
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mathematically, available models of language
evolution can be classified as rule-based and
equation-based models. Equation-based models
tend to transform linguistic and relevant behaviors
into mathematical equations (Tao Gong, 2013),
which is what we have attempted in this paper.
Ambiguity is inherent in the Natural Language
sentences (Tapaswi & Jain, 2012), and hence
Sanskrit being a natural language also has certain
ambiguities. The ambiguity that we are dealing
with in this paper is that a single dhatu combined
with a single pratyaya can result in two or more
optional forms. Mathematical modelling of such
natural languages can help to remove this
ambiguity. Traditionally too, there have been
attempts by various scholars like Katyayana,
Patanjali and Bhartrhari to provide extensive
commentaries which contain explanations for
various aspects of the grammar. They do not
question Panini’s basic model, but rather explain
it, refine it and complete it (Huet, 2003).
Explanations and clarifications in the form of
various vartikas also come handy while dealing
with ambiguities. However, here we are diverging
from the traditional approach and writing
functions in order to model the grammatical data.
To account for more than two forms of a word,
Panini uses optional form rules to state that
alternate forms are also possible. For example,
sutra (rule) 1.2.3 vibhasornoh states that ‘After
the verb drna 'to cover', the affix beginning with
the augment it is regarded optionally like nit
(Source, 2020)’. We have used multivalued
functions to denote such optional forms in our
system of representing the pratyayas as functions.

2 Methodology

We are here attempting to mathematically model
the data produced by the satras for which we
started with compiling the list of dhatus and their
respective derived dharus with different pratyayas
like from the Kridantkosh of Pushpa Dikhshita
\Vol.1 (Dikshita, 2014), sanskritworld.in (Dhaval
Patel, n.d.), Siddhananta Kaumudi of Bhattoji
Dikshita (S.C.Vasu, 1905), The Madhaviya
DhatuVritti (Sayanacarya, 1964) and the roots,
verb-forms and primary derivatives of the
Sanskrit Language by W.D.Whitney (Whitney,
1885). The list of dhatus without the application
of any pratyaya are considered as X, after the
application of the concept of anubandhas.
Anubandhas have a very prominent role to play in
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the Paninian system of Sanskrit grammar. It
literally means ‘what is attached to’. It has been
used by all ancient authorities on Sanskrit
grammar who have come after Panini, right from
Katyayana t0 Nagesa. However, Panini has used
the term ‘it’ to describe the anubandhas. M.
Williams dictionary (Williams, 2008 revised)
defines anubandhas as an indicatory letter or
syllable attached to roots etc.,, marking some
peculiarity in their inflection e.g. an ‘i’ attached to
roots denotes the insertion of a nasal before their
final consonant. According to Nyayakosa,
anubandha is a letter that is attached to the stem
(prakrti), termination (pratyaya), augment
(@gama) or a substitute (adesha) to indicate the
occurrence of some special modifications such as
vikarana, agama, guna or vyddhi, accent etc. But
it is dropped from the finished word i.e. pada. The
use of anubandha is one of the crucial steps
Panini has taken to ensure the brevity and
terseness of his work. We can say that
anubandhas do form part of the pratyayas etc. to
which they are found appended (Devasthali,
1967). But before we directly start writing our
functions, we need to define the input set which
comprises of dhatus from the Dhatupatha as well
as the derived dhatus without anubandhas.

Let A be a set of all the dharus after the
anubandhas have been removed. These primary
dhatus are 1943 in total. However, the input
dhatus are not limited to these dhatus in set A. We
can also derive a new dhatu set B by adding a san
pratyaya to the dhatus of set A. The items in set B
can be called dhatus by following the grammatical
rule laid down by Papini, 3.1.32 sanadyantah
dhataval’ which says that ‘all roots ending with

Satra numbers Pratyaya
3.15 san
3.1.8 kyac
3.1.9 kamyac
3.1.11 kyasn
3.1.13 kyas
3.1.20 nin
3.1.21 nic
3.1.22 yar
3.1.27 yak
3.1.28 ay
3.1.29 yan

Table 1: List of San pratyayas in Ashtadhyayr
with their respective siatra numbers



the pratyayas starting with san are called dhatu.

Hence the input x is defined as,
xe(AUB)

In this paper we will focus on the multivalued
functions that give two or more outputs for the

same input dhatu of the form f(x)={£ if there are

Y1
two optional forms; f(x)={Y2 if there are three

V3
optional forms and so on.

3 Notation

Let x be the input dhatu. For the purpose of
writing these functions, we start enumerating the
syllables from left to right or from right to left
depending upon that particular function. We can
denote x as, x= (.....x(2),x(1))= (x’(1),x’(2),....).
x can be a consonant (C) or a vowel (V) and they
are denoted by

C’(i)= i" consonant from left;

V’(i)=1" vowel from left;

C(i)= i" consonant from right,

V(i)= i" vowel from right.

cura= |c u r a
Right x(4) X(3) X(2) x(1)
to left

Left to|x’(1) [xQ2) [x(3) |x@
right

Table 2: The numbers 1, 2, 3,... signify the
position of the syllable. The notation x
(unprimed) is used when the syllables are
counted right to left, and the notation x’ is used
when the syllables are counted left to right.

For example: If x = cura, then

Conversion are denoted by a right arrow with a
number on the top. The number denotes the
location of the conversion.

For example, x[a 4 a] denotes that in the dhatu X,
a which is at the 2nd place from the right is
getting replaced with a.

We also define a ‘+ operator’ to explain the
change of syllables when two syllables combine.
In Sanskrit language when two syllables come
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closer, for the ease of pronunciation (in most
cases) it gets replaced by another syllable or a
combination of syllables. For example: a+i=vi,
e+i=ayi, o+i=avi, d+ta=tta, ch-+¢= sta, j+ta=kta,
dh+ta=dhda, bh+ta=bdha, h+ta= ndha. Note
that although the ‘+ operator’ may look similar to
the concept of Sandhi in Sanskrit, it is totally
based on our need to fit our dataset and does not
encompass the broad concept of Sandhi.

4 A function p(x)

This function is not a pratyaya function, but it is
required to write the pratyaya function. Thus, it
would be helpful to define it here. The dhatus
which have two or more vowels are called udatta,
and when a suffix is added to them an additional
‘i’ comes. Such dhatus are called set (literally
meaning ‘with it”). For dhatus which have one
vowel, we need to see the instructions given in the
Dhatupatha. They can either be ser or anit
depending upon the given instructions given.
Example of one such instruction is ‘bhu sattayam|
‘udatth parasmaibhash’| It says that ‘i’ will come
as the prayogsamavayt svara is udatth.

The function p(x) is defined by,

3 3 AT | I TR
arg:’ |
g qIfagagsiEeal
ATeAATE: |

2 o 2N |

3 Tqd €T |

2 g SRAgEad A = |

W qrg SiSA |

% -

S AT erzflclﬂ‘faiiﬂ'?-
gl

Figure 1: Example of an Instruction given in the
Dhatupatha.

iifxis set,
0if x is anit.

p(x) ={



5 Multivalued functions

The words used for optionality by Panini are
va, vibhasd, anyatarasyam. Va appears 136 times,
vibhasa appears 258 times and, anyatarasyam
appears 161 times respectively in Astadhyayr;,
including the ones that occur in Anuvritti®. Panini
and all the commentators have given us no
indication that they are supposed to be anything
but synonyms. But the modern scholar Paul
Kiparsky has wondered how could this be so,
because Panini has vowed to eliminate every
needless extraneous syllable and there must be a
deeper reason to suggest the use of three different
terms. Hence, he has propounded the hypothesis
in his well-argued study Panini as a ‘variationist®
that the three terms va, vibhasa, anyatarasyam
refer respectively to three different kinds of
options: those that are preferable (va), those that

Word Occurrence | Usage

va 136 times preferable

vibhasa 258 times marginal

anyatarasyam | 161 times simple
options

Table 3: Words used for optionality by Panini

are marginal (vibhasa) and those that are simple
options(anyatarasyam) (Sharma, 2018).

One such case which results in such optional
forms is represented in the table below where the
addition and absence of ‘i’ results in two forms
and the change of ‘4’ syllable to two different
syllables further results in two forms. Thus, we
end up with three forms of the same word.

Let us look at an example for this case for x =
muh:

x[iuieo]+0+tum
tum(muh) = {x [iw = e o] + 0 + dhum
x[iuieo]+i+tum

mogdhum
=4 modhum
mohitum

! The number of times these words appear in Astadhyayr,
in
Ce
A
S| idagama
E
Pl I 1
2(

idabhava

h=gh h=>dh

Figure 2:Multivalued functions

6 Cases for multivalued functions

Some cases for multivalued functions are

displayed below?.

Some Multivalued functions for Tumun
Pratyaya

Case I:
If x € {svr sii dhii}, then

{x [i/iu/ﬁr/l? S eo ar] +i+tum
tum(x) =

1
X [i/iu/ﬁr_‘/f —eo ar] + 0+ tum

1
x [i/iu/ﬁr/f —eo ar] +1 tum(x)
X
1
x [i/iu/ﬁr/f_‘—> eo ar] +0
_ | svi svitum
Su
SO sotum
svari svaritum
Svr
* | svar svartum
Case IlI:

If x has two syllables such that x(1)= 7, then

1
x[f—>ar] +i+tum
tum(x) =
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1
X [f‘ ar] +1+ tum
_ 1
X [1: - ar] +i
X 1 tum(x)
X [f - ar] +1
VE vari varitum
Y| vari varitum
_ | kari karitum
kr -
* | kari karitum
Case llI:

If x € {gup}, then
2
X[u—>o]+i+tum
tum(x) = X [u E» 0] + 0+ tum

2
X[u—>o]+éy+i+tum

2 An exhaustive list of cases for Tumun and san
pratyayas including the multivalued cases are given
in the appendix in Devanagari script.



X c'(1) +v'(1) | san(x)

cyut cu cucyotisa
cucyutisa

klis Ci ciclesisa
ciklisisa

X [u i 0] +1i
2
X x [u - o] +0 tum(x)
2
X [u - 0] +ay+i

gopi gopitum
gup | gop goptum

gopayi gopayitum
Case IV:

If x € {trp drp}, then
2
x[r—>ar] + 0 + tum
tum(x) =1 x [r_‘ 4 r] + 0+ tum

2
x[r—>ar]+i+tum

7 Conclusion

According to the mathematical definition of a
function, it generates a unique output for every
input. However, while mathematically modelling
Pratyayas in Sanskrit we came across several
instances where a single input was generating
multiple outputs, which have been represented by
multivalued functions.

To ensure brevity, Panini has used several tools
which have been compared with their equivalent

X [Ij i ar] +0
2
X X [lj - r] +0 tum(x)
I
kx [1_‘ i ar] + i
darp darpatum
drp | drap draptum
darpi darpitum

Some Multivalued functions for San Pratyaya

Case I:

If x’(1)=c, x’(2)=v= 1 u, x’(3)=c in x(which has

exactly 3 letters), then

Tx)+v'(1) +x[iu—-eo]+isa
Tx) +v'(1) +x +isa

where, T(X)=c'(1)[k gbhsh - cjbs]]

san(x):{

X T(x) +v'(1) | san(x)
gud ju jugodisa
jugudisa
yut yu yuyotisa
yuyutisa
vith Vi vivethisa
vivithisa
cit ci cicetisa
cicitisa
Case lI:

If there is only one v in X, such that x(2)=v=i u
and starts with at least two consonants i.e x’(1)=c,
x’(2)=c, then

san(x)=

{c’(l) +v' (1) +x{v[iu 2 eo]}+px)+sa
) +v' (D) +x+p) +sa

Functions Paninian tools
X(2) upadhd
c’1,c’2,...,v’1if ekac
X'1=consonant;
c’l,c’2,...,v2if
X'1=vowel
Multivalued functions | va, vibhasa,

anyatarasyam

x(1) antya
- anuvrtti

Table 1: Paninian Techniques vs functions

tools in our functional approach.

What we are essentially denoting as x(2) in our
functions i.e. the penultimate term is nothing but
upadha. Panini by convention treats x(1) as the
end and calls it antya. This is clear from the
definition of wupadha given by Papini in
Astadhyayi sitra ‘1.1.65 alontyat pirva upadha’,
which means ‘The letter immediately preceding
the last letter of a word is called penultimate
(upadha) (Creative Commons, 2020)’. As stated
before in the paper, the words va, vibhasa, and,
anyatarasyam are used by Panini to denote
optional forms that we have demoted by
multivalued functions.

Another important feature of Paninian
grammar is anuvriti, which is a technique of
carrying some parts of the previous sitras to the
next sitras. Due to anuvrtti, the order in which
various elements appear in the sitra itself are very
important. However, we do not need to define any
such equivalent tool in our modeling as long as



we define some global functions and operators
such as p(x) and the ‘+’ operator.

By mathematically modeling pratyayas, the
reason behind use of these techniques employed
by Panini to ensure brevity becomes very clear.

Mathematical modelling of Papinian grammar
in this way helps identify some general patterns,
each of which is grouped separately as a case in
the functions. These patterns are mainly
dependent upon the occurrence of certain specific
syllables at certain places. However, we observed
that there are some dhatus which even after
fulfilling the conditions given in the cases, give an
output which is different from what is observed in
the literature. All such cases needed a separate
approach. Hence the for the treatment of such
cases input sets for those particular cases have
been defined.

The knowledge of Paninian rules also helps us
reduce the number of individual cases that have
been constructed for each function. It helps group
certain cases together into a single generalized
case. For example: instead of writing three
individual functions for i—e, u—o0, and r—ar, the
knowledge of the rules in Astadhyayr helps to
write a general case of the formiur —eoar

Writing such functions for all other pratyaya
functions may lead us towards a global function
for pratyayas and for other grammatical tools as
well. This technique of mathematical modelling is
extremely helpful to understand Sanskrit grammar
for people who are non-linguists or do not
understand the technicalities of Sanskrit grammar.
This mathematical model can also form a base for
further processing of the grammatical rules for
natural language processing of the language with
the help of well-defined input and output sets.
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Abstract

In this paper we explore the use of Predic-
tion by partial matching (PPM) compres-
sion based to segment Hadith into its two
main components (Isnad and Matan). The
experiments utilized the PPMD variant of
the PPM, showing that PPMD is effective
in Hadith segmentation. It was also tested
on Hadith corpora of different structures.
In the first experiment we used the non-
authentic Hadith (NAH) corpus for train-
ing models and testing, and in the second
experiment we used the NAH corpus for
training models and the Leeds University
and King Saud University (LK) Hadith cor-
pus for testing PPMD segmenter. PPMD
of order 7 achieved an accuracy of 92.76%
and 90.10% in the first and second experi-
ments, respectively.

1 Introduction

Automated text segmentation is the task of
building a tool that can automatically iden-
tify sentence boundaries in a given text and
divide them into their components. The need
to convert unstructured text into a structured
format is especially important when dealing
with unstructured text such as web text or old
documents.

One of the most important types of old holy
Islamic texts in the Arabic language is Hadith.
Hadith—the second source of Islam—refers to
any action, saying, order, or silent approval of
the holy prophet Muhammad that was deliv-
ered through a chain of narrators. Each Hadith
has an Isnad—the chain of narrators—and a
Matan—the act of the prophet Muhammad.
Figure 1 shows an example of Hadith.

While most ordinances of Islam are men-
tioned in the Quran in general terms, detailed
and vivid explanations are often provided in
the Hadith. This gives the Hadith importance
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among Muslims. For example, prayer, s\a\’,
is mentioned in the Quran, while the Hadith
specifies what Muslims should do and say; the
Hadith explains the time for each prayer and
what Muslims should do before and after the
prayer. In contrast to the Quran, some Hadiths,
which have been handed down over centuries,
have been corrupted by incompetent narra-
tors who transferred them incorrectly. Hadith
scholars have classified these as non-authentic
Hadiths.

Al-Humaydee ‘Abdullaah ibn Az-Zubayr narrated to us saying:
Sufyaan narrated to us, who said: Yahyaa ibn Sa'eed Al-Ansaree
narrated to us: Muhammad Ibn Ibraahcem At-Taymee informed
me: That he heard ‘Alqamah Ibn Waqaas Al-Laythee saying: I
heard "Umar ibn Al-Khattaab whilst he was upon the pulpit saying:
I heard Allaah’s Messenger (salallaahu ‘alaihi wassallam) saying:
“Indeed actions are upon their intentions”
sl G (59 s 08 Skt U 08 30 45 40 e ol s
Ot g oty 0 Al e 21 4,080 ) G 202 1ogt] 08 4 aat
B lia &) Oty Gt OB el e X 0l gy Rl 0 ek G
“ gy Mae 1 iy

Figure 1: An example of Hadith, Isnad in black
and Matan in green.

Automatic Hadith segmentation of Isnad and
Matan can help Hadith researchers, some of
whom focus on an Isnad with the aim of study-
ing narrators’ reliability, the links between
them, or how a specific Hadith has been trans-
ferred through the ages, sometimes generat-
ing a graphical visualization to represent this
(Azmi and Badia, 2010). Other research con-
centrates on Matan to classify Hadiths into
topics (Saloot et al., 2016).

Teahan (2000) used prediction by partial
matching (PPM) to solve several NLP prob-
lems, such as text classification and segmen-
tation. Altamimi and Teahan (2017) and
Tarmom et al. (2020b) pointed out that us-
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ing a character-based compression scheme for
tasks such as detecting code-switching and gen-
der/authorship categorization is more effective
than word-based machine learning approaches.
Many current Hadith studies use a word-based
method to segment Hadith from the six canon-
ical Hadith books, but the method of this pa-
per uses a character-based PPM compression
method to automatically segment the Isnad
and Matan. Our goals are to evaluate PPM
segmenter on (1) unstructured Hadith text
from lesser-known Hadith books and (2) well-
structured Hadith text from the six canonical
Hadith books.

This paper explains the data sets chosen for
our experiments and outlines the experiments
performed on Arabic Hadith text to evaluate
the PPM compression method. Finally, we
draw conclusions and suggest future work based
on this study.

2 Related Work

There have been relatively few studies on the
segmentation of Hadith into Isnad and Matan.
One study was carried out by Harrag (2014),
who developed a finite state transducers-based
system to detect the different parts of a Ha-
dith, such as Title-Bab, Num Hadith, Sanad
‘Isnad’, and Matn ‘Matan’. The disadvantage
of this system is that it was built to depend
on the Hadith structure in Sahih Al-Bukhari
book (the most trusted Hadith book), which
cannot be used for other Hadith books. Fig-
ure 2 shows the Hadith structure in the Sahih
Al-Bukhari book. This system achieved a pre-
cision of 0.44 for Isnad extraction and 0.61 for
Matan extraction.

m7
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l e 1ol -2“3]
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Figure 2: An example of a Hadith structure in the
Sahih Al-Bukhari book (Harrag, 2014).
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Book Name Precision Recall F1 Measure
Sahih Muslim English  96% 91% 93%

Sahih Bukhari English  99% 99% 99%

Sunan Abudawud 100% 100% 100%

Mawta Imam Malik 100% 100% 100%

Table 1: Results of different Hadith books (Mah-
mood et al., 2018).

Mahmood et al. (2018) selected authentic
and reliable Hadith sources such as Sahih Al-
Bukhari, Sahih Muslim English, and Sunan
Abu Dawud. Since these books differ in for-
mat, structure, length, and content, the re-
searchers used different kinds of regular expres-
sions (Regex) for data extraction. However,
Hadith patterns extracted by their system lack
detail. The results obtained by their system
are summarized in Table 1.

Maraoui et al. (2019) implemented a seg-
mentation tool to automatically segment Isnad
and Matan from each text from the Sahih Al-
Bukhari book. First, they analysed the Sahih
Al-Bukhari corpus and identified the words that
distinguish Isnad from Matan. These words
were then added to the trigger word dictionary.
This tool achieved a precision of 96%.

Altammami et al. (2019) built a Hadith seg-
menter using N-grams. The Sahih Al-Bukhari
book was selected as a training set, and the
testing set was manually extracted from the six
canonical Hadith books. Their result showed
that using bi-grams achieved a much higher
accuracy (92.5%) than tri-grams (48%).

Most Hadith segmentation research works
have used the six famous Hadith books, called
The Authentic Six “wud C\awz\\’. Hence, there
is a shortage of research on lesser-known
Hadith books, such as Fake Pearls of the
Non-Authentic Hadiths ‘. o 3% seah)
45 \. These books contain a mixture of au-
thentic and non-authentic Hadiths and do not
have a clear structure, which makes the seg-
mentation task more complex. Also, character-
based text compression methods have not been
used in previous Hadith segmentation studies.
Our work seeks to fill these gaps in research.

3 Data Collection

For this study, we selected a non-authentic
Hadith (NAH) corpus built by Tarmom et al.
(2020a) as a training and testing set. The
main feature of this corpus is that it contains



452,624 words from different lesser-known Ha-
dith books. It also included several annotated
Hadith books, which help to determine the
switch points between the Isnad and the Matan,
and thus provide a ground truth. Table 2 shows
the NAH corpus contents.

These books were downloaded from Hadith
websites such as islamweb.net and almeshkat.net
as Word files and converted to csv files. Some
of these books have both Hadiths (authentic
and NAH), while others only contain NAH.
The annotating process was done to determine
eight primary features for each Hadith in this
corpus. These are No., Full Hadith, the Isnad,
the Matan, the Authors Comments, the Hadith
Type, Authenticity and Topic. A description of
the NAH corpus features is shown in Table 3.

4 PPM Compression-based
Segmenter

The PPM text compression algorithm is a
character-based model that predicts an upcom-
ing symbol by using the previous symbols with
a fixed context. Every possible upcoming sym-
bol is assigned a probability based on the fre-
quency of previous occurrences. If a symbol
has not been seen before in a particular context,
the method will ‘escape’ to another lower-order
context to predict the symbol. This is called
the escape method and is used to combine the
predictions of all character contexts (Cleary
and Witten, 1984). Different variants of PPM
have been produced in order to give better com-
pression results, such as PPMC (Moffat, 1990)
and PPMD (Howard, 1993). Howard (1993),
who invented PPMD, showed that PPMD gives
better results for text compression than PPMC.
Equation 1 defines how PPMD estimates the
probability P for the next symbol ¢:

_ 2Cq(¢) — 1

Plo) = =50

(1)

where d is the coding order, T indicates how
many times that the current context, in total,
has existed, and Cy(¢) is the total number of
instances for the symbol ¢in the current con-
text. Equation 2 defines how PPMD estimates
the escape probability e:

tq

“~ o

(2)
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where t; represents how many times that a
unique character has existed following the cur-
rent context.

Table 4 describes how PPM handles the
string ‘PXYZXY’ with order k=2. For illus-
tration purposes, two has been chosen as the
model’s maximum order. In order two, if the
symbol ‘Z’ follows the context ‘PXYZXY’, its
probability will be % because it has been found
before (XY —Z). The encoding of the symbol
‘Z’ requires -log(3)=1 bit.

If the symbol ‘I’ follows the context
‘PXYZXY’, an escape probability of % will be
arithmetically encoded because it has not been
found after ‘XY’ in order two. Then the PPM
algorithm will move to the lower order, which
is order one. In order one, because the symbol
“T” has not been found after the symbol ‘Y’,
an escape probability of % will be also encoded.
Then, it will be repeated in order zero and an
escape probability of % will be be encoded
because the symbol ‘T’ has not been found in
order zero. Finally, the algorithm will move to
order —1. In this order, all symbols are found
and the probability will be ﬁ, where A = 256
(the alphabet size for ASCII), so its probability
will be ﬁ . The encoding of the symbol ‘T’
requires -log(3 x 1 x 14—0 X ﬁ):11.32 bits.

Tawa is a compression-based toolkit that
adopts the PPM algorithm. It consists of
nine main applications, such as classify,
codelength, train, markup, and segment
(Teahan, 2018). This study concentrates on
two applications provided by the Tawa toolkit:
building models and text segmentation.

4.1 Viterbi Algorithm

For text segmentation using Tawa, we used
the toolkit’s train tool to train multiple mod-
els on representative text under research. We
then used the markup tool, which utilizes the
Viterbi algorithm (Viterbi, 1967). This uses
a trellis-based search (Ryan and Nudd, 1993)
to find the segmentation with the best com-
pression with all possible segmentation search
paths extended at the same time, discarding
the poorly performing alternatives (Teahan,
2018).

Figure 3 shows an illustrative example of
the search tree for the text segmentation prob-
lem in the Tawa toolkit. In this example, the



. Book Reference Name Book’s Title

Author

Book’s Contents Hadith’s Type No. of words

1 N1 ezl C\n.a\\, SN, J;a\:‘ﬂ\ Q\SJ}\ S\ed) & e ;\ Isnad/Matan/Comments ~Authentic and NAH 121,080
2 N2 Bl gy sllad\ 5 23 TPy S Lode B (5l Ol Matan/Comments NAH 2,898
3 N3 1 B A s b Q) o3 ey :,._:\;ﬂ\ k} e geal) 50 ol 5N PN Isnad/Matan/Comments ~Authentic and NAH 15,421
4 N3_2 DA s b Q) ety ;.._;\.:ﬂ\ 3 el RSN éa,:.ﬂl\ UA IV Isnad/Matan/Comments ~Authentic and NAH 151,382
5 N4 o) BLy OE 3wl ROV} el Ol Isnad/Matan/Comments NAH 5,675
6 N5 BN ) 5o S b Ol B ) s f_ﬁ\ A U aal Matan/Comments NAH 16,382
7 N6 WA by _’ﬂ_a\;ﬁ\ 9 Ge g £\ L}‘{,.‘.\\ & o Q\.N‘\ Matan/Comments NAH 139,786
Table 2: The NAH corpus contents.
Features Description
No. The Hadith reference number.
Full Hadith The Hadith as it appears in the book without annotations
Isnad The chain of narrators
Matan The act of the Prophet Muhammad
Authors Comments The author describes the authenticity of each Hadith
Hadith Type The Hadith Type (Magtu‘ t}a_'a.-, Mawquf 2§ 4 and Marfo & ) or Hadith degree (u..wcc.a s and so on)
Authenticity Whether this Hadith is authentic or non-authentic
Topic The chapter title
Table 3: Features of the NAH corpus.
Order k=2 Order k=1 Order k=0 Order k=1 . .
Prediction | ¢ | p Prediction | ¢ | p Prediction | ¢ | p Prediction ‘ c ‘ D 5-1 FlrSt Experlment
PX oY |1[|1/2]P =X 1[12]P 1[1/10] 4 [T 1/[A]
SBse |1]1/2] SBse 112X 2 [ 2/10 . . .
S A RS HE R 2210 In this experiment, the first book in the NAH
—Esc p —FEsc B A
e R RS H R - D corpus, N1, was chosen for training purposes.
—Lsc —hSsc Z
w7 zE, i This book is called the False, Disreputable, and
sc sc .
Well-known Hadith Texts ‘xS ULl palally JLLY)
Table 4: Handling the string ‘PXYZXY’ using

PPM with order 2.

tree has a branching of two, since two labels
have been used: Isnad and Matan. The la-
bel <I> (used for the Isnad model) and <M>
(used for the Matan model) show the trans-
formed sequences within each node. If a char-
acter switches from one model to the other,
the sentinel character is encoded. The com-
pression codelength is also calculated for the
transformed sequence, which it appears on the
right of each node and below the last nodes.
The smallest one, which is the best segmented,
is shown in bold font.

5 Evaluation Experiments

Two experiments were performed as part of the
evaluation of the compression-based method
(provided by Tawa) (Teahan, 2018) to automat-
ically separate Hadith into two components,
Isnad and Matan. In the first experiment we
used the NAH corpus for training models and
testing, and in the second experiment we used
the NAH corpus for training models and the
Leeds University and King Saud University
(LK) Hadith corpus, built by Altammami et al.
(2020), for testing PPM segmenter.
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4B, 2% It consists of 732 Hadiths and 121,080
words. Isnads and Matans were manually ex-
tracted from N7 for Isnad and Matan training
models, which were 52,221 and 33,489 words
long, respectively. The testing text was man-
ually extracted from the third book in NAH
corpus, N3 1, which contained just Isnad and
Matan and is 6,339 words long.

For automatic Hadith segmentation, differ-
ent orders of PPMD were performed, from or-
der 3 to order 10. As shown in Table 5, Order 7
obtained a higher accuracy of 92.76%, a higher
average recall of 0.9365, a higher average preci-
sion of 0.9231, and a higher average F-measure
of 0.9288. A sample output from the first ex-
periment is shown in Figure 4. Figure 5 shows
the last part of Isnad texts were predicted as
Matan such as é,w) de ) o I e s o T8
has been narrated on the auth(;rity of Jabir on
the authority of the Prophet, may God bless
him and grant him peace’(highlighted in blue).

We noticed that the structure of the Isnad
texts used in the training set and the testing
set differed, creating some confusion in the
result. The type of Hadith is given at the be-
ginning of each Hadith in NI, for example &>
¢h ‘Marfo Hadith’, which was not labelled as
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Figure 3: An illustrative example of the search tree for the text segmentation problem in the Tawa toolkit.

Orders Accuracy (%) Recall Precision F-measure
2 83.34 0.8580  0.8555 0.8568

3 87.20 0.8914  0.8801 0.8858

4 88.04 0.8996  0.8843 0.8919

5 87.02 0.8881  0.8800 0.8840

6 88.58 0.9022  0.8901 0.8961

7 92.76 0.9365 0.9231 0.9288

8 92.68 0.9356  0.9222 0.9345

9 92.67 0.9350  0.9215 0.9282

10 91.78 0.9275  0.9127 0.9200

Table 5: Hadith segmentation using PPMD.
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Figure 4: Sample output using PPMD with Order
7.

Isnad (see Figure 6). In the N3 1 book, each
type of Hadith has been written at the end of
the Isnad (see Figure 7). Figure 8 shows that
Isnad and Matan are correctly predicted but
the word ke $ » ‘Marfo’ was wrongly predicted

Lol wlhad! oo
paa | o] Jhw JLE o3l

<Isnad>iax. Lol il JL3y
Gl = olbeade ol sl
O e i e el
sl 2l ge L] ool G aaal ol <\Isnad>
<Matan> oo jplwy ke § Lo ol ge le e
S wid Gelae of il JLS

<\Matan>

<Isnad> Lxw LiSus 3!yl wesl o dexe LiSas
Olade (o wama o guae oo Mo ol S dame (o
g Ouadl e Ly oo ddle e 5111 <\Isnad>
</\Isnad><Matan>.>1 sy & ol Llegbdps il o
By ad el 4l A5, 5Ly p3Vl g s dages
dodiog Jdos Jeos S dog e 4o G)0 s
s peo sl Lo

<\Matan>

Figure 5: An example of confusion between an Is-
nad and a Matan using PPMD with Order 7.

as belonging to a Matan since it did not appear
in the Isnad training set (highlighted in blue).

O dana Juail) ol pal L i) g gh e Syaa
s jalh ol Was 18 ¢ laidl oy aeal o e
CR dana G di) ne Whas t(JU8 aliall Gulall o
O ) AR gl Waa 1B g ) a3l e
e oo el ) O dielen Was 18 o »
A e i) e el e a0 3320
Tyl Jaaxia e i€ (o ™ 18 alusy Adle
ALY Al e i 13 (i
& sl zlaal) o alua cpual)

188 Ca o e Al o e daymaa

Figure 6: An example of Hadith from N1 book
(Hadith’s type is in bold).
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Figure 7: An example of Hadith from N3 1 book
(Hadith’s type is in bold).
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Figure 8: An example of confusion between an Is-
nad and a Matan, from the first experiment, be-
cause of different Hadith structures in training and
testing sets.

We classified some Hadiths as hard Hadiths
owing to having a story in the Isnad or between
Isnad and Matan which makes the segmenta-
tion task more complex. There are two different
type of these stories: a narrative story and a
chronology story. The narrative story refers to
any story related to the narrator such as de-
scribing where did he live, his age, who did he
meet and so on. The chronology story means
telling a sequence of events in order (Sternberg,
1990) such as describing the first event which
is the prophet Muhammad and his compan-
ions’ scene, why did he say a certain Hadith
or the person/ group of people who came to
ask him and then the following event will be
the Matan. We labelled the narrative story
as Isnad and the chronology story as Matan.
Figure 9 shows an example of the narrative
story wrongly predicted as Matan.

5.2 Second Experiment

In this experiment, we used Isnad and Matan
training models that were produced from the
first experiment. The LK Hadith corpus was
chosen for testing purposes. It is a parallel
corpus of English-Arabic Hadith, containing
39,038 annotated Hadiths from the six canoni-
cal Hadith books.

From the LK corpus, we manually extracted
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Figure 9: An example of the narrative story
wrongly predicted as Matan using PPMD with Or-
der 7 (highlighted in blue).

chapters two and three from the Sahih Al-
Bukhari book, comprising a testing file of
10,539 words. We noticed that the last part
of Isnads, such as JB gw/) ale & e (I ‘the
Prophet, may God bless him and gra:nt him
peace, said’, were labelled as Matan so we rela-
belled these parts as Isnad for consistency with
the labelling throughout. Then we removed
Arabic diacritics (Al-Tashkeel) and quotation
marks.

Order 7 was chosen since it had a higher
accuracy rate in the first experiment. The
Hadith segmentation using PPMD produced
an accuracy of 90.10%, an average precision
of 0.9249, an average recall of 0.8607, and an
average F-measure of 0.8914. Figure 10 shows
the confusion matrix of this experiment and
Figure 11 shows an example of the chronology
story correctly predicted as Matan from this
experiment.
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- 20000
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- 10000
11237
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Figure 10: Confusion matrix of the second experi-
ment’s results.

6 Conclusion and Future Work

In this paper, we evaluated PPM compression-
based method for automatic segmentation of
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Figure 11: An example of the scene’s story cor-
rectly predicted as Matan from the second experi-
ment (highlighted in blue).

Arabic Hadith. The experiments showed that
PPMD is effective in segmenting Hadith into its
two main components (Isnad and Matan), hav-
ing been tested on Hadith corpora (NAH and
LK) that have different structures. The main
innovation in these experiments is their use of
a character-based text compression method to
segment Hadith.

For training Isnad and Matan models we
used the first book in the NAH corpus. In the
first experiment, we used the third book in the
NAH corpus, which lacks a clear structure, as
a testing set. We found that PPMD of order
7 obtained a higher accuracy (92.76%) than
other orders. In the second experiment, we
aimed to evaluate PPMD segmentation on a
different Hadith corpus so we used the Sahih
Al-Bukhari book of the LK Hadith corpus for
testing purposes, which produced an accuracy
of 90.10%.

The first experiment showed that the Ha-
dith’s type is not in the same place between the
training and testing set, which leads to some
confusion between Isnad and Matan. Possible
ways to reduce this confusion that could be
undertaken in future work may be to (1) ex-
tend the Isnad training set to have different
Isnads structured from different Hadith books,
(2) clean the testing set from all non-Isnad
words.
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Abstract

Current voice assistants typically use the best
hypothesis yielded by their Automatic Speech
Recognition (ASR) module as input to their
Natural Language Understanding (NLU) mod-
ule, thereby losing helpful information that
might be stored in lower-ranked ASR hypothe-
ses. We explore the change in performance
of NLU associated tasks when utilizing five-
best ASR hypotheses when compared to sta-
tus quo for two language datasets, German and
Portuguese. To harvest information from the
ASR five-best, we leverage extractive summa-
rization and joint extractive-abstractive sum-
marization models for Domain Classification
(DC) experiments while using a sequence-to-
sequence model with a pointer generator net-
work for Intent Classification (IC) and Named
Entity Recognition (NER) multi-task experi-
ments. For the DC full test set, we observe
significant improvements of up to 7.2% and
15.5% in micro-averaged F1 scores, for Ger-
man and Portuguese, respectively. In cases
where the best ASR hypothesis was not an
exact match to the transcribed utterance (mis-
matched test set), we see improvements of up
to 6.7% and 8.8% micro-averaged F1 scores,
for German and Portuguese, respectively. For
IC and NER multi-task experiments, when
evaluating on the mismatched test set, we see
improvements across all domains in German
and in 17 out of 19 domains in Portuguese
(improvements based on change in SeMER
scores). Our results suggest that the use of
multiple ASR hypotheses, as opposed to one,
can lead to significant performance improve-
ments in the DC task for these non-English
datasets. In addition, it could lead to signif-
icant improvement in the performance of IC
and NER tasks in cases where the ASR model
makes mistakes.
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1 Introduction

Recent years have seen a dramatic increase in the
adoption of intelligent voice assistants such as
Amazon Alexa, Apple Siri and Google Assistant.
As use cases expand, these assistants are expected
to process ever more complex user utterances and
perform many different tasks. Some of the key com-
ponents that enable the performance of these tasks
are housed within the spoken language understand-
ing (SLU) system; one being the Automatic Speech
Recognition (ASR) module which transcribes the
users’ vocal sound wave into text and another be-
ing the Natural Language Understanding module
which performs a variety of downstream tasks that
help identify the actions requested by the user (Ram
et al., 2018; Gao et al., 2018). These modules per-
form in tandem and are crucial for the successful
processing of user utterances. Typical ASR models
generate multiple hypotheses for an input audio sig-
nal, that are ranked by their confidence scores (Li
et al., 2020). However, only the top ranked hy-
pothesis (referred to hereafter as the ASR 1-best)
is usually processed by the NLU module for down-
stream tasks (Li et al., 2020).

Three major tasks performed by the NLU mod-
ule are Domain Classification (DC), Intent Classifi-
cation (IC) and Named Entity Recognition (NER).
DC predicts the domain relevant to the utterance
(Weather, Shopping, Music etc.) and IC extracts
actions requested by users (some examples are, buy
an item, play a song or set a reminder). NER is
focused on identifying and extracting entities from
user requests (names, dates, locations, etc.). Cur-
rent NLU models usually take in the ASR 1-best
hypothesis as input to perform NLU recognition (Li
et al., 2020). However, the highest-scored ASR hy-
pothesis is not always correct and, at times, can lead
to downstream failures including incorrect NLU
hypotheses. These errors can be mitigated by uti-
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lizing multiple top-ranked ASR hypotheses (ASR
n-best hypotheses) in NLU modeling, which have a
higher likelihood of containing the correct hypothe-
sis. Even in the case of all n-best hypotheses being
incorrect, the NLU models may be capable of re-
covering the correct hypothesis by integrating the
information contained within the n-best hypothe-
ses. Hence, the use of multiple hypotheses should
help obtain firmer predictions from ASR modules
for their corresponding NLU module and result in
improved performance.

In this study we focus on two non-English inter-
nal datasets, German and Portuguese, and evaluate
the use of ASR n-best hypotheses for improving
NLU modeling within these contexts. Given that
the ASR models we use in this experiment pro-
duce a maximum of five (or less) hypotheses per
input utterance, we utilize all available hypotheses
(referred to hereafter as the ASR 5-best) for our
work. We leverage two BERT-based summariza-
tion models (Devlin et al., 2019; Liu, 2019; Liu and
Lapata, 2019) and a sequence-to-sequence model
with a pointer generator network (Rongali et al.,
2020) to extract the information from the ASR
5-best hypotheses. We show that using multiple hy-
potheses, as opposed to just one, can significantly
improve the overall performance of DC, and the
performance of IC and NER in cases where the
ASR model makes mistakes. We describe relevant
work in Section 2 and present a description of our
data set and opportunity cost analysis in Section 3.
In Section 4 we describe the architecture of our
models. In Section 5, we present our experimental
results followed by our conclusions in Section 6.

2 Related work

Using deep learning models for summarization has
been an active area of research in the recent past.
Two popular types in current literature have been
extractive summarization and abstractive summa-
rization. Extractive summarization systems sum-
marize by identifying and concatenating the most
important sentences in a document whereas ab-
stractive summarization systems conceptualize the
task as a sequence-to-sequence problem and gen-
erate the summary by paraphrasing sections of the
source document. Extensive work has been done
on extractive summarization (Liu, 2019; Cheng
and Lapata, 2016; Nallapati et al., 2016a; Narayan
et al.,, 2018b; Dong et al., 2018; Zhang et al.,
2018; Zhou et al., 2018) and abstractive summa-
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rization (Narayan et al., 2018a; See et al., 2017;
Rush et al., 2015; Nallapati et al., 2016b) used in
isolation. Furthermore, studies have shown im-
provement in summary quality when extractive and
abstractive objectives have been used in combina-
tion (Liu and Lapata, 2019; Gehrmann et al., 2018;
Lietal., 2018).

Liu (2019) proposed a simple, yet powerful,
variant of BERT for extractive summarization in
which they modified the input sequence of BERT
from its original two sentences to multiple sen-
tences. They used multiple classification tokens
([CLS]) combined with interval segment embed-
dings to distinguish multiple sentences within a
document. They appended several summarization
specific layers (either a simple classifier, a trans-
former or an LSTM) on top of the BERT outputs
to capture document level features relevant for ex-
tracting summaries. Following this work, Liu and
Lapata (2019) proposed a model that comprises
of the pre-trained BERT extractive summarization
model (Liu, 2019) as the encoder and a decoder
which consists of a 6-layered transformer (Vaswani
et al., 2017). The encoder was fine-tuned in two
stages, first on the extractive summarization task
and then again on an abstractive summarization
task resulting in a joint extractive-abstractive model
that showed improved performance on summariza-
tion tasks.

The utilization of multiple ASR hypotheses for
improved NLU model performance across DC, IC
tasks was first introduced by Li et al. (2020). They
proposed the use of 5-best ASR hypotheses to train
a BILSTM language model, instead of using a sin-
gle 1-best hypothesis selected using either majority
vote, highest confidence score or a reranker. They
explored two methods to integrate the n-best hy-
pothesis: a basic concatenation of hypotheses text
and a hypothesis embedding concatenation using
max/avg pooling. The results show 14%-25% rela-
tive gains in both DC and IC accuracy.

In our work, we explore the performance im-
provement offered by utilizing the ASR 5-best hy-
potheses in previously unexplored languages, Ger-
man and Portuguese. We also differ from previ-
ous studies due to our use of the superior BERT-
based extractive (Liu, 2019) and joint extractive-
abstractive (Liu and Lapata, 2019) summarization
models to extract a summary hypothesis for the DC
task, from the ASR 5-best.

Voice assistants traditionally handle IC and NER



tasks using semantic parsing components which
typically comprise of statistical slot-filling systems
for simple queries and, in more recent time, shift-
reduce parsers (Gupta et al., 2018; Einolghozati
et al., 2019) for more complex utterances. Rongali
et al. (2020) proposed a unified architecture based
on sequence-to-sequence models and pointer gen-
erator networks to handle both simple and complex
IC and NER tasks with which they achieve state-
of-the-art results. In this work, we use a model
that expands this approach to consume the 5-best
ASR hypotheses and evaluate its performance on
IC/NER tasks for the two language datasets consid-
ered.

3 Data

Our experiments focus on two non-English inter-
nal datasets; German and Portuguese. We run all
utterances in each language through one language-
specific ASR model and take the top-ranked ASR
hypothesis for each utterance as ASR 1-best and
all available hypotheses for each utterance (a max-
imum of five in our models) as ASR 5-best. In
addition, we also obtain a human transcribed ver-
sion of each utterance. For German, we use 1.48
million utterances from 21 domains for training and
validation. We split the data randomly within each
domain, with 85% used for training and 15% for
validation. An independent set of 193K utterances
are used for testing. Within the independent test
set we find 17K utterances where the ASR 1-best
did not match the transcribed utterance exactly and
mark them as the “mismatched” test set. (Table 1).
For Portuguese, we use 890K utterances from 19
domains for training and validation, split the same
way as with German. Another 247K utterances are
used for testing. We find 41K utterances within
test, where the ASR 1-best did not match the tran-
scribed utterance exactly, and mark them as the
mismatched test set (Table 1).

3.1 Opportunity Cost Measurement

Li et al. (2020) showed improvement in NLU
model performance on English (en-US) upon uti-
lizing the ASR 5-best hypotheses instead of only
ASR 1-best. However, the impact of this on non-
English languages has not yet been explored. To
understand the opportunity of improvement that
the ASR 5-best hypotheses can lend to NLU model
performance in German and Portuguese datasets,
we analyze the ASR 5-best hypotheses in compar-
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ison to the ground-truth human transcribed data
for each of the considered language datasets. First,
we calculate the number of exact matches to the
transcribed utterance occurring in each of the top 5-
best hypotheses. It should be mentioned that each
ASR hypothesis is different from the others and
only one hypothesis (if at all) can match the tran-
scribed utterance. Next we compute the amount of
exact matches found in the n*?-best hypothesis set,
as a fraction of the volume of exact matches found
at 1-best. The results are shown in Table 2. We
find that the amount of exact matches that occur
in 2-5 best hypotheses, compared to the volume of
exact matches that occur in the top-ranked hypoth-
esis, is large for Portuguese (30.16%) and German
(20.83%) (see Table 2). This gives an indication of
the opportunity present in using hypotheses beyond
ASR 1-best for each language dataset.

In Table 3, we further illustrate the use of the
ASR 5-best hypotheses by showing three possi-
ble cases of stored information that we want our
NLU model to extract; selecting the best matching
hypothesis (first and second rows) and combining
hypotheses (third row).

4 Experimental Setup
4.1 DC models

For our DC experiments, we compare performance
across the following classification models:

e Baseline — A BERT-based classification base-
line model with MLP classifier trained on the
transcribed utterance and tested on the ASR
1-best

¢ BSUMEXT- A BERT-based extractive sum-
marization model trained and tested on the
ASR 5-best

e BSUMEXTABS- A BERT-based joint ex-
tractive and abstractive summarization model

trained and tested on the ASR 5-best

Standard testing on transcribed utterances under-
estimates the combined ASR and NLU errors. In
order to avoid this our test sets exclude transcribed
utterances and thus reflect the real situation.

In Section 3, we described the simple extractive
summarization model proposed by Liu (2019). We
adapt their extractive summarization model to take
the ASR 5-best hypotheses as input and output a
probability score per domain based on a summa-
rized hypothesis. Figure 1 shows the architecture



N

Table 1: Total data set sizes in terms of utterance counts

Language | Train Validation | Test (full) | Test (mismatched)
German 1,255,402 | 221,543 192,697 16,672
Portuguese | 756,148 133,438 246,638 40,896

Table 2: Exact Matches to the transcribed utterance
found in ASR n-best as a percentage of Exact Matches
found in ASR 1-best

n Portuguese (%) | German (%)
2 16.55 10.26
3 7.1 5.01
4 3.92 3.33
5 2.59 2.23
total | 30.16 20.83

of BSUMEXT with ASR 5-best input. The task
of the BSUMEXT model is to create an extractive
summary by picking from the class assigned to
each hypothesis. This summary is then fed into a
multi-layer perceptron classifier to perform the DC
task. As in the case of Liu (2019), vanilla BERT is
modified to include multiple [CLS] symbols. Each
symbol is used to obtained features of each of the
ASR n-best hypotheses preceding it. Alternating
hypotheses fed into the model are assigned a seg-
ment embedding (E_A or E_B), based on whether
it is an even or odd numbered hypothesis. For ex-
ample for a sentence “play music” :

ASR l-best: play muse [E_A]
2> ASR 2-best: play mu chick [E_B]
3 ASR 3-best: play news [E_A]

ASR 4-best: play mus [E_B]

ASR 5-best: play my sick [E_A]

v

The model then takes the [CLS] representation
of each ASR 5-best utterance and performs multi-
headed attention to obtain the summary hypothesis.

For the BSUMEXTABS model, the BERT en-
coder is fine-tuned on an abstractive summarization
task and then further fine-tuned on the extractive
summarization task. In this model the summary
hypothesis fed into the multi-layer perceptron clas-
sifier, is generated token by token in a sequence-to-
sequence fashion. Similar to Liu and Lapata (2019),
a decoupled fine-tuning schedule which separates
the optimizers of the encoder and the decoder is
used.

We trained each of our models for up to 30
epochs and use the best performing model, based
on validation metrics, for evaluating the indepen-
dent test set.
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4.2 IC/NER models

We compare the following models for the IC and
NER tasks:

e Baseline — A BERT-based classification base-
line model trained on the transcribed utter-
ance and tested on the ASR [-best

e BERT _S2S NBEST PTR — A BERT-based
sequence-to-sequence model which employs
a pointer generator network, trained on the
ASR 5-best + transcribed utterance and tested
on ASR 5-best

Instead of a typical sequence tagging prob-
lem, Rongali et al. (2020) propose a unified ar-
chitecture to handle IC and NER tasks as a se-
quence generation problem. We build upon that
approach. BERT_S2S_NBEST_PTR is a sequence-
to-sequence model augmented with a pointer gen-
erator network which functions as a self-attention
mechanism. We expand the architecture proposed
by Rongali et al. (2020) to include multiple in-
put queries. The model task is to generate target
words which can be either intent or slot delimiters
or words that are from the source sequences. The
pointer generator network enables the model to
generate pointers to the source sequences (instead
of using a large vocabulary of tokens) within the
target sequence. An example of a source sequence
with two ASR hypotheses and a target sequence
looks as follows (we use spaces to delimit hypothe-
ses and _&- to delimit separate tokens within an
utterance):

Source: ply_& madonna play_&_ mad_&_ owner
Target: PlaySongIntent ( @ptrl_0

ArtistName ( @ptr0O_1 )ArtistName )
PlaySongIntent

where @ptr0_1, for example, is a pointer to the
second word “madonna” in the first utterance of
the source query. One advantage of using pointers
instead of the actual tokens is the smaller target
vocabulary required for the decoder, resulting in a
more light-weight model.

The architecture consists of a pre-trained BERT
encoder and a transformer decoder (Devlin et al.,



Table 3: Illustrative examples in English that compares the 3-best ASR hypotheses to the transcribed utterance

Transcription 1- best hypothesis | 2-best hypothesis | 3-best hypothesis
buy movie mystery | buy movie mystery | buy my tree but move my tree
who is nelson how is my son who is nelson how samsung
play music pull music pull news play my muse
ASR n-best - ASR 1-best [SEP] - ASR PR Sy - ASR 5-best [SEP]
Embedding | Eas) ” Eiasr) ” Ef1-pest] ” Eisep) “ Ejas) ” Elask) ” Eja-best] ” Ejsep) | _________ | Ejas) ” Ease ” Espest ” Ejsep) |
+
Segment | Ein ” Ein ” En ” En ” Eg) ” Em) ” Ete) ” Etel | ......... | Ew ” Em ” Em ” Em |
Embedding
posiion Le e e flelle ]l el & & ol e ][ ol o]l o]
)
BERT
|
I I | [~ ]
|
| Summarization Layers |

Probability per domain

Figure 1: A schematic of the architecture of the BSUMEXT

2019; Vaswani et al., 2017). The decoder is aug-
mented with a pointer generator network that func-
tions as a self-attention mechanism. Figure 2 shows
the high-level architecture. The Bert encoder pro-
cesses each ASR hypothesis separately. The en-
coder hidden states over all ASR hypotheses are
then concatenated and passed to the decoder. The
decoder hidden states are used to update the atten-
tion mechanism and the tagging vocabulary and
pointer distributions (see Rongali et al. (2020) for
detailed descriptions). These probability distribu-
tions of tags and pointers are used to determine the
next word and tag that is output by the decoder.
The model is trained by minimizing sequence cross
entropy loss over the training set.

These models are domain-specific multi-task
models which handle both IC and NER tasks si-
multaneously. We trained one model per domain
with all models trained for up to 50 epochs. The
best performing model based on validation metrics
was used for evaluating the independent test set.

5 Results and Discussion

5.1 Evaluation

We measure the success of our DC experiments
by comparing both micro- and macro-averaged F1
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scores of our experimental models to those of the
baseline model. Micro- and macro-averaged F1
scores are defined as

Flmic’ro = Zéiél? (1)
Fluso = A5, L= A5, 50 Q)

where P and R are overall precision and recall
respectively and P; and R; are the within class pre-
cisions and recalls respectively. We also calculate
the relative change in error of each experimental
model run with respect to baseline as shown in
equation 3. Note that “lower-is-better” for this met-
ric. In addition to these metrics calculated on the
full test data set, we also calculate these metrics on
the mismatched test set utterances where the ASR
1-best did not match the transcribed utterance.

((IOO—Flczperiment)_(100_F1baseline))
(100_F1baseline))
3)

For the IC and NER experiments, we use Se-
mantic Error Rate (SemER) (Su et al., 2018) as our
metric of choice. SemER is defined as follows:

Agrr = 100 x

D+I+S

SemER = C+D+S

4
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Figure 2: A schematic of the sequence-to-sequence model with attention. Each ASR hypothesis is encoded sepa-
rately. The encoder hidden states are then concatenated and passed to the decoder to have a cross-attention between

encoder and decoder outputs over all ASR hypotheses.

Table 4: Evaluation on the full and mismatched test sets
for DC. Relative change in error rate (A.,..) measured
against baseline for each metric is shown in each suc-
ceeding column (negative is good).

Full set Mismatched set
Model fl_micro fl macro fl micro | fl_macro
(AETT) (AETT) (AE'I'T) (Aem')
German
BSUMEXT -1.60% -4% -5.40% -12%
BSUMEXTABS | -7.20% -3.90% -6.70% -2.30%
Portuguese
BSUMEXT -12.60% | 4.90% -6.30% -0.30%
BSUMEXTABS | -15.50% | -7.30% -8.80% -7.40%

where D=deletion, I=insertion, S=substitution
and C=correct-slots. The Intent is treated as a slot
in this metric and Intent error, considered as a sub-
stitution. We use the relative change in SemER
with respect to the baseline model (equation 5),
both overall and per domain in order to evaluate the
success of our models. Note that “lower-is-better”
for relative change in SemER as well.

SemERezperiment 7semERbaselin8)
SemERbaseline
&)

Agern = 100 x ¢

5.2 DC experiments

Table 4 describes the performance of all the mod-
els defined in Section 4.1 on the full test set and
the mismatched test set (see Section 3 and Table 1).
The full test set enables us to understand the general
performance improvement that can be achieved by
using summarization models. Although utilizing
the full ASR 5-best hypotheses might offer some
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improvement even in cases where the ASR 1-best
hypothesis is an exact match to the transcribed ut-
terance, much more value-add is expected when
using the ASR 5-best hypotheses in cases where
there is a mismatch between the transcribed utter-
ance and ASR 1-best. To study this use case, we
use the mismatched test set.

We observed that a majority of F1 scores across
all models for German exceeded their correspond-
ing values in Portuguese. Our opportunity cost anal-
ysis showed that exact matches between the tran-
scribed utterance and ASR 2-5-best for Portuguese
are higher than for German (see Section 3.1). This
suggests that the German ASR model tends to per-
form better than the Portuguese ASR model. In
this light, the smaller gains in relative change in
error observed for German when compared to Por-
tuguese are likely due to the German ASR model
being superior and therefore leaving smaller room
for improvement.

Figure 3 displays the relative changes of each
model against the baseline for each dataset.
When considering micro-averaged F1 scores, the
BSUMEXT and BSUMEXTABS models out-
perform the baseline in all cases, with the later
out-performing the former. This shows that the
use of ASR 5-best hypotheses can significantly
improve overall classification for both language
datasets. The BSUMEXTABS models also consis-
tently out-perform the baseline on macro-averaged
F1 scores, showing improvement in mean within-
class classification scores as well. This suggests
that BSUMEXTABS with additional fine-tuning



on the abstractive task, is in general more success-
ful at creating a firmer hypothesis for DC than
the pure extractive summarization of BSUMEXT.
For Portuguese, even with the relatively large
percentage of exact matches available for extrac-
tion within its ASR 2-5 hypotheses (see Sec-
tion 3), BSUMEXTABS consistently outperforms
BSUMEXT across all metrics and datasets.

5.3 IC and NER experiments

Table 5 describes the performance of all the models
defined in Section 4.2 on domain-level data from
the full test set and the mismatched test set. As
with the DC experiments, we use the full test set
to understand the general overall performance im-
provement, and use the mismatched test set to iden-
tify improvement in cases where the ASR 1-best
hypothesis is not an exact match to the transcribed
utterance.

When evaluating the BERT_S2S_NBEST_PTR
model, we find that it tends improve performance
specifically on the mismatched test set. For Ger-
man, we find improved performance across every
domain on the mismatched test set (see Table 5)
with an overall SemER improvement of 11.6%
against baseline. However, we only observe im-
provement in three domains on the full set, while
other domains show degradation in SemER. It is
also interesting to note that the domains that im-
prove also had low utterance counts. For Por-
tuguese, testing on the mismatched test set yields
improved performance across 17 out of 19 domains
(see Table 5) with an overall SemER improvement
of 8.1% against baseline, while we see only three
domains show improvement on the full test set.
Our results suggest that the ASR 1-best hypothesis
works well for IC/NER tasks. The noise added by
additional hypotheses seem to degrade results in
the general use case. However, the additional hy-
potheses tend to be very helpful in cases where the
ASR model makes mistakes (i.e. mismatched set
data where the ASR 1-best is not an exact match to
the transcribed utterance).

Our full test set results show that the baseline
model appears to be a better choice for the IC/NER
tasks. However, if we could detect user utterances
where the ASR model might have made a mistake
in its top hypothesis, the ASR outputs (i.e. the
set of all hypotheses) of these utterances could
be channeled to a separate NLU model such as
BERT_S2S_NBEST_PTR, that could build a better

Table 5: Joint evaluation on full and mismatched test
sets for IC/NER tasks. Age,, (%) is the relative change
in SemER against baseline for each domain (negative
is good).

German
Domain S2S_NBEST_PTR
Full Set A,.,, (%) | Mismatched Set A.,, (%)

domain A | 14.79 -14.16
domain B | 30.33 -10.27
domain C | 25.25 -5.83
domain D | 9541 -7.3
domain E | 16.38 -12.68
domainF | 12.54 -18.9
domain G | -33.51 =232
domain H | 7.41 -14.2
domain I 12.96 -25.2
domain J 15.27 -3.72
domain K | 32.02 -7.42
domain L | 89.45 -18.63
domain M | 643.85 -15.95
domain N | 1.06 -7.21
domain O | -34.8 -25.02
domain P | 26.52 -8.74
domain Q | 8.47 -6.13
domain R | 69.35 -13.76
domain S | 19.07 -2.12
domain T | -4.25 -10.93
domain U | 1.92 -7.33
Overall 19.17 -11.64
Portuguese

. S2S NBEST _PTR
Domain

Full Set A,.,, (%) | Mismatched Set A.,, (%)

domain A | 2.89 -14.11
domain B | 18.88 -7.94
domain C | 46.86 -14.7
domainD | 4.3 3.16
domain E | -12.54 -30.65
domain F | 5.87 -18.89
domain G | 6.56 -3.7
domain H | 24.64 -2.57
domainI | 71.12 -24.42
domainlJ | -7.69 -10.03
domainK | 19.16 -5.45
domainL | 11.15 -9.97
domain M | 3.54 -10.58
domain N | 48.85 -10.15
domain O | -30.38 -59.98
domain P | 6.84 -12.29
domain Q | 0.11 -15.66
domain R | 20.49 -8.94
domain V | 1533.33 47.62
Overall 106.58 -8.09
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Figure 3: Relative change in error rate measured against baseline for each metric on full and unmatched test sets

for DC experiments.

hypothesis than the baseline and improve overall
IC/NER performance.

We analyzed the confidence scores of our ASR
models on the full and mismatched test set hy-
potheses to explore the possibility of detecting a
mismatched set ASR output. For each ASR out-
put we obtain the mean confidence score across
all available hypotheses. We then compare the
frequency distributions of the mean confidence
scores in the full and mismatched test sets. Fig-
ure 4 shows the resulting distributions for two ex-
ample domains for each language dataset. We find
that the full set shows a strong peak at high con-
fidence scores while the mismatched set shows a
more uniform distribution. The pronounced differ-
ence in distribution shape suggests that a thresh-
olding mechanism based on the confidence score
output by the ASR model (or a simple classi-
fier trained on ASR outputs and scores) might be
used to predict mismatched test set outputs with
good confidence. Leveraging such a mechanism
might enable the use of a second model such as
BERT_S2S_NBEST_PTR to improve performance
in these mismatched cases, and in turn improve
overall IC/NER performance.

6 Conclusions and future work

In this study, we explore the benefits of using ASR
5-best hypotheses for the NLU tasks in the German
and Portuguese datasets. We explore several mod-
els to perform DC and IC/NER tasks and evaluate
their performance against baseline models that use
ASR 1-best. We find significant overall improve-
ment in performance for the DC task. We also
find significant improvement in performance of the
jointly evaluated IC/NER tasks in cases where the
ASR 1-best hypothesis is not an exact match to
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the transcribed utterance. For the DC task, our
results suggest that the use of ASR 5-best helps
produce better hypotheses and thereby greater im-
provements in the case of slight lower quality ASR
models.

Our next steps will include exploring how dif-
ferent data splits based on ASR confidence scores
might affect the sequence-to-sequence model per-
formance. Furthermore, we will explore perfor-
mance improvements in IC and NER tasks, using
different model architectures and training sched-
ules. We will also expand our study to a larger
set of languages in order to understand how the
use of multiple ASR hypotheses might affect lan-
guages with different lexical distributions. Lan-
guages which use multiple scripts (Japanese, Hindi,
Arabic etc.) or which are more opaque and likely to
have heterographs (e.g., “serial, “cereal”) and those
that have less standardized spelling systems (Hindi
etc) are more likely to have ASR errors. They may
have different levels of improvement with the use
of ASR 5-best hypotheses and we hope to analyze
this in our future work.
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A Grammatical Sketch of Asur: A North Munda language
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Abstract

Asur belongs to North Munda sub-branch
of Austro-Asiatic languages which now
has less than 10,000 speakers. This is a
very first attempt at describing and
documenting Asur language, therefore the
approach of this paper is descriptive
rather than that of answering research
questions. The paper attempts to describe
the grammatical features such as number,
case, pronouns, tense-aspect-mood,
negation, question formation, etc. of Asur
language. It briefly touches upon the
morphosyntactic and typological features
of Asur, with the intent to present a
concise overview of the language, which
has so far remained almost untouched by
documentary linguistics.

1 Introduction

The population of Asur (ISO-639-3) speakers in
2007 was 7,000 (Ethnologue, 2018). UNESO
(Atlas of the World’s Languages in Danger, 2010)
has classified Asur language as a ‘definitely
endangered’ one. Asur is also known as Asuri and
Ashree. Asur, Ho and Mundari are mutually
intelligible as they belong from the group of
Kherwarian languages.

2 Data collection and Methodology

Data for the present work has been recorded from
native Asur speakers living in Bishunpur block,
Gumla district in Jharkhand in India. Data was
recorded mostly through interview method. Audio
recorders were used for data recording; the audio
files were segmented, transcribed and translated
using (SayMore) software, which was also used
for handling metadata related to Asur fieldwork
and data collection, for analysis of data
(Fieldworks) software was used (commonly
known as FLEX). For transcription IPA

(International Phonetic Alphabet); and interlinear
glossing was followed for annotation, along with
free translation in English.

3 Asur Morphosyntax
3.1 Word Order

Asur is a SOV (Subject Object Verb) language,
It is interesting to note that Munda languages
have departed from their non-verb final basic
word order that is found in majority Austro-
Asiatic languages (Jenny, Weber, & Waymuth,
2015) and have shifted to verb final basic word
order like Indo-Aryan languages (Subbarzo,
2012). Example (1) is an intransitive sentence in
Asur which shows the positioning of subject (S),
object (O) and verb (V) in Asur.

1. igp kadri ke lel-1=ip
1S Kadri ACC see-PST=1S
S O \%

“I saw Kandri.”

In Asur the Indirect Object (I0) comes before
Direct Object (DO), but their positions are
interchangeable and shown in (2) and (3).

2. i lamta ke kitab ema-l=ip
1S Lamta ACC book give-PST=1S
S 10 DO V

“I gave book to Lamta.”

3. ig kitab lamta ke ema-l=ip
1S book Lamta ACC give-PST=IS
S DO 10 v

“I gave book to Lamta.”

3.2 Pronouns, demonstratives and

pronominal clitics

Pronouns in Asur have three persons and three
numbers (Singular, dual and plural). In Asur
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language 1* person pronouns for Dual and Plural
have two further categories- inclusive (including
the addressee) and exclusive (excluding the
addressee). The 2™ person singular has different
forms for non-honorific and honorific category,
i.e. /am/ and /ape/ respectively. Table (1) shows
the pronouns in Asur language.

Table 1: Pronouns in Asur

Persons | Singular | Dual Plural

* in alag(inclusive) | abu(inclusive)
alin(exclusive) | ale(exclusive)

2" am aben ape

2""Hon | ape aben ape

31 ae akin aku

Demonstratives are words in a language that are
used to indicate a referent’s spatial or temporal
distance from the spatial or temporal position of
the speaker. Table (2) shows the demonstratives
in Asur.

Table 2: Asur demonstratives

Animacy | Singular Dual Plural
Prox | A nui nokin/nukin | nuku
1A ne?a, nea,
niya
Dist | A huni hokin/hukin | huku
1A hona

Asur pronominal clitics attach to verbs or other
constituents; it bears information about the
subject and/or object of the sentence.

3.3 Number

Asur language distinguishes between animate
and inanimate nouns. Asur animate nouns take
the suffix /=ku/ or /=aku/ to pluralize as in
sentence (8). For inanimate nouns quantifiers are
used to show the sense of plurality. In Asur
plural marker is optionally attached to the noun,
it may also manifests on the verb as agreement
marker or pronominal marker, without appearing

on the noun.
3.4 Quantifiers

Quantifiers are used in a language to indicate
quantity. Some of the quantifiers used in Asur
are as follows:

1. /dber/ and /bagra/ “many” or “much”
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2. /jama/ “all”

3. /miyadmin/ “even a single” or “even
one” (generally used in negative
sentences.)

4. /kati?ken/ “some/little” or “few” (may be
used with count or mass nouns)

3.5 Case and postposition

Asur, being a SOV (Subject Object Verb)
language is postpositional language like Indo-
Aryan languages. The following are case and
postpositional markers in Asur.

3.5.1 Nominative

Nominative case marks the Subject of the verb.
Asur does not overtly mark nominative case, as
can be seen in (1).

3.5.2 Accusative and Dative

Accusative and dative cases are cases given to
noun by the verb. Asur uses /ke/ to mark
accusative as well as dative as shown in
examples (2) and (4).

4. ghora ke cara eme-me
horse DAT fodder give-IMP

“Give fodder to the horse.”

3.5.3 Locative

Locative case is used to indicate location. Asur
locative markers appear as /re/ or /te/.

5. kitab tebal re edana
book table LOC COP.PRS

“Book is on the table.”

3.5.4 Instrumental

Instrumental case is used most often to indicate
use of an instrument for completion of action; in
the following example, instrumental case is used
in Asur to indicate state of being hungry due to
hunger.

6. ram ranek @ te edaniya
ram hunger INST COP.PRS

“Ram is hungry”



3.5.5 Comitative

Comitative is an indicator of accompaniment.
Sentence (7) exemplifies the use of comitative
marker /lo/ in Asur.

7. cepa Dbilai lo ene? tan=ae
child cat COM play Prog=3S

“The child is playing with the cat.”

3.5.6 Ablative

Asur language uses ablative case markers /hare/
or /hare?/ and /tara/ for instances where
separation of two people or things is implied, the
markers can be used interchangeably.

8. cepa=ku ora? tara Dbahir ugun-n=aku
child=3P house ABL outside come-
ITR=3P

“Children came out from the house.”

3.5.7 Genitive

Genitive markers have three forms in Asur i.e.- /-
ala/, /-ali/ and /-ra/ or /-rena/. The marker /-ra/ or
/rena/is used when the possessor is inanimate, /-
ala/ is used when the possessor is animate but the
object that is possessed is inanimate, /-ali/ is used
when the possessor as well as the possessed are
both animate as shown below.

9. kitab -ra/rena panna kaltac -me
book -GEN page flip -IMP
“Turn pages of the book”

10. ram -ala ora?

Ram -GEN house
“Ram’s house.”

11. ram -ali behen

Ram GEN sister

“Ram’s sister ”

Another kind of genitive marker is /t/ which is
followed by the pronominal clitic, attaches to the
possessor whether the possessed object is
animate or animate.

12. mamu t=ip -ala  ora?
maternal uncle GEN=1S GEN house

“My maternal uncle’s house”
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3.6 Infinitives

Asur does not have a marker for infinitives. The
verb without any tense/aspect marker is an
indicator that the verb is infinitive. The verb for
‘sleep’ i.e /nindao/ is in infinitive form in the
example below.

13. igp nindao nanam-tan=in

IS sleep  want-Prog=1S

‘I want to sleep. (I am wanting to sleep)’
3.7 Tense Aspect Mood

3.7.1 Tense

All languages have ways of expressing time.
Tense and aspect markings in Asur cannot be
generated in a formulaic manner; it is
morphologically very complex and inconsistent
like Mundari; as described by Osada (2008) and
Langendoen (1963) .

[a] Present tense: In Asur language the
present tense is unmarked or it may be

said that it exists as null morpheme.

14. igp roj ul jom=in
IS everyday mango eat=1S
“I eat mango every day.”

[b]  Past tense: In Asur past tense is marked
by /l/, /ne/ and /ke/. Sentences (15) and
(16) are past tense sentences in Asur.

15. ip ul jom-l=ip
IS mango eat-PST=IS
“I ate mango.”
16. ig ul jom-ke-d=in
IS mango eat-PST-TR=1S
“I ate mango.”

[e] Future tense: The future tense marker in
Asur is /-ke/ which is homophonous with
the past tense /-ke/ marker as shown in
7).

17. ig gapa ul jom-ke=ip
IS tomorrow mango eat-FUT=1S

“I will eat mango tomorrow.”



3.7.2 Aspect

Aspect gives information about the inside of the
situation, or views the situation as a whole, or in
phases, or informs whether the action was
complete or not.

[a] Progressive aspect: Progressive aspect
describes the internal structure of
progression of a situation or event. In
Asur /-tan/ is a progressive aspect
marker for present tense, as in (13).

[b] Perfect aspect: Perfect aspect which, is
also called complete aspect has three
time points - the point of speech, the
point of event and the reference time.
The marker /-ta/ is used in Asur to mark

perfect aspect.

18. ip ul jom-ta-d=in
1S mango eat-Perf-TR=IS
“I have eaten the mango.”
3.7.3 Mood

Mood expresses attitude; grammatical inflections
are used to convey the attitude related to what is
being said.

[a] Imperative mood performs the function
of forming command, request or advice.

In Asur /-¢/ is the imperative marker.

19. sen-am-e
20-2S[-HON]-IMP
“Go [-HON].”

[b] Potential mood: This mood indicated
the speakers’ opinion about what he/she
considers likely. In Asur the potential
mood /hui/, appears after the verb as
shown below.

20. ig hola ul jom-tahi-I=in  hui
1S yesterday mango eat-Perf- POT
PST=1S
“I might have eaten mango yesterday.”
3.8 Compound verb

Compound verb is a kind of complex verb in
which both polar and vector components are
verbs. In the following Asur example (28) the
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polar verb is on the left and vector verb is on the
right and take all the inflections.

28 ig hor=ku ke ra? agu=ku=in
1 person=3 AC invit bring=3P=1
S P C e S
“I will call and bring people.”

3.9 Question

In Asur language the polarity questions i.e.
questions that evoke a yes-no response can be
formulated by changing the intonation of a
declarative type sentence or with the help of
polar question particle (PQP) /ci/.

21. am buru sen=am ci
2S  forest go=2S PQP

‘Did you go to the forest?’

The basic interrogative particle (Q) forms in
Asur are /oka/, /oke/ and /etan/, /eta/ which stand
for “who” and “what” respectively.

22. oke~oke bajar sen-ne-n=akun
Q~Q market Go-PST-ITR-P.INDF
“Who all went to the market?”

23. am etan likk"a-tan=am
2S Q write-Prog=2S

“What are you writing?”

In Asur /ikin/ is an interrogative particle which is
used in relation to time.

24. ikin bajao-tana
Q time-Prog

“What is the time? (What time is happening?)”

3.10 Negation

Negation marker in Asur is /kae/, /kae?/ or /ka/
and /ir/. Negation marker /kae/ or /ka/ can be
roughly translated as “do not” as shown in (25)
and /ir/ is used in the context of “will not” as
shown in (26).

25. kami Kka huiyo-n-a
work NEG happen-ITR-IND
“Work did not happen.”

26. am ir=am jome=am
2S NEG=2S eat=2S

“You will not eat.”



Example (27) shows another form of negative
particle in Asur i.e. /kania/ which is mainly used
to negate adjectives.

27. bes kania kora
good NEG boy
“not good boy”

3.11 Conjunction

Conjunction is a word or morpheme that
conjoins or links words or larger constituents and
also expresses some semantic relation between
them. In Asur words /he?/ and /hetra/ are used as
connective “and”.

28. Dbariya pen he2/hetra
two pen and.CONJ

“Two pens and one book.”

miyad kitab
one book

In Asur /kowando/ can be translated as “either”.
The phrase /eta lae ci/ is used as connective
“because” or “that is why” and the word /makil/
can be translated as “but” also functions as
conjunction.

4 Other Typological features of Asur

Asur has basic word order SOV. The knowledge
of constituent orderings in a language is essential
to form grammatical utterances in that language.

[a] Adjective precedes the noun it
modifies: In Asur adjective precedes the

noun it modifies as shown in (29).

29.  bes bilai
good.Adj cat
“Good cat”

[b] Relative clauses precede noun it
modifies: In Asur language as well like
in most OV languages the relative clause
precedes the noun it modifies, as shown
below:

30. je kitab am kirig-l=am

REL Dbook 2S buy-PST=2S
“The book that you bought...”

[e] Standard of comparison precedes the
comparative adjective: Standard of
comparison in Asur precedes the

comparative adjective. In the following
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sentence /tara bes/ is the comparative

adjective.
31. sila  suman tara bes kur hake
i
Seel Suma AB goo gitl COP.PR
a n L d S
“Sheela is better girl than Suman.”

[d] Adverb precedes verb: In Asur
language, adverbs precede verbs, as
shown in example (32).

32. huni muruk jorse gul-l=ae
3S  very.Adv loudly.Adv shout-PST=3S

“He shouted very loudly.”

5 Borrowing

Most of the native speakers of Asur are
multilingual. Asur speakers are in constant contact
with other family of languages like Indo Aryan
(Sadri and Hindi) and Dravidian (Kurux). Asur
speakers frequently use not only Hindi and Sadri
noun loan words, but also copular forms like
/heke/ or /hake/ (Kavita Kiran). Many Hindi and
Sadri verbs have been accommodated in Asur
lexicon. The sound /-ao/ is added to the borrowed
verb root to form Asur verb root or infinitive verb
in Asur (Khalid, 2020). As Asur is in close
proximity with other languages, the study of
contact situation and borrowings from other
languages into Asur would be interesting.

6 Conclusion

The paper is intended to put forth a brief sketch of
Asur grammar; there is significant scope for
further work on comprehensive grammar and
lexicon for the documentation of Asur language. A
comprehensive grammar and documentation work
would open up possibilities for further research
based on the existing Asur data and analysis. A
conclusive work on sociolinguistic variations
would require a larger number of native speakers
from different age groups, gender and regions.
There is scope for extensive study on linguistic
variation of Asur language. There is an immense
scope to investigate it historically in the context of
proto Munda reconstruction, and also to conduct a
comparative study of Asur with other neighboring
languages and Munda languages.
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Appendix A. Basic Lexical Items of Asur

Sl.no. English Asur
Word translation
1. I /in/
2. you (singular) /am/
3. he /ae/
4, we /abu/
5. you (plural) /am/
6. they /aku/
7. this /niya/
8. that /hona/
9. here /noa?re/
10. there /hona?re/
11. who /oke/
12. what /etan/
13. where /okare/
14. when /okahila/
15. how /etalakan/
16. not /kae/
17. all /jamma/
18. many /jameku/
19. some /kati?/
20. few /thote/
21. one /miyad/
22. two /bariya/
23. three /peya/
24, four /cair/
25. five /pac/
26. big /bare/
217. long fjilin/
28. wide /caker/
29. thick /garha/
30. heavy /boj"/
31. small /chote/
32. tall /usul/
33. short /thepre/
34, narrow /sakur/
35. thin /patla/
36. girl /kuti/
37. boy /kora/
38. man (human /hot/
being)

39. child /cena/
40. wife /hora?/



41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.

husband
mother
father
animal
fish
bird
dog
deer
rabbit
goat

pig
louse
snake
tree
forest
stick
fruit
mango
seed
leaf
root
bark (of a tree)
flower
grass
rope
skin
meat
blood
bone
fat (noun)
egg
horn

tail

hair
head
ear

eye
nose
mouth
lips
tooth
tongue (organ)
fingernail
leg
knee
hand

/hot/
/aya/
/baba/
/janwar/
/haku/
/ote/
/seta/
/saram/
/kulahi/
/merom/
/sukri/
/siku/
/bin/
/sin/
/buru/
/hapa/
/jo?/
/ul/
/bihin/
/sekam/
/jair/
/bakla/
/baha/
/ghas/
/bayor/
/harta/
/sikar/
/mayom/
/jan/
/itil/
/bili/
/dirir/
/calom/
/ub/
/boho/
/lutur/
/med/
/muhu/
/aha/
/lucir/
/data/
/alan/
/rama/
/janga/
/mukri/
i/
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&7.
88.
&9.
90.
91.
92.
93.
94.
95.
96.
97.
98.
99.

100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.
118.
119.
120.
121.
122.
123.

124.
125.

126.
127.
128.
129.
130.
131.

wing
belly
guts
neck
back
breast
heart
liver

to drink
to eat

to bite
to suck
to spit
to vomit
to blow
to breathe
to laugh
to see

to hear
to know
to think
to fear
to sleep
to live
to die

to fight
to hit

to cut

to split
to stab
to scratch
to dig

to swim
to fly

to walk
to come
tolie(as in a

bed)

to sit

to turn (intransiti
ve)

to fall

to catch

to squeeze

to wash

to wipe

to push

/apara/
/lahi?g/
/pota/
/hoto?/
/dea/
/chati/
/iya?/
/karja/
/nu/
/jom/
/hab/
/cepe?g/
/be?g/
/chat/
/om/
/sas/
/landa/
/mel/
/ayum/
/pari/
/uihar/
/bor/
/mind/
/jiud/
/goe?g/
/jhagra/
/dresa/
/ged/
/rupur/
/jobao/
/godar/
/gota?/
/paurao/
/otar/
/sen /
/hijo?/
/giti?g/

/duru? /
/muhad/

fayu?/
/sab/
/cipud/
/dPoao/
/jo?/
/tukun/



132.
133.
134.
135.
136.
137.
138.
139.
140.
141.
142.
143.
144.
145.
146.
147.
148.
149.
150.
151.
152.
153.
154.
155.
156.
157.
158.
159.
160.
161.
162.
163.
164.
165.
166.
167.
168.
169.
170.
171.
172.
173.
174.
175.
176.
177.

to tie

to sew
to count
to say

to sing
to play
to float
to flow
to freeze
to swell
sun
moon
star
water
rain
river
pond
salt
stone
sand
dust
earth
cloud
fog
wind

ice
smoke
fire

ash

to burn
road/path
mountain/hill
red
green
yellow
white
black
night
day
year
today
tomorrow
yesterday
warm
cold

full

/tol/
/ro?/
/lekha/
/kahti/
/sirin/
/ene?g/
/capi/
/ta/
/jamao/
/mo/
/din bona/
/canu/
/ipil/
/da?/
/barkha/
/nai/
/pokhra/
/buluy/
/tuku/
/bitil/
/dMuri/
/ot/
/badri/
/dhtudt/
/hoe/
/ratan/
/sukul/
/sengel/
/tore?g/
/jul/
/hora/
/buru/
/lal/
/hariar/
/sasar/
/puri/
/karia/
/nida/
/din/
/sal/
/tisin/
/gapa/
/hola/
/lolo/
/thay/
/pere?g/

178. new /mawa/
179. old /mari/
180. good /barhiya/
181. bad /kharab/
182. rotten /sia/
183. dirty /gadus/
184. straight /soj?/
185. round /gutar/
186. square /caukut/

187. sharp (as a knife) /dhar/
188. dull (as a knife) /bokha/

189. wet /lepa/
190. dry /rohot/
191. correct /thik/
192. near /hinad/
193. far /lagka/
194. right /jom/
195. left /penka/
196. at /re/
197. in /re/
198. with /lo/
199. and /hetra/
200. name /mumu/

Appendix B. Asur Phonology

Asur has consonant inventory similar to that of
Mundari. The main difference is that Asur does
not have voiced palatal nasal sound (Osada, 1992)
, (Osada, 2008) like Mundari. Asur language has
the following consonants: (Khalid, 2020)

Plosives: /p/, b/, /t/,/ d/, it/, /d/, /k/, /g/. (/t/ and /d/
here are dental plosives.)

Like Mundari and few other Munda languages
(Anderson, 2008) phoneme /g/ has an allophonic
variation [?] and glottal followed by unreleased /g/
sound, i.e [g'].

Aspirated plosives: /p¥, /b%,/ o/, / dv /, /¥, /dY,
/Kb, [gh/

Nasals: /m/, /n/, /y/
Trill: /r/

Flap: /t/

Fricative: /s/, /h/,

Approximants: /w/, /y/
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Lateral approximants: /1/

Affricates: /f/, /ds/ (written as /c/ and /j/ in the
peper)

Aspirated affricates: /f*/, /ds"/

Vowels in Asur are as follows: (Khalid, 2020)
Rounded: /o/, u/

Unrounded: /i/, /e/, /a/

There are five vowels in Asur which have several
allophonic variants, like /e/ may appear as [¢], /a/
may appear as [9], [&] or[a] and /o/ may appear as
[0]. Vowel length is not phonemic in Asur, i.e. the
change in vowel length does not affect the
meaning of the word in Asur.

In Asur nasalization is not phonemic. It occurs
usually on the vowels preceding or following
nasal consonants like Mundari (Osada, 2008).
Nasalization sound is also often heard in
onomatopoeic words like /cli cli/ “sound of rat”,
/ko k&/ “sound made by monkey” (Khalid, 2020).

Intra-syllabic consonant clusters are rarely seen in
Asur.

Appendix C. Some features of Asur
[a] Gender

The feminine and masculine categories of some
words in Asur are phonologically independent,
such as -“cow” /gae/ and “ox” /urik/; “hen” /sim/
and “rooster” /kPokhro/. Mostly there is a generic
name for animals in Asur, but when the speaker
needs to specify the gender of the animal the
word /airra/ “male” or /ena/ “female” is used as
an adjective.

Table A: Natural gender terms

Table B: Male and female names of Asur people

S1.No. Male names Female names
1. /kandra/ /kandri/

2. /lamta/ /lamti/

3. /birsa/ /birsi/

Feminine occupational terms in Asur are derived
from masculine occupational terms by suffixing
/-in/, although occupational terms are mostly
borrowed from Sadri. Occupation terms in Asur
are shown in Table (C).

Table C: Occupational terms (masculine and

feminine)

SI.No | Masculine Feminine

1. /mastar/ /mastarin/
Teacher(M) Teacher(F)

2. /draibhar/ /draibarin/
Driver(M) Driver(F)

Sl.no. Words in | Asur words
English Masculine Feminine
1. boy/girl /kota/ /kuri/
2. monkey /bandra/ /bandri/
3. ass /gadha/ /gadhi/
4, wild cat /airra bha:ro/ /ena bharo/
5. dog /airra seta/ /ena seta/

Some typical Asur names have both male and
female versions. The male name often ends with
/a/ and the female names with /i/.

[b] Inclusive and Exclusive markers in
Asur

Inclusive markers are markers which are used
to include more to the noun phrase. It can be
translated as “also” in English. Indo-Aryan
languages very frequently have this marker. In
Hindi /b"/ performs the function of inclusive
marker. Sentence (a) shows inclusive marker
/ho?/ in Asur.

i. in he? sen=iy
IS INC go=1S
“Shall I also go?”

Exclusive markers can be roughly translated as
“only” or “just”. Hindi also has Exclusive marker
i.e /hi/. In (b) the the Asur exclusive marker /gi/
is used to emphasize the exclusivity of the
subject.

b. ip gi ot sen=ip
Is EXM field go=1S
“Only I will go to the field.”

[e] Transitivity marker

Asur marks intransitive sentences with /-n/ and
transitive sentences with /-d/. Transitivity marker
is a common feature of North Munda languages.
This marker is also found in Mundari and has
been termed “subject focus marker” and “object



focus marker” (Munda, 1971). These markers are
not obligatorily present to mark transitivity and
intransitivity in Asur language.

ii. abu ghoto jom-ke-d=abu
1P Food eat-Perf-TR=1P
“We ate food.”

iii. ig hola nir-ke-n=ip
1S yesterday Run-PST-ITR=1S
“I was running yesterday.”

[d] Causatives

The causativization marker /-ci/ in Asur,
increases valency of the the verb by two,
therefore this is the second causative marker.

iv. igp cepa ke towa uyu?-ci-I=ip
1S child ACC milk Fall-CAUS-PST=1S
“I made the child spill milk.”

[e] Conjunctive Participle marker

A participle is a form of non-finite verb which
acts as adjective or adverb. Conjunctive
participles are present in most Indian languages,
and perform various functions. They may act like
time adverb, manner adverb, reason adverb; they
may also join clauses and give the sense of
sequential action. The conjunctive participle
marker in Asur is /khete/ or /khe/ which can be
used interchangeably, although /kbete/ occurs
more frequently.

v. in dio? KkPte hi?
IS walk CPM come.
“We came walking.”
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Abstract

We present the first study on the post-
editing (PE) effort required to build a
parallel dataset for English-Manipuri and
English-Mizo, in the context of a project
on creating data for machine translation
(MT). English source text from a local
daily newspaper are machine translated
into Manipuri and Mizo using PBSMT sys-
tems built in-house. A Computer Assisted
Translation (CAT) tool is used to record
the time, keystroke and other indicators
to measure PE effort in terms of temporal
and technical effort. A positive correlation
between the technical effort and the num-
ber of function words is seen for English-
Manipuri and English-Mizo but a nega-
tive correlation between the technical effort
and the number of noun words for English-
Mizo. However, average time spent per to-
ken in PE English-Mizo text is negatively
correlated with the temporal effort. The
main reason for these results are due to
(i) English and Mizo using the same script,
while Manipuri uses a different script and
(ii) the agglutinative nature of Manipuri.
Further, we check the impact of training
a MT system in an incremental approach,
by including the post-edited dataset as ad-
ditional training data. The result shows an
increase in HBLEU of up to 4.6 for English-
Manipuri.

1 Introduction

In our increasingly globalized world, commu-
nication plays a vital role and with it, demand
for translation between different languages is
on the rise. Despite much progress, machine
translation (MT) on its own may not always
be sufficient to meet the demand. MT out-
put may sometimes be erroneous and needs to
be checked and corrected. The use of transla-
tion technology such as MT systems, transla-
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tion memories (TM) and CAT tools can boost
translation productivity (Koehn, 2009; Plitt
and Masselot, 2010). However, limited num-
bers of professional translators for a language
pair can be a major challenge, especially for
low resource languages.

Raw MT output is not always exempt from
errors. Often post-editing MT output (where
a human translator reviews and where re-
quired corrects MT output) is the most pro-
ductive approach to translation. PE effort is
the amount of effort required to generate a
reasonable target text from MT output. Fol-
lowing Krings (2001) PE effort can be subdi-
vided into temporal effort, technical effort
and cognitive effort. Temporal effort rep-
resents the overall time taken to complete a
PE task. Technical effort can be measured
tracking keyboard and mouse interactions, in-
cluding insertion, deletion, mouse movement,
etc. Cognitive effort (considered the most dif-
ficult to measure) involves mental effort such
as reading and understanding the text, identi-
fying errors, and the decision making process
towards correcting errors.

To date, PE research has mainly concen-
trated on a few well-studied languages. In
this work, the same source data in English are
machine translated to low resource languages
to carry out a PE task. The dataset used in
the experiment consists of news articles col-
lected from a local daily newspaper, Imphal
Free Press' in Manipur, a Northeastern state
of India with a population of around 3 mil-
lion? and a geographic size of 22,327 sq. km.
The collected news corpus is originally in En-
glish and then machine translated into three

"https://ifp.co.in/
2http://censusindia.gov.in
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English Manipuri Mizo Hindi

SVO SOV oSV SOV

Roman Bengali Roman Devanagari
Table 1: Typological Word Order and Script of

Languages in the Study.
Acronyms: O = Object, S = Subject, V = Verb.

target languages Manipuri, Mizo and Hindi re-
sulting in three parallel datasets. The basic
word order of the languages involved in our
experiment along with their scripts are listed
in Table 1.

We conduct a study on the PE effort re-
quired to produce reasonable target text in
English-Manipuri and English-Mizo. As there
is no commercially available machine transla-
tion system for these two languages, for com-
parison we also studied English-Hindi PE ef-
fort on commercial MT output on the same
dataset. Two levels of PE are generally distin-
guished: light and full. For our experiments,
we instruct our post-editors to carry out light
PE to achieve the desired level of output qual-
ity. With various PE effort indicators com-
puted using the data captured from the CAT
tool, we carry out an experiment to measure
the PE effort for English-Manipuri, English-
Mizo and English-Hindi MT systems. Lexical
words and function words are observed to have
a different impact on the PE effort on the MT
output for the three language pairs. We also
carry out an experiment to test the impact of
training a machine translation system for the
low resource language pairs English-Manipuri
and English-Mizo in an incremental manner,
i.e. by adding the PEed dataset to the origi-
nal MT training data. The rest of the paper is
structured as follows: Section 2 reviews previ-
ous research, Section 3 desrcibes the PE task
and the human PEers, Section 4 presents our
approach and system set up. Section 5 details
our findings. Section 6 summarizes our main
results and avenues for further research.

2 Related Work

Early studies on the correlation between PE ef-
fort and various aspects of PE include O’Brien
(2005). O’Brien studied the temporal, tech-
nical and cognitive effort involved in PE
by analyzing keyboard-data using Translog
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and Choice Network Analysis (CNA). Several
studies investigated bi-lingual PE and mono-
lingual PE. In bilingual PE (Zampieri and
Vela, 2014) post editors have access to the
source text, while in monolingual PE (Nitzke,
2016) MT output is edited without the source
text. Zampieri and Vela (2014) studied the
use of TMs generated by MT output and their
effect on human translation. The authors
reported a significant increase in translation
speed while using the TM as compared to
translating from the scratch.

Similarly, Toral et al. (2018) show that post-
editing an MT dataset involves less effort than
translating from scratch. Post-editing MT out-
put increases the productivity of the transla-
tors. Zaretskaya et al. (2016) examine var-
ious types of MT errors and the challenges
they present for PE. Burchardt et al. (2013)
compile a corpus consisting of English to Ger-
man translation generated by different types
of MT systems. The dataset is then annotated
for translation errors using the MQM error ty-
pology, with only one error in each sentence.
As the dataset is already annotated, the post-
editors could skip the effort of identifying the
errors and concentrate only on the highlighted
error text segment in the PE process. Focus-
ing on how PE effort changes with the differ-
ent types of MT errors, the authors reported
a weak correlation between PE time and PE
effort. The authors also report that no direct
dependency was found between the temporal
and technical PE effort. Investigating the var-
ious types of PE operations for French to En-
glish and English to Spanish translation out-
puts, Popovic et al. (2014) reported lexical ed-
its as the main factor in PE time.

Koponen et al. (2012), study the cognitive
effort of post-editing MT output based on
measuring PE time and HTER (Snover et al.,
2006). HTER (Human-targeted Translation
Edit Rate), is an automatic metric that com-
putes the minimum number of edits required
to change MT output into the post-edited ver-
sion. The authors reported that the absolute
PE time increases with the number of print-
able keystrokes and sentence length while sec-
onds per word remain relatively constant. De-
spite the fact that HTER captures the dif-
ference between the final translation and raw



MT, it does not disclose much of the time and
keystroke effort required to produce the final
result. A similar study is also reported by
Moorkens et al. (2015) where the human (or
H-) variants of the reference based similarity
measure such as BLEU (Papineni et al., 2002)
is used to analyze PE effort.

Singh and Bandyopadhyay (2010a); Singh
(2013) focus on MT for English to Manipuri,
Pathak et al. (2019) on English to Mizo and
Singh et al. (2017); Meetei et al. (2019b) on En-
glish to Hindi, using different MT approaches.
But, to date there is no report on PE effort re-
quired to turn raw MT output for these target
languages into useful translations. To address
this gap in the literature, our paper investi-
gates different aspects that impact PE effort
and time spend to generate a reasonable target
text from MT into Manipuri, Mizo and Hindi.

3 Description of the PE Task

Two post-editors who are native speakers of
the target languages and also proficient with
the source language are employed for each
of the language pairs to carry out the PE
task. For English-Manipuri and English-Hindi,
the post-editors are undergraduate students
of Computer Science and Engineering and for
English-Mizo, the post-editors are postgrad-
uate students of Science. When PEing ma-
chine translated text, it is important to clearly
define what level of output quality is to be
achieved. Generally two PE levels are distin-
guished: light or complete. In our work, the
post-editors are asked to carry out light PE
with the following instructions: 1) Using the
maximum possible amount of raw MT text in
the output of PE. 2) Ensure no addition or
omission of source content. 3) Restructuring
output, where the meaning is inaccurate.

4 Methodology and Experimental
Design

We use an English language corpus collected
from a local daily newspaper as the source text.
We normalize the data in a pre-processing step.
The normalized text is then machine trans-
lated into three different target languages us-
ing different MT systems. After post-editing a
sample dataset of the machine translated text
using a CAT tool, we study the data collected
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Sentences  Tokens
Total Dataset, D 64976 1688440
Sample Dataset, Dpg 200 5500

Table 2: Statistics of our collected dataset and
data partitioning.

from the CAT tool to analyze PE effort and
the time required to generate a reasonable tar-
get text. A pictorial representation of our ex-
perimental design is shown in Figure 1. The re-
mainder of this section details individual steps
in our approach.

[ Dataset Collection |
| English {Source Text) |

Preprocessing
J

v

Building Synthetic Target Text using MT

[ Manipuri | [ Mizo | | Hindi

v

«— Post-editing

Analysis

Figure 1: Experimental design.

4.1 Data Collection

The dataset used in our experiment is collected
from a local daily newspaper based in Manipur,
Imphal Free Press®. The news articles are in
English. The complete dataset consists of 3770
news articles from the period July 2011 to Oc-
tober 2019 comprising 64976 sentences. We
randomly select 200 sentences (Dpp) for our
PE experiment. The statistics of the dataset
and data partitioning are shown in Table 2.
The dataset is collected using a web-scrapper
built in-house.

4.2 Pre-processing

Data collected from the web is not free from
noise. The pre-processing step includes re-
moval of non-ascii special characters. Each of
the news articles in our dataset is split into
sentences using the Moses tokenizer (Koehn
et al., 2007).

4.3 Building Machine Translated
Target Text

We build a machine translated dataset using
MT systems resulting in three language pairs,

3https://ifp.co.in/



Sentences Tokens Types

en-mn 18070 en:390141; en:27891;
mn:358947 mmn:54611
monon,, 131755 2798317 270998
en-mz 7500 en:86353; en:4301;
mz:87511 mz:6151
monom,, 1005675 29338218 312062

Table 3: Dataset for PBSMT systems.

en : English, mn : Manipuri, mz : Mizo.

namely, English-Manipuri, English-Mizo and
English-Hindi.

4.3.1 English to Manipuri and Mizo
MT

Manipuri and Mizo are the lingua francas
of Manipur and Mizoram, two neighbouring
north-eastern states of India. Both Manipuri
and Mizo are low resource languages. Lim-
ited availability of data in Manipuri and Mizo
is one of the main reasons that hamper the
development of NLP systems for the lan-
guage. The training datasets used for train-
ing the MT system for the languages are
shown in Table 3. On the same English-
Manipuri training dataset, we first examine
the performance of MT systems trained with
Phrase Based Statistical Machine Translation,
PBSMT (Koehn et al., 2003) and the RNN-
based NMT with attention mechanism (Bah-
danau et al., 2014). The trained MT sys-
tems are evaluated on a held-out test dataset
of 900 sentences. The result shows a BLEU
score of 6.45, (34.7/9.6/3.5/1.5) on the PB-
SMT system while the NMT system achieved
a BLEU score of 0.00, (11.8/0.3/0.0/0.0). For
this reason, we use PBSMT systems for both
English-Manipuri and English-Mizo MT sys-
tems as our parallel NMT results are substan-
tially worse in these low-resource scenarios. To
build language models for the target languages,
we used the dataset in (Singh and Bandyopad-
hyay, 2010b) and (Meetei et al., 2019a) for Ma-
nipuri and Mizo respectively. mgiza? is used to
generate the phrase table and srilm® to build
the language model.

“https://github.com/moses-smt /mgiza
Shttp:/ /www.speech.sri.com/projects/srilm/
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4.3.2 English to Hindi MT

In order to translate the English dataset to
Hindi, we use Google Translate which is a Neu-
ral Machine Translation (NMT) system.

4.4 Post-editing

To investigate PE effort, we randomly select a
subset of 200 sentences from the original En-
glish data and automatically translate it into
the three target languages. We create a trans-
lation memory (TM) for each of the language
pairs to prepare the source and MT output
data for use with a CAT tool. The resulting
TMs are uploaded in a commercial CAT tool®.

4.4.1 PE effort indicators

During the post-editing process using the CAT
tool, we record post-editing logs capturing Sec-
onds per Word, Time to Edit and Post-editing
Effort for each sentence. We measure:

1. Post Editing Time (PET): Total time
taken to edit a sentence in the target lan-
guage.

. Post Editing Effort’ (PEE): Post-editing
effort expended on the machine translated
output to produce the desired target text
per sentence. PEFE is computed based
on edit distance measured in words ob-
tained using a heavily customized ver-
sion of the Levenshtein distance algorithm
(Levenshtein, 1966).

. Seconds per Word (SpW): The PET spent
by the translator to post-edit divided by
the number of tokens of the post-edited
translation.

. Total number of tokens (TT): Total num-
ber of tokens per sentence in the source
language.

. Noun Words (NN): The word content that
can be used to refer to a named entity,
quality or action.

. Lexical Words (LW): Lexical words per
sentence in the source language. Lexical
words are the essential building blocks of
a language’s vocabulary. Lexical words
are nouns, adjectives, verbs, and adverbs.

Shttps://www.matecat.com
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7. Function words (FT): Function words per
sentence in the source language. Func-
tion words are those words which are more
grammatical in nature, such as articles,
prepositions, etc. Here, F'T'=TT-LW.

Temporal effort is measured by the over-
all time taken PET while PEFE represents the
technical effort.

4.4.2 Descriptive Statistics and
Correlation

We use mean, standard deviation as well
as box plots to capture descriptive statistics
of our datasets and results. To investigate
whether variables co-vary we measure the cor-
relation coefficient r with value between -1 to
1. A positive correlation shows the degree to
which variables increase or decrease in parallel,
while a negative correlation indicates that one
variable increases as the other decreases.

5 Results and Discussion

To measure PE effort, PE logs are collected
from the CAT tool after post-editing the raw
MT output (in Manipuri, Mizo and Hindi) of
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the sample dataset, Dpg. We compare the
general distribution of PET and PEF for each
of the 200 sentences in the language pairs in
the form of box plots. Mean and standard de-
viations for the rest of the source PE effort in-
dicators (T'T, NN, LW, F'T) and the target PE
effort indicators (PET, PEE, SpW) are com-
puted and we investigate correlations between
indicator variables.

5.1 Statistics and Correlation

Figure 2 and 3 show the distribution of post
editing time (PET) and post editing effort
(PEE) for the language pairs investigated.
The box plots show:

e the minimum value, maximum value, first,
second, third and fourth quartile of the ex-
perimental measures. The thick line rep-
resents the median.

QOutliers: these are the values that lie be-
yond the whiskers of a box plot. Out-
liers are marked by circles or asterisks
along with their observation number. A
circle represents an outlier (a value that
appears to be outside of what is expected



for the observations), while asterisks rep-
resent extreme outliers (a value which is
far away from what is expected).

Figure 2 shows that the PET of Manipuri
(PET mn) deviates far from the PET of Mizo
(PET_mz) and Hindi (PET_hi). A likely
cause of this is the massive amount of post-
editing required in the output from English-
Manipuri MT system combined with time
spend on typing the Bengali script on the key-
board. Bengali scripts are used mostly by the
news reporters while for daily communication,
Roman scripts are used. To verify our findings,
the English-Manipuri post-editors typed a set
of randomly selected 50 English-Manipuri par-
allel sentences from the training corpus to mea-
sure the typing speed of Roman and Bengali
scripts. 3001 seconds are spend on typing
the English text consisting of 1153 tokens re-
sulting in an average typing speed of 2.6 sec-
onds per token. While for the Manipuri text
with 1148 tokens, 5610 seconds are spend on
typing, resulting in an average typing speed
of 4.8 seconds per token. This led our post-
editors to spend more time while post-editing
a large portion of the translated text. The
post-editing effort (PEE) for the three lan-
guages are shown in Figure 3. While the PEE
for Hindi (PEE_ hi) is small, the PEE of Ma-
nipuri (PEE_mn) and Mizo (PEE_mz) are
very large with a maximum value of 100. This
shows that massive effort is required in the
post-editing task of Manipuri and Mizo result-
ing from low performance of the current state
of the art of English-Manipuri and English-
Mizo MT systems.

Mean and Standard Deviation (SD) of the
indicators in the source language (English) of
the dataset Dpg are shown in Table 4. To
identify the lexical words (LW), we POS-tag
the data using the Stanford Log-linear Part-
Of-Speech Tagger”.

Table 5 summarizes the the descriptive
statistics, mean and SD of the indicators
(PET, PEE, SpW) for our Manipuri, Mizo and
Hindi experiments. Compared to Mizo and
Hindi, SpW for Manipuri is longer. The main
reason for this is the large portion of text post-
edited and because of the difficulty in writing
Bengali characters by the post-editors. The

"https:/ /nlp.stanford.edu
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NN LW FT TT
Mean 9.64 15.39 9.16 24.56
SD 6.06 7.51 5.28 11.85

Table 4: Descriptive Statistics of the source text
of dataset Dpg.

Acronyms: NN: Nouns, LW: Lexical Words, FT:
Function words, T'T: Total tokens

Mean SD

PFEE,,, 76.35 13.45
PEE,,, 75.02 19.22
PEE;; 2.29 4.64
PET,,, 400.78 37893
PET,,, 91.00 63.75
PETy; 72.48 168.14
SpWyn 16.14  13.55
SpWy.,  3.51 2.57
SpWh; 2.93 6.14

Table 5: Descriptive Statistics of target text.

Subscripts- myn : Manipuri, . : Mizo, p; : Hindi.

result in Table 5 shows a mean value ~ 76.35
and = 75.02 in the PEFE for English-Manipuri
and English-Mizo dataset respectively. Much
of this is due to the current state of the art of
English-Manipuri and English-Mizo MT sys-
tems. We note that significant effort is re-
quired to improve the English-Manipuri and
English-Mizo MT system which requires a
PEFE > 55 in all the cases.

5.2 Correlation

In our experiment, the correlation between PE
effort indicators is computed using Pearson’s
correlation coefficient to determine whether
there is a potential dependency between them.
The correlations among the indicators for the
three language pairs involved in our experi-
ment are shown in Table 6.

A Pearson’s r data analysis shows a signifi-
cant positive correlation between PEFE,,,, and
FT (p<0.05, r=.16) and also between PEE,,,
and FT (p<0.01, r= .27). The result also
shows a significant (p<0.01) negative correla-
tion between PEFE,,, and NN. The main rea-
son for the above result is because Mizo uses
the same script as the source text and the ag-
glutinative nature of the Manipuri text. In
Manipuri function words such as articles (a,
the), prepositions (on, at, in), etc. are suf-



NN LW FT TT
PEE,,, 0.041  0.088  0.162* 0.128
PEE,,, -0.3007 -0.066 0.274"  0.080
PEEy; 0.049  -0.065 -0.047 -0.062
PET,,, 03447 0.4077  0.4057 0.4387
PET,,. 0.620"1 0.646" 0.4527 0.611f
PETy;, 0.2347 02137  0.2567 0.249f
SpWyn -0.038  -0.067 -0.043  -0.062
SpW. -0.100 -0.2027 -0.3227 -0.271f
SpWh; -0.040 -0.106 -0.105 -0.114

Table 6: Correlation of source text and target text
indicators. Note: ' significant at 0.01 level of sig-
nificance. * significant at 0.05 level of significance.

HBLEU 1-g 2-g 3-g 4-g Average
MT, 33.8 10.0 4.0 20 7.16
MT,,. 34.8 10.7 5.5 4.0 9.48
MTy, 96.5 94.0 91.5 89.2 92.78
Table 7: Evaluation against post-edited dataset

DPE-

fixed to the noun words in most of the cases,
resulting in the formation of a new word.

The PET for all the language pairs involved
is observed to be positively correlated with all
the source text indicators.

In terms of seconds per word, SpW, only the
English-Mizo pair is significantly negatively
correlated with LW, FT and TT. With an in-
crease in the number of tokens in the source
text, the average time spent per token de-
creases. A likely cause is the use of same
script.

In addition to the computation of corre-
lations between indicator variables, we also
calculated automatic MT evaluation (4-gram
HBLEU) scores between the raw MT outputs
and their post-edited versions of dataset Dpg
for each language pair as shown in Table 7.

5.3 A Control Experiment

As, to the best of our knowledge, this is the
first paper to report on PE research on Ma-
nipuri, Mizo and Hindi, it is not clear how
the results obtained compare with previous re-
search on well-resourced languages. Further-
more, as the PE for Manipuri, Mizo and Hindi
did not involve professional translators, but
students who are native speakers of our tar-
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get languages with excellent command of En-
glish, we conducted a control PE experiment
with German as target language and profes-
sional translator trainees at Saarland Univer-
sity. Our data consists of the same dataset
selected for the Manipuri, Mizo and Hindi ex-
periments, translated into German by DeepL8,
and PEed by seven Translation Study MA stu-
dents with native German from the English to
German translation track of the degree. We
used the same CAT tool as in our Manipuri,
Mizo and Hindi experiments and collected the
same set of measurements.

For English-German we measure mean val-
ues of 48.94 in PET and 7.14 in PEE, com-
pared to 72.48 and 2.30 for Hindi (see Figures
2 and 3). As both German and Hindi are well
supported languages (both Google Translate
and DeepL are some of the strongest perform-
ing systems for the EN-Hi and EN-DE lan-
guage pairs), this provides additional support
that the Hindi PE results we report are reliable
and properly indicative of the task. Further,
and in turn, this “anchoring” of the Hindi PE
results through the German PE results, sup-
ports our belief that the large gap between the
Hindi and with that of Manipuri and Mizo re-
sults observed in our experiments is also reli-
able, and can be traced to the fact that Ma-
nipuri and Mizo are much less well supported
by language technologies and data (here ma-
chine translation) than Hindi or German.

5.4 Training English to Manipuri and
Mizo MT systems on additional
PEed data

Further, in an effort to improve the English-
Manipuri and English-Mizo MT systems, we
train the PBSMT systems for the language
pairs in an incremental approach. We use the
PEed dataset of (Dpg) for each language pair
as additional training data to retrain our PB-
SMT systems (MT-1,,, and MT-I,,,). We
further increase the additional training data
of English-Manipuri [Dpgeg-2 = 200 (Dpg)
+ 656] to retrain English-Manipuri PBSMT
system (MT-12,,,) but could not acquire the
same for English-Mizo due to the lack of post-
editors. In order to check the quality improve-
ment in the translated text, we compare the

8https://www.deepl.com/



Sentences Tokens Unique tokens

Dpged-2 856
Dg, 50

20309 4884
434

293

Table 8: Dataset to retrain and evaluate MT systems. | Dg,: Evaluation Dataset |

HBLEU 1-g 2g 3-g 4-g Average
MTomn 219 46 06 0.3 214
MT-1,, 226 50 09 04 245
MT-12,,, 30.0 9.1 3.8 20 6.78
MT,,, 476 20.3 9.0 34 11.83
MT-I,,, 492 21.6 9.5 3.7 12.64

Table 9: Evaluation for English-Manipuri (,,,) and English-Mizo (,,,,) MT systems on Dg,,.

Sentence

Source my stint as dc of tamenglong has been professionally and personally satisfying
: armstrong pame.

VT, @ e&m  stint fewe oaw e ew tamenglong wf professionally = w2 personally arm-

mn strong pame satisfying :

MT-I,,. &% ez stint @ e tamenglong wf professionally @ = personally armstrong
pame s

MT-12,,, & stint e Rk T o3 T 1 wnmy 2= &1 Twf ; SR =it

Reference @i srow v wreeieh o o=l Rrreeasl @& wpje T4 €211 weeierdi 6% : waapicEie A

MT,.. my stint , dc te chuan tamenglong bana professionally leh personally satisfying
: armstrong pame

MT-I,.. my stint dc te an nei a , tamenglong professionally leh personally satisfying :
armstrong pame
tamenglong dc ka nih chhung hian hnathawh dan leh mimal tak pawhin

Reference

hlawkna tam tak ka hmu : armstrong pame

Table 10: Sample Output of PBSMT systems.

HBLEU scores of the retrained PBSMT sys-
tems and the original PBSMT systems (M T},
and MT,,,). Table 8 and 9 summarize the
dataset used to evaluate the MT systems and
their evaluations in terms of HBLFEU score.
Table 9 shows that the retrained MT systems
gives clearly better results than original MT
systems with an increase in HBLEU score of
up to 4.6. Sample outputs from the MT sys-
tems are shown in Table 10.

6 Conclusions

Using log-information gathered from our CAT
tool, an analysis of the PE effort and PE time
is carried out for three target languages: Ma-
nipuri, Mizo and Hindi with English as the
source language. To our knowledge, this is
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the first PE analysis conducted on English-
Manipuri, English-Mizo and English-Hindi.
Our analysis shows that current state of the
art in commercially available MT for English-
Hindi requires small PE effort and PE time.
While MT systems for low resource languages
such as Manipuri and Mizo are under devel-
opment, MT training data for the languages
is very scarce. Using a PBSMT system built
in-house, a study on the PE effort and PE
time is carried out for English-Manipuri and
English-Mizo. Our findings show that, com-
pared to English-Manipuri and English-Mizo,
PEF is low for English-Hindi. By contrast, for
English-Manipuri and English-Mizo, the prob-
lems in MT output are far more serious requir-
ing heavy PE effort. Interestingly, while there
is a significant correlation between PEE and



FT for the language pair English-Manipuri
and English-Mizo, there is a significant neg-
ative correlation between PEE and NN for
the English-Mizo language pair. The PEE
for English-Mizo decreases with the increase in
noun words in the source text, which might be
because of Mizo sharing the same script as the
source language. Also, a significant negative
correlation is observed between SpW and T'T
for English-Mizo. This suggests that with the
increase in the number of tokens in source text,
the average time taken per word decreases for
English-Mizo. We identify MT quality as well
as script and ease of typing script as a factor
in PE effort for languages like Manipuri and
Mizo.

We also made a first attempt to address the
scarcity of a parallel training data of English-
Manipuri and English-Mizo MT by training
the MT systems in an incremental manner us-
ing additional data created by the PE experi-
ment. The result indicates an improvement of
up to 4.6 in HBLEU for English-Manipuri.
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Abstract

Knowledge Graph (KG) Embedding methods
have been widely studied in the past few years
and many methods have been proposed. These
methods represent entities and relations in the
KG as vectors in a vector space, trained to dis-
tinguish correct edges from the incorrect ones.
For this distinction, simple functions of vec-
tors’ dimensions, called interactions, are used.
These interactions are used to calculate the
candidate tail entity vector which is matched
against all entities in the KG. However, for
most of the existing methods, these interac-
tions are fixed and manually specified. In this
work, we propose an automated framework for
discovering the interactions while training the
KG Embeddings. The proposed method learns
relevant interactions along with other parame-
ters during training, allowing it to adapt to dif-
ferent datasets. Many of the existing methods
can be seen as special cases of the proposed
framework. We demonstrate the effectiveness
of the proposed method on link prediction task
by extensive experiments on multiple bench-
mark datasets.

1

Knowledge Graphs (KGs) such as NELL (Mitchell
et al., 2015), Freebase (Bollacker et al., 2008),
YAGO (Suchanek et al., 2007), etc. have been very
popular in supporting many Al applications like
Web Search Query Recommendation (Huang et al.,
2016), Question Answering (Yao and Van Durme,
2014), Visual Question Answering (Shah et al.,
2019) etc. KGs are multi-relational graphs con-
taining entities as nodes and typed relations be-
tween entity pairs as edges. These graphs store
real-world facts such as (Lionel Messi, plays-for-
team, Argentina National Football Team) as edges,

Introduction

*Work done while at the Indian Institute of Science, Ban-
galore.
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tor 1 a tor 2
vector vector
b Y
a+x ax
b+ vy by
Additive Multiplicative

Interactions Interactions

wi1a + wi2b + wizx + w14y
W21 + Wazb + WazT + wasy

Fully Connected Adaptive Interactions
(this paper)

Figure 1: Some examples of interactions between two
vectors. While additive and multiplicative interactions
depend only on the input vectors, the fully connected
(FC) interactions have trainable weights, allowing it to
adapt to different datasets. In this example, additive
interaction a + x can be achived by FC interaction by
setting w11 = wyg = 1 and wye = wi4 = 0. Similarly,
the multiplicative interaction ax can be achieved by set-
ting w11 = 0.5z and w13 = 0.5a and other weights as
Zero.

also called triples. In spite of their popularity, they
suffer from incompleteness (Dong et al., 2014), and
it becomes important to predict the missing edges
in the graph. The task of predicting missing edges
in a KG is called link prediction.

Knowledge Graph Embedding (KGE) methods
have been a popular approach for the link predic-
tion task. Most of these methods learn vectorial
representations for entities and relations in the KG.
A score function is then used to distinguish correct
triples from the incorrect ones. Given a triple of the
form (h, r, t) where h, r and ¢ are the head entity,
relation, and the tail entity, a score function assigns
a real-valued score to the triple. These score func-
tions depend upon the interactions of dimensions

Proceedings of the 17th International Conference on Natural Language Processing, pages 60—69
Patna, India, December 18 - 21, 2020. ©2020 NLP Association of India (NLPAI)
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Figure 2: The block diagram of the Adaptive Interac-
tion Framework. The interaction layer extracts inter-
actions vy, from head entity v; and relation vector v,..
The prediction layer calculates a candidate tail entity
vector 0y which is then matched with existing tail en-

tity vector v; using the matching layer to produce a real
valued score.
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of vectors for h and . Some examples of interac-
tions are given in Figure 1. TransE (Bordes et al.,
2013) uses the additive interactions while DistMult
(Yang et al., 2014) uses the multiplicative interac-
tions. However, these interactions are fixed for a
given method and are not learnable. This restricts
models’ capability to weigh entities and relations
differently, and hence, from adapting to different
datasets. For instance, relations in Freebase like
place_of_birth give much more information about
head and tail entities compared to relations like
_similar_to, _hypernym in WordNet. Thus, learn-
ing these interactions while training can enable the
model to adapt to different datasets.

We address this issue in this paper and propose
a novel adaptive framework that allows learning
these interactions directly from the data during
training. The proposed framework is capable of
weighing entities and relations differently by using
a fully connected interaction layer. It allows the
proposed method to adapt to different datasets by
learning dataset-specific interactions. By extensive
experiments on multiple benchmark datasets, we
show the effectiveness of the proposed method on
the link prediction task. We also demonstrate that
the proposed method assigns different weights to
entities and relations by learning dataset-specific
interactions.

In summary, we make the following contribu-
tions:

e We propose an adaptive interaction framework
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that can discover relevant interactions of em-
beddings from data. We show that many of
the existing methods can be seen as special
cases of the proposed framework.

Based on this framework, we propose two new
models FCE and FCConvE which outperform
the baseline models on link prediction task
across commonly used benchmark datasets.

We also present a method to analyse the fully
connected interactions and use it to compare
the interactions learned by FCConvE for dif-
ferent datasets.

Notations: A Knowledge Graph is represented by
G = (£,R,T) where £ is the set of entities, R
is the set of relations and 7 C £ x R x & is the
set of triples stored in the graph. Most of the KG
embedding methods learn vectors v, € R% for
e € & and v, € R% for r € R. Some methods
also learn projection matrices M, € R *de for
relations. The correctness of a triple is evaluated
using a model specific score function score : £ x
R x & — R. For learning the embeddings, a loss
function £(7,7";6), defined over a set of positive
triples 7, a set of (sampled) negative triples 7,
and the parameters 6 is optimized. I; denotes the
d x d identity matrix while 04 denotes the d x d
zero matrix. diag(v) denotes a diagonal matrix
created from vector v. All vectors are assumed to
be column vectors including the concatenation of
vectors [v1; v2; . . . vg]. In case of matrix, [M7; Ma|
denotes the block matrix consisting of blocks M;
and M.

2 Related Work

The problem of learning KG Embeddings for link
prediction has been very popular in the last few
years. Based on the score function, these meth-
ods can be broadly grouped into three categories,
namely Additive, Multiplicative and Neural mod-
els.

2.1 Additive Models

This is the class of methods where the vectors inter-
act via additive operations after an optional projec-
tion operation. One of the simple and popular addi-
tive models is TransE (Bordes et al., 2013) where
the entity and relation vectors lie in the same vec-
tor space. The relation vector acts as a translation
from the head entity vector to the tail entity vector.
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Figure 3: Architecture diagrams for FCConvE (left) and FCE (right). Please refer to Section 3.3 and Section 3.4

for more details.

SE (Bordes et al., 2011) is another model that uses
relation specific similarity between head and tail en-
tity vectors. Following the ideas of translation and
projection, many different methods have been de-
veloped. These include TransH (Wang et al., 2014),
TransR (Lin et al., 2015), STransE (Nguyen et al.,
2016), ITransF (Xie et al., 2017), etc. These meth-
ods can only extract a restricted set of interactions
from the vectors.

2.2 Multiplicative Models

In this class of methods, the vectors interact via a
multiplicative operation. One of the initial mod-
els in this category is RESCAL (Nickel et al.,
2011), which is based on tensor factorization. It
models entities as vectors while relations as ma-
trices. DistMult (Yang et al., 2014) is a special
case of RESCAL where the relations matrices are
restricted to be diagonal. However, DistMult score
function is symmetric and hence it can not handle
asymmetric relations. To alleviate this issue, HolE
(Nickel et al., 2016) was proposed which uses cir-
cular correlation operation between head and tail
entity vectors. ComplEx (Trouillon et al., 2016)
addresses the same issue by modelling vectors in
the complex domain. The asymmetry of complex
dot product allows it to handle symmetric, asym-
metric as well as anti-symmetric relations with the
same score function. SimplE (Kazemi and Poole,
2018) is a more recent model based on tensor fac-
torization which can express all types of relations.
RotatE (Sun et al., 2019) is another model which
uses complex vectors for representation. It models
relation vectors as rotations from head to tail entity
vector and then uses L1-norm based distance as
score function. Similar to additive models, multi-
plicative models are also restricted in terms of the
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interactions they can extract.

2.3 Neural Models

There are many models that use various neural
network architectures for learning KG Embed-
dings. Some of these models are NTN (Socher
etal., 2013), ER-MLP (Dong et al., 2014), CONV
(Toutanova et al., 2015), ProjE (Shi and Weninger,
2017), R-GCN (Schlichtkrull et al., 2017), ConvE
(Dettmers et al., 2018), R-MLP-2n (Ravishankar
et al., 2017), KG-BERT (Yao et al., 2019), Inter-
actE (Vashishth et al., 2020), etc. Unlike other
methods, KG-BERT uses word embeddings for en-
coding entities and relations. Therefore, the interac-
tions of entity and relation vectors are not directly
clear. Among the rest of the models, ProjE can
extract interactions only from entity or relation vec-
tors but not both. ConvE can extract interactions
from both, entity as well as relation vectors, but
they are extracted using predefined permutations.
InteractE exploits more sophisticated interactions
using feature permutation, checkered reshaping,
and circular convolution resulting in improved per-
formance. However, these methods depend on a
fixed set of interactions defined by the model and
can not adaptively learn these interactions during
training.

As described in the next section, the models pro-
posed in this paper are neural models that can adap-
tively learn the interactions from the entity as well
well as relation vectors using a fully connected
interaction layer.

3 Proposed Method

3.1 The Adaptive Interaction Framework

As shown in Figure 2, it consists of the following
three components



Type Model Score Function o (h,7,t) Interactions
SE (Bordes et al., 2011) — || M on — vath Manual
Additive TransE (Bordes et al., 2013) —llvn +vr — v, Manual
TransR (Lin et al., 2015) = [[Mron + vr — Mrve||, Manual
STransE (Nguyen et al., 2016) — ||Mﬂvh + vy — vat ||p Manual
DistMult (Yang et al., 2014) (vr, (vh, © V) Manual
Multiplicative HolE (Nlckél et al., 2016) (vr, (vp * vt)>7 Manual
ComplEx (Trouillon et al., 2016) Real((vr, (vr © %)) Manual
RotatE (Sun et al., 2019) — v, © v — vt||p Manual
Neural ER-MLP (Dong et al., 2014) o((B,0(A X [vn;vr;ve]))) Automatic
ConvE (Dettmers et al., 2018) (o(vec(a(T(vhr) * Q))U), vi) Manual
Adaptive Interactions Models FCE (This Paper) (oW x fn; or]), vr) Automat%c
FCConvE (This paper) (o(vec(o(T(a(W X [vp;vr]) * Q))U),ve)  Automatic

Table 1: Summary of various Knowledge Graph (KG) embedding methods mentioned in the paper. Here vy, v.., v¢
denote the head entity, relation and tail entity vectors respectively. M,., M, M? represent the relation specific
projection matrices. |-, denotes the L1-norm (p = 1) or L2-norm (p = 2). (-, -), ®, + and * represent the inner
product, the Hadamard product, circular correlation and convolution operations respectively. A and [ represent
the first and second layer weight matrices in ER-MLP respectively. {2 represents the convolution filters while U
represents the final projection matrix in ConvE. 7(vy,) is a reshaped permutation of [vy,; v,.] with optional repetition.
vec denotes vectorization step followed by an activation function . Please refer to Section 2 for more details.

3.1.1 Interaction Layer

This layer extracts the interactions between the
head entity and relation vectors which are later
used for predicting tail entities. The interactions
are extracted using a fully-connected (FC) layer:

(D

Vpr = o(W, X [op; o)),

where o is an activation function. In the general
case, W, is R x(detdr) where d; 1s the dimension
of the interaction layer. A special case of interac-
tion layer is when W, = W,V r € R which avoids
over-parameterization. We use this special case for
our experimentations.

3.1.2 Prediction Layer
This layer predicts a vector vy for the candidate tail
entity as

2

where the function g depends on the method. Many
of the methods like TransE and DistMult use iden-
tity function. For our experiments, we use ConvE’s
(Dettmers et al., 2018) architecture for this step.

QA}t = g(vhr)a

3.1.3 Matching Layer

This is the final layer where the predicted tail entity
is matched against a given tail entity producing
the final score for the triple. The score function is
given as

score(h,r,t) = f(0,v¢).

3)
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Again, the matching function f is method depen-
dent. We use the vector dot product for matching.

3.2 Existing models as special case

In this section, we demonstrate how the proposed
framework generalizes many of the existing mod-
els. The score functions for these models can be
found in Table 1.

TransE: In TransE, the entities and relations lie
in the same d. = d, = d dimensional space R4,
The interaction matrix is W, = [Iy; I;] with iden-
tity activation while the tail prediction function
Uy = g(vpy) = vp, is the identity function. The
matching function takes the form of a vector norm
=19 = vell -

STransE: STransE (Nguyen et al., 2016) general-
izes many translation-based models like TransH
(Wang et al., 2014) and TransR (Lin et al., 2015)
by using two relation specific projection matrices,
M for head and M? for tail entities. The inter-
action matrix is W, = [M}; I, ] while the acti-
vation and prediction functions are identity func-
tions. The matching function takes the form of
o~ M2u],

DistMult: For DistMult (Yang et al., 2014), the
interaction matrix is W, = [diag(v,), 04] while
the activation and prediction functions are identity
functions. Vector dot product between o, and vy is
used as matching function.

ConvE: ConvE (Dettmers et al., 2018) is a recent



FBISK FB15K-237 WNI18 WNISRR

#Entities 14,941 14,541 40,943 40,943
#Relations 1,345 237 18 11
#Train 483,142 272,115 141,441 86,835
#Validation 50,000 17,535 5,000 3,034
#Test 59,071 20,466 5,000 3,134

Table 2: Details of the datasets used in our experiments

model which uses a convolution network for ex-
tracting features from the interactions and then pre-
dicting the tail entity. Here, the interaction matrix
is a fixed and manually specified permutation ma-
trix, used for dimension shuffling in ConvE. Please
note that the interaction matrix is shared among all
relations. The prediction function is the 2D convo-
lution network applied on the interactions vector
vy, while dot product between 0, and v; is used for
matching.

Based on the proposed framework, we present
two new models FCConvE and FCE in the follow-
ing sections. Their architecture can be found in
Figure 3.

3.3 FCConvE

One issue with the existing methods is that the inter-
actions are either fixed or it requires to be specified
manually. For example, in the case of ConvE the
permutations are specified by the user. This leaves
the choice of interactions to the user and also does
not specify which ones are better than others. Also,
the performance on the link prediction task varies
with different choices of permutations in ConvE.
Hence it will be useful if the optimal interactions
can be learned directly from the dataset.

FCConvE addresses this exact issue and allows
the model to learn the appropriate interactions
while training. It achieves this by using interac-
tion matrix W, = W,Vr € R as model parame-
ter. Since many of the existing interactions can be
achieved using different VW matrices, the proposed
model is capable of choosing the optimal interac-
tions by itself. The score function for FCConvE
can be given as follows:

score(h,r,t) = (o(vec(a(T(vpy) * Q)U), ve),
“4)
where vy, is given by (1). As compared to ConvE,
FCConvE contains approximately O(d; x (2d +
d,)) more parameters due to the interaction and
projection layers weights.
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34 FCE

We experiment with a modification of DistMult
named DistMult-BCE which uses Binary Cross En-
tropy (BCE) loss instead of margin-based ranking
loss used in (Yang et al., 2014). We also introduce
its adaptive interactions variant FCE (Fully Con-
nected Embedding) which uses an FC layer as in
(1) for interactions instead of Hadamard product
between vy, and v,.. The score function for FCE
can be given as follows:

SCOTE(h, Ty t) = <U(W X [Uh; UT])’ Ut>' (5)

We use ReLLU for the activation function . Please
note that, similar to DistMult, entity and relation
vectors lie in same d. = d, = d dimensional space
R The interaction vector vy, also lies in the
same space RY (ie. d; = d). Unlike DistMult,
the interaction matrix W € R%*¢ is shared across
relations. In terms of model size, FCE contains
di X (de +d,) = 2d? more parameters as com-
pared to DistMult.

3.5 Analysing Interactions using NAIW

In this section, we introduce a novel method to
analyse fully connected interactions. As mentioned
in previous sections, the interaction weight matrix
W in FCConvE as well as FCE is shared among
all relations i.e. W, = W,Vr € R. This inter-
action weight matrix can be split into two parts,
W = [Wg;WR],WS c RdiXde,WR c R xd-r
corresponding to the head entity and the relation
vectors respectively. The equation for the interac-
tion layer can be re-written as follows:

vpr = o(WEu, + WR,). (6)

The values in W¢ and W™ represent the im-
portance of various dimensions of the head entity
and relation vectors. We use the absolute values
of these weights for comparing the importance of
entity and relation. Specifically, we use the Nor-
malized Absolute Interaction Weights (NAIW) as
defined below for comparing the weights corre-
sponding to entities and relations.

d

Ve = Z AbsoluteValue(W¢[:, 5]),
j=1 (7
Vg
NAIWS = ——
max(V¢)’

where V€ € R% is a vector containing sum of
absolute interaction weights across dimensions of



FB15K-237 WN18RR

Model MR| MRR?T HitsT MR| MRR?T Hits?

@1 @3 @10 @1 @3 @10
DistMult (Yang et al., 2014) 254 24.1 155 263 419 5110 43.0 39.0 44.0 490
ComplEx (Trouillon et al., 2016) 339 24.7 158 27.5 428 5261 44.0 41.0 46.0 51.0
R-GCN (Schlichtkrull et al., 2017) - 24.8 153 258 41.7 - - - - -
ConvE (Dettmers et al., 2018) 244 32.5 237 356 50.1 4187 43.0 40.0 44.0 52.0
DistMult-BCE 318 30.1 21.6  33.0 469 7037 41.0 38.6 41.6 46.0
FCE 331 30.6 21.7 337 48.6 4732 41.3 38.2 422 475
FCConvE 255 35.5 264 391 540 4103 46.1 42.8 47.7 52.7

FB15K WN18

Model MR| MRR?T HitsT MR| MRR? Hits?

@1 @3 @10 @1 @3 @10
TransE (Bordes et al., 2013) - 46.3 29.7 57.8 749 - 49.5 11.3  88.8 943
DistMult (Yang et al., 2014) 97 65.4 546 733 824 902 82.2 728 914 936
ComplEx (Trouillon et al., 2016) - 69.2 599 759 84.0 - 94.1 93.6 93.6 94.7
R-GCN (Schlichtkrull et al., 2017) - 69.6 60.1 76.0 84.2 - 81.4 69.7 929 964
ConvE (Dettmers et al., 2018) 51 65.7 55.8 723 83.1 374 94.3 93.5 94,6 956
DistMult-BCE 115 73.3 66.8 778 849 671 83.9 748 92,6 94.7
FCE 108 74.6 67.8 79.5 86.1 516 94.2 93.6 945 952
FCConvE 67 71.7 63.4 773 85.6 440 94.8 943 951 955

Table 3: Link prediction results on benchmark datasets. Here 1 indicates higher values are better while | indicates
lower values are better. The adaptive interaction versions of the models FCConvE and FCE outperform the cor-
responding baseline models ConvE and DistMult-BCE in all the datasets. They also outperform other methods
across all datasets. Results for the baseline models except TransE were taken from (Dettmers et al., 2018). For
TransE, we have taken the results from (Nickel et al., 2016). We have also included results for a modification of
DistMult called DistMult-BCE. Please refer to Section 4.2 for more details.

head entity. It denotes the importance of the head
entity for each unit in the interaction layer. We
normalize this vector such that the values lie in
[0, 1] range. This allows us to compare this value
across datasets. Similarly, we can calculate V™ and
NAIW™ which denote the importance of relation
for units in the interaction layer.

Each value in the NAIW vector represents the
importance of entities (for NAIW® ) or relations
(for NAIW™) for the link prediction task. Thus,
comparing these values helps us understand the
relative importance of entities and relations for dif-
ferent datasets. Since a comparison of individual
interaction units may be inconclusive, we compare
their distributions. We estimate the distributions'
of NAIW¢ and NAIW" and compare them across
multiple datasets. These distributions allow us to
compare the importance of the entity and relation
for the link prediction task.

"We use gaussian_kde function from SciPy library for
estimating distributions.
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4 Experiment Results

In this section, we evaluate the proposed method
on the link prediction task and compare it against
the baselines. The details of the datasets used for
evaluation are given in Table 2. We provide the
implementation details followed by the results in
the following sections.

4.1 Implementation details

In our experiments, we use 200-dimension embed-
dings for both entity as well as relations. For select-
ing other hyper-parameters, we use cross-validation
using the MRR on validation split of the data. Sim-
ilar to ConvE, we use dropouts and batch normal-
ization at input, convolution and final projection
layer. The corresponding dropout probabilities are
selected from [0.1, 0.2, 0.3], [0.2, 0.3, 0.4] and [0.4,
0.5, 0.6] respectively. For the interaction layer, we
use 5000 dimensions reshaped to 25 x 10 x 20
before applying convolution. Unlike ConvE, FC-
ConvE uses depthwise group convolution. The
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Figure 4: Distributions of the Normalized Absolute Interaction Weights for entities and relations learned by FC-
ConvE on different datasets. The means of these distributions are shown as a dashed (for Entity) or dotted (for
Relation) vertical lines along with their values. The datasets are arranged according to decreasing order of number
of relations from left to right. As we can see, for lower number of relations, the difference in weights for entities
and relations are much higher. Please refer to Section 4.3 for more details.

filter size for convolution is selected from [3 X 3,
5 x b]. For optimization, we use Adam optimizer
with an initial learning rate of 0.001. We use early
stopping using MRR on validation split with the
maximum number of epochs set to 100. The best
model is then run for 1000 epochs? and final per-
formance is reported. We use 500 negative samples
per correct triple. For head entity prediction, we
follow ConvE and use reversed relations during
training as well as evaluation. The embeddings are
trained using binary cross-entropy loss.

4.2 Link Prediction

Given a test or validation triple, we score the head
entity and relation against all entities and report the
rank of the correct tail entity. A similar strategy is
used for head entity prediction except that we use
reverse relation vectors. The model’s performance
is evaluated on both head as well as tail entity pre-
diction and the average performance is reported.
Similar to previous work, we use filtered setting,

>We pick the model from the epoch with the best validation
split MRR, and it need not be the final epoch.
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i.e., we exclude all triples appearing in train, test
or validation split while ranking. We report Mean
Reciprocal Rank (MRR), Mean Rank (MR) and
Hits@k for k=1, 3, 10 on test split. The results can
be found in Table 3.

For comparison, we use a few representative
baselines from each category of the models. Specif-
ically, we use TransE for additive models, DistMult
and ComplEx for multiplicative models, and R-
GCN and ConvE for neural models. Please note
that our goal is to compare a model with its adap-
tive interaction version, instead of comparing all
available models.

We observe from the results that the proposed
adaptive interaction versions of the models out-
perform the corresponding baseline models in all
the datasets. FCConvE significantly outperforms
ConvE in all the datasets except WN18 where the
performance is comparable. Similarly, FCE signifi-
cantly outperforms DistMult-BCE in WN18 while
showing marginal improvements is other datasets.
Also, they outperform other methods on the link
prediction task across all the datasets suggesting



that the proposed approch is able to adapt to dif-
ferent datasets resulting in performance improve-
ments.

It should be noted that ConvE would struggle
to differentially weigh entity and relation vector
dimensions due to the sharing of convolution fil-
ters. Adding an FC interaction layer allows it to
prioritize between entity and relation vectors result-
ing in better performance of FCConvE. We also
observe that the DistMult-BCE model significantly
outperforms the DistMult model in FB15K and
FB15K-237 which suggests the BCE loss with mul-
tiple negative samples improves performance.

Among the metrics used in Table 3, MR is more
sensitive to outliers (i.e., large values of ranks) than
others. We observe that the proposed approaches
achieve improvements in MRR and Hits @k, but
not MR for many datasets. It suggests that the
proposed methods are effective in bringing more
cases into the high-rank region, which could be a
desirable property in many applications.

4.3 Interactions Analysis

In this section, we analyse the interactions learned
by FCConvE on different datasets. We use the
distributions of NAIW¢ and NAIW™, as defined
in Section 3.5 and compare them. The results are
shown in Figure 4.

As we can see from Figure 4, the distributions
of NAIW? and NAIW® varies across different
datasets. Furthermore, we make the following ob-
servations.

e The difference between the means of NAIW®
and NAIW™ increases with decreasing num-
ber of relations. Among the datasets used,
FB15K has the most number of relations (i.e.
1,345) while WN18RR has the least number
of relations (i.e. 11). This number is cor-
related with the difference of the means of
NAIW¢ and NAIW" with WN18RR having
the highest difference, while FB15K having
the lowest difference. This suggests that when
a dataset has a small number of relations, enti-
ties have more distinguishing capability than
the relations.

The relations in Freebase datasets (i.e. FB15K
and FB15K-237) have more distinguishing ca-
pability than relations in WordNet datasets
(i.e. WN18 and WN18RR). For example, rela-
tions like place_of_birth in Freebase restricts
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candidate entity types for head and tail enti-
ties. On the other hand, relations in Wordnet
(e.g. _similar_to, _hypernym) are not very spe-
cific to some type of entities. This behavior
is reflected in the distributions of NAIW® and
NAIW™ with relations getting more weights
in Freebase datasets as compared to WordNet
datasets.

4.4 Effect of various interactions on ConvE

To further understand the advantages of adaptive
interactions, we compare its performance with var-
ious fixed interactions (as used in (Vashishth et al.,
2020)). As mentioned in Section 3.2, ConvE can
use a permutation matrix for generating interac-
tions. For demonstration, let’s assume a head entity
vector vy, = [v,ll, v%, v%, v;‘;, v%, vg] and a relation
vector v, = [v},v2, v3, vt v2 v8]. These vectors
are concatenated, permuted and then reshaped into
a4 x 3 matrix before passing it to the convolution
layer. As shown in Figure 5, the following are some
of the candidate permutations.

Plain: A plain concatenation and reshaping of the
vectors.

Alternate Rows: Alternate rows of head entity and
relation vectors dimensions.

Alternate: Strictly alternating dimensions of head
entity and relation vectors.

1 2 3 1 2 3 1 1 2

v, v, Uy v, v vy v, Uy Uy

4 5 6 1 2 3 2 3 3

v, v, Uy v, Uy U, vy v, Uy

1 2 3 4 5 6 4 4 5

v, Up Uy v, v vp v, U, Up

4 5 6 4 5 6 5 6 6

v, U U, v, Uy U v, vp Uy
(a) Plain (b) Alternate Rows (c) Alternate

Figure 5: Some example permutations of two 6-

dimensional vectors vy, and v,..

As we can see, Plain method allows entity-
relation interactions only at the boundary region
while Alternate Rows and Alternate allow deeper
interactions.

We run the best hyper-parameters settings of
ConvE with these three permutations on all the
datasets and compare the MRR of the link predic-
tion task. As seen from the results in Table 4, the
Alternate Rows and Alternate permutation schemes
achieve better results compared to Plain permuta-
tion scheme. However, since FCConvE can learn



Permutation FB15K FB15K-237 WNI18 WNI18RR
Plain 63.2 32.7 94.3 43.2
Alternate Rows 63.6 333 94.8 44.3
Alternate 63.9 33.3 94.8 44 .4
FCConvE 71.7 35.5 94.8 46.1

Table 4: The effect of various permutation schemes on
the performance of ConvE. We report the MRR in link
prediction task across various datasets. As we can see,
the performance of ConvE is dependent on the choice
of permutation scheme and using Alternate or Alternate
Rows permutation improves the performance of ConvE.
Please refer to Section 4.4 for more details.

the interactions while training, it achieves better or
comparable MRR on all the datasets.

5 Conclusions and Future Work

We presented an adaptive interaction framework for
learning KG Embeddings and proposed two new
models based on the framework. We demonstrated
that the proposed models are capable of learning
relevant interactions across different datasets. We
also demonstrated how some of the existing KG
Embedding models can be seen as special cases of
the proposed framework.

In the future, we would like to further analyze
the interaction layer and its correlation with more
dataset properties.
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Abstract

We study the problem of inducing inter-
pretability in Knowledge Graph (KG) embed-
dings. Learning KG embeddings has been an
active area of research in the past few years,
resulting in many different models. How-
ever, most of these methods do not address
the interpretability (semantics) of individual
dimensions of the learned embeddings. In this
work, we study this problem and propose a
method for inducing interpretability in KG em-
beddings using entity co-occurrence statistics.
The proposed method significantly improves
the interpretability, while maintaining compa-
rable performance in other KG tasks.

1 Introduction

Knowledge Graphs such as Freebase (Bollacker
et al., 2008) and NELL (Mitchell et al., 2015) have
become important resources for supporting many
Al applications like web search, Q&A, etc. They
store a collection of facts in the form of a graph.
The nodes in the graph represent real world entities
such as Roger Federer, Tennis, United States etc
while the edges represent relationships between
them.

These KGs have grown huge, but they are still
not complete (Toutanova et al., 2015). Hence the
task of inferring new facts becomes important. KG
embeddings have been a popular approach for this
task as they can perform the inference task effi-
ciently. This task has achieved significant attention
in the literature and many methods have been pro-
posed, such as, (Bordes et al., 2013; Riedel et al.,
2013; Yang et al., 2014; Toutanova et al., 2015;
Trouillon et al., 2016; Schlichtkrull et al., 2017;
Dettmers et al., 2018; Balazevic et al., 2019), etc.
These methods learn representations for entities
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This research was conducted during the authors’ intern-
ships at Indian Institute of Science, Bangalore.
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and relations as vectors in a vector space, capturing
global information about the KG. The task of KG
inference is then defined as operations over these
vectors. Some of these methods like (Riedel et al.,
2013) and (Toutanova et al., 2015) are capable of
exploiting additional text data apart from the KG,
resulting in better representations.

Although these methods have shown good per-
formance in the end task, they do not address the
interpretability, i.e., understanding semantics of in-
dividual dimensions of the KG embedding. Such
representations enable a better understanding of the
model and can be helpful for explaining a model’s
decision on an end application.

In this work, we focus on incorporating inter-
pretability in KG embeddings. Specifically, we aim
to learn interpretable embeddings for KG entities
by incorporating additional entity co-occurrence
statistics from text data. This work is motivated by
(Lau et al., 2014) who presented automated meth-
ods for evaluating topics learned via topic mod-
elling methods. We adapt these methods for KG
embedding models and propose a method to di-
rectly maximize them while learning KG embed-
ding. As demonstrated by the experiments, we
find that such modeling significantly improves in-
terpretability, supporting our choice of using topic
coherence for embedding dimensions. To the best
of our knowledge, this work presents the first reg-
ularization term which induces interpretability in
KG embeddings.

2 Related Work

Several methods have been proposed for learning
KG embeddings. They differ on the modeling of
entities and relations, usage of text data and inter-
pretability of the learned embeddings. We summa-
rize some of these methods in following sections.
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2.1 KG Embedding models

Most of the KG embedding models represent enti-
ties and relations as vectors in R% and R%" respec-
tively (usually, d.=d,.). A score function uses these
vectors to calculate the correctness of a given triple.
Based on the score function, these methods can
be categorized as additive models (Bordes et al.,
2013; Lin et al., 2015; Xiao et al., 2015; Xie et al.,
2017), multiplicative models (Nickel et al., 2011;
Yang et al., 2014; Trouillon et al., 2016; Balaze-
vic et al., 2019) and nueral models (Dong et al.,
2014; Dettmers et al., 2018). There are other meth-
ods which are able to incorporate text data while
learning KG embeddings. For example, the method
proposed in (Riedel et al., 2013) assumes a com-
bined universal schema of relations from KG as
well as text. This method is further improved in
(Toutanova et al., 2015) using textual relation en-
coder allowing parameter sharing among similar
textual relations. However, none of these methods
address the interpretability of the embeddings.

2.2 Interpretability of Embeddings

While the KG embedding models perform well
in many tasks, the semantics of learned represen-
tations are not directly clear. This problem for
word embeddings has been addressed in (Murphy
etal.,2012; Faruqui et al., 2015; Subramanian et al.,
2018) where they apply a set of constraints induc-
ing interpretability. A similar task of learning se-
mantic features for entities and relations is KG was
addressed in (Xiao et al., 2016). However, their
approach is not applicable for the much popular
KG embedding methods. The model proposed in
(Xie et al., 2017) can generate interpretable em-
beddings for relations, but not entities. Another
approach, as proposed in (Gusmao et al., 2018), is
to generate weighted Horn rules as explanations
for link prediction. We refer the reader to Section 4
of (Bianchi et al., 2020) for further reading in this
direction.

Our method differs from the previous works in
the following aspects. Firstly, we focus on learn-
ing interpretable embeddings for KG entities rather
than relations. Second, we incorporate side infor-
mation about entities instead of constraints for in-
ducing interpretability. Third, we use vector space
modeling rather than probabilistic modelling (as in
(Xiao et al., 2016)) allowing the proposed method
to be applicable to many existing KG embedding
models.
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3 Proposed Method

The proposed method is motivated by a measure of
coherence in topic modelling literature (Lau et al.,
2014). This measure allows an automated eval-
uation of the quality of topics learned by topic
modeling methods by using additional Point-wise
Mutual Information (PMI) for word pairs. It was
also shown to have high correlation with human
evaluation of topics.

Based on this measure of coherence, we propose
a regularization term. This term can be used with
existing KG embedding methods for inducing inter-
pretability. It is described in the following sections.

3.1 Coherence

In topic models, coherence of a topic can be deter-
mined by semantic relatedness among top entities
within the topic. This idea can also be used in
vector space models by treating dimensions of the
vector space as topics. With this assumption, we
can use a measure of coherence defined in follow-
ing section for evaluating interpretability of the
embeddings.

3.1.1 CoherenceQk

Coherence for top k entities along dimension [ is
defined as follows.

k i—1

Coherence@k®) = Z Zpij

i=2 j=1

ey

where p;; is PMI score between entities e; and e;
extracted from text data. It is given as follows

pij:10g<Pr >

Here, Pr(e;, e;) represents the joint probability of
co-occurrence of entities e; and e;, while Pr(e;)
and Pr(e;) represent the corresponding marginal
probabilities, pre-computed using an auxiliary cor-
pus.

Coherence@Fk has been shown to have high
correlation with human interpretability of topics
learned via various topic modeling methods(Lau
et al., 2014). Hence, we can expect interpretable
embeddings by maximizing it.

CoherenceQFk for the entity embedding matrix
0. is defined as the average over all dimensions.

Pr(e;, ej)
(ei) x Pr(e;)

2

d
1
. O]
Coherence@Qk = p ZEI Coherence@Qk'’. (3)



3.1.2 Inducing coherence while learning
embeddings

We want to learn an embedding matrix 6,
which has high coherence (i.e., which maximizes
Coherence@Qk). Since 6. changes during train-
ing, the set of top k entities along each dimension
varies over iterations. Hence, directly maximizing
Coherence@k may not be feasible.

An alternative approach could be to promote
higher values for entity pairs having high PMI
score p;;. This will result in an embedding ma-
trix f, with a high value of Coherence@¥k since
high PMI entity pairs are more likely to be among
top k entities.

This idea can be captured by following coher-
ence term

1
llv(e;)T
1

n i—

967 P — Dij H 4)

1=2 j=

where P is entity-pair PMI matrix and v(e) de-
note vector for entity e. This term can be used in
the objective function defined in (7).

3.2 Entity Model (Model-E)

We use the Entity Model proposed in (Riedel et al.,
2013) for learning KG embeddings. However, it
should be noted that the proposed regularizer can
be used along with any KG embedding model
which represents entities as vectors. Also, as
pointed in (Kadlec et al., 2017; Ruffinelli et al.,
2020; Jain et al., 2020), various KG embedding
models achieve similar performances when trained
properly. Therefore, we select Model-E which is
simple yet effective. This model assumes a vec-
tor v(e) for each entity and two vectors vs(r) and
vo(r) for each relation of the KG. The score for
the triple (e, 7, €,) is given by,

fles,me0) = v(es)Tvs(r) + v(eo)Tvo(r).  (5)

Training these vectors requires incorrect triples.
So, we use the closed world assumption. For each
triple t € T, we create two negative triples ¢,
and ¢, by corrupting the object and subject of the
triples respectively such that the corrupted triples
do not appear in training, test or validation data.
The loss for a triple pair is defined as loss(t,t7) =
—log(o(f(t) — f(t7))). Then, the aggregate loss
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function is defined as

L(0e,0,,T) = o) +loss(t,ty)).

(6)

Z loss

‘T‘ teT

3.3 Objective

The overall loss function can be written as follows

L(0e, 0y, T) + AL (e, P) + A\ R(be, 0r)  (7)

where R(0,0,) = § (10 +116:]) is the
L2 regularization term and A, and A, are hyper-
parameters controlling the trade-off among differ-
ent terms in the objective function.

4 Experiments and Results

4.1 Datasets

We use the FB15k-237 (Toutanova and Chen, 2015)
dataset, a factual KG, for experiments. It contains
14541 entities and 237 relations. The triples are
split into training, validation and test set having
272115, 17535 and 20466 triples respectively. For
extracting entity co-occurrences, we use the textual
relations used in (Toutanova et al., 2015). It con-
tains around 3.7 millions textual triples, which we
use for calculating PMI for entity pairs.

4.2 Experimental Setup

We use the method proposed in (Riedel et al.,
2013) as the baseline. Please refer to Section 3.2
for more details. For evaluating the learned em-
beddings, we test them on different tasks. All
the hyper-parameters are tuned using performance
(MRR) on validation data. We use 100 dimen-
sions after cross validating among 50, 100 and
200 dimensions. For regularization, we use A\, =
0.01 (from 10,1,0.1,0.01) and A, = 0.01 (from
10,1,0.1,0.01) for L2 and coherence regulariza-
tion respectively. We use multiple random initial-
izations sampled from a Gaussian distribution. For
optimization, we use gradient descent and stop op-
timization when gradient becomes 0 upto 3 deci-
mal places. The final performance measures are
reported for test data.

4.3 Results

In following sections, we compare the performance
of the proposed method with the baseline method
in different tasks. Please refer to Table 1 for results.



Method Link Prediction
MRR7 MRJ Hits@10(%)1
Baseline 31.6 +0.08 121.9 £+ 1.80 48.3 +£0.39
Proposed 30.4 + 0.08 111.9+1.12 | 46.8+0.08
Triple Classification
AUC(%)1t Accuracy(%)1
Baseline | 72.9 £0.16 63.2 +0.50
Proposed | 73.2 + 0.28 67.6 +0.17
Interpretability
AutoWI@5(%)7T | Coherence@57 | Manual WI(%)1
Baseline 6+4.14 —47.4 £+ 4.68 12
Proposed 66 + 5.89 —12.5+4.48 84

Table 1: Results of various tasks on FB15k-237 dataset.
Here 1 indicates higher values are better while | indi-
cates lower values are better. The proposed method sig-
nificantly improves interpretability while maintaining
comparable performance on KG tasks (4.3).

4.3.1 Interpretability

For evaluating the interpretability, we use
Coherence@k (3), automated and manual word
intrusion tests. In word intrusion test (Chang et al.,
2009), top k(= 5) entities along a dimension are
mixed with the bottom most entity (the intruder) in
that dimension and shuffled. Then multiple (3 in
our case) human annotators are asked to find out
the intruder. We use majority voting to finalize one
intruder. Amazon Mechanical Turk was used for
crowdsourcing the annotation task and we used 25
randomly selected dimensions for evaluation. Thus,
each of the three annotators evaluates 25 examples.
For automated word intrusion (Lau et al., 2014),
we calculate following score for all k£ + 1 entities

k+1

Z Dij

=1

AutoWI(e;) 8)

where p;; are the PMI scores. The entity having
least score is identified as the intruder. We report
the fraction of dimensions for which we were able
to identify the intruder correctly.

As we can see in Table 1, the proposed method
achieves better values for Coherence@b as a
direct consequence of the regularization term,
thereby maximizing coherence between appropri-
ate entities. Performance on the word intrusion task
also improves drastically as the intruder along each
dimension is a lot easier to identify owing to the
fact that the top entities for each dimension group
together more conspicuously.

4.3.2 Link Prediction

In this experiment, we test the model’s ability to
predict the best object entity for a given subject
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Top 5
Baseline

-Jurist, Pipe organ, USA, Lions Gate Entertainment, UK

-Guitar, 71st Academy Awards, Jurist, Piano, Bass guitar

-Actor, Official Website, Screenwriter, Film Producer, USA

-Jurist, USA, Marriage, Male, UK

-Pipe organ, Official Website, Actor, Film Producer, Screenwriter
Proposed Method

-Juris Doctor, Business Administration, Biology, Psychology, BS

-Bachelor of Arts, PhD, Bachelor’s degree, BS, MS

-European Union, Europe, Netherlands, Portugal, Government

-UK, Hollywood, DVD, London, Europe

-Hollywood, Academy Awards, USA, DVD, Los Angeles

Table 2: Top 5 entities for randomly selected dimen-
sions. As we see, the proposed method produces more
coherent entities compared to the baseline. Incoherent
entities are marked in bold face. !

entity and relation. For each of the triples, we fix
the subject and the relation and rank all entities
(within same category as true object entity) based
on their score according to (5). We report Mean
Rank (MR) and Mean Reciprocal rank (MRR) of
the true object entity and Hits@ 10 (the number of
times true object entity is ranked in top 10) as per-
centage. A good model should have higher values
for MRR and Hits@ 10, and lower value for MR.

The coherence regularization term’s objective,
being tangential to that of the original loss function,
is not expected to affect the link prediction task’s
performance. However, the results show a trivial
drop of 1.2 in MRR. Upon further inspection, we
found that the coherence term gives credibility to
certain triples otherwise deemed incorrect by the
closed world assumption. These triples appear in
the text corpus and contain entity pairs with high
PMI values.

4.3.3 Triple Classification

In this experiment, we test the model on classifying
correct and incorrect triples. For finding incorrect
triples, we corrupt the object entity with a randomly
selected entity within the same category. For clas-
sification, we use validation data to find the best
threshold for each relation by training an SVM clas-
sifier and later use this threshold for classifying test
triples. We report the mean accuracy and mean
AUC over all relations.

We observe that the proposed method achieves
slightly better performance for triple classification

"'We have used abbreviations for BS (Bachelor of Science),
MS (Master of Science), UK (United Kingdom) and USA
(United States of America). They appear as full form in the
data.



improving the accuracy by 4.4. The PMI informa-
tion adds more evidence to the correct triples which
are related in text data, generating a better thresh-
old that more accurately distinguishes correct and
incorrect triples.

4.4 Qualitative Analysis of Results

Since our aim is to induce interpretability in rep-
resentations, in this section, we evaluate the em-
beddings learned by the baseline as well as the pro-
posed method. For both methods, we select some
dimensions randomly and present top 5 entities
along those dimensions. As we can see from the
results in Table 2, the proposed method produces
more coherent entities than the baseline method.

5 Conclusion and Future Works

In this work, we proposed a method for inducing in-
terpretability in KG embeddings using a coherence
regularization term. We evaluated the proposed
and the baseline method on the interpretability of
the learned embeddings. We also evaluated the
methods on different KG tasks and compared their
performance. We found that the proposed method
achieves better interpretability while maintaining
comparable performance on KG tasks. As next
steps, we plan to evaluate and compare the general-
izability of the proposed method across various KG
embedding models. Understanding the mapping
between dimensions and latent categories could be
another direction for future works.
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Abstract

This paper outlines the use of Transformer net-
works trained to translate math word problems
to equivalent arithmetic expressions in infix,
prefix, and postfix notations. We compare
results produced by many neural configura-
tions and find that most configurations outper-
form previously reported approaches on three
of four datasets with significant increases in
accuracy of over 20 percentage points. The
best neural approaches boost accuracy by 30%
when compared to the previous state-of-the-art
on some datasets.

1 Introduction

Students are exposed to simple arithmetic word
problems starting in elementary school, and most
become proficient in solving them at a young age.
However, it has been challenging to write programs
to solve such elementary school level problems
well. Even simple word problems, consisting of
only a few sentences, can be challenging to under-
stand for an automated system.

Solving a math word problem (MWP) starts with
one or more sentences describing a transactional
situation. The sentences are usually processed to
produce an arithmetic expression. These expres-
sions then may be evaluated to yield a numerical
value as an answer to the MWP.

Recent neural approaches to solving arithmetic
word problems have used various flavors of recur-
rent neural networks (RNN) and reinforcement
learning. However, such methods have had dif-
ficulty achieving a high level of generalization.
Often, systems extract the relevant numbers suc-
cessfully but misplace them in the generated ex-
pressions. They also get the arithmetic operations
wrong. The use of infix notation also requires pairs
of parentheses to be placed and balanced correctly,
bracketing the right numbers. There have been
problems with parentheses placement.

76

Figure 1: Possible generated expressions for an MWP.

Question:

At the fair Adam bought 13 tickets. After rid-
ing the ferris wheel he had 4 tickets left. If
each ticket cost 9 dollars, how much money did
Adam spend riding the ferris wheel?

Some possible expressions that can be pro-
duced:

(13—4)%9,9%13—4,5%13—4,13—4%9,13 — (4%9),
(9%13—4),(9) x13 —4,(9) * 13 — (4), etc.

To start, correctly extracting the numbers in the
problem is necessary. Figure 1 gives examples of
some infix representations that a machine learning
solver can potentially produce from a simple word
problem using the correct numbers. Of the expres-
sions shown, only the first one is correct. The use
of infix notation may itself be a part of the prob-
lem because it requires the generation of additional
characters, the open and closed parentheses, which
must be placed and balanced correctly.

The actual numbers appearing in MWPs vary
widely from problem to problem. Real numbers
take any conceivable value, making it almost impos-
sible for a neural network to learn representations
for them. As a result, trained programs sometimes
generate expressions that have seemingly random
numbers. For example, in some runs, a trained
program could generate a potentially inexplicable
expression such as (25.01 — 4) x 9 for the problem
given in Figure 1, with one or more numbers not
in the problem sentences. To obviate this issue,
we replace the numbers in the problem statement
with generic tags like (i), (q), and (x) and save
their values as a preprocessing step. This approach
does not take away from the generality of the solu-
tion but suppresses fertility in number generation
leading to the introduction of numbers not present
in the question sentences. We extend the prepro-
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cessing methods to ease the understanding through
simple expanding and filtering algorithms. For ex-
ample, some keywords within sentences are likely
to cause the choice of operators for us as humans.
By focusing on these terms in the context of a word
problem, we hypothesize that our neural approach
will improve further.

In this paper, we use the Transformer model
(Vaswani et al., 2017) to solve arithmetic word
problems as a particular case of machine transla-
tion from text to the language of arithmetic expres-
sions. Transformers in various configurations have
become a staple of NLP in the past three years.
We do not augment the neural architectures with
external modules such as parse trees or deep rein-
forcement learning. We compare performance on
four individual datasets. In particular, we show that
our translation-based approach outperforms state-
of-the-art results reported by (Wang et al., 2018;
Hosseini et al., 2014; Kushman et al., 2014; Roy
et al., 2015; Robaidek et al., 2018) by a large mar-
gin on three of four datasets tested. On average,
our best neural architecture outperforms previous
results by almost 10%, although our approach is
conceptually more straightforward.

We organize our paper as follows. The sec-
ond section presents related work. Then, we dis-
cuss our approach. We follow by an analysis of
baseline experimental results and compare them to
those of other recent approaches. We then take our
best performing model and train it with motivated
preprocessing, discussing changes in performance.
We follow with a discussion of our successes and
shortcomings. Finally, we share our concluding
thoughts and end with our direction for future work.

2 Related Work

Past strategies have used rules and templates to
match sentences to arithmetic expressions. Some
such approaches seemed to solve problems im-
pressively within a narrow domain but performed
poorly otherwise, lacking generality (Bobrow,
1964; Bakman, 2007; Liguda and Pfeiffer, 2012;
Shi et al., 2015). Kushman et al. (Kushman et al.,
2014) used feature extraction and template-based
categorization by representing equations as expres-
sion forests and finding a close match. Such meth-
ods required human intervention in the form of fea-
ture engineering and the development of templates
and rules, which is not desirable for expandability
and adaptability. Hosseini et al. (Hosseini et al.,
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2014) performed statistical similarity analysis to
obtain acceptable results but did not perform well
with texts that were dissimilar to training examples.

Existing approaches have used various forms of
auxiliary information. Hosseini et al. (Hosseini
et al., 2014) used verb categorization to identify
important mathematical cues and contexts. Mitra
and Baral (Mitra and Baral, 2016) used predefined
formulas to assist in matching. Koncel-Kedziorski
et al. (Koncel-Kedziorski et al., 2015) parsed the
input sentences, enumerated all parses, and learned
to match, requiring expensive computations. Roy
and Roth (Roy and Roth, 2017) performed searches
for semantic trees over large spaces.

Some recent approaches have transitioned to
using neural networks. Semantic parsing takes
advantage of RNN architectures to parse MWPs
directly into equations, or expressions in a math-
specific language (Shi et al., 2015; Sun et al., 2019).
RNNSs have shown promising results, but they have
had difficulties balancing parentheses. Sometimes
RNN models incorrectly choose numbers when
generating equations. Rehman et al. (Rehman
et al., 2019) used part-of-speech tagging and clas-
sification of equation templates to produce systems
of equations from third-grade level MWPs. Most
recently, Sun et al. (Sun et al., 2019) used a bi-
directional LSTM architecture for math word prob-
lems. Huang et al. (Huang et al., 2018) used a deep
reinforcement learning model to achieve character
placement in both seen and new equation templates.
Wang et al. (Wang et al., 2018) also used deep re-
inforcement learning. We take a similar approach
to (Wang et al., 2019) in preprocessing to prevent
ambiguous expression representation.

This paper builds upon (Griffith and Kalita,
2019), extending the capability of similar Trans-
former networks and solving some common issues
found in translations. Here, we simplify the tag-
ging technique used in (Griffith and Kalita, 2019),
and apply preprocessing to enhance translations.

3 Approach

We view math word problem solving as a sequence-
to-sequence translation problem. RNNs have ex-
celled in sequence-to-sequence problems such as
translation and question answering. The introduc-
tion of attention mechanisms has improved the per-
formance of RNN models. Vaswani et al. (Vaswani
et al., 2017) introduced the Transformer network,
which uses stacks of attention layers instead of



recurrence. Applications of Transformers have
achieved state-of-the-art performance in many NLP
tasks. We use this architecture to produce charac-
ter sequences that are arithmetic expressions. The
models we experiment with are easy and efficient
to train, allowing us to test several configurations
for a comprehensive comparison. We use several
configurations of Transformer networks to learn
the prefix, postfix, and infix notations of MWP
equations independently.

Prefix and postfix representations of equations
do not contain parentheses, which has been a
source of confusion in some approaches. If the
learned target sequences are simple, with fewer
characters to generate, it is less likely to make mis-
takes during generation. Simple targets also may
help the learning of the model to be more robust.

3.1 Data

We work with four individual datasets. The datasets
contain addition, subtraction, multiplication, and
division word problems.

1. AI2 (Hosseini et al., 2014). AI2 is a collec-
tion of 395 addition and subtraction problems
containing numeric values, where some may
not be relevant to the question.

. CC (Roy and Roth, 2015). The Common
Core dataset contains 600 2-step questions.
The Cognitive Computation Group at the Uni-
versity of Pennsylvania! gathered these ques-
tions.

. IL (Roy et al., 2015). The Illinois dataset
contains 562 1-step algebra word questions.
The Cognitive Computation Group compiled
these questions also.

. MAWPS (Koncel-Kedziorski et al., 2016).
MAWPS is a relatively large collection, pri-
marily from other MWP datasets. MAWPS
includes problems found in AI2, CC, IL, and
other sources. We use 2,373 of 3,915 MWPs
from this set. The problems not used were
more complex problems that generate systems
of equations. We exclude such problems be-
cause generating systems of equations is not
our focus.

We take a randomly sampled 95% of examples
from each dataset for training. From each dataset,

'nttps://cogcomp.seas.upenn.edu/page/
demos/
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MWPs not included in training make up the testing
data used when generating our results. Training
and testing are repeated three times, and reported
results are an average of the three outcomes.

3.2 Representation Conversion

We take a simple approach to convert infix expres-
sions found in the MWPs to the other two rep-
resentations. Two stacks are filled by iterating
through string characters, one with operators found
in the equation and the other with the operands.
From these stacks, we form a binary tree structure.
Traversing an expression tree in preorder results in
a prefix conversion. Post-order traversal gives us a
postfix expression. We create three versions of our
training and testing data to correspond to each type
of expression. By training on different representa-
tions, we expect our test results to change.

3.3 Metric Used

We calculate the reported results, here and in later

sections as:
( )

where R is the number of test repetitions, which is
3; N i1s the number of test datasets, which is 4; P is
the number of MWPs; C' is the number of correct
equation translations, and D,, is the nth dataset.
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4 Experiment 1: Search for
High-Performing Models

The input sequence for a translation is a natural lan-
guage specification of an arithmetic word problem.
We encode the MWP questions and equations using
the subword text encoder provided by the Tensor-
Flow Datasets library. The output is an expression
in prefix, infix, or postfix notation, which then can
be manipulated further and solved to obtain a final
answer. Each expression style corresponds to a
model trained and tested separately on that specific
style. For example, data in prefix will not intermix
with data in postfix representation.

All examples in the datasets contain numbers,
some of which are unique or rare in the corpus.
Rare terms are adverse for generalization since the
network is unlikely to form good representations
for them. As a remedy to this issue, our networks
do not consider any relevant numbers during train-
ing. Before the networks attempt any translation,
we preprocess each question and expression by a



number mapping algorithm. We consider numbers
found to be in word form also, such as “forty-two’
and “dozen.” We convert these words to numbers
in all questions (e.g., “forty-two” becomes “42”).
Then by algorithm, we replace each numeric value
with a corresponding identifier (e.g., (j), (z)) and
remember the necessary mapping. We expect that
this approach may significantly improve how net-
works interpret each question. When translating,
the numbers in the original question are tagged and
cached. From the encoded English and tags, a pre-
dicted sequence resembling an expression presents
itself as output. Since each network’s learned
output resembles an arithmetic expression (e.g.,
(7) + (z) * (g)), we use the cached tag mapping to
replace the tags with the corresponding numbers
and return a final mathematical expression.

We train and test three representation mod-
els: Prefix-Transformer, Postfix-Transformer, and
Infix-Transformer. For each experiment, we use
representation-specific Transformer architectures.
Each model uses the Adam optimizer with beta; =
0.95 and betas = 0.99 with a standard epsilon of
1 x e~?. The learning rate is reduced automati-
cally in each training session as the loss decreases.
Throughout the training, each model respects a
10% dropout rate. We employ a batch size of 128
for all training. Each model is trained on MWP
data for 300 iterations before testing. The networks
are trained on a machine using 4 Nvidia 2080 Ti
graphics processing unit (GPU).

We compare medium-sized, small, and minimal
networks to show if a smaller network size can
increase training and testing efficiency while re-
taining high accuracy. Networks over six layers
have shown to be non-effective for this task. We
tried many configurations of our network models
but report results with only three configurations of
Transformer.

B

- Transformer Type 1: This network is a
small to medium-sized network consisting of
4 Transformer layers. Each layer utilizes 8
attention heads with a depth of 512 and a feed-
forward depth of 1024.

- Transformer Type 2: The second model is
small in size, using 2 Transformer layers. The
layers utilize 8 attention heads with a depth of
256 and a feed-forward depth of 1024.

- Transformer Type 3: The third type of
model is minimal, using only 1 Transformer
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layer. This network utilizes 8 attention heads
with a depth of 256 and a feed-forward depth
of 512.

Objective Function We calculate the loss in
training according to a mean of the sparse cate-
gorical cross-entropy formula. Sparse categorical
cross-entropy (De Boer et al., 2005) is used for
identifying classes from a feature set, assuming a
large target classification set. The performance met-
ric evaluates the produced class (predicted token)
drawn from the translation classes (all vocabulary
subword tokens). During each evaluation, target
terms are masked, predicted, and then compared to
the masked (known) value. We adjust the model’s
loss according to the mean of the translation accu-
racy after predicting every determined subword in
a translation.

4.1 Experiment 1 Results

This experiment compares our networks to recent
previous work. We count a given test score by
a simple “correct versus incorrect” method. The
answer to an expression directly ties to all of the
translation terms being correct, which is why we do
not consider partial precision. We compare average
accuracies over 3 test trials on different randomly
sampled test sets from each MWP dataset. This cal-
culation more accurately depicts the generalization
of our networks.

We present the results of our various outcomes
in Table 1. We compare the three representations
of target equations and three architectures of the
Transformer model in each test.

4.1.1 Experiment 1 Analysis

All of the network configurations used were very
successful for our task. The prefix representation
overall provides the most stable network perfor-
mance. We note that while the combined averages
of the prefix models outperformed postfix, the post-
fix representation Transformer produced the high-
est average for a single model. The type 2 postfix
Transformer received the highest testing average
of 87.2%. To highlight the capability of our most
successful model (type 2 postfix Transformer), we
present some outputs of the network in Figure 2.

The models respect the syntax of math expres-
sions, even when incorrect. For most questions, our
translators were able to determine operators based
solely on the context of language.



Table 1: Test results for Experiment 1 (* denotes averages on present values only).

(Type) Model AI2 CC IL MAWPS Average
(Hosseini et al., 2014) 77.7 - - - *77.7
(Kushman et al., 2014) 64.0 73.7 2.3 - *46.7
(Roy et al., 2015) - - 52.7 - *52.7
(Robaidek et al., 2018) - - - 62.8 *62.8
(Wang et al., 2018) 78.5 75.5 73.3 - *75.4
(1) Prefix-Transformer 71.9 94.4 95.2 83.4 86.3
(1) Postfix-Transformer 73.7 81.1 92.9 75.7 80.8
(1) Infix-Transformer 77.2 73.3 61.9 56.8 67.3
(2) Prefix-Transformer 71.9 94.4 94.1 84.7 86.3
(2) Postfix-Transformer 77.2 94.4 94.1 83.1 87.2
(2) Infix-Transformer 77.2 76.7 66.7 61.5 70.5
(3) Prefix-Transformer 71.9 93.3 95.2 84.1 86.2
(3) Postfix-Transformer 77.2 94.4 94.1 82.4 87.0
(3) Infix-Transformer 77.2 76.7 66.7 62.4 70.7

Figure 2: Successful postfix translations.

A2

A spaceship traveled 0.5 light-year from earth to planet
x and 0.1 light-year from planet x to planet y. Then it
traveled 0.1 light-year from planet y back to Earth. How
many light-years did the spaceship travel in all?

Translation produced:
050.1+0.1+

CC

There were 16 friends playing a video game online when
7 players quit. If each player left had 8 lives, how many
lives did they have total?

Translation produced:
8167-*

IL
Lisa flew 256 miles at 32 miles per hour. How long did
Lisa fly?

Translation produced:
25632/

MAWPS
Debby’s class is going on a field trip to the zoo. If each
van can hold 4 people and there are 2 students and 6

adults going, how many vans will they need?

Translation produced:
26+4/
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Table 1 provides detailed results of Experiment 1.
The numbers are absolute accuracies, i.e., they cor-
respond to cases where the arithmetic expression
generated is 100% correct, leading to the correct
numeric answer. Results by (Wang et al., 2018;
Hosseini et al., 2014; Roy et al., 2015; Robaidek
et al., 2018) are sparse but indicate the scale of
success compared to recent past approaches. Pre-
fix, postfix, and infix representations in Table 1
show that network capabilities are changed by how
teachable the target data is.

While our networks fell short of Wang, et al.
Al2 testing accuracy (Wang et al., 2018), we
present state-of-the-art results for the remaining
three datasets in Table 1. The AI2 dataset is tricky
because its questions contain numeric values that
are extraneous or irrelevant to the actual computa-
tion, whereas the other datasets have only relevant
numeric values. Following these observations, we
continue to more involved experiments with only
the type 2 postfix Transformer. The next sections
will introduce our preprocessing methods. Note
that we start from scratch in our training for all
experiments following this section.

S Experiment 2: Preprocessing for
Improved Results

We use various additional preprocessing methods
to improve the training and testing of MWP data.
One goal of this section is to improve the notably
low performance on the AI2 tests. We introduce
eight techniques for improvement and report our
results as an average of 3 separate training and



testing sessions. These techniques are also tested
together in some cases to observe their combined
effects.

5.1 Preprocessing Algorithms

We take note of previous pitfalls that have pre-
vented neural approaches from applying to general
MWP question answering. To improve English to
equation translation further, we apply some trans-
formation processes before the training step in our
neural pipeline. First, we optionally remove all
stop words in the questions. Then, again optionally,
the words are transformed into a lemma to prevent
easy mistakes caused by plurals. These simple
transformations can be applied in both training and
testing and require only base language knowledge.

We also try minimalistic manipulation ap-
proaches in preprocessing and analyze the results.
While in most cases, the tagged numbers are rele-
vant and necessary when translating; in some cases,
there are tagged numbers that do not appear in
equations. To avoid this, we attempt three differ-
ent methods of preprocessing: Selective Tagging,
Exclusive Tagging, and Label-Selective Tagging.

When applying Selective Tagging, we iterate
through the words in each question and only re-
place numbers appearing in the equation with a
tag representation (e.g., (j)). In this method, we
leave the original numeric values in each sentence,
which have do not collect importance in network
translations. Similarly, we optionally apply Exclu-
sive Tagging, which is nearly identical to Selective
Tagging, but instead of leaving the numbers not
appearing in the equation, we remove them. These
two preprocessing algorithms prevent irrelevant
numbers from mistakenly being learned as relevant.
These methods are only applicable to training.

It is common in MWPs to provide a label or in-
dication of what a number represents in a question.
For example, if we observe the statement “George
has 2 peaches and 4 apples. Lauren gives George
5 of her peaches. How many peaches does George
have?” we only need to know quantifiers for the
label “peach.” We consider “peaches” and “apples”
as labels for the number tags. For the most basic
interpretation of this series of mathematical prose,
we know that we are supposed to use the number of
peaches that George and Lauren have to formulate
an expression to solve the MWP. Thus, determin-
ing the correct labels or tags for the numbers in an
MWP is likely to be helpful. Similar to Selective
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Tagging and Exclusive Tagging, we avoid tagging
irrelevant numbers when applying Label-Selective
Tagging. Here, the quantity we need to ignore for
areliable translation is: “4 apples.” This is as if we
are associating each number with the appropriate
unit notation, like “kilogram” or “meter.”

The Label-Selective Tagging method iterates
through every word in an MWP question. We first
count the occurrence of words in the question sen-
tences and create an ordered list of all terms. In
our example, we note that the word “peaches” oc-
curs three times in the sentence. Compared to the
word “apples” (occurring only once), we reduce
our search for numbers to only the most common
terms in each question. We impose a check to
verify that the most common term appears in the
sentence ending in a question mark, and if it is not,
the Label-Selective Tagging fails and produces tags
for all numbers.

If we can identify the label reliably, we then look
at each number. We assume that labels for quanti-
ties are within a window of three (either before the
number or after). When we detect a number, we
then look at four words before the number and four
words after the number, and before any punctua-
tion for the most common word we have previously
identified. If we find the assumed label, we tag
the number, indicating it is relevant. Otherwise,
we leave the word as a number, which indicates
that it is irrelevant. This method can be applied
in training and testing equally because we do not
require any knowledge about our target translation
equation. We could have performed noun phrase
chunking and some additional processing to iden-
tify nouns and their numeric quantifiers. However,
our heuristic method works very well.

In addition to restrictive tagging methods, we
also try replacing all words with an equivalent part-
of-speech denotation. The noun, “George,” will
appear as “NN,” for example. There are two ways
we employ this method. The first substitutes the
word with its part-of-speech counterpart, and the
second adds on the part-of-speech tag like “(NN
George),” for each word in the sentence. These
two algorithms can be applied both in training and
testing since the part-of-speech tag comes from the
underlying English language.

We also try reordering the sentences in each
MWP. For each of the questions, we sort the sen-
tences in random order, not requiring the question
within the MWP to appear last, as it typically does.



The situational context is not linear in most cases
when applying this transformation. We check to
see if the network relies on the linear nature of
MWP information to be successful.

The eight algorithms presented are applied solo
and in combination, when applicable. For a sum-
mary of the preprocessing algorithms, refer to Ta-
ble 2.

Table 2: Summary of Algorithms.

Name Abbreviation
Remove Stop Words SW
Lemmatize L

Selective Tagging ST
Label-Selective Tagging LST
Exclusive Tagging ET

Part of Speech POS

Part of Speech w/ Words WPOS
Sentence Reordering R

5.1.1 Experiment 2 Results and Analysis

We present the results of Experiment 2 in Table
3. From the results in Table 3, we see that Label-
Selective Tagging is very successful in improving
the translation quality of MWPs. Other methods,
such as removing stop words, improve accuracy
due to the reduction in the necessary vocabulary,
but fail to outperform LST for three of the four
datasets. Using a frequency measure of terms to
determine number relevancy is a simple addition
to the network training pipeline and significantly
outperforms our standalone Transformer network
base.

The LST algorithm was successful for two rea-
sons. The first reason LST is more realistic in this
application is its applicability to inference time
translations. Because the method relies only on
each question’s vocabulary, there are no restric-
tions on usability. This method reliably produces
the same results in the evaluation as in training,
which is a unique characteristic of only a subset of
the preprocessing algorithms tested. The second
reason LST is better for our purpose is that it pre-
vents unnecessary learning of irrelevant numbers
in the questions. One challenge in the AI2 dataset
is that some numbers present in the questions are
irrelevant to the intended translation. Without some
preprocessing, we see that our network sometimes
struggles to determine irrelevancy for a given num-
ber. LST also reduces compute time for other areas
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Figure 3: Example of an unsuccessful translation using
type 2 postfix Transformer and LST.

MAWPS
There were 73 bales of hay in the barn. Jason stacked
bales in the barn today. There are now 96 bales of hay

in the barn . How many bales did he store in the barn?
Translation produced:

9673 -

Expected translation:
73 96 +

of the data pipeline. Only a fraction of the num-
bers in some questions need to be tagged for the
network, which produces less stress on our number
tagging process. Still some common operator infer-
ence mistakes were made while using LST, shown
in Figure 3.

The removal of stop words is a common practice
in language classification tasks and was somewhat
successful in translation tasks. We see an improve-
ment on all datasets, suggesting that stop words
are mostly ignored in successful translations and
paid attention to more when the network makes
mistakes. There is a significant drop in reliability
when we transform words into their base lemmas.
Likely, the cause of this drop is the loss of informa-
tion by imposing two filtering techniques at once.

Along with the successes of the tested prepro-
cessing came some disappointing results. Raw part-
of-speech tagging produces slightly improved re-
sults from the base model, but including the words
and the corresponding part-of-speech denotations
fail in our application.

Reordering of the question sentences produced
significantly worse results. The accuracy differ-
ence mostly comes from the random position of
the question, sometimes appearing with no context
to the transaction. Some form of limited sentence
reordering may improve the results, but likely not
the degree of success of the other methods.

By incorporating simple preprocessing tech-
niques, we grow the generality of the Transformer
architecture to this sequence-to-sequence task.

5.1.2 Overall Results

Table 3 shows that the Transformer architecture
with simple preprocessing outperforms previous
state-of-the-art results in all four tested datasets.
While the Transformer architecture has been well-
proven in other tasks, we show that applying the



Table 3: Test results for Experiment 2 (* denotes averages on present values only). Rows after the top 5 indicate

type 2 postfix Transformer results.

Preprocessing Method AI2 CC IL MAWPS Average
(Hosseini et al., 2014) 77.7 - - - *77.7
(Kushman et al., 2014) 64.0 73.7 2.3 - *46.7
(Roy et al., 2015) - - 52.7 - *52.7
(Robaidek et al., 2018) - - - 62.8 *62.8
(Wang et al., 2018) 78.5 75.5 73.3 - *75.4
Type 2 Postfix-Transformer

None 77.2 94.4 94.1 83.1 87.2
SW 73.7 100.0 100.0 94.0 91.9
L 63.2 86.7 80.9 68.1 74.7
SW +L 61.4 60.0 57.1 66.4 61.2
ST 80.7 93.3 100.0 84.3 89.6
SW + ST 71.9 93.3 100.0 83.5 87.2
SW+L+ST 50.9 63.3 48.8 64.1 56.8
LST 82.5 100.0 100.0 93.7 94.0
SW + LST 70.2 100.0 100.0 92.6 90.7
SW+L +LST 54.4 71.1 50.0 68.1 60.9
ET 80.7 93.3 100.0 84.0 89.5
SW + ET 70.2 93.3 100.0 84.0 86.9
SW+L+ET 59.6 63.3 53.6 66.1 60.7
POS 79.0 100.0 73.8 91.5 86.1
WPOS 40.4 0.0 84.5 53.0 44.5
R 38.0 59.6 58.7 423 49.6

attention schema here improves MWP solving.

With our work, we show that relatively small
networks are more stable for our task. Postfix and
prefix both are a better choice for training neural
networks, with the implication that infix can be
re-derived if it is preferred by the user of a solver
system. The use of alternative mathematical repre-
sentation contributes greatly to the success of our
translations.

6 Conclusions and Future Work

In this paper, we have shown that the use of Trans-
former networks improves automatic math word
problem-solving. We have also shown that post-
fix target expressions perform better than the other
two expression formats. Our improvements are
well-motivated but straightforward and easy to use,
demonstrating that the well-acclaimed Transformer
architecture for language processing can handle
MWPs well, obviating the need to build special-
ized neural architectures for this task.

In the future, we wish to work with more com-
plex MWP datasets. Our datasets contain basic
arithmetic expressions of +, -, *, and /, and only up
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to 3 of them. For example, datasets such as Dol-
phin18k (Huang et al., 2016), consisting of web-
answered questions from Yahoo! Answers, require
a wider variety of language to be understood by the
system.

We wish to use other architectures stemming
from the base Transformer to maximize the accu-
racy of the system. For our experiments, we use
the 2017 variation of the Transformer (Vaswani
et al., 2017), to show that generally applicable neu-
ral architectures work well for this task. With that
said, we also note the importance of a strategically
designed architecture to improve our results.

To further the interest in automatic solving of
math word problems, we have released all of the
code used on GitHub.?
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Abstract

A corpus of Hindi news headlines shared on
Twitter was created by collecting tweets of 5
mainstream Hindi news sources for a period
of 4 months. 7 independent annotators were
recruited to mark the 20 most retweeted news
posts by each of the 5 news sources on its click-
bait nature. The clickbait score hence gener-
ated was assessed for its correlation with in-
teractions on the platform (retweets, favorites,
reader replies), tweet word count, and normal-
ized POS (part-of-speech) tag counts in tweets.
A positive correlation was observed between
readers’ interactions with tweets and tweets’
clickbait score. Significant correlations were
also observed for POS tag counts and click-
bait score. The prevalence of clickbait in main-
stream Hindi news media was found to be sim-
ilar to its prevalence in English news media.
We hope that our observations would provide
a platform for discussions on clickbait in main-
stream Hindi news media.

1 Introduction

A news headline provides a brief introduction to
the news story and perhaps more importantly, lays
emphasis on the focus and scope of the accompa-
nying news article. A common journalistic advice
is to present a clear attention-grabbing headline but
to not exaggerate and misreport the news story or
mislead the reader. With the advent of social me-
dia and news aggregators, newsreaders are encoun-
tering headlines from a variety of sources — estab-
lished traditional publishers, up-and-coming on-
line news