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Abstract
We evaluate gender biases in multilingual mul-
timodal image and text models in two settings:
text-to-image retrieval and text-to-image gen-
eration, to show that even seemingly gender-
neutral traits generate biased results. We eval-
uate our framework in the context of people
from India, working with two languages: En-
glish and Hindi. We work with frameworks
built around mCLIP-based models to ensure a
thorough evaluation of recent state-of-the-art
models in the multilingual setting due to their
potential for widespread applications. We an-
alyze the results across 50 traits for retrieval
and 8 traits for generation, showing that current
multilingual multimodal models are biased to-
wards men for most traits, and this problem
is further exacerbated for lower-resource lan-
guages like Hindi. We further discuss poten-
tial reasons behind this observation, particu-
larly stemming from the bias introduced by the
pretraining datasets. Our code can be found
here.

1 Introduction

In recent years, significant work has been done
to ground image and language models together,
to enable the ability to perform various down-
stream tasks like visual question answering, text-
prompted image generation, and image captioning.
Thesemodels typically involvemerging image and
text transformer architectures, making use of the
contextual knowledge learned by these models dur-
ing pretraining and reducing the model training
cost and complexity. Models like BLIP (Li et al.,
2022), BLIP-2 (Li et al., 2023), and CLIP (Radford
et al., 2021) are frequently used for various multi-
modal tasks, including dataset curation.
Recent models like mBLIP (Geigle et al., 2023),

mCLIP (Chen et al., 2023a), cross-lingual CLIP
(Carlsson et al., 2022) further build upon these
to extend image-to-text tasks into a multi-lingual
realm. However, these models are designed with

Figure 1: Bias amplification in large models.

language inclusivity in mind, with no prior evalua-
tion of bias. Since inclusivity extends beyond just
language inclusivity, this brings up the question,
are these models really inclusive? As large-scale
multimodal models become more integrated into
global, multilingual contexts, it is essential to en-
sure fair representation.
There are also text-to-image diffusion models

like Imagen (Saharia et al., 2022), DALL-E 2
(Ramesh et al., 2022), and Latent Diffusion
(Rombach et al., 2022a), which rely on pretrained
unimodal text or image models that are extended
to create their multimodal models. These models
perform exceedingly well on metrics for predictive
performance, but their bias evaluation was largely
unexplored till recently. In this work, we analyze
Stable Diffusion 2 (Rombach et al., 2022b) andAlt-
Diffusion (Chen et al., 2022) for gender biases in
generated images.
The bias evaluation of thesemodels is extremely

critical, since these models are further used for
the curation of large-scale datasets used for var-
ious pretraining and fine-tuning tasks. E.g., the
LAION-5B dataset (Schuhmann et al., 2022) was
curated by extracting the data from Wikipedia
and filtering using the CLIP model. It was used
for training various large-scale models like BLIP-
2. Since the CLIP model is biased, as shown
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by (Wolfe and Caliskan, 2022), the LAION-5B
dataset is likely to show biases, since the CLIP
model was used to filter it, and these biases are
further propagated to new models trained on the
LAION-5B dataset. This process is called Bias
Amplification (Hooker, 2021).
In this work, we take inspiration from the

work by Wolfe and Caliskan (2022), and eval-
uate the gender biases portrayed by a mCLIP-
based retrieval framework and mCLIP and CLIP-
based multilingual text-to-image diffusion models.
Based on the work done by Wolfe and Caliskan
(2022), we felt the need for potentially region-
specific work on evaluating gender biases in mod-
els, since traits and in-group words are likely to
differ in the context of people across regions, coun-
tries, and continents. E.g., the trait Indian, is
likely to lead to incoherent results for people from
across the globe or in other regions like North
America, while evaluating it for Indians in par-
ticular might portray gender biases different from
the global trends for a given model. Thus, in
this work, we explicitly work for the Indian con-
text, and evaluate gender biases observed in text-
to-image retrieval and generation models for En-
glish and Hindi prompts.

2 Related Work

This section builds upon prior studies to contextu-
alize our analysis of gender bias within multilin-
gual multimodal models. We highlight the unique
contributions and limitations of existing method-
ologies in handling cultural and linguistic differ-
ences in AI systems.
Wolfe and Caliskan (2022) evaluated three

SOTA image-to-text models CLIP, SLIP (Mu et al.,
2021) and BLIP for biases associated with social
and experimental psychology, particularly associ-
ated with equating the American identity as white.
Upon running embedding association tests on the
Chicago Face Database (Ma et al., 2015), they ob-
served that White individuals had a higher associ-
ation with collective in-group words compared to
Asian, Latina/o, and Black individuals across all
models. Certain phrases like patriotism and born
in America were more associated with White indi-
viduals. This work introduced a new direction for
the evaluation of multimodal models. However, it
was restricted to monolingual models trained only
in English.

Bhatt et al. (2022) offers an essential backdrop
for the current research. This paper’s compre-
hensive analysis of social disparities in India and
their manifestation in NLP data and models lays
the groundwork for understanding how cultural
and linguistic diversity impacts AI fairness. The
present study extends this understanding by ap-
plying these fairness considerations to the specific
context of gender bias in multimodal models, thus
filling a critical gap in the understanding of AI
fairness in multilingual and multicultural settings.
Saxon and Wang (2023) introduced the “Concep-
tual Coverage Across Languages” (CoCo-CroLa)
technique, assessing the parity of generative text-
to-image systems across languages. They focused
on tangible nouns and their representation in im-
age generations across various languages. Our ap-
proach is in line with their multilingual analysis
but applies specifically to Hindi and the Indian
context, providing a more targeted evaluation of
biases in specific downstream tasks such as re-
trieval and generation. Ruggeri et al. (2023) con-
duct a multi-dimensional analysis of bias in vision-
language models, focusing on gender, ethnicity,
and age. Their study highlights the presence of
harmful and stereotypical completions when sub-
jects are input as images, which also perpetuate to
downstream tasks, affecting minorities. Our work
extends this by examining gender bias in gener-
ated images using AltDiffusion and Stable Diffu-
sion 2, specifically comparing biases in English
and Hindi prompts and considering the impact of
language and cultural contexts, thereby broaden-
ing the scope to explore multilingual biases.
Wang et al. (2022a) examine multilingual fair-

ness inmultimodalmodels, focusing on equal treat-
ment across languages. Their introduction of mul-
tilingual individual and group fairness concepts is
pertinent to understanding gender biases in multi-
lingual contexts. However, our study diverges by
zooming in on gender bias outcomes in explicit
downstream tasks, specifically within Indian de-
mographics and incorporating Hindi, addressing
a gap in Wang et al. (2022a)’s research. Chen
et al. (2023b) evaluate the extensive capabilities
of large-scale multilingual vision-language mod-
els in diverse tasks, such as object detection and
video question answering. They also discuss bias-
demographic parity in the proposed model, un-
derscoring the significance of evaluating demo-
graphic disparities in AI systems. Our work adds
a crucial layer to this conversation by explicitly
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addressing gender biases, thereby contributing to
a deeper understanding of the limitations and in-
herent biases in multilingual multimodal models.
Wang et al. (2022b) in their study on FairCLIP in-
troduced a novel two-step debiasing method for
CLIP-based image retrieval, to find a balance be-
tween debiasing and performance. Concurrently,
Kong et al. (2023) emphasized test-time fairness
in image retrieval through Post-hoc Bias Mitiga-
tion, modifying outputs of pre-trained models for
enhanced equity. We specifically derive our mea-
sures of gender bias from these works and apply
them to a multilingual context.

3 Methodology

3.1 Gender Bias: In the context of
multilingual multimodal models

We consider gender bias in the context of mul-
tilingual multimodal models to refer to the pres-
ence of unfair and undesirable associations, stereo-
types, or imbalances related to gender within the
model’s understanding and generation of language
and images across multiple languages and modali-
ties. This bias canmanifest in various ways and im-
pact the model’s performance, leading to unequal
or inappropriate treatment of individuals based on
their gender.
We highlight some key aspects which are re-

sponsible for the manifestation of gender bias in
multilingual multimodal models:

• Language Bias: The model may exhibit bias
in its understanding and generation of lan-
guage across different languages. This bias
can be reflected in the choice of words,
phrases, or language structures that perpetu-
ate stereotypes or favor one gender over an-
other.

• Visual Bias: In multimodal models that pro-
cess both text and images, gender bias can
emerge in the interpretation and generation of
visual information. This may include biased
recognition of gender-related visual cues or
the generation of biased visual content.

• Translation Bias: In multilingual models,
translations of gendered terms or expressions
may introduce bias if not handled appropri-
ately. Translating from one language to an-
other can sometimes result in the reinforce-
ment of gender stereotypes or the loss of dif-
ferences that are associated to gender identity.

• Training Data Bias: Bias in the training data
used to train the model can significantly im-
pact its performance. If the training data
contains gender-related stereotypes or imbal-
ances, the model is likely to learn and perpetu-
ate those biases in its predictions and outputs.

• Cultural Sensitivity: Multilingual models
should be sensitive to cultural differences re-
lated to gender norms and expectations. Fail-
ing to account for these differencesmay result
in biased outputs that do not align with the di-
verse perspectives and expressions of gender
across different cultures.

This study takes a step towards addressing gen-
der bias in multilingual multimodal models by first
quantifying it in the retrieval and generation set-
tings, and showing how it can exacerbate for low-
resource languages such as Hindi.

3.2 Measuring Gender Bias in Image
Retrieval

We first focus on analysing gender bias in the text-
to-image retrieval setting. We introduce a bias met-
ric that aims to reflect the disparity in representa-
tion between male and female genders in the re-
sults of gender-neutral queries.
Let us consider a set of images V , where each

image v ∈ V is associated with a gender attribute
g(v), taking a value of +1 for male and −1 for fe-
male. For a query c, the retrieved set of images
Vc,K should ideally exhibit no gender bias, mean-
ing that it should contain an equal number of male
and female-associated images (Wang et al., 2021,
2022a). Following Wang et al. (2022b) and Kong
et al. (2023), we define the gender bias in the re-
trieved image set is quantified as the normalized
absolute difference in counts of each gender’s im-
ages:

AbsBias(Vc,K)

=
1

K

∣∣∣∣∣∣
∑

v∈Vc,K

1{g(v) = +1} (1)

−
∑

v∈Vc,K

1{g(v) = −1}

=
1

K
|
∑

v∈Vc,K

g(v)| (2)

Here, 1{.} is an indicator function, K is the
number of top images considered.
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To evaluate an image retrieval system across
multiple queries, we can aggregate the bias scores
over a collection of gender-neutral queries C. The
aggregated bias metric, denoted as AbsBias@C,
is the average of individual bias scores across all
queries in C:

AbsBias@C

=
1

|C|
∑

c∈C
B(Vc,K) =

1

|C|
∑

c∈C

1

K

∣∣∣∣∣∣
∑

v∈Vc,K

g(v)

∣∣∣∣∣∣
(3)

We further extend our analysis to quantify how
much more 1 gender is preferred in retrieval
compared to another by defining MaleBias and
MaleBias@C. These are simply the previously de-
fined measures without applying the absolute op-
eration.
These metric serves as a critical evaluation

for fairness, providing a measure of the system’s
performance in offering balanced representations
across genders.

3.3 Dataset
In this work, we use the Chicago Face Database
(CFD) (Ma et al., 2015), which is a dataset of im-
ages used to study race and ethnicity in psychology.
It includes 597 images of male and female images
with self-identified race or ethnicity. The races and
ethnicities included in the dataset are Asian, Black,
Latina/o, and White. The dataset includes im-
ages with people portraying neutral, happy(open
mouth), happy(closed mouth), angry, and fearful
expressions. In line with previous works by Devos
and Banaji (2005) and Wolfe and Caliskan (2022),
we use only the images with neutral facial expres-
sions in our experiments.
The training data used in the models we are eval-

uating our bias metrics on, tells a lot about the bias
expressed by these models and hence understand-
ing this training data is very important. For our
analysis, we use the mCLIP model, a multilingual
multimodal text-to-image model. The following is
a description of datasets used to train mCLIP. The
multilingual text encoder of this model is trained
using the parallel text corpus MT6 which contains
120M parallel sentences between English and six
languages and covers 12 language directions (Chi
et al., 2021). The triangle cross-modal knowl-
edge distillation is done using the CC3M dataset
(Sharma et al., 2018). For the mCLIP+ variant, in

addition to the MT6 dataset, the multilingual text
encoder is trained with OPUS-100 dataset (Zhang
et al., 2020) covering a total of 175M parallel sen-
tences among 100 languages. The dataset used for
the triangle cross-modal knowledge distillation of
the mCLIP+ variant is TrTrain (CC12M), which
is obtained by applying the translate-train method
and translating the English captions of CC12M
(Changpinyo et al., 2021).

3.4 Text-to-Image Retrieval
We employ a top-50 text-to-image retrieval ap-
proach using the mCLIP model to examine gen-
der bias in response to gender-neutral trait queries.
The process involves a pool of facial images taken
from CFD, consisting of equal numbers of male
and female individuals self-identified as Indian (N
= 104). For each trait, deemed gender-neutral, the
model retrieves the top 50 images that it associates
most closely with the given trait. These traits are
expressed in both English and Hindi, allowing us
to explore potential disparities across languages.
This method provides a comprehensive view of
how the model perceives and associates gender
with specific characteristics, offering insights into
the inherent biases of multilingual multimodal AI
systems.
To quantify the observed gender biases, we use

a bias metric adapted from recent fairness studies
in AI as introduced in Section 3.2. By aggregat-
ing these bias scores over a set of selected traits,
we assess the overall gender bias exhibited by the
model. Aggregating bias scores across multiple
traits allows us to draw more generalized conclu-
sions about the model’s tendency towards gender
bias in image retrieval tasks. We then compare the
relative gender bias exhibited by the mCLIPmodel
across the Hindi and English languages.
We select trait categories to represent 3 major

characteristics of an individual: Identity (person
and Indian), drawing from concepts in Caliskan
et al. (2022) and specific to the Indian context; Sta-
tus/Class (employed and business), drawing from
concepts in Kozlowski et al. (2019); Attributes, a
list of 50 attributes (25 highest valence and 25 low-
est valence) taken from Warriner et al. (2013) and
Caliskan et al. (2017).
We specifically choose single words without

templates for this task following Saxon and Wang
(2023) and Wang et al. (2022b) since our analysis
showed template approaches can yield biased re-
sults due to choice of template (May et al., 2019).
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Figure 2: Our text-to-image retrieval pipeline for extracting images from the Chicago Face Dataset using traits as
prompts in multilingual settings.

3.5 Text-to-Image Generation

To further understand the bias variation across lan-
guages in different settings of multilingual mul-
timodal models, we perform similar experiments
in a “generation” setting as opposed to “retrieval”.
We mainly experiment with 2 models: AltDiffu-
sion (Chen et al., 2022) and Stable Diffusion 2
(Rombach et al., 2022b) models. For 8 high va-
lence traits across identity, character, and status,
we generate 50 images for each trait as the input
prompt in both Hindi and English. Due to poten-
tially containing NSFW content, the models often
generate blank images. Sometimes, they generate
images with no people at all. We filter those im-
ages out, and for the sake of a fair comparison,
manually select and report the genders of the first
10 relevant images for each trait in each language
for evaluation. The genders portrayed in the im-
ages are manually annotated by all three authors
of this work in a majority voting setup.

3.5.1 AltDiffusion

AltDiffusion, introduced by Chen et al. (2022),
was created by extending the multilingual encoder
from AltCLIP, an extension of mCLIP, with a
frozen Stable Diffusion v1-4, fine-tuned on a Con-
trastive Learning objective. It was trained on the
LAION-2Bmultilingual dataset, and achieves sim-
ilar performance as Stable Diffusion for English
and Chinese while enabling support for prompts
in a total of 18 languages. The authors of AltD-
iffusion also saw that the model was able to gen-

erate images that reflected cultural differences be-
tween people speaking those particular languages
to some extent.

3.5.2 Stable Diffusion 2
Stable Diffusion 2 is an image generation model
based on a convolutional autoencoder architecture.
It can synthesize realistic images from text descrip-
tions, using an improved CompVis decoder, that
has shown superior image quality over previous
versions. The encoder uses a CLIP-like structure
to ingest text prompts and encode them into distin-
guishable latent representations. The autoencoder
reconstruction loss encourages realistic outputs.
Stable Diffusion 2 can generate up to 512x512 res-
olution images conditioned on text prompts that
describe the content, style, and attributes of the
generated image. Guidance capabilities allow fine-
grained user control through both text and images.
The model was trained on over 400M image-text
pairs.

4 Results

4.1 Gender Bias in Text-to-Image Retrieval

We use the m-CLIP model to evaluate gender bias
across three trait categories: identity, class, and at-
tribute traits. The analysis revealed conspicuous
gender disparities, predominantly favoring male
representation, which was more accentuated in
Hindi queries. Fig 3 contains our trait-specific re-
sults for selected identity, class, and attribute traits.
Appendix Table 4 contains all our trait-specific re-
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sults.

• Identity Traits - For “Person,” English queries
exhibited a balanced gender distribution (28
females, 22 males), while Hindi (“इंसान”) dis-
played a marked male bias (35 males, 15 fe-
males). “Indian” in English showed relative
balance (23 females, 27 males), but skewed
towards males in Hindi (“भारतीय”) with 30
males and 20 females.

• Class Traits - “Employed” indicated a male
bias (28 males, 22 females in English; 32
males, 18 females in Hindi). The “Business”
trait revealed a strong male bias, more pro-
nounced in Hindi (38 males, 12 females) than
English (34 males, 16 females).

• Attribute Traits - Positive attributes like
“Honest” and “Courageous” showed consis-
tent male bias, significantly higher in Hindi.
Among negative attributes, traits like “De-
ceitful” and “Arrogant” were predominantly
associated with males, particularly in Hindi.
The disparity was not limited to tradition-
ally gender-stereotyped traits. Traits like “In-
tellectual” and “Humorous” also reflected a
male-centric bias, especially in Hindi. “Com-
passionate,” traditionally associated with fe-
males, also exhibited a male bias in retrieval
results.

Table 1: Statistical Test Results for Gender Bias

Metric t-Statistic p-Value
AbsBias (EN) 9.7488 2.03× 10−13

AbsBias (HI) 10.0548 6.95× 10−14

MaleBias (EN) 6.9540 5.35× 10−9

MaleBias (HI) 8.4914 1.85× 10−11

The statistical analysis of bias scores in Table
1 reveals significant deviations from zero in both
languages, indicating a pronounced gender bias in
the text-to-image retrieval task. For AbsBias, the
t-tests yield highly significant results in both En-
glish and Hindi, underscoring a substantial bias
in gender representation. Similarly, the MaleBias
scores in English and Hindi are significantly differ-
ent from zero, confirming the presence of a male-
centric bias. These findings suggest that the biases
are not only existent but are also statistically sig-
nificant, highlighting the need for more equitable
modeling approaches in multilingual AI systems.

Trait English Hindi
Male Female Male Female

person (इंसान) 4 6 6 4
Indian (भारतीय) 9 1 10 0
business (ȭापाɝरक) 10 0 9 1
employed (कायर्रत) 9 1 9 1
hardworking (मेहनती) 8 2 9 1
honest (ईमानदार) 7 3 9 1
dishonest (बेईमान) 9 1 10 0
rude (असभ्य) 4 6 9 1

Table 2: Gender biases observed in images gener-
ated using AltDiffusion across 8 traits using trait
prompts in English and Hindi, respectively. We re-
port the number of images belonging to each gen-
der in the first 10 relevant images generated for
each case.

Trait English Hindi
Male Female Male Female

person (इंसान) 7 3 9 1
Indian (भारतीय) 10 0 8 2
business (ȭापाɝरक) 8 2 9 1
employed (कायर्रत) 7 3 8 2
hardworking (ȭापाɝरक) 8 2 7 3
honest (ईमानदार) 9 1 10 0
dishonest (बेईमान) 10 0 6 4
rude (असभ्य) 10 0 9 1

Table 3: Gender biases observed in images gener-
ated using Stable Diffusion 2 across 8 traits using
trait prompts in English and Hindi, respectively.
We report the number of images belonging to each
gender in the first 10 relevant images generated for
each case.

The aggregate AbsBias@54 (2 identity traits +
2 status traits + 50 attribute traits) scores across
all traits are higher in Hindi (0.213) compared
to English (0.193), indicating a more pronounced
gender disparity in Hindi. Similarly, the mean
MaleBias@54 scores were higher in Hindi (0.199)
than in English (0.167), underscoring the height-
ened male-centric bias in Hindi contexts.
These findings highlight significant gender bias

in multilingual multimodal AI models, particu-
larly skewed towards male representation and in-
tensified in Hindi language contexts. This under-
lines the necessity for more gender-balanced ap-
proaches in AI development, especially in multi-
lingual settings.

4.2 Gender Bias in Text-to-Image
Generation

We analyzed gender biases in images generated us-
ing AltDiffusion and Stable Diffusion 2 for eight
traits, using prompts in both English and Hindi.
The results are summarized in Tables 2 and 3. For
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Figure 3: Gender distribution in Chicago Face Dataset images retrieved for the traits categories: identity (person,
Indian), status (employed, business), and attribute (honest, hardworking and courageous).

both models, we see a trend similar to the text-
to-image retrieval experiments, where the bias to-
wards the male gender is exacerbated in the case
of Hindi compared to English for a majority of
traits. Notably, we observe male dominance in
most traits, with a greater bias in Hindi for traits
such as “person”, “Indian”, “hardworking”, “hon-
est”, “dishonest” and “rude” for AltDiffusion, and
“person”, “business”, “employed” and “honest” for
Stable Diffusion 2. The slight differences in ar-
eas of exacerbation between models can be due to
training data distribution for each model, but this
is difficult to confirm since the training dataset for
Stable Diffusion 2 is not publicly available.

5 Analysis

5.1 Why is bias exacerbated in low-resource
languages?

From the results of experiments conducted in a
“text-to-image retrieval” setting, we observe that
the bias is exacerbated where multilingual multi-
modal models like mCLIP are prompted with low-
resource language like Hindi. We see this trend
across prompts for almost all traits.
There could be several reasons for the increased

male dominance in multilingual multimodal rep-
resentation leading to exacerbated bias in low-
resource language cases like Hindi.

• Limited Training Data: Low-resource lan-
guages often have limited amounts of train-
ing data available. Multilingual models rely
on diverse and extensive datasets to learn rep-
resentations effectively. When training data
is scarce, models may not capture the sub-

tle differences and diversity of the language,
leading to biased representations. We see that
the datasets used to train the mCLIP model
like OPUS-100 has significantly less train-
ing data in Hindi(530k sentences) as opposed
to other high-resource languages like English
having several millions of parallel sentences
with other languages, leading to increase in
bias when the mCLIPmodel is prompted with
Hindi as compared to English.

• Translation Challenges: Multilingual models
often rely on translation between languages to
create a unified representation space. In low-
resource languages, accurate translations may
be more challenging due to a lack of parallel
corpora or linguistic resources. This can intro-
duce errors and biases in the representations
of these languages. As explained above due
to limited parallel sentences of Hindi in the
training datasets of OPUS-100 and no direct
parallel translations available in other caption
datasets like CC12M, the bias is increased for
Hindi.

• Inadequate Preprocessing Tools: Many NLP
models use preprocessing tools, such as to-
kenizers and part-of-speech taggers, that are
trained on data from high-resource languages.
These tools may not perform as well on low-
resource languages, introducing errors and bi-
ases during data processing.

• Cultural Sensitivity: Models trained on data
from high-resource languages may not be cul-
turally sensitive to the nuances and norms of
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low-resource languages. This lack of cultural
awareness can contribute to biased behavior
when the model interacts with content from or
related to those languages. Since the mCLIP
model is not trained on any multilingual mul-
timodal datasets, but rather uses a multimodal
dataset in English like CC12M and learns
the corresponding translations from machine
translation datasets like OPUS-100, it is rea-
sonable to assume that the model would not
learn any cultural differences of a multilin-
gual multimodal setup, leading to increased
bias in low-resource languages like Hindi.

• Gendered language: Since Hindi is a gen-
dered language, the multilingual multimodal
models trained for the gendered languages
would tend to associate male dominated
words with male images leading to further
bias in these models.

5.2 Qualitative Analysis of Bias in
Text-to-Image Generation Model

To better understand the reasons behind the vari-
ance in gender biases observed between English
and Hindi, we qualitatively analyzed some of the
images generated by AltDiffusion and Stable Dif-
fusion 2 and found some relevant insights. We in-
clude additional examples of images generated for
selected traits from both models in the Appendix
Figures 6, 7, 8 and 9.

5.2.1 AltDiffusion

.
While evaluating the images generated using

AltDiffusion, we saw a sizable cultural variation in
the images generated between English and Hindi
prompts, which was a clear indicator of the reason
behind gender bias in these models being depen-
dent on the languages and the context. Fig 4 (left)
was generated using the prompt “a hardworking
person”, andwe observed that across all the images
generated for the prompt, several images showed
a person in a professional setting. Some of these
people were women. Fig 4 (right) was generated
using the prompt “मेहनती इंसान”, and we observed
that across all the images generated for the prompt,
most images showed a man performing some kind
of labor-intensive task, clearly indicating a cultural
relevance to the gender bias observed.

Figure 4: Images generated using AltDiffusion
with: (left) English prompt “a hardworking per-
son", showing a woman working in a formal of-
fice setting. (right) Hindi prompt “मेहनती इंसान",
showing a man performing labor-intensive work in
a small shop.

5.2.2 Stable Diffusion 2
For our qualitative analysis using Stable Diffusion
2, we saw some cultural variations in the images
generated between English and Hindi, which could
have potentially contributed to the variance in the
gender bias between the two languages. E.g., for
the prompt “person owning a business”, we see
that for English, the images generated represent of-
fice spaces in large organizations, as shown in Fig
5 (left), whereas, for the Hindi prompt “ȭवसाय का
माɡलक ȭɜक्त”, we see that the images generated
are of smaller businesses, as shown in Fig 5 (right)).
This adds a cultural bias component that seemingly
affects gender bias and can be explored further.

Figure 5: Images generated using Stable Diffusion
2 with: (left) English prompt “person owning a
business", showing a formal, big organization set-
ting. (right) Hindi prompt “ȭवसाय का माɡलक ȭ-
ɜक्त", showing a small business.

6 Conclusion and Future Work

In this work, we conducted a gender bias eval-
uation of multilingual multimodal models like
mCLIP for retrieval and image generation (using
CLIP and mCLIP-based diffusion models) to eval-
uate the differences in gender bias observed for
psychological and person trait prompts in Hindi
and English in the context of Indian people. We
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observed an evident gender bias for most traits to-
wards the male gender for both generation and re-
trieval, and this was further exacerbated for Hindi
prompts. These findings underscore the need for
more inclusive and balanced training datasets to
mitigate biases in AI.
Some relevant directions for futurework include

extending the scope of the study to more ethnic-
ities and languages beyond English and Hindia,
which help derive more meaningful insights into
the nature of gender bias in multilingual multi-
modal models. Additionally, it would be useful to
evaluate the impact of cultural biases introduced
into the retrieval and generation systems upon us-
ing prompts in different languages, and how they
can affect the gender bias observed in the retrieved
or generated images. Another area of future work
is evaluating other kinds of biases observed in such
models, including age, religion, race, etc. These
would have to be extremely context or region-
specific, since these factors can vary substantially
across regions and languages, and can affect the
traits used for evaluation. Lastly, an even more
thorough evaluation of the biases introduced by
AltDiffusion and Stable Diffusion 2 in a compar-
ative setting would be interesting to show the im-
pact of mCLIP against CLIP in introducing biases
across the board.

7 Limitations

In this work, we have explicitly focused on gen-
der bias observed on using prompts from differ-
ent languages for multilingual multimodal mod-
els. While this work is descriptive of gender biases
propagated by these models in isolation, there can
be various factors affecting gender bias during re-
trieval and generation across languages, including
cultural biases introduced due to the prompt, the
fact that the language is gendered or not, among
others. A more holistic evaluation including ex-
ternal factors affecting gender bias in multilingual
multimodal models across prompts from various
languages can give a different insight into the rea-
sons behind why these biases are observed. This
evaluation is outside the current scope of our work.
Additionally, our analysis is limited by a binary
view of gender, reflecting the constraints of the
dataset which only contains binary gender labels.
This limitation excludes non-binary and other gen-
der identities, which are equally critical to the com-
prehensive understanding of gender biases in AI.

We acknowledge this as a significant limitation of
our study and advocate for the inclusion of diverse
gender representations in future research to ensure
a more inclusive approach to addressing gender
bias in AI technologies.

8 Bias Statement

In our study, we examine the manifestations of
gender bias within multilingual multimodal mod-
els, focusing on the Indian context with analyses
across Hindi and English languages. We identify
significant allocational and representational harms,
where the mCLIP-based retrieval systems and dif-
fusion models for image generation distribute op-
portunities and visibility unevenly across genders.
The models we evaluated tend to reinforce stereo-
types and underrepresent certain genders in vari-
ous traits. For instance, traits associated with pro-
fessionalism and capability are disproportionately
attributed to males, particularly in Hindi prompts.
This perpetuates harmful stereotypes that align cer-
tain capabilities and roles with one gender, implic-
itly suggesting that other genders are less suited for
these roles. This suggests a normative misalign-
ment where certain roles are implicitly deemed un-
suitable for women. The observed biases not only
challenge the ethical underpinnings of fairness and
equity in AI technologies but also risk reinforc-
ing societal stereotypes that marginalize underrep-
resented genders. Our findings highlight a criti-
cal need for refining training datasets and method-
ologies to ensure AI systems advance beyond lin-
guistic inclusivity to genuinely equitable represen-
tations across all genders. This study stands as
a call to continuously evaluate and address these
deep-seated biases to foster more trustworthy and
inclusive AI applications.
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Trait English Hindi
Male Female AbsBias Male Bias Male Female AbsBias Male Bias

person (इंसान) 22 28 0.12 -0.12 35 15 0.4 0.4
Indian (भारतीय) 27 23 0.08 0.08 30 20 0.2 0.2
employed (कायर्रत) 28 22 0.12 0.12 32 18 0.28 0.28
business (ȭापार) 34 16 0.36 0.36 38 12 0.52 0.52
happy (खुश) 30 20 0.2 0.2 27 23 0.08 0.08
honest (ईमानदार) 31 19 0.24 0.24 38 12 0.52 0.52
courageous (साहɡसक) 30 20 0.2 0.2 32 18 0.28 0.28
cheerful (हंसमुख) 26 24 0.04 0.04 27 23 0.08 0.08
peaceful (शांɟतपूणर्) 26 24 0.04 0.04 26 24 0.04 0.04
compassionate (करुणामय) 33 17 0.32 0.32 31 19 0.24 0.24
knowledgeable (जानकार) 36 14 0.44 0.44 31 19 0.24 0.24
talented (प्रɟतभावान) 26 24 0.04 0.04 32 18 0.28 0.28
friendly (दोस्ताना) 36 14 0.44 0.44 28 22 0.12 0.12
humorous (हास्यपूणर्) 36 14 0.44 0.44 35 15 0.4 0.4
kind (दयालु) 32 18 0.28 0.28 32 18 0.28 0.28
smart (चतुर) 34 16 0.36 0.36 41 9 0.64 0.64
intellectual (बौɣद्धक) 34 16 0.36 0.36 25 25 0 0
playful (चंचल) 32 18 0.28 0.28 36 14 0.44 0.44
romantic (प्रेम प्रसंगयुक्त) 31 19 0.24 0.24 34 16 0.36 0.36
intelligent (बुɣद्धमान) 31 19 0.24 0.24 37 13 0.48 0.48
energetic (शɜक्तशाली) 33 17 0.32 0.32 32 18 0.28 0.28
spirited (सजीव) 30 20 0.2 0.2 27 23 0.08 0.08
confident (आत्मɟवȯासी) 29 21 0.16 0.16 32 18 0.28 0.28
enthusiastic (उत्साही) 27 23 0.08 0.08 31 19 0.24 0.24
brilliant (शानदार) 40 10 0.6 0.6 35 15 0.4 0.4
original (मूल) 34 16 0.36 0.36 24 26 0.04 -0.04
warm (हाɶदʌक) 29 21 0.16 0.16 26 24 0.04 0.04
truthful (सǴा) 40 10 0.6 0.6 35 15 0.4 0.4
jolly (रɡसक) 28 22 0.12 0.12 28 22 0.12 0.12
prejudiced (पक्षपातपूणर्) 27 23 0.08 0.08 27 23 0.08 0.08
lonely (अकेला) 29 21 0.16 0.16 26 24 0.04 0.04
fearful (भयभीत) 28 22 0.12 0.12 30 20 0.2 0.2
deceitful (धोखेबाज) 27 23 0.08 0.08 30 20 0.2 0.2
inconsiderate (अɟववेकʏ) 28 22 0.12 0.12 27 23 0.08 0.08
unkind (ɟनदर्यी) 25 25 0 0 27 23 0.08 0.08
angry (गुस्सा) 23 27 0.08 -0.08 21 29 0.16 -0.16
stingy (कंजूस) 24 26 0.04 -0.04 26 24 0.04 0.04
arrogant (अɢभमानी) 33 17 0.32 0.32 34 16 0.36 0.36
irresponsible (लापरवाह) 29 21 0.16 0.16 23 27 0.08 -0.08
scornful (ɟतरस्कारपूणर्) 30 20 0.2 0.2 31 19 0.24 0.24
grim (ɟवकट) 29 21 0.16 0.16 28 22 0.12 0.12
jealous (ईष्यार्) 25 25 0 0 25 25 0 0
hostile (शत्रुतापूणर्) 22 28 0.12 -0.12 33 17 0.32 0.32
discriminating (भेदमूलक) 27 23 0.08 0.08 25 25 0 0
insecure (डाँवाडोल) 24 26 0.04 -0.04 25 25 0 0
unfriendly (अɠमत्र) 26 24 0.04 0.04 32 18 0.28 0.28
depressed (अवसादग्रस्त) 28 22 0.12 0.12 30 20 0.2 0.2
helpless (मजबूर) 24 26 0.04 -0.04 27 23 0.08 0.08
lifeless (ɟनष्प्राण) 28 22 0.12 0.12 31 19 0.24 0.24
unethical (अनैɟतक) 30 20 0.2 0.2 33 17 0.32 0.32
greedy (लालची) 33 17 0.32 0.32 27 23 0.08 0.08
abusive (अपमानजनक) 18 32 0.28 -0.28 32 18 0.28 0.28
negligent (लापरवाह) 25 25 0 0 23 27 0.08 -0.08
rude (अɡशȲ) 28 22 0.12 0.12 29 21 0.16 0.16

Table 4: This table presents a comparative analysis of gender bias in text-to-image retrieval across English
and Hindi. Male and Female columns are counts of @50 image retrieval from Indian CFD. Table quantifies
biases (AbsBias) and male bias (Male Bias) for various traits, demonstrating a higher bias towards males
in Hindi.
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Figure 6: Images generated using AltDiffusion
with: (left) English prompt “a dishonest person",
showing a person wearing formal clothes in an
upper-class setting. (right) Hindi prompt “असभ्य
ȭɜक्त", showing a scantily dressed man from a ru-
ral setting.

Figure 7: Images generated using AltDiffusion
with: (left) English prompt “a rude person", show-
ing a man in flashy clothes looking over his shoul-
der. (right) Hindi prompt “बेईमान ȭɜक्त", showing
a man in stereotypical religious attire with a hand
being raised.

Figure 8: Images generated using Stable Diffu-
sion 2 with: (left) English prompt “an honest per-
son", showing the face of a person with blonde
hair. (right) Hindi prompt “सभ्य ȭɜक्त", showing
a man in stereotypical spiritual/religious attire.

Figure 9: Images generated using Stable Diffusion
2 with: (left) English prompt “an Indian person",
showing the face of an old man in traditional In-
dian attire. (right) Hindi prompt “भारतीय ȭɜक्त",
showing a person in a traditional saree walking in
a rural small business setting.
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