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Table 1: 18 coarse-grained relations in RST-DT

A Hyperparameters

Our models use 1200 dimensional BiGRUs, re-
sulting in 2400 dimensional sentence representa-
tions. The feedforward neural networks used in
the decoders are parameterized using two hidden
layers and use ReLU activation functions. We in-
tialize our models with 300 dimensional GloVe
embeddings (Pennington et al., 2014). We use
Adam (Kingma and Ba, 2014) as optimizer and
train our models for one epoch on Wikipedia with-
out employing early stopping.
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PDTB-E PDTB-I

Comparison.Concession Comparison.Concession
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Table 2: The PDTB relation categories
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Figure 1: Schematic showing multitask training for our
sentence embedding model.
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