
Appendix

In this Appendix, we provide the detailed setting
of our grasping experiment environment in V-REP
(Section A), as well as the real-world experiment
using UR5 arm.

A Grasp Experiment in Simulator

We use V-REP to set up the experimental environ-
ment of grasping tasks, which contains the UR5
arm, the RG2 gripper, a table, a box, the objects to
grasp, and one depth camera. We show the grasp
experiment environment in figure 1.

We produce the point cloud from the depth cam-
era as the input and uses GDN (Jeng et al., 2020)
to find the grasps based on the point cloud. We per-
form a single object grasping experiment in three
clutter levels, free, touching, stacked, with 4,6,8
objects in the scene, respectively. An object in the
YCB (Calli et al., 2015) set is randomly selected
and placed on a table, and then the robot tries to
grasp the object. If the robot successfully grasps
the object from the table to the box, it counts one
success. We do 11 trials and calculate the average
success rate for each object.

Table 1 demonstrates the results of the single ob-
ject grasping task in terms of success rate with 2D
box and 3D Mask in different clutter level. Using
a 3D mask rate than a 2D box as an input can get
a higher average gripping success rate. The dif-
ference increases in a more dense cluttered scene,
suggesting that with more accurate segmentation
in 3D spatial environment is relatively unaffected
in the cluttered and occluded environment.

B Real-World Experiment

We use UR5 robotic arm to conduct the real-world
experiment and equip Intel Realsense D415 to ob-
tain the RGB and depth information. Addition-
ally, we utilize PyRobot (Murali et al., 2019) to
high-level interact with ROS Kinetic to control the
robotic arm, and we adopt rapidly exploring ran-
dom tree as our planning strategy to manipulate the
movement of arm. For the real-world environment,
we first set up a table with black table cloth, and
put some objects on it. Then, ask the user to give
a referring expression to the system, and it would
identify the target object and grasp it.

top bottom
F T S F T S

2D 65.9 40.9 28.4 72.7 51.5 21.6
3D 72.7 48.5 36.4 75.0 56.1 31.8
∆ 6.8 7.6 8.0 2.3 4.5 10.2

Table 1: 2D (box) and 3D (mask) Grasp Experiment
on different clutter level (%), F: Free, T: Touching, S:
Stacked.

Figure 1: Grasp Experiment Environment.
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