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A Additional Experiment Details

Data Statistics. The statistics of datasets are
shown in Table 1. For SNLI and MultiNLI, we
follow the same data split as original papers (Bow-
man et al., 2015; Williams et al., 2018), and for
Quora we use the same split as Wang et al. (2017).
Notably, the test set labels of MultiNLI are not
provided, and we obtain the test accuracy from
submission on Kaggle1.

Dataset Train Dev Test # Classes
SNLI 549K 9.8K 9.8K 3
Quora 384K 10K 10K 2
MultiNLI-1 392k 9.8K 9.8K 3
MultiNLI-2 392k 9.8K 9.8K 3

Table 1: Statistics on the datasets for experiments. MultiNLI-
1 represents in-domain setting, and MultiNLI-2 indicates out-
domain setting.

Preprocessing. We use hard cutoff for sentence
length on all three datasets with cropping or
padding. For Quora and SNLI, we set length as 30,
and for MultiNLI we set length as 48. We mask
the padding tokens during experiments. We only
tokenize the sentence during preprocessing.

Training Details. We implement our model using
TensorFlow (Abadi et al., 2016) and train the ex-
periments on NVIDIA Tesla V100 GPU. CUDNN
implementation for BiLSTM network is used to
improve speed. For all feed-forward layers, we
apply ReLU (Glorot et al., 2011) as activation func-
tion, and Adam optimizer (Kingma and Ba, 2014)
is used with β1 to be 0.9 and β2 to be 0.999 dur-
ing training. We use cropping or padding to limit
each token to have 16 characters in char embedding.

1In-domain: https://www.kaggle.com/
c/multinli-matched-open-evaluation/
leaderboard;
out-domain: https://www.kaggle.com/c/
multinli-mismatched-open-evaluation/
overview

The threshold for gradient clipping is set to 5, and
l2 regularizer strength is set to 6e-5. Each epoch
takes around 4.4 minutes with a batch size of 128
on Quora. Cross-entropy is applied as loss function
during training.

B Does Feature Augmentation Improve
Alignments?

To better understand how our model uses aug-
mented features to enhance the cross-sentence
alignments, we also calculate attention results us-
ing the original intermediate representations and
show the visualizations in Figure 1. The two fig-
ures in the upper row are attention results computed
with original intermediate representations, and the
lower row shows the attention results computed
with enhanced representations2. The sentence 1
is “police officer with riot shield stands in front
of crowd” and the sentence 2 is “a police officer
stands in front of a crowd?”

As we can see, in the first alignment, computing
the cross-sentence attention with original interme-
diate representations would bring some noisy align-
ments (shown in upper left). However, the attention
results with enhanced representations contain less
noises and the key components such as “police of-
ficer” and “crowd” are correctly aligned between
two sequences (shown in lower left). In the sec-
ond alignment, similar as previous, the attention
with original representations are noisier and the
dark cluster covers more irrelevant parts (shown
in upper right). With the augmentation of origi-
nal semantic features, we can observe in the lower
right figure the attention is properly conducted with
better connections between two sequences.

Above all, the attention results with original
intermediate representations contain more noises,

2Notably here we only calculate the additional attention
results with the original intermediate representations, and do
not use them as inputs for the following layers.
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Figure 1: Visualization of attention results. The upper row
are the attention computed using original intermediate repre-
sentations, and the lower row are computed using enhanced
sentence representations.

which would lead to incorrect alignments and un-
stable matching. With the augmentation of the
original semantic features, the model is able to pro-
duce a proper alignments and thus better capture
their semantic relationship.
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