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Abstract
In this paper, we investigate the processing of the so-called ‘lexicalized ’ gram m ar. In ie x ic a iiz e d ’ 

g ram m ars (Sch abes, Abeille and Josh i, 1988), each elem entary stru ctu re is sy stem atica lly  associated 
with a lexical ‘h ead ’ . T h ese stru ctu res specify extended dom ains of locality (as com pared to C F G s) over 
which constrain ts can be sta ted . Th e ‘g ram m ar’ con sists o f a lexicon where each lexical item  is associated  
with a finite num ber of stru ctu res for which that item  is the ‘h ead ’ . There are no separate  gram m ar 
rules. There are, of course, ‘ ru les’ which tell us how these stru ctu res are com bined.

A general tw o-pass parsing strategy  for ‘lexicalized ’ g ram m ars follows naturally. In the first stage , 
the parser selects a set of elem entary stru ctu res associated  with the lexical item s in the input sentence, 
and in the second stage  the sentence is parsed with respect to this set. We evaluate this stra tegy  with 
respect to two ch aracteristics. F irst, the am ount of filtering on the entire gram m ar is evaluated: once 
the first p ass is perform ed, the parser uses only a subset of the gram m ar. Second, we evaluates the use of 
non-local inform ation : the stru ctu res selected during the first pass encode the m orphological value (and 
therefore the position  in the strin g) of their ‘h ead ’; this enables the parser to use non-local inform ation 
to guide its search.

We take Lexicalized Tree A djoin ing G ram m ars as an instance of lexicalized gram m ar. We illu strate  
the organization  of the gram m ar. Then we show how a general Earley-type T A G  parser (Sch abes and 
Josh i, 1988) can take advan tage of lexicalization. Em pirical d a ta  show th at the filtering of the gram m ar 
and the non-local inform ation  provided by the tw o-pass stra tegy  im prove the perform ance of the parser.

We explain  how con strain ts over the elem entary stru ctu res expressed by unification equations can be 
parsed  by a sim ple extension  of the Earley-type T A G  parser. Lexicalization  gu aran tees term ination  of 
the algorithm  w ithout sp ec ia l devices such as restrictors.

1 Lexi cal i zed Gr a mma r s
Most current lingu istic theories give lexical accounts o f several phenom ena that used to be considered purely 
syn tactic . T h e inform ation  put in the lexicon is thereby increased in both  am ount and com plexity: see, for 
exam ple, lexical rules in LFG (K aplan  and Bresnan, 1983), G PSG  (G azdar, Klein, P ullum  and Sag, 1985), 
HPSG (Pollard  and Sag, 1987), C om binatory C ategorial G ram m ars (S teedm an  1985, 1988), K arttu n en ’s 
version o f  C ategoria l G ram m ar (K arttun en  1986, 1988), som e versions of G B theory (C hom sky 1981), and 
Lexicon-G ram m ars (G ross 1984).

We say that a gram m ar is ‘lex ica lized ’ if it consists of:1

•  a finite set o f stru ctures associated  w ith each lexical item , which is intended to be the ‘h ead ’ o f these  
structures; the stru ctures define the dom ain o f locality  over which constrain ts are specified; constrain ts  
are local w ith  respect to  their lexical ‘h ea d ’;

•  an op eration  or op eration s for com posing the structures.

N otice that C ategorial G ram m ars (as used for exam ple by A des and S teedm an, 1982 and S teed m an , 1985 
and 1988) are lexicalized  according to  our definition since each basic category has a lexical item  associated  
with it.

•T h is  work is p a rtia lly  su p p o rte d  by ARO g ra n t DA A29-84-9-007, D A RPA  g ran t N0014-85-K 0018, N SF g ran ts  MCS-82- 
191169 an d  D C R -84-10413. We have benefited  from  o u r d iscussions w ith  A nne A beille, L auri K a rttu n e n , M itch  M arcus and 
S tu a rt Shieber. We would also like to  th a n k  E llen Hays.

By lex icaliza tion  we m ean  th a t  in  each s tru c tu re  there  is a  lexical item  th a t  is realized. We do  no t m ean  sim ply add ing  
feature  s tru c tu re s  (such as h ead) a n d  u n ification  eq u atio n s to  th e  ru les of the  form alism .
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A general tw o-step  parsing strategy for ‘lexicalized’ gram m ars follows naturally. In the first stage, the 
parser se lects a set o f elem entary structures associated  with the lexical item s in the input sentence, and in 
the second stage the sentence is parsed with respect to this set. T he strategy is independent o f the nature 
of the elem entary structures in the underlying gram m ar. In principle, any parsing algorithm  can be used in 
the second stage.

T he first step  selects a relevant subset o f the entire gram m ar, since only the structures associated  with  
the words in the input string are selected  for the parser. In the worst case, this filtering wou: . select the 
entire gram m ar. T he number of structures filtered during this pass depends on the nature of the input string  
and on characteristics o f the grammar such as the number of structures, the number of lexical entries, the 
degree o f lexical am biguity, and the languages it defines.

Since the structures selected  during the first step encode the m orphological value o f their ‘h ead ’ (and  
therefore its position  in the input string), the first step also enables the parser to use non-local inform ation to 
guide its search. T h e encod ing o f the value of the ‘h ead ’ of each structure constrains the way the structures  
can be com bined. It seem s that this inform ation is particularly useful for parsing algorithm s that have som e 
top-dow n behavior.

T h is parsing strategy  is general and any standard parsing technique can be used in the second step . 
Perhaps the advantages o f the first step could be captured by som e other technique. However this strategy  
is extrem ely  sim ple and is consistent w ith  the linguistic m otivations for lexicalization .

2 Lexi cal i zed TAGs
N ot every gram m ar is in a ‘lex ica lized ’ form .2 In the process of lexicalizing a gram m ar, we require that 
the ‘lex ica lized ’ gram m ar produce not only the sam e language as the original gram m ar, but also the sam e  
structures (or tree set).

For exam ple, a C FG , in general, will not be in a ‘lex ica lized ’ form. T he dom ain o f locality  o f CFGs 
can be easily  extend ed  by using a tree rewriting gram m ar (Schabes, A beille and Joshi, 1988) that uses only  
su b stitu tion  as a com bining operation . T h is tree rew riting gram m ar consists o f a set o f trees that are not 
restricted to be o f depth  one (as in C F G s). S u b stitu tion  can take place only on non-term inal nodes o f the 
frontier o f each tree. S u b stitu tion  replaces a node marked for su b stitu tion  by a tree rooted  by th e sam e label 
as the node (see Figure 1; the su b stitu tion  node is marked by a down arrow j,).

However, in the general case, C FG s cannot be ‘lex ica lized ’, if only su b stitu tion  is used. Furtherm ore, in 
general, there is not enough freedom  to choose the ‘h ead ’ of each structure. T h is is im portant because we 
w ant the choice o f the ‘h ead ’ for a given structure to be determ ined on purely lingu istic grounds.

If adjunction  is used as an additional operation  to  com bine these structures, C FG s can be lexicalized. 
A djunction  builds a new tree from  an auxiliary tree 0  and a tree a  . It inserts an auxiliary tree in smother 
tree (see Figure 1). A djunction  is m ore powerful than su b stitu tion . It can weakly sim u late su b stitu tion , but 
it also generates languages that could not be generated w ith su b stitu tion .3

S u b stitu tion  and adjunction  enable us to  lexicalize C FG s. T h e ‘h ead s’ can be freely chosen (Schabes, 
A beille and Josh i, 1988). T h e resulting system  now falls in the class o f m ildly con text-sen sitive  languages 
(Joehi, 1985). E lem entary structures o f extend ed  dom ain o f locality  com bined w ith su b stitu tion  and adjunc
tion y ield  Lexicalized T A G s.

TA G s were first introduced by Joshi, Levy and Takahashi (1975) and Joshi (1985). For more details  
on the original definition o f T A G s, we refer the reader to  Joehi (1985), Kroch and Joehi (1985), or Vijay- 
Shanker (1987). It is known that Tree A djoining Languages (T A L s) are m ildly con text sensitive . TALs 
properly contain  context-free languages.

2 N otice the  sim ila rity  of the  defin ition  of ‘lex icalized’ g ram m ar w ith  th e  offline p a rsib ility  co n stra in t (K ap lan  and  B resnan  
1983). As consequences of ou r defin ition , each s tru c tu re  has a t least one lexical item  (its  ‘h e a d ’) a tta c h e d  to  it and  all sentences 
are finitely  am biguous.

3 It is also possib le to  encode a con tex t-free  g ram m ar w ith  aux iliary  trees using  a d ju n c tio n  only. However, a lth o u g h  the 
languages co rrespond , the  set of trees do no t co rrespond .
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TAGs with substitution and adjunction are naturally lexicalized.4 A Lexicalized Tree Adjoining Grammar 
is a tree-based system that consists of two finite sets of trees: a set of initial trees, I  and a set of auxiliary 
trees A (see Figure 2). The trees in I U A  are called e lem en ta ry  trees. Each elementary tree is constrained 
to have at least one terminal symbol which acts as its ‘head’.

Figure 2: Schcmaiic initial and auxiliary trees

The t re e  set of a TAG G , T(G)  is defined to be the set of all derived trees starting from S-type initial 
trees in I. The s tr in g  language generated by a TAG, C(G), is defined to be the set of all terminal strings 
of the trees in T{G).

By lexicalizing TAGs, we have associated lexical information to the ‘production’ system encoded by the 
TAG trees. We have therefore kept the computational advantages of ‘production-like’ formalisms (such as 
CFGs, TAGs) while allowing the possibility of linking them to lexical information. Formal properties of 
TAGs hold for Lexicalized TAGs.

As first shown by Kroch and Joshi (1985), the properties of TAGs permit us to encapsulate diverse syn
tactic phenomena in a very natural way. TAG’s extended domain of locality and its factoring recursion from 
local dependencies lead, among other things, to localizing the so-called unbounded dependencies. Abeille 
(1988a) uses the distinction between substitution and adjunction to capture the different extraction prop
erties between sentential subjects and complements. Abeille (1988c) makes use of the extended domain of 
locality and lexicalization to account for NP island constraint violations in light verb constructions; in such 
cases, extraction out of NP is to be expected, without the use of reanalysis. The relevance of Lexicalized 
TAGs to idioms has been suggested by Abeille and Schabes (1989).

4 In som e earlie r work of Joshi (1969, 1973), the  use of th e  two opera tio n s ‘adjoining* and  ‘rep la ce m en t’ (a  re stric ted  case of 
su b s titu tio n ) was in v es tig a ted  b o th  m ath em a tica lly  and  linguistically . However, these  investiga tions d ea lt w ith  strin g  rew riting  
system s an d  n o t tree  rew riting  system s.
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We will now give some examples of structures that appear in a Lexicalized TAG lexicon.
Some examples of initial trees are (for simplicity, we have omitted unification equations associated with 

the trees):5

S
s

NP
A NP0i  VP NP01 VP NPol VP NPoA

01  N <“ >> I  (“ ’ ) j, (“ 3> (0,4) v< X ^ P z  (a ,)

boy saw saw put P̂ i NP2>1
Examples of auxiliary, trees (they correspond to predicates taking sentential complements or modifiers):
S S S

/\ A ANP01 VP NPol VP NPo± VP VP N

v ŝ ^ n a  ( 0 1 )  (/?2) v s ^ n a  ( 0 2 )  v^vWna ( 0 4 )  a^n* n a  ( 0 b )

I I  I I I
th in k  prom ise s*w has P ^ t ty

In this approach, the argument structure is not just a list of arguments. It is the syntactic structure 
constructed with the lexical value of the predicate and with all the nodes of its arguments that eliminates 
the redundancy often noted between phrase structure rules and subcategorization frames.6

2.1  O r g a n iz a t io n  o f  th e  G r a m m a r

A Lexicalized TAG is organized into two major paxts: a lexicon and t ree  families, which are sets of 
trees. Although it is not necessary to separate trees from their realization in the lexicon, we chose to do so 
in order to capture some generalities about the structures. TAG’s factoring recursion from dependencies, 
the extended domain of locality of TAGs, and lexicalization of elementary trees make Lexicalized TAG an 
interesting framework for grammar writing. Abeille (1988b) discusses the writing of a Lexicalized TAG for 
French. Bishop, Cote and Abeille (1989) similarly discuss the writing of a Lexicalized TAG grammar for 
English.

2.1.1 T ree  Families

A t ree  fam ily is essentially a set of sentential trees sharing the same argument structure abstracted from 
the lexical instantiation of the ‘head’ (verb, predicative noun or adjective). Because of the extended domain 
of locality of Lexicalized TAG, the argument structure is not stated by a special mechanism but is implicitly 
stated in the topology of the trees in a tree family. Each tree in a family can be thought of as all possible 
syntactic ‘transformations’ of a given argument structure. Information (in the form of feature structures) 
that is valid independent of the value of the ‘head’ is stated on the tree of the tree family. For example, the 
agreement between the subject and the main verb or auxiliary verb is stated on each tree of the tree family. 
Currently, the trees in a family are explicitly enumerated.

5T h e  trees a re  sim plified  an d  th e  fea tu re  s tru c tu re s  on  th e  trees are n o t displayed. 1 is th e  m ark  for su b s ti tu tio n  nodes. • 
is the  m ark  for the  foot node of am aux iliary  tree  an d  N A  s ta n d s  for null a d ju n c tio n  co n stra in t. T h is  is th e  only ad junc tion  
co n stra in t not in d irectly  s ta te d  by fea tu re  s tru c tu re s . We p u t indices on  some n o n -term in als  to  express sy n tac tic  roles (0 for 
su b je c t, 1 for first o b jec t, e tc .) . T h e  index show n on th e  em p ty  s tr in g  («) a n d  the  co rrespond ing  filler in  th e  sam e tree  is for 
th e  pu rp o se  of in d ica tin g  th e  filler-gap dependency .

6 O p tio n a l a rg u m en ts  are s ta te d  in the  s tru c tu re .



The following trees, among others, compose the tree family of verbs taking one object (the family is 
named npOVnpl):7

NP01 VP

VO NP,1 

'anpO Vnpl)

NPojV/t VP

I / \
e, VO NP,1

(3 ROnpOVnpl) RlnpOVnp 1)

Ei VO NPti 

a WOnpO Vnpl) [a W1 npO Vnpl)

anpOVnpl is an initial tree corresponding to the declarative sentence, /3ROnpOVnpl is an auxiliary tree 
corresponding to a relative clause where the subject has been relativized, (3RlnpOVnp 1 corresponds to the 
relative clause where the object has been relativized, aWOnpOVnpl  is an initial tree corresponding to a 
wh-question on the subject, a WlnpOVnpl  corresponds to a wh-question on the object.

2.1.2 T h e  Lexicon

The lexicon is the heart of the grammar. It associates a word with tree families or trees. Words are not 
associated with basic categories as in a CFG-based grammar, but with tree-structures corresponding to 
minimal linguistic structures. Multi-level dependencies can thus be stated in the lexicon.

It also states some word-specific feature structure equations (such as the agreement value of a given verb) 
that have to be added to the ones already stated on the trees (such as the equality of the value of the subject 
and verb agreements).

An example of a lexical entry follows:

loves ,  V : npOVnpl {VP. b : <mode> = in d ,
V P .t :< ag r  pars>=  3,
V P .t :< a g r  nua>= s in g u la r ,
VP. t : < t«nse>=pr«sent}  .

It should be emphasized that in our approach the category of a word is not a non-terminal symbol but a 
multi-level structure corresponding to minimal linguistic structures: sentences (for predicative verbs, nouns 
and adjectives) or phrases (NP for nouns, AP for adjectives, PP for prepositions yielding adverbial phrases).

2.2 Parsing Lexicalized TAGs
An Earley-type parser for TAGs has been developed by Schabes and Joehi (1988). It is a general TAG parser. 
It handles adjunction and substitution. It can take advantage of lexicalization. It uses the structures selected 
after the first pass to parse the sentence. The parser is able to use the non-local information given by the first 
step to filter out prediction and completion states. It is extended to deal with feature structures for TAGs 
as defined by Vijay-Shanker and Joshi (1988). The extended algorithm we propose always terminates when 
used on Lexicalized TAGs without special devices such as restrictors. Unification equations are associated 
with both extended linguistic structures and lexical information given by the ‘head’. This representation 
allows a more natural and more direct statement of unification equations.

7T h e  trees axe sim plified, o is the  m ark  for the  node un d er w hich th e  ‘h e a d ’ w ord of the  tree  is a tta ch e d .
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If an offline behavior is adopted, the Earley-type parser for TAGs can be used with no modification for 
parsing Lexicalized TAGs. First the trees corresponding to the input string are selected and then the parser 
parses the input string with respect to this set of trees.

However, Lexicalized TAGs simplify some cases of the algorithm. For example, since by definition each 
tree has at least one lexical item attached to it (its ‘head’), it will not be the case that a tree can be predicted 
for substitution and completed in th- same states set. Similarly, it will not be the case that an auxiliary tree 
can be left predicted for adjunction and right completed in the same states set.

But most importantly the algorithm can be extended to take advantage of Lexicalized TAGs. Once the 
first pass has been performed, a subset of the grammar is selected. Each structure encodes the morphological 
value (and therefore the positions in the string) of its ‘head’. Identical structures with different ‘head’ values 
are merged together (by identical structures we mean identical trees and identical information, such as feature 
structures, stated on those trees).8 This enables us to use the ‘head’ position information while processing 
efficiently the structures. For example, given the sentence

The i men 2 who 3 saw 4 th® 5 woman 5 who 7 saw g John 9 axe m  ^aPP7 11 

the following trees (among others) are selected after the first pass:9

2.2 .1  Taking A d van tage o f  L exicalization

NP

A
NP S

/ \

s

VD s NPqI  v p
NP / \  NP NP *

/ \  NPb v p  X  I / \

D D i N comp I A  D i N N V A
I I I e‘ v Np>x I I I  II I I  | I I I

tb«(i.5) wbo(3.7) ••»(«.*> womans) John^ are(io> b*ppy(lt)
The trees for men and for woman are distinguished since they carry different agreement feature structures 

(not shown in the figure).
Notice that there is only one tree for the relative clauses introduced by saw but that its ‘head’ position 

can be 4 or 8. Similarly for who and the.
The ‘head’ positions of each structure impose constraints on the way that the structures can be combined 

(the ‘head’ positions must appear in increasing order in the combined structure). This helps the parser to 
filter out predictions or completions for adjunction or substitution. For example, the tree corresponding to 
men will not be predicted for substitution in any of the trees corresponding to saw since the ‘head’ positions 
would not be in the right order.

We have been evaluating the influence of the filtering of the grammar and the ‘head’ position information 
on the behavior of the Earley-type parser. We have conducted experiments on a feature structure-based 
Lexicalized English TAG whose lexicon defines 200 entries associated with 130 different elementary trees.10 
Twenty five sentences of length ranging from 3 to 14 words were used to evaluate the parsing strategy. For 
each experiment, the number of trees given to the parser and the number of states were recorded.

In the first experiment (referred to as one pass, OP), no first pass was performed. The entire grammar 
(i.e., the 130 trees) wag used to parse each sentence. In the second experiment (referred to as two passes 
no ‘h e a d N S ) ,  the two-pass strategy was used but the ‘head’ positions were not used in the parser. And 
in the third experiment (referred to as two passes wtth ‘head’, H), the two-pass strategy was used and the 
information given by the ‘head’ positions was used by the parser.

The average behavior of the parser for each experiment is given in Figure 3. The first pass filtered on 
average 85% (always at least 75%) of the trees. The filtering of the grammar by itself decreased by 86% the

8 U nlike o u r prev ious suggestions (Schabes, Abeiile an d  Josh i, 1988), we do no t d is tin g u ish  each s tru c tu re  by its  ‘head’ 
p o sition  since it increases unnecessarily  th e  n u m b er of s ta te s  of th e  E arley  parser. By fac to rin g  recursion , th e  E arley  parser 
enables us to  process only once p a r ts  of a  tree  th a t  are  asso c ia ted  w ith  several lexical item s selecting  th e  sam e tree . However, 
if te rm in a tio n  is req u ired  for a  p u re  top-dow n p a rser, it is necessary  to  d istin g u ish  each s tru c tu re  by its ‘h e a d ’ position .

9T h e  exam ple  is sim plified  to  i llu s tra te  o u r po in t.
10T h e  trees a re  d iffe ren tia ted  by th e ir  topology an d  th e ir  fea tu re  s tru c tu re s  b u t not by th e ir  ‘h e a d ’ value.
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number of states ( (N H -  OP)/OP) .  The additional use of the information given by the ‘head’ positions 
further decreased by 50% ((H -  N H ) / N H )  the number of states. The decrease given by the filtering of the 
grammar and by the information of the head positions is even bigger on the number of attempts to add a 
state (not reported in the table).11

This set of experiments shows that the two-pass strategy increases the performance of the Earley-type 
parser for TAGs. The filtering of the grammar affects the parser the most. The information given by head’ 
p.sition in the first pass allows further improvement of the parser’s performance (- 50% of the number 
of states on the set of experiments). The bottom-up non-local information given by the ‘head’ positions 
improves the top-down component of the Earley-type parser.

(NH-OPJ/OP (H-OP)/OP (H - NH)/NH
(%) (%) (%)

#  trees -85 -85 0
#  states -86 -93 -50

Figure 3: Empirical evaluation of the two-pass strategy

We performed our evaluation on a relatively small grammar and we did not evaluate the variations across 
grammars. The lexical degree of ambiguity of each word, the number of structures in the grammar, the 
number of lexical entries, and the length (and nature) of the input sentences are parameters to be considered. 
Although it might appear easy to conjecture the influence of these parameters, the actual experiments are 
difficult to perform since statistical data on these parameters are hard to obtain. We hope to perform some 
limited experiments along those lines.

2.3 P a r s in g  F e a tu r e -B a s e d  T A G s

As defined by Vijay-Shanker (1987) and Vijay-Shanker and Joshi (1988), to each adjunction node in an 
elementary tree two feature structures are attached: a top and a bottom feature structure.12 When the 
derivation is completed, the top and bottom features of all nodes are unified simultaneously. If the top and 
bottom features of a node do not unify, then a tree must be adjoined at that node. This definition can be 
easily extended to substitution nodes. To each substitution node we attach one feature structure which acts 
as a top feature. The updating of feature structures in the cases of adjunction and substitution is shown in 
Figure 4.

1 A s ta te  is effectively ad d ed  to  a  s ta te s  se t if it does no t exist in the  set already.
T h e  to p  fea tu re  s tru c tu re  co rresp o n d s to  a  view to  th e  to p  of the  tree  from  th e  node. T h e  b o tto m  fea tu re  corresponds to 

the view to  th e  b o tto m .
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Figure 5: Examples of unification equations

2.3 .1  U n ifica tio n  E qu ation s

As in PATR-II (Shieber, 1984, 1986), we express with unification equations dependencies between DAGs13 
in an elementary tree. The extended domain of locality of TAGs allows us to 9tate unification equations 
between features of nodes that may not necessarily be at the same level.

The system consists of a TAG and a set of unification equations on the DAGs associated with nodes in 
elementary trees.

An example of the use of unification equations in TAGs is given in Figure 5.14
Notice that coindexing may occur between feature structures associated with different nodes in the tree. 

Top or bottom features of a node are referred to by a node name (e.g. Sr)15 followed by A (for top) or 
.b (for bottom). The semicolon states that the following path specified in angle brackets is relative to the
specified feature structure. The feature structure of a substitution node is referred to without A or .b. For
example, VP~rA:<agr num> refers to the path <agr num> in the top feature structure associated with the 
adjunction node labeled by VPr and NP-0:<agr> refers to the path <agr> of the substitution node labeled 
by N Pq.

Notice that the top and bottom feature structures of all nodes in the tree a 6 (Figure 5) cannot be 
simultaneously unified: if the top and bottom feature structures of 5  are unified, the mode will be ind which 
cannot unify with p p u rt ( V P  node). This forces an adjunction to be performed on 5  (e.g. adjunction of 0$ 
to derive a sentence like Has John written a book?) or on V P  (e.g. adjunction of 07 to derive a sentence like 
John has written a book). The sentence John written a book is thus not accepted.

Notice that in the tree q 6 agreement is checked across the nodes N P 0, S  and VP.  These equations handle 
the two cases of auxiliary : N P q has written NP\  and has N P q written NP\?.  The corresponding derived 
trees are shown in Figure 6. 71 derives sentences like John has written a book. It is obtained by adjoining
07 on the VP node in ar6. 72 derives sentences like Has John written a book?. It is obtained by adjoining 0s 
on the S  node in a 6. The obligatory adjunction imposed by the mode feature structure has disappeared in 
the derived trees j i  and 72. However, to be completed, j i  and y2 need N P -trees to be substituted in the
nodes labeled by N P  (e.g. John and a book).

13 D irec ted  Acyclic G rap h s w hich rep resen t th e  fea tu re  s tru c tu re s .
14 In these  exam ples we have m erged the  in fo rm atio n  s ta te d  on th e  trees an d  in th e  lexicon. W e w rite  un ification  equations 

above th e  tree  to  w hich they  apply. We have also p rin te d  to  th e  right of each node th e  m a tr ix  re p re se n ta tio n  of th e  to p  and  
b o tto m  fea tu re  s tru c tu re s .

15 We im plic itly  requ ire  th a t  each node  have a  un ique  nam e in an  e lem en tary  tree . If necessary, su b sc rip ts  d ifferen tia te  nodes 
o f the  sam e category .
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written

Figure 6: N P q has written NP\  and Has N P 0 written N Pi ?

2 .3 .2  E x ten sio n  to  th e E arley -typ e  Parser

The Earley-type algorithm for TAGs (Schabes and Joshi, 1988) can be extended to parse Lexicalized TAG 
with unification equations on elementary trees. The extension is similar to the one proposed by Shieber (1985) 
in order to parse the PATR-II formalism but it does not require the use of restrictors. For the recognition of 
a substituted tree, we choose to check that unification constraints are compatible at the prediction step and 
we pass information only at the completion step. For the recognition of an adjunction, we choose to check 
only that unification constraints are compatible at the Left Predictor, Left Completor and Right Predictor 
steps and we pass information only at the Right Completor step.

What follows is an informal explanation of the extension to the Earley-type parser. A new component D 
is added to the states manipulated by the Earley-type parser. D specifies the feature structures associated 
with each node of the tree represented by the state. It is a set of feature structures. The manipulation of 
the other components of a state remain the same. We will ignore these components of a state and focus our 
attention here on the manipulation of the set of feature structures D.

The Scanner, Move-dot-down and Move-dot-up processors behave as before and copy the DAG D to the 
new state.16 The Left Predictor predicts all possible adjunctions and also tries to recognize the tree with 
no adjunction. In case no adjunction is left predicted, the Left Predictor adds the new state only if the top 
and bottom feature structures are compatible (see Figure 7). If they are compatible, a new state is added 
but top and bottom feature structures are not unified. They will be unified in the Right Predictor. Then, 
if no adjunction has been left predicted, the Right Predictor moves the dot up and unifies top and bottom 
feature structures (see Figure 7).

The recognition of an adjunction with features is shown in Figure 7.17 At each step of the recognition of 
an adjunction, the compatibility of the feature structures is checked. The information is passed only at the 
Right Completor step.

18 Iden tica l s ta te s  have iden tica l com ponen ts, iden tica l feature  s tru c tu re s  D.
17 A s u b s ti tu te d  tree  is recognized  in  a  sim ilar way and  is no t exp lained  here.
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Figure 7: No Adjunction Recognition of an adjunction
For aon-lexicalized TAGs, this approach does not guarantee termination of the algorithm (for similar 

reasons as for CFG-based unification grammar, Shieber, 1985). However for Lexicalized TAGs, even when 
recursion occurs, the termination of the algorithm is guaranteed since the recognition of a tree entails the 
recognition of at least one input token (its ‘head’) and since information is passed only when a tree is 
completely recognized. If information were passed before the Right Completor step (in case of adjunction), 
restrictors (as defined by Shieber, 1985) can be used to guarantee termination. However we believe that in 
practice (for the Lexicalized TAGs for French and English) passing information at an earlier step than the 
Right Completor step does not improve the performance.

3 C onclusion
In ‘lexicalized’ grammars, each elementary structure is systematically associated with a lexical ‘head’. These 
structures specify extended domains of locality (as compared to the domain of locality in CFGs) over which 
constraints can be stated. The ‘grammar’ consists of a lexicon in which each lexical item is associated with 
a finite number of structures for which that item is the ‘head’.

Lexicalized grammars suggest a natural two-step parsing strategy. The first step selects the set of 
structures corresponding to each word in the sentence. The second step tries to combine the selected 
structures.

We take Lexicalized TAGs as an instance of lexicalized grammar. We illustrate the organization of the 
grammar. Then we show how the Earley-type parser can take advantage of the two-step parsing strategy. 
Experimental data show that its performance is thereby drastically improved. The first pass not only filters 
the grammar used by the parser to produce a relevant subset but also enables the parser to use non-local 
bottom-up information to guide its search. Finally, we explain how constraints over these structures expressed 
by unification equations can be parsed by a simple extension of this algorithm. Lexicalization guarantees 
termination of the algorithm without a special mechanism such as the use of restrictors.

The organization of lexicalized grammars, the simplicity and effectiveness of the two-pass strategy (some 
other technique would perhaps achieve similar results) seem attractive from a linguistic point of view and for 
processing. We are currently exploring the possibility of extending this approach to Categorial Grammars.
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