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1 In troduction

R ecent work in gen era t ive  sy n ta c t ic  th eory  has sh ifted  the co n cep tion  o f  a natural lan gu age  gram m ar from 
a h o m o g e n e o u s  se t  o f  phrase  s tru ctu re  (P S )  rules to  a h etero gen eo u s  se t  o f  w ell- form edness  con stra in ts  on  
rep resen ta t ion s  (see , for e x a m p le ,  C h o m sk y  (198 1 ) ,  S tow ell  (1 98 1 ) ,  C h o m sk y  (19 86 a )  and Pollard k  Sag  
(1 9 8 7 ) ) .  In th ese  theor ies  it is a ssu m ed  th a t  the gram m ar con ta ins  princip les  th a t  are in d ep en d e n t  o f  the  
language  b e in g  parsed , tog e th er  w ith  principles th at  are param eter ized  to  reflect the  varying behavior  o f  
different lan gu a ges .  However, there  is more to  a theory  o f  hu m an  sen ten ce  process in g  th an  ju s t  a theory  
of  l ingu is t ic  c o m p e te n c e .  A th eory  o f  p erform an ce  con s is ts  o f  b o th  l ingu is t ic  k n ow led ge  and a parsing  
a lgor ithm . T h is  paper  will in v es t ig a te  w ays o f  ex p lo i t in g  pr inc ip le -based  sy n ta c t ic  theories  d irect ly  in a 
parsing a lg o r ith m  in order to  d e term in e  w h eth er  or not a princip le-based  parsing a lg o r ith m  can be co m p a t ib le  
w ith  p sy ch o l in g u is t ic  ev id en ce .

P r in c ip le -b a sed  parsing  is an in terest in g  research topic  not o n ly  from a p sy ch o l in g u is t ic  po int  o f  v iew  but  
also from a practica l p o in t  o f  v iew . W h e n  PS rules are used, a sep ara te  gra m m a r  m u st  be w rit ten  for each  
language  parsed . E ach  o f  th ese  g ra m m ars  c o n ta in s  a great deal o f  red u n d an t  in fo rm a tion .  For exa m p le ,  
there m ay be tw o  rules, in different gram m ars,  th a t  are id en t ica l e x c e p t  for th e  order o f  the  c o n s t i tu e n t s  on  
the right han d  s ide , in d ica t in g  a d ifference in word order. T h is  r ed u n d an cy  can be avoided  by em p lo y in g  
a universal phrase  s tru c tu re  c o m p o n e n t  (n o t  n ecessarily  in the  form  o f  rules) a lon g  w ith  p aram eters  and  
a sso c ia ted  values. A p rincip les  and p ara m eters  approach  provides a s ing le  co m p a c t  g ra m m a r  for all lan gu ag es  
th at  would  o th e r w is e  be represen ted  by m an y  different (a n d  red u n d a n t)  PS gra m m ars .

A ny  m o d e l  o f  h u m an  parsing  m u st  d ic tate :  a) how stru ctu res  are projec ted  from the  lexicon; b) how  
s tru ctu res  are a t ta c h e d  to  on e  another; and c) w h a t  con stra in ts  affect th e  resu ltan t s tru ctu res .  T h is  paper will  
co n cen tra te  on  the  first tw o  c o m p o n e n t s  w ith  respect  to  pr inc ip le -based  parsing a lgor ithm s: n od e  p roject ion  
and s tru ctu re  a t ta c h m e n t .

T w o  basic con tro l s tru c tu res  e x is t  for any parsing a lgorithm : d ata -d r iven  con tro l and  h y p o th es is -d r iv en  
control.  E ven  if  a parser is p re d o m in a n t ly  h y p o th es is -d r iv en ,  the  p red ict ion s  th a t  it m ak es  m u st  at som e  
point be co m p a red  with th e  data that are presented  to  it. S o m e  d ata -d r iven  c o m p o n e n t  is therefore  necessary  
for any parsin g  a lg o r i th m . Thus, a reason ab le  h y p o th e s is  to  te s t  is th a t  the  h u m a n  p arsing  a lg o r i th m  is 
entire ly  d a ta -d r iv e n .  T h is  is e x a c t ly  th e  ap proach  th a t  is taken  by a n u m ber  o f  p r in c ip le -b ased  parsing  
a lgor ith m s (see ,  for e x a m p le ,  A b n e y  (1 9 8 6 ) ,  K a sh k et  (1 9 8 7 ) ,  G ib son  &: Clark (1 9 8 7 )  and P r itc h e t t  (1 9 8 7 ) ) .  
T h e se  p arsing  a lg o r i th m s  ea ch  in c lu d e  a n o d e  p roject ion  a lg or ith m  th a t  p ro jec t s  an in p u t  word to  a m a x im a l  
category, b u t  d o es  n o t  c a u se  th e  p ro jec t io n  o f  any  further nodes .

A lth o u g h  th is  s im p le  s t r a te g y  is a t tra c t iv e  b eca u se  o f  its s im p lic ity ,  it turns o u t  th a t  it c a n n o t  acc o u n t  
for certa in  p h e n o m e n a  o b serv ed  in th e  p rocess in g  o f  D u tch  (Frazier (1987):  see  S ec t io n  2 .1 ) .  A  c o m p le te ly  
d a ta-d r iven  n o d e  p r o je c t io n  a lg o r i th m  also  has difficulty a cc o u n t in g  for the  p ro cess in g  ea se  o f  a d jec t iv e -n o u n  
co n stru c t io n s  in E n g lish  (see  S e c t io n  2 .2 ) .  As a result o f  th is  ev id en ce ,  a purely  d a ta -d r iv en  n o d e  p ro jec t io n

1 Paper presented at the International Workshop on Parsing Technologies, August 28-31, 1989.

2 I would like to thank Robin Clark, Rick Kazm an, Howard Kurtzm an, Eric Nyberg and Brad Pritchett for their com m ents 
on earlier drafts of this paper, and I offer the usual disclaimer.
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a lgo r ith m  m u st  be rejected in favor o f  a n ode p roject ion  a lgo r ith m  th a t  has a pred ict ive  (h y p oth es is -d r iven )  
c o m p o n en t  Frazier (1 9 8 7 ) ) .

T h is  paper descr ibes  a n ode project ion  a lgo r ith m  th a t  is part o f  the C on stra in ed  Parallel Parser (C P P )  
(G ib so n  (1 9 8 7 ) ,  G ib son  k  C lark (1 98 7 )  and Clark & G ibson  (1 9 8 8 ) ) .  T h is  parser is based on the  principles  
o f  G o v e r n m e n t-B in d in g  theo ry  (C h o m sk y  (1981 ,  1986a)) .  Section  3.1 g ives an overview  o f  the C P P  m odel ,  
while  S ec t ion  3.2 d escr ibes  the n ode project ion  a lgor ithm . S ec t io n  3 .3  descr ibes  the a t ta c h m e n t  a lgorithm ,  
and includes  an e x a m p le  parse. T h ese  n ode project ion  and a t ta c h m e n t  a lgo r ith m s d e m o n s tra te  th a t  a 
p rinc ip le -based  parsing a lg or ith m  can a ccou nt  for the D u tch  and E nglish  d ata ,  while  avoid ing  the ex is ten ce  
o f  red u n d an t  phrase  s tru ctu re  rules. T h u s  it is co n c lu d ed  th a t  one  should  continue  to in vest iga te  hyp oth es is -  
driven prin c ip le -b ased  m o d e ls  in th e  search for an o p t im a l  p sycho l in gu is t ic  m od el .

2 D ata -D riven  N o d e  Projection: Empirical Pred ic tions and R esults

2.1 E vidence  from D u tch

C onsid er  th e  s e n te n c e  fragm en t  in ( 1 ):

( 1 )
... d a t  het m eisje  van Holland ...
... “th a t  the  girl from  H o l la n d ” ...

D u tc h  is like E nglish  in th a t  p rep os it io n a l  phrase modifiers o f  n ou n s  m ay  fo llow  the  noun . T h u s  th e  
p rep o s it ion a l  ph rase  van Holland  m ay  be a m odifier  o f  the  n oun  phrase  the girl in e x a m p le  ( 1 ).  U nlike  
E n glish ,  h ow ever, D u tc h  is S O V  in su b o r d in a te  c lauses.  Hence in ( 1 ) th e  p rep o s it io n a l  phrase  van Holland  
m ay also  be th e  a rg u m en t  o f  a verb to  fo llow. In particu lar , if the  word ghmlachte  ( “sm i le d ” ) fo llows the  
fragm en t in ( 1 ) ,  th en  th e  p re p o s it io n a l  phrase  van Holland  can a t ta c h  to  th e  nou n  ph rase  th a t  it follows,  
since  the  verb ghmlachte  has no lex ica l req u irem en ts  (see  ( 2 a ) ) .  If, on th e  oth er  h an d ,  the  word houdt 
( “lik es” ) fo llow s th e  fragm en t  in ( 1 ) ,  th en  the  P P  van Holland  m ust  a t ta ch  as a rg u m e n t  o f  the  verb houdt, 
since  the  verb requires su ch  a co m p le m e n t  (see  ( 2 b ) ) .

( 2 )
a .  ... d a t  [s [iVP het  m eisje  [pp  van H ol land  ]] [vp  g l im lach te  ]]

... “th a t  th e  girl from  H olland  s m i le d ” ...

b .  ... d a t  [5 [.vp het m eisje  ] [v p  [ v  [pp  van H olland ] [v h o u d t  ]]]]
... “th a t  th e  girl likes H o l la n d ”

F ollow in g  A b n e y  (1 9 8 6 ) ,  Frazier (1 9 8 7 ) ,  C lark k  G ib so n  (1 9 8 8 )  and n u m erou s o th ers ,  it is a s su m ed  th a t  
a t ta c h e d  s t r u c tu res  are preferred over u n a t ta c h e d  s tru ctu res .  If we a lso  a ssu m e  th a t  a phrasa l n o d e  is not  
p ro jec ted  unti l  its h ead  is e n c o u n te r e d ,  w e pred ict  th a t  p eop le  will en ter ta in  on ly  one  h y p o th e s is  for the  
se n te n c e  fra gm en t  in ( 1 ): th e  m odifier  a t ta c h m e n t .  T h u s  we predict th a t  it sh o u ld  take  longer to  parse  
the  co n t in u a t io n  houdt ( “likes” ) th a n  to  parse the  c o n t in u a t io n  ghmlachte  ( “s m i le d ” ), s ince  the  c o n t in u a t io n  
houdt forces the  p rep o s i t io n a l  p hrase  to  be  rea n a lyze d  as an arg u m en t  o f  th e  verb. How ever, contrary  
to th is  p red ic t ion ,  th e  verb th a t  a llow s a rg u m e n t  a t ta c h m e n t  is ac tu a l ly  parsed  faster th a n  the  verb th a t  
n e c e s s i ta t e s  m odifier  a t t a c h m e n t  in s e n te n c e  fra gm en ts  like ( 1 ).  If th e  verb had  been  p ro je c te d  before  its 
h ead  was e n c o u n te red ,  th en  th e  a r g u m en t  a t ta c h m e n t  o f  th e  P P  van Holland  w ou ld  b e  p oss ib le  at th e  sam e  
t im e  th a t  th e  m odifier  a t t a c h m e n t  is p o s s ib le .3 T h u s  Frazier con c lu d es  th a t  in so m e  cases  phrasa l n od es  
m u st  be p ro jec ted  before  their  lex ica l h ead s  have b een  en c o u n tered .

3 It is beyond the scope of this paper to offer an explanation as to why the argument attachm ent is in fact preferred,  to the 
modifier attachm ent. This paper seeks only to dem onstrate that the argument attachm ent possibility m ust at least be avai lable  
for a psychologically real parser. See Abney (1986), Frazier (1987) and Clark U  Gibson (1988) for possible explanations for the 
preference phenom enon.
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2.2 E vidence from  E nglish

A seco n d  piece o f  e v id e n ce  aga in st  this l im ited  ty p e  o f  n ode project ion  is provided by the  process ing  o f  noun  
phrases in E nglish  th a t  have m ore th an  one pre-head con st itu en t .

It is a ssu m ed  th a t  the pr im itive  op era t ion  o f  a t ta c h m e n t  is a sso c ia ted  w ith  a certain  process ing  cost.  
Hence the a m o u n t  o f  t im e  taken  to parse a sing le  input word is d irect ly  related to the  num ber o f  a t ta ch m e n ts  
that the  parser m ust  e x e c u te  to  incorporate  th a t  s tru ctu re  into the  ex is t in g  s tru ctu re (s ) .  If a phrasal node  
is not  p ro jec ted  until its head is en cou n tered ,  then  parsing the  final word o f  a head-final co n stru ct io n  will 
involve a t ta c h in g  all its pre-head s tru ctu res  at th a t  po int .  If, in a ddit ion ,  there is more th an  on e  pre-head  
structure  and no a t ta c h m e n ts  are poss ib le  until the head appears ,  then  a s ignificant p rop ortion  o f  process ing  
tim e sh ou ld  be sp e n t  in p rocess in g  the  head.

T h e  h y p o th es is  th a t  a phrasal n od e  is not p rojected  until its head is en cou n tered  can b e  te s ted  w ith  the  
English noun  phrase, s ince  the head o f  an English  noun phrase appears after a specifier  and any adjectival  
modifiers . For ex a m p le ,  consider  the E nglish  noun phrase the big red book. First , the word the is read and a 
determ iner  phrase is built .  S ince  it is a ssu m ed  th a t  nodes  are not p rojected  until their h ead s are encou ntered ,  
no noun phrase  is bu ilt  at th is  point .  T h e  word big is now read and causes  the  p roject ion  o f  an adjective  
phrase. A t ta c h m e n t s  are now a t t e m p te d  betw een  the two stru ctu res  built thus  far. N eith er  o f  th e  categories  
can be a rgu m en t ,  specifier  or modifier for the o th er ,  so  no a t ta c h m e n t  is poss ib le .  T h e  n e x t  word red now  
causes  th e  p roject ion  o f  an a d ject ive  phrase, and once  again no a t ta c h m e n ts  are p oss ib le .  O n ly  w h en  the  
word book is read and projec ted  to a noun  phrase can  a t ta c h m e n ts  take p lace. First th e  ad ject ive  phrase  
represent ing  red a t ta c h e s  as a m odifier  o f  the noun phrase  book. T h e n  th e  A P  rep resen t ing  big a t ta ch es  as 
a modifier o f  th e  no u n  phrase  ju s t  co n s tru c ted .  F in a lly  the  d eterm in er  phrase rep resen t ing  the a t ta c h e s  as 
specifier  o f  the  n ou n  p hrase  big red book.

T h u s  if we a ssu m e  th a t  a phrasa l n o d e  is not p rojected  until its head is parsed , we pred ict  th a t  a greater  
num ber o f  a t t a c h m e n ts  will take place  in parsing the  head th an  in parsing  any o th er  word in the  noun  
phrase. S ince  it is a s su m ed  th a t  an a t ta c h m e n t  is a sign if icant parser o p era t io n ,  it is p red ic ted  th a t  people  
sh ou ld  take m ore t im e  p arsing  the h ead  o f  the  noun phrase th an  th e y  take parsing the  o th er  words o f  the  
noun phrase . S in ce  there  is no p sy ch o l in gu is t ic  ev id en ce  th a t  p eop le  take m ore t im e  to  process  h eads  in 
head-final c o n s tr u c t io n s ,  I h y p o th e s iz e  th a t  phrasal nodes  are b e in g  p ro jec ted  before their h ea d s  are be in g  
enco u n tered .

3 H y p o th es iz in g  a P hrasal N o d e  Before Its H ead  A ppears

3.1 T he Parsing  M odel: T h e  C onstra ined  Parallel Parser

T h is  pap er  a s s u m e s  th e  C o n s tr a in e d  Paralle l Parser ( C P P )  as its m o d e l  o f  h u m a n  se n te n c e  p rocess in g  (see  
G ib son  (1 9 8 7 ) ,  G ib so n  & C lark  (1 9 8 7 )  and  Clark k  G ib so n  (1 9 8 8 ) ) .  T h e  C P P  m o d e l  is based  on  the  
princip les  o f  G o v e r n m e n t -B in d in g  T h e o r y  (C h o m sk y  (1981 ,  1986a));  crucially  C P P  has no se p ara te  m o d u le  
co n ta in in g  la n g u a g e -p a r t ic u la r  rules. F ollow ing  M arcus (1 9 8 0 ) ,  s tru ctu res  parsed under th e  C P P  m o d e l  are 
placed on  a s ta ck  and  th e  m o s t  recently  built  s tru ctu res  are p laced  in a d a ta  stru c tu re  called  the  buffer. 
T h e  parser bu ilds  s tru c tu re  by a t ta ch in g  n o d es  in the  buffer to  n o d es  on top  o f  th e  stack . U nlike  M arcus  
m od el,  the  C P P  m o d e l  a llow s m u lt ip le  rep resen ta t ion s  for the sa m e  in p u t  s tr in g  to  ex is t  in a buffer or s tack  
cell.  A l th o u g h  m u lt ip le  rep r esen ta t io n s  for the  sa m e  in p u t  s tr in g  are p e rm it ted ,  co n s tra in ts  on  p a ra lle lism  
frequently  ca u se  o n e  re p resen ta t io n  to  be preferred over the o th ers .  M o t iv a t io n  for th e  parallel h y p o th e s is  
com es from gard en  p a th  effects  an d  p ercep t io n  o f  a m b ig u ity  in a d d it io n  to  re la t ive  p r o cess in g  load effects.  
For in form a tio n  on  th e  particu lar  co n s tr a in ts  and their m o t iv a t io n s ,  see G ib so n  & Clark (1 9 8 7 ) ,  C lark & 
G ibson  (1 9 8 8 )  an d  th e  references c ited  in th ese  papers .
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3.1.1 L exical E ntries for C P P

A lexical en try  accessed  by C P P  c o n s is ts  of, am o n g  other  th in gs ,  a theta-gnd.  A th eta -gr id  is an unordered  
list o f  theta structures.  Each th e ta  stru ctu re  con s is ts  o f  a th em a t ic  role and assoc ia ted  su b ca teg o r iz a t io n  

form ation . O n e  th e ta  s tru ctu re  in a th eta -gr id  m ay be marked as indirect to  refer to its su b jec t .  For 
e x a m p le ,  the  word shout m igh t have the  fo llowing th e ta -g r id :4

( 3 )
((Subcat = PREP, Thematic-Role = GOAL)
(Subcat = COMP, Thematic-Role = PR0P0SITI0H))

W h e n  the  word shout  (or an inflected variant o f  shout)  is en co u n tered  in an in p u t  phrase, th e  th em atic
role agent  will be a ss ig n ed  to  its su b je c t ,  as long as this su b jec t  is a noun phrase. T h e  direct th e m a t ic  roles
goal  and proposition  will be ass igned  to p rep o s it ion a l  and com p lem en t iz er  phrases respect ive ly ,  as long as 
each  is presen t .  S ince  th e  order o f  th e t a  s tru ctu res  in a th eta -gr id  is not  relevant to  its  use in parsing, the  
above  th e ta -g r id  for shout  will be suffic ient to parse b o th  sen ten ces  in ( 4 ) .

( 4 )
a. T h e  m a n  sh o u t s  [pp  to the  w om an] [c p  th a t  Ernie sees the  rock]

b .  T h e  m a n  sh o u t s  [ c p  th a t  Ernie sees  the rock] [ p p  to the w om an]

3.1.2 X T heory  in C P P

T h e  C P P  m o d e l  a ssu m es  X T h e o r y  as present in C h o m sk y  (1 9 8 6 b ) .  X T h e o r y  has tw o  basic  principles:  
first, each  tree s t ru c tu r e  m u st  have a head; and  secon d , each  stru ctu re  m u st  h ave a m a x im a l  p ro jec t ion .  As  
a result  o f  th ese  pr in c ip les  and  o th er  princip les ,  (e.g.,  th e  0 -C r ite r io n ,  the E x te n d e d  P ro jec t io n  Princip le ,  
C ase T h e o r y ) ,  th e  p o s i t io n s  o f  a rg u m en ts ,  specifiers and- m odifiers  w ith  respect  to  th e  h ead  o f  a g iven  
s tru c tu r e  are l im ited .  In particu lar ,  a specifier  m a y  on ly  ap pear  as a s ister to  th e  on e-b ar  p ro jec t ion  below  
a m a x im a l  p ro jec t io n ,  and  th e  head , a long  w ith  its  arg u m en ts ,  m u st  ap p ear  be low  the o n e-b ar  project ion .  
T h e  orders o f  th e  specifier  and  a rg u m e n ts  relat ive  to  th e  head is la n gu a ge  d ep e n d e n t .  For e x a m p le ,  the  basic  
s tru c tu r e  o f  E n g lish  ca teg or ies  is sh o w n  b e lo w . Furtherm ore ,  b inary bran ch in g  is a ssu m e d  (K a y n e  (1 9 8 3 ) ) ,  
so th a t  m odif iers  are C h o m sk y -a d jo in e d  to  th e  tw o-bar or one-b ar  levels, g iv in g  one  p o ss ib le  s tru ctu re  for a 
p o s t -h e a d  m odif ier  b e low  on th e  right.

S p e c i f ie r ^ j^  S p e o f i e r ^ ^

X A rgum ent* ^ ^ ^ M o d i f l e r

X A rgum ent*

3.1.3 T h e  C P P  P arsing  A lg o r ith m

T h e  C P P  a lg o r i th m  is e s s e n t ia l ly  very s im p le .  A word is projec ted  v ia  n od e  p ro jec t ion  (see  S e c t io n  3.2)  
in to  th e  buffer. If a t t a c h m e n ts  are p o ss ib le  b e tw een  the  buffer an d  the  top  o f  th e  stack ,  th en  th e  results  
o f  th ese  a t t a c h m e n ts  are p laced  in to  the  buffer and  th e  sta ck  is p o p p ed .  A t ta c h m e n t s  are a t t e m p t e d  again  
unti l  no  longer p oss ib le .  T h is  entire  p roced ure  is rep ea te d  for each word in th e  in p u t  s tr in g .  T h e  formal  

C P P  a lg o r i th m  is g iven  below:

I. ( I n it ia l iz a t io n s )  S e t  th e  s ta ck  to  nil. S e t  th e  buffer to  nil.

4 In a more com plete theory, a syntactic  category would be determ ined from the them atic role (Chom sky (1986a)).
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2 (E n d in g  C o n d it io n )  If th e  en d  o f  the  input str ing  has been  reached and the buffer is em p ty  then  return  
the c o n ten ts  o f  the  stack  and stop .

3 If the  buffer is e m p ty  then  project  n od es  for each lexical entry  corresp on d in g  to  the  next word in the  
input s tr in g ,  and put th is  list o f  m a x im a l  project ions  into the buffer.

4 Make all poss ib le  a t ta c h m e n ts  b e tw een  the s tack  and the buffer, su b jec t  to the a t ta ch m en t  constra ints  
(see Clark & G ib son  (1 9 8 8 ) ) .  P u t  the  a tta ch ed  stru ctu res  in the buffer. If no a t ta c h m e n ts  are possible ,  
then put the  co n te n ts  o f  the  buffer on top o f  the stack.

5 . Go to  2.

3.2 The P roject ion  o f  N o d es  from the Lexicon

Node project ion  p roceed s  as fo llows. First a lex ica l i tem  is projected  to  a phrasal node: a Confirmed  n ode  
(C-node).  Follow ing  X T h eory ,  each  lexical entry  for a g iven  word is projec ted  m axim ally .  For ex a m p le ,  the  
word rock, w hich  has  b o th  a noun  and  a verb entry  w ould  be p rojected  to  at least two m a x im a l  projections:

(5)
a. [/vp [n 1 [jV rock ]]]

b. [vp [v  [v rock ]]]

N ex t ,  the  parser h y p o th e s iz e s  n o d es  w h ose  heads m ay appear  im m e d ia te ly  to the  right o f  the g iven  
C-node. T h e se  pred ic ted  s t ru ctu res  are called  hypothesized n od es  or H-nodes. A n  H -n od e  is defined to  be  
any node w hose  h ead  is to  .a e  right o f  all lex ical in p ut .  In order to d e te rm in e  w hich  H -n od e  s tru ctu res  to  
h yp oth es ize  from a g iven  C -n o d e ,  it is necessary  to  con su lt  the  argu m en t  p roperties  a sso c ia ted  w ith  the  C- 
n’ode together  w ith  th e  specifier  and  m odifier  properties  o f  the  n od a l ca teg o ry  and the word order properties
o f the language  in q u est ion .  It is a ssu m ed  th a t  th e  ab ility  o f  on e  ca teg ory  to act as specifier ,  modifier
or argum ent o f  a n o th er  ca teg o ry  is part o f  u n p a ram eter ized  U niversa l G ra m m ar . O n the  o th er  hand , the  
relative order o f  tw o  c a tego r ies  is a ssu m ed  to  be p aram eter ized  across different languages .  For ex a m p le ,  a 
determ iner phrase, if  it e x is t s  in a g iven  lan gu age ,  is universa lly  a llow able  as a specifier  o f  a n o un  phrase.  
W hether the  d e term in er  ap p ea rs  before or after its head noun  d ep en d s  on the  lan gu a ge-p art icu la r  values  
associated  w ith  the  p a ram eters  th a t  d e te rm in e  word order.

Three p ara m ete rs  are p rop o sed  to  a cc o u n t  for variat ion  in word order, on e  for each  o f  a rgu m en t ,  specifier  
and modifier p r o je c t io n s .5 For ea ch  la n g u a g e ,  each  o f  th ese  p aram eters  is a sso c ia ted  w ith  at least  one  value,  
where the p aram eter  va lu es  co m e from  th e  fo l low ing  set: {* h e a d * ,  * sa te l l i t e * } . 6 T h e  value head  ind icates  
that a c a teg o ry  C  cau ses  the  p ro jec t io n  to  th e  right o f  th o se  ca tegor ies  for w hich  C  m a y  be head. T h u s  
this value in d ica tes  h ea d - in it ia l  word order. T h e  value ^sate ll i te*  in d ica tes  th a t  a ca teg o r y  C  cau ses  the  
projection to  the  right o f  th o se  ca teg o r ie s  for w hich  C  m a y  be a sa te l l i te  category . H ence th is  va lue  in d icates
head-final word order. H -n od e  p ro jec t io n  from  a ca te g o ry  C  is defined  in ( 6 ) .

(6) u / 
(A rgu m en t ,  Specif ier ,  M odif ier )  H -N o d e  P ro jec t io n  from  ca tegory  C: If the  value a sso c ia te d  w ith  th e  (arg u 
ment, specifier , m od if ier )  p ro jec t io n  p ara m eter  is *h ead * , th en  cau se  the  p roject ion  o f  (a rg u m en t ,  specifier , 
modifier) sa te l l i te s ,  an d  a t ta c h  t h e m  to  the  right b e low  the  ap prop ria te  p roject ion  o f  C .  If th e  value a ssoc i
ated w ith  th e  (a r g u m e n t ,  spec if ier ,  m od if ier )  p ro jec t io n  p aram eter  is ^sate ll i te* , th e n  ca u se  the  p r o jec t ion  
of  (a rgum en t ,  specifier ,  m od if ier )  h ead s ,  and a t ta ch  th em  to  the  right a b ov e  the app ro pr ia te  p ro jec t io n  o f  

C.

In E nglish  th e  a rg u m en t  p r o jec t io n  p a ram eter  is se t  to  *head*, so  th a t  arg u m en ts  ap p ear  after th e  head.  
Hence, if a lex ica l en try  has req u irem en ts  th a t  m u s t  be  filled, th en  s tru ctu res  co rresp o n d in g  to  su b c a teg o r ized

5Furthermore, it is assum ed that the value of the modifier projection parameter defaults to the value of the argument 
projection parameter.

61 will use the term sate l l i t e  to indicate non-head constituents: arguments, specifiers and modifiers.
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catego r ies  are h y p o th es ized  and a t tach ed .  For exa m p le ,  the verb see su bcatego r izes  for a noun phrase, so an 
e m p ty  noun  phrase n ode is h y p o th es ized  and a ttach ed  as a rgu m en t  o f  the verb:

(7 )
[vp  [ v  [v see  ] [iVp e ]]]

T h e  specifier  p ro jec t io n  p a ram eter ,  on the  oth er  hand , is set to  -the value ^satellite* in English  so that  
specifiers appear  before their heads. If the  ca teg ory  a sso c ia ted  w ith  a C -n o d e  is an allowable specifier for 
oth er  ca tegor ies ,  then  an H -n od e  project ion  o f  each o f  these  categor ies  is built and the C -n od e  specifier is 
a tta ch ed  to each . For ex a m p le ,  s ince  a d eterm in er  m ay  specify  a noun phrase, an H -node noun phrase is 
h y p o th es ized  w h en  parsing  a d e term in er  in English:

( 8 )
[.VP [D e t P  [ D e V [oet the ]]] [at/ [/V t  ]]]

T h u s  the  n od e  p ro jec t io n  a lg o r ith m  provides a new d erivat ion  o f  langu ag e-p art icu lar  word order. In 
p rev iou s  pr in c ip le -b ased  sy s te m s ,  word order is derived from p aram eter ized  d irection  o f  a t ta c h m e n t  (see  
G ib so n  & Clark (1 9 8 7 ) ,  N y b erg  (19 8 7 ) ,  VVehrli (1 9 8 8 ) ) .  A n  a t ta c h m e n t  takes p lace from  buffer to  stack  
in h ea d -in it ia l  co n s tr u c t io n s  and  from stack  to  buffer in head-f ina l co n stru ct io n s .  S ince  a t ta c h m e n t  is now  
a u n iform  o p e r a t io n  as defined in ( 1 7 ) ,  th is  p a ram eter iza t ion  is no longer necessary. Instead ,  in head-  
in itia l  co n s tr u c t io n s ,  n o d es  now  project  to  the  n odes  th a t  th ey  m ay im m e d ia te ly  d o m in a te .  In head-f inal  
co n str u c t io n s ,  n o d e s  now  project  to  th ose  n o d es  th a t  th ey  m ay  be im m ed ia te ly  d o m in a te d  by.

T h e  p ro jec t io n  p a ram eters  as defined in ( 6 ) accou n t  for m an y  facts  a b o u t  word order across lan gu a ges .  
However, m o s t ,  if  n o t  all, la n g u a g e s  have cases  th a t  do  n ot  fit th is  clean p icture . For e x a m p le ,  while m odifiers  
in E nglish  are p re d o m in a n t ly  p o s t -h e a d ,  a d ject ives  appear  before the  h ead . A  single  g lob a l value for m odifier  
p ro jec t io n  p red ic ts  th a t  th is  s i tu a t io n  is im p oss ib le .  Hence we m u st  a ssu m e th a t  the  values g iven  for the  
p rojec t ion  p a ra m e ter s  are o n ly  d e fau lt  values. In order to form alize this idea, I a ssu m e the  e x is te n c e  o f  a 
hierarchy o f  ca te g o r ie s  and  words a s .s h o w n  below:

C a te g o ry

N o u n  Verb A d p o s it io n

Ernie rock ... see  e a t  ... to  on

It is a s su m ed  th a t  th e  va lue  for each  o f  the  p roject ion  p aram eters  is the  d efau lt  value for th a t  p ro jec t io n  
ty p e  w ith  resp ec t  to  a p articu lar  la n gu a ge .  However, a particu lar  ca teg o r y  or word m ay  have  a value  
a s s o c ia te d  w ith  it for a  p ro jec t io n  p a ra m e ter  in a d d it io n  to  the  defau lt  one.  If th is  is the  case, th en  on ly  
the  m o s t  sp ec if ic  va lue  is used .  For ex a m p le ,  in E n glish ,  th e  ca te g o ry  a d ject ive  is a sso c ia te d  w ith  the  
value ^ sa te l l i te*  w ith  r e sp ec t  to  m od if ier  projec t io n .  T h u s  E nglish  adjec t ives  ap p ear  before the  h ea d . T h e  
a d jec t iv e  tall  w ill therefore  ca u se  th e  p ro jec t io n  o f  b o th  a C -n o d e  ad jec t ive  phrase  and  an H -n od e  noun  
phrase:

( 9 )
a .  [AP tall ]

b- [jvp Lv' [a p  tall ] Dv' (/v e ]]]]

If recursive  a p p l ic a t io n  o f  p ro jec t io n  to  H -n o d es  were a llowed, th en  it w o u ld  b e  p oss ib le ,  in principle ,  
to  p ro jec t  an in f in ite  n u m b er  o f  n o d es  from  a s in g le  lexical entry. In E ng lish ,  for ex a m p le ,  a g en it iv e  noun  
p h rase  can  sp e c i fy  a n o th er  n ou n  phrase .  T h is  n o u n  phrase  m a y  a lso  be a g en it iv e  noun  phrase , and  so  on.  
If H -n o d es  cou ld  p r o jec t  to  further  H -n o d es ,  th en  it w ould  be n ecessary  to  h y p o th e s iz e  an infin ite  n u m ber  o f  
g e n it iv e  N P  H -n od es  for ev ery  g e n it iv e  N P  th a t  is read. A s a  result o f  th is  difficulty, the  H -n o d e  P ro jec t io n  
C o n s tr a in t  is p roposed:
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T h e  H -n od e  P ro jec t io n  C on stra in t:  O n ly  a C -n od e  m ay cause  the p roject ion  o f  an H-node.

As a result  o f  the  H -node  P ro jec t ion  C o n stra in t .  H -n od es  m ay not invoke H -node project ion .  For exam p le ,  
if  a specifier  cau ses  th e  p roject ion  o f  its head, the resulting  head ca n n o t  then  cause  the  project ion  o f  those  
ca tegor ies  th a t  it m ay specify . A s a result, the num ber o f  nodes  th a t  m ay  be projected  from a s ingle  lexical  
item  is severe ly  restr icted .

3.3 N o d e  A ttach m en t

G iven  the above  n ode pro jec t ion  a lgor ith m , it is n ecessary  to define an a lg or ith m  for a t ta c h m e n t  o f  nodes.  
Since s t ru ctu res  are p red ic ted  by the  n od e  p roject ion  a lgor ithm , the a t ta ch m en t  a lg o r ith m  m u st  d ic ta te  
how su b se q u e n t  s tru ctu res  m a tch  th ese  pred ict ions .  C onsider  th e  fo l low ing  two ex a m p les  from  English: the 
first is an e x a m p le  o f  specifier  a t ta ch m en t;  the secon d  is an e x a m p le  o f  argu m en t  a t ta c h m e n t .  In English,  
specifiers precede  the  head and a rg u m en ts  follow the head. It is desirable for the  a t ta c h m e n t  a lg or ith m  to 
h andle  b o th  k inds o f  a t ta c h m e n ts  w ith o u t  word order particu lar  s t ip u la t ion s .

F irst ,  s u p p o se  th a t  the  word the is on the s tack  as b o th  a d e term in er  phrase and an H -node noun phrase.  
F urtherm ore, su p p o s e  th a t  the  word woman  is p rojected  into the buffer as b o th  a nou n  phrase and an H -node  
clausa l phrase:'

( 11 )

Stack: [DetP [Det1 [Det th e  ]]]
[ N P  [D e t P  [ D e t 1 [Det  th e  ]]] for# for t  ]]]

Buffer: forp for' [ n  w o m a n  ]]]
[* P e « . . . .  [ n p  [n> [ n  w o m a n  ]]] for ' , . . . .  foreu . . .  e ]]]

T h e  a t t a c h m e n t  a lg o r i th m  sh o u ld  allow tw o a t ta c h m e n ts  at this point: the  H -nod e  N P  on  the  s tack  
u n it in g  w ith  each  N P  C -n o d e  in the  buffer. It m ight also s eem  reasonable  to allow the  bare d e term iner  
phrase to a t ta c h  d irect ly  as specifier  o f  each  noun  phrase. How ever, this kind o f  a t ta c h m e n t  is undesirab le  
for tw o reasons. F irst  o f  all , it m akes the  a t ta c h m e n t  op er a t io n  a d is ju nct ive  o p erat ion :  an a t ta c h m e n t  
would  involve  either  m a tch in g  an H -n od e  or m ee t in g  th e  sa te l l i te  requirem ents  o f  a category .  S eco n d  of  
all, it m ak es  H -n o d e  p r o jec t ion  u nn ecessa ry  in m o st  s i tu a t io n s  and therefore s o m e w h a t  s t ip u la t iv e .  T h a t  
is, a l low in g  a d is ju n c t iv e  a t t a c h m e n t  op e ra t io n  would  p erm it  m a n y  d er ivat ion s  th a t  never use an H -n od e ,  
so th a t  th e  need  for H -n od es  w ould  be restr icted  to  head-f ina l c o n s tru c t io n s  w ith  p re -h ead  sa te l l i te s  (see  
S ection  2).  It is therefore  des irab le  for all a t ta c h m e n ts  to  involve m a tc h in g  an H -n od e .

T w o  s tru c tu res  sh o u ld  be return ed  after a t ta c h m e n ts  in ( 1 1 ): a C -n o d e  noun  phrase  and  an H -n od e  
clausa l phrase:

( 12)
a .  [ n p  [DetP th e  ] for» for w o m a n  ]]]

b - [a -P c u .. .  [ n p  [ D e t P  th e  ] for' [ n  w o m a n  ]]] [ * ; , . . . .  [ * „ . . . . .  e 111

N ow  consid er  an E n g lish  arg u m en t  a t ta c h m e n t .  S u p p o se  th a t  a p rep os it ion a l  p hrase  rep resen t in g  the
word beside is on  th e  s ta ck  and  th e  noun  Fm nk  is rep resented  in the  buffer as a  noun  phrase  and  a  c lausa l  
phrase:

(13)
Stack: [pp  [p> [p b es id e  ] forp e ]]]
Buffer: forp for* fo/ Frank ]]]

[a -P c , . . . .  U p  [ n 1 [jv Frank ]]] [ * ' u . #. [ x cl. m. .  « ]]]

(10)

7 A noun phrase is projected to an H-node clausal (or predicate) phrase since nouns may be the subjects of predicates.
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Since  the  p rep os it io n  beside su b ca teg o r ize s  for a nou n  phrase, there  is an H -node N P  a ttach ed  as its o b jec t .  
T h e  a t ta c h m e n t  a lg o r i th m  sh ou ld  allow a s ing le  a t ta c h m e n t  at this point: the  noun  phrase  representing Frank 
u nit ing  w ith  the H -n od e  N P  o b jec t  o f  beside:

(14)
[pp [p‘ [p  b es id e  ] [ s p  Frank ]]]

As sh ou ld  be clear from th e  two e x a m p les ,  the p rocess  o f  a t ta c h m e n t  involves com parin g  a previously  
pred icted  c a teg o ry  w ith  a current category .  If the tw o categor ies  are compatible , th en  a t ta c h m e n t  m a y  be  

viable.

3.3.1 N o d e  C om p atib ility

Compatibility  is defined  in term s o f  unification , w hich  is defined term s o f  subsum ption.8 A stru ctu re  X  is 
said  to subsum e  a s tr u c tu re  V' if  X  is m ore general th a n  Y. T h a t  X co n ta in s  less specific  in form ation  them 
Y. So, for e x a m p le ,  a s tru ctu re  th a t  is spec if ied  as clausal  (e .g .  t lea d  o f  a p red ica te ) ,  but is not  specif ied  

for a particu lar  c a teg o r y  s u b s u m e s  a s tru ctu re  h av in g  the  categorv erb, s ince  verbs are p red icat ive  and thus  
c lau sa l ca tego r ies .  H en ce  stru ctu re  (15a) su b s u m e s  s tru ctu re  (15b):

(15)
a - [ * P CU . . .  e ]]]
b .  [vp  [v> [v  w alk  ]]]

T h e  unification  o p e r a t io n  is the  least upper b ou n d  op era to r  in the su b s u m p t io n  ordering on  in form ation  
in a s tru ctu re .  S in ce  s tru c tu r e  (15a) su b s u m e s  s tru ctu re  (15b), the  result  o f  u n ify ing  stru c tu re  (15a) w ith  
s tru c tu re  (15b) is s t r u c tu r e  (15b). T w o  stru ctu res  are compatible  if  the  un if ication  o f  th e  tw o  stru ctu res  is 
n on -n il .  T h e  in fo r m a t io n  on  a s tru c tu re  th a t  is relevant to a t ta c h m e n t  co n s is ts  o f  th e  n o d e ’s bar level (e.g., 
zero level, in te r m e d ia te  or m a x im a l) ,  and  the  n o d e ’s lex ica l features ,  (e.g.  ca tegory ,  case, etc).

3.3.2 A tta ch m en t

Roughly speaking, the attachment operation should locate an H-node in a structure on the stack along with 
a compatible node in a structure in the buffer. If both of these structures have parent tree structures, then 
these parent tree structures must also be compatible. In order to keep the process of attachment simple, it 
is proposed that each attachment have at most one compatibility This constraint is given in (16):9

(16)
Attachment Constraint: At most one nontrivial lexical feature unification is permitted per attachment.

A nontrivial unification is one that involves two nontrivial structures; a trivial unification is one that 
involves at least one trivial structure. For example, if the parent node of the buffer site is as of yet undefined, 
then the parent node of the stack site trivially unifies with this parent node. Only when both parents are 
defined is there a nontrivial unification.

Consider the effect of the following three requirements: first, the lexical features of the stack and buffer 
attachment sites must be compatible; second, the tree structures above the buffer and stack attachment sites 
must be compatible; and third, at most one lexical feature unification is permissible per derivation, (16).  
Since any attachment must involve at least one nontrivial lexical feature unification, that of the stack and 
buffer sites, any additional nontrivial unifications will violate the attachment constraint in (16). If both

8 See Sheiber (1986) for background on the possible uses of unification in particular grammar formalisms.

9 In fact, this constraint follows from the two assum ptions: first, a com patibility check takes a certain am ount of processing  
time; and second, attachm ents that take less tim e are preferred over those that take more time. See Gibson (forthcom ing) for 
further discussion.
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the buffer and stack attachment sites have parent tree structures, then the lexical features of these parents 
will need to be unified. Since the child structures will also need to be unified, (16) will be violated. Thus 
it follows that, in an attachment, either the buffer site or the stack site has no parent tree structure . 10

Since the order of the words in the input must be maintained in a final parse, only those nodes in a buffer 
structure that dominate all lexical items in that structure are permissible as attachment sites. For example, 
suppose that the buffer contained a representation for the noun phrase women in college. Furthermore, 
suppose that there is an H-node NP on the stack representing the word the. Although it would be suitable 
for the buffer structure representing the entire noun phrase women in college to match the stack H-node, it 
would not be suitable for the C-node NP representing college to match this H-node. This attachment would 
result in a structure that moved the lexical input women in to the left of the lexical input dominated by 
the matched H-node, producing a parse for the input women m the college. Since the word order of the
input string must be maintained, sites for buffer attachment must dominate all lexical items in the buffer
structure.

Once suitable maximal projections in each of the buffer and stack structures have been identified for 
matching, it is still necessary to check that their internal structures are compatible. For example, suppose 
that an identified buffer site is a C-node whose head allows exactly one specifier and a specifier is already 
attached. If the stack H-node site also contains a specifier, then the attachment should be blocked. On the 
other hand, if the stack H-node site does not contain a specifier, and other requirements are satisfied, then 
the attachment should be allowed.

Testing for internal structure compatibility is quite simple if all tree structures are assumed to be binary 
branching ones. The only possible attachment sites inside the stack H-node are those nodes that  dominate 
no other nodes. As long as there is some buffer node that both dominates all the buffer input and matches
the H-node attachment site for bar level, then the attachment is possible.

Attachment is formally defined in (17):

(17)
A structure W  in the buffer can attach to a structure X  on the stack iff all of (a), (b), (c ), (d) and (a) 
are true:
a. Structure W  contains a maximal projection node, Y ,  such that Y  dominates all lexical material in W \

b. Structure X  contains a maximal projection H-node structure, Z;
c. The tree structure above Y  is compatible with the tree structure above Z, subject to the attachment 

constraint in (16);
d. The lexical features of structure Y  are compatible with the lexical features of structure Z;
e. Structure Y  is bar-level compatible with structure Z.

Bar-level compatibility is defined in (18):

(18)
A structure U in the buffer is bar-level compatible with a structure V  on the stack iff all of (a), (b) and (c)
are true:
a. Structure U contains a node, S, such that S  dominates all lexical material in U ;
b. Structure V  contains an H-node structure, T, that dominates no lexical material;
c. The bar level of 5  is compatible with the bar level of T .

If attachment is viable, then W  contains a structure Y  that is bar-level compatible with a structure Z 
that is part of X .  Since Y  and Z are bar-level compatible, there are structures 5  and T  inside Y  and Z

10 It might seem that som e possible attachm ents are being thrown away at this point. T hat is, in principle, there might be 
a structure that can only be formed by attaching a buffer site to a stack site where both sites have parent tree structures. 
This attachm ent would be blocked by (1 6 ). However, it turns out that any attachm ent that could have been formed by an 
attachment involving more than one lexical feature unification can always be arrived at by a different attachm ent involving a 
single lexical feature unification. For the proof, see Gibson (forthcom ing).
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When the conditions for attachment are satisfied, structures W  and X  are united in the following way. 
First. \ V  and X  are copied to nodes W '  arid X '  respectively. Inside X '  there is a node, Z ' , that is a copy of 
Z. The lexical features of Z ' axe set to the unification of the lexical features of structures Y  and Z .  Next, 
structure V  in Z '  (corresponding to structure T  in Z )  is replaced by S ' , the copy of structure 5  inside W . 
The bar level of V  is set to the unification of the bar levels of structures 5  and T .

Finally, the tree structures above Y  and Z  are unified and this tree structure is attached above Z '  That 
is, if Z  has some parent tree structure and Y  does not, then the copy of this structure inside X '  is attached 
above Z ' . Similarly, if Y  has some parent tree structure and Z  does not, then the copy of this structure 
inside \ V  is attached above Z ' . If neither node has any parent tree structure (i.e., W  -  Y ,  X  =  Z), then 
the unification is trivial and no attachment is made. Since V and Z cannot both have parent tree structures 
(see (16) and the discussion following it), unifying the parent tree structures is a very simple process.

respectively, that satisfy the conditions o f  bar-level compatibility, ( 1 8 ).

3.3.3. E xam p le  A tta ch m en ts

As an illustration of how attachments take place, consider once again the noun phrase the big red book. First 
the determiner the is read and is projected to a C-node determiner phrase. Since a determiner is allowable 
as the specifier of a noun phrase and specifiers occur before the head in English, an H-node NP is also built. 
These two structures are depicted in (19):

(19)
a. [D e t P  th e  ]

b. [ivp [D e t P  the ] Lv' [/v e ]]]

Since there is nothing on the stack, these structures are shifted to the top of the stack. The word big 
projects to both a C-node AP and an H-node NP since an adjective is allowable as a pre-head modifier in 
English. These two structures are placed in the buffer (depicted in (20)).

( 2 0 )
a. [a p  b ig  ]

b. [ n p  [n ' [a p  b ig  ] [n 1 [/v « ]]]]

An attachment between nodes (19b) and (20b) is now attempted. Note that: a) node (20b) is a maximal 
projection dominating all lexical material in its buffer structure; b) node (19b) is a maximal projection H- 
node on the stack; c) the tree structures above these two nodes are compatible (both are undefined); and 
d) the categories of the two nodes are compatible. It remains to check for bar-level compatibility of the two 
structures. Since: a) the N'2 in structure (20b) dominates all the buffer input; b) the H-node in structure 
(19b) dominates no C-nodes; and c) N'x and N2 are compatible in bar level, the structures in (19b) and 
(20b) can be attached. The two structures are therefore attached by uniting N#x and N'2. The resultant 
structure is given in (2 1):

(21)
[np [D e t P  the ] [n' [a p  big ] [n' [̂ v « ]]]]

Structure (21),  the only possible attachment between the buffer and the stack, is placed back in the
buffer, and the stack is popped. Since there is now nothing left on the stack, no further attachments are 
possible at this time. Structure (21) is thus shifted to the stack. The word red now enters the buffer as a 
C-node adjective phrase and an H-node noun phrase:

( 22 )
a. [AP red ]
b. [ n p  [n ;  [a p  red  ] [n ' [ n  « ]]]]
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An attachment between nodes ( 2 1 ) and ( 2 2 b) is now attempted. Requirements (1 7 a )-( l7 d )  are satisfied 
and the requirement for bar-level compatibility is satisfied by the node labeled N3 in ( 2 1 ) together with N' 
in ( 2 2 b). Hence the structures are united, giving (23): * 4

(23)
[.vp [ D e t P  the ] [jv» [ A P  big ] [v' [ a p  red ] [,V; [,v e  ]]]]]

Since (23) is the only possible attachment between the buffer and the stack, it is placed in the buffer 
and the stack is popped. Since the stack is now empty, structure (23) shifts to the stack. The noun b o o k  

now enters the buffer as both a C-node noun phrase and an H-node clausal phrase:

(24)
a. [.vp [/v» [at book ]]]

b - [ x P c u . . .  [n p  Dv' [n  b o ° k  ]]] k i . . , .  e ]]]

Two attachments are possible at this point. The NP structure in (23) unites with each NP C-node on 
the stack, resulting in the structures in (25):

(25)
a - [vp [D e t P  the ] [v' [a p  big ] [v' [a p  red ] [^/ [ ^ >  book ]] [pp e] [ C p  e  ]]]]] 
b - [xp«i..„ [n p  the big red book ] e  ]]]

Note that only one attachment per structure takes place in the final parse step. Crucially, no more 
attachments per structure take place when parsing the head of the noun phrase than when parsing the pre
head constituents in the noun phrase . 11 Thus, in contrast with the situation when nodes are only projected 
when their heads are encountered, the node projection and attachment algorithms described here predict 
that there should not be any slowdown when parsing the head of a head-final construction.

The Dutch data  described in Section 2.1 are handled in a similar manner.

4 Conclusions

This paper has described a) a principle-based algorithm for the projection of phrasal nodes before their 
heads are parsed, and b) an algorithm for attaching the predicted nodes. It is worthwhile to compare the 
new projection algorithm with algorithms that do not project H-nodes. The projection algorithm provided 
here involves more work and hence, on the surface, may seem somewhat stipulative compared to one that 
does not project H-nodes. However, it turns out that although projecting -to H-nodes is more complicated 
than not doing so, attachment when H-nodes are not present is more complicated than attachment when 
they are present. That is, if a projection algorithm causes the projection of H-nodes, it will have a more 
complicated attachment algorithm. For example, if H-nodes are projected when parsing the noun phrase 
t h e  w o m a n ,  the determiner the is immediately projected to an H-node noun phrase, which leads to a simple 
attachment. If H-nodes are not projected, then projection is easier, but attachment is that much more 
complicated. When attaching, it will be necessary to check if a determiner is an allowable specifier of a noun 
phrase: the same operation that is performed when projecting to H-nodes. Thus although the complexity of 
particular components changes , the complexity of the entire parsing algorithm does not change, whether or 
not H-nodes are projected. Since the proposed projection and attachment algorithms make better empirical 
predictions than ones that do not predict structure, the new algorithms are preferred.

Note that it is the number of attachm ents per structure that is crucial here, and not the number of total attachm ents, 
since attachm ents made upon two independent structures may be performed in parallel, whereas attachm ents made on the 
same structure m ust be performed serially. For exam ple, since structures (24a) wid (24b) are independent, attachm ents may 

e made to each of these in parallel. But if an attachm ent, B  relies on the result of another attachm ent A,  then attachm ent A 
must be performed first.
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