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Abstract

In order to generate colloquial language within the computational lin
guistics paradigm the problems of co-occurrence must be solved. As of 
yet research on co-occurrence has mostly focused on problems of syntax 
and selectional restrictions to describe the contextual relation within the 
sentence. Collocations and idioms have been neatly put aside as a unified 
problem to be dealt with in the lexicon or not at all.

In this paper collocations are defined according to the principles of 
semantics and a suggestion as to how to work on the retrieval of coUoca^ 
tions, focussing on adjective noun constructions, from a text corpus will 
be made.

The research was carried out at the Center for Machine Translation, 
Carnegie Mellon University, together with Sergei Nirenburg and heavily 
inspired by Professor AUen’s (Allén et al’s 1975) work on collocations.

1 Defining Collocations
Id iom s and co llo ca tion s  are tw o very different prob lem s on  a  sem antic level. 
T h e  early  defin ition  o f  co llo ca tion s  (F irth  1957, B enson  1985) as be in g  anything 
th at frequently  co -o ccu rs  can  n o  longer b e  accep ted . T h is  definition  d iscards the 
p rin cip le  o f  syn tactic  a tom s and w ou ld  thus in clude such frequent patterns as 
‘ it is ’ e tc . A d d in g  the constra in t o f  a tom icity  w ould  elim inate such patterns but 
w ou ld  ngt be  sufficient to  d istinguish  betw een id iom s and co llocation s.

C o llo ca tion s  are a  string o f  w ords that co -o c cu r  under restrictions n ot de
finable b y  syn tax  n or selection al restrictions alone. T hese restrictions can be 
referred to  as lex ica l restrictions since the selection  o f  the lexical unit is not 
con cep tu a l, thus syn onym s can n ot rep lace the co llo ca te . T h e  m eaning o f  a  co l
lo ca tion  is com p osition a l w hereas the m eaning o f  an id iom  is not.

C o llo ca tion s  are com p osition a l w ith  hierarchical relations am on g the lexical 
units. T h e  previous stru ctu ral surface defin ition  including a  head, as the main 
w ord  in the con stru ction , and a  co llo ca te , as the su pportin g  w ord  is acceptable  
as is.
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2 Detecting Collocations in a Text
A  m ulti-w ord  id iom  often  v iolates selectional restrictions due to  m etaph orica l 
use o f  w ords w hereas a  co llo ca tion  will n ot. T hu s an id iom  m ay be  d etected  in 
failing parses w here a  co llo ca tion  w ill b e  parsed undetected . C o llo ca tion s  are 
‘perm itted  pattern s ’ in contrast to  id iom s that are o ften  ‘p roh ib ited  p a ttern s ’ 
w ithin the selectional restriction  fram e.

P erm itted  pattern : ‘ large cok e ’

P roh ib ited  pattern : ‘as large as life ’

T h e  borderline betw een  the tw o is d ifficult to  draw . Such questions as is ‘ shin
ing tru th ’ a  co llo ca tion  or  an id iom  axe indeed  n ot easily  answ ered. O b je c ts  that 
‘ shine’ have the p roperty  TO_REFLECT_LIGHT and are +C0NCRETE. T h e  p rop erty  
list o f  ‘T ru th ’ does not include these and shou ld  they  be  added  it w ou ld  result 
in extrem e over-generation  togeth er w ith  the p ossib ility  o f  fau lty  parses. T hu s 
‘T ru th ’ can not ‘sh ine’ excep t in a  id iom atic  sense and  w ill therefore b e  treated  
as an id iom .

A m bigu ities m ay arise betw een an id iom atic  m eaning and  n on -id iom atic . 
SimUaxly, am biguities m ay arise betw een a co llo ca tion a l m ean ing and non  co llo 
cational m eaning as in the exam ple:

D ecide  on  a  boa t.

W h ere ‘o n ’ is a  preposition  or  a  co llo ca te . O ut o f  con tex t the sentence has 
tw o m eanings and there is n o  w ay o f  decid in g  w hich  is the right one. In such cases 
con textu a l in form ation  is the on ly  d isam bigu atin g  fa ctor . T h u s the m anual la b or  
involved w hen w orking on  co llo ca tion s  w ill involve go in g  th rou gh  the corp u s to  
detect the co lloca tion s  as well as system atica lly  entering them  in a  lex icon .

R etriev ing  co lloca tion s  is not an easy task for  a  native speaker, s im ply  due 
to  the fact that a  co lloca tion  is the natural w ay o f  expression  that is m ore  easily 
d etected  th rou gh  v iola tion s in generation , in the ou tp u t from  a  natural language 
system  o r  a  n on -n ative  speaker. It w ou ld  b e  futile  to  p rov id e  a  hum an user w ith  
the sam e in teractive know ledge acqu isition  to o l to  w ork  on  b o th  co llo ca tion s  and  
idiom s.

C onsider the sentences

T here  is a  little  light in the w indow .
T here  is a  sm all light in the w indow .

T h e  lem m a ‘ ligh t’ has three different lexem es in L on gm a n ’s, lexem e on e , the 
noun, has sixteen senses. O f  these the first five are m ost likely to  ap p ear in 
technical texts.

L ight (ca t NOUN) 
sense 1: natural force  U 
sense 2: source o f  light C 
sense 3: su pp ly  o f  light U 
sense 4: light (as tim e) U 
sense 5: set burning C

p roperty : QUANTITY 
p rop erty : SIZE
p rop erty : STRENGTH, QUALITY 
p rop erty : QUANTITY 
p roperty : QUANTITY
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T h e  abbrev ia tion  ‘U ’ stands for  u ncou n table  cind ‘ C ’ for  cou ntable . T h e  ad
je ct iv e  little  has fou r senses, linked to  three scales.

L ittle— (ca t  ADJ)
sense 1: sm all scale: SIZE
sense 2: sh ort - tim e scale: TINE 
sense 3: you n g  scale: AGE
sense 4: (id iom a tic )

T h e  scale QUANTITY, w hich  is p rob a b ly  the m ost frequently  used m eaning o f  
‘ little ’ , is n ot present in  the d iction ary  definition . It m atches senses one, four, 
and  five o f  ‘ ligh t’ .

T h e  a d jective  ‘ sm all’ has seven senses in L on gm an ’s. T h e  last fou r have no 
relevance as to  scaler m eanings.

Sm all (ca t A D J )
sense 1: little  in size. scale: SIZE

w eight. scale: WEIGHT
force. scale: STRENGTH
im portan ce scale: IMPORTANCE

sense 2: d o in g  on ly  a  lim ited  
am ount o f  X scale: ACTIVITY

sense 3: very  little, slight 
(w ith  U  nouns) scale: QUANTITY

Sense on e  o f  ‘sm all’ is very  heavily  com p iled , for  w hatever reason. T h e  scales 
o f  the tw o ad jectives can  b e  linked to  the p roperties o f  the tw o con cep ts in a) 
and b ).

a ) L igh t($ IS -T 0 K E N -0 F  LIGHT)
b ) L ig h t($ IS -T 0 K E N -0 F  LIGHT-BULB)

W h ere  a ) represents sense on e  w ith  the p roperty  QUANTITY, that given a 
m od ifier  w ith  a  qu antita tive  m eaning, w ill g ive access to  a  certain  position  on 
the sca le  QUANTITY. In this case the p osition  is represented b y  ‘sm all’ and  ‘ little ’ 
as equivalent synonym s.

Sense tw o is represented b y  b ) w ith  the p rop erty  SIZE that sim ilarly gives 
th e  p osition  on  th e  scale SIZE, representing the equivalents ‘sm all’ and ‘ little ’ .

A s  for  analysis this seem s futile, since input texts are regarded as correct 
and the ad jective  is a lready  present. H ow ever it is not possible to  access an 
u nam bigu ou s result. P arsing at its best, and lex ica l m appin g  i.e. m apping  surface 
expressions to  con cep ts , w ill g ive  tw o p ossib le  con cep ts , in a case w here there is 
n o  am biguity. T h u s lex ica l restrictions w ou ld  disam biguate betw een the con cepts.

In gen eration  the w ron g  ch o ice  o f  ad jectives w ill lead to  a  w ron g  interpretar 
tion  b y  the reader.

In order to  b e  ab le  to  generate any in form ation  regarding these links the 
sentences need to  b e  analyzed  con cep tu a lly , that sort o f  analysis is on ly  provided 
b y  kn ow ledge based form alism s using on to log ies and hum an in teraction  to  ensure 
u nam bigu ou s results from  th e  sou rce language analysis.

206Proceedings of NODALIDA 1989



Guörun Magnusdöttir: Collocations in MT 207

3 Knowledge Based Machine Translation
A t the C enter for  M^lchine T ranslation , C arnegie M ellon  U niversity, research has 
been carried ou t for som e years on  know ledge based m ach ine translation . T h e  
m ost recent result is a  p ro to ty p e  system  (K B M T -8 9 ) delivered to  the financier, 
IB M  Japan, in febru ary  1989.

T h e  p ro to ty p e  system  consists o f  different m odu les for  natural language anal
ysis, know ledge acqu isition , and natural language generation . T h e  system  is an 
interlingua system  relying on  hum an in teraction  for  d isam bigu ation  o f  m ultip le 
parsing results. T h e  user is aided in the d isam biguation  process b y  the A u g - 
m entor, a  specia lly  bu ilt in teraction  com pon en t that a llow s the user to  ch oose  
betw een the am biguities at hand. T h e  result is a  m eaning representation  (inter
lingua) that is then the input o f  the generation  com pon en t.

T h e  analysis is based on  a  L F G  like gram m ar togeth er w ith  the sem an
tics present in the know ledge base o r  the on to logy , th e  surface expressions are 
m apped  on  to  the con cep ts in the on to lo g y  g iv ing  op tim a l grou nds for  know ledge 
acquisition .

D ue to  the fact that the result from  the analysis and hum an in teraction  
is unam biguous w ith  linlcs to  the correct con cep ts , a  filter for  generation  and 
disam biguation  for  the analyzed  language can  b e  generated . H ow  this is t o  b e  
system ized w ill be  published in a  fo rth com in g  paper.

References
Allén, S. et al. 1975. Nusvensk frekvensordbok baserad på tidningstext. 3. Ordförbindels

er. (Frequency Dictionary o f Present-Day Swedish. 3. Collocations.) Stockholm.
Firth, J.R. 1957. Papers in Linguistics 1934-1951. Oxford: Oxford University Press.
Chomsky, N. 1965. Aspects o f the Theory o f Syntax. Cambridge, Mass.: MIT Press.
Cumming, S. 1987. The Lexicon in Text Generation. Dupl. 1987 Linguistic Institute 

Workshop: The Lexicon in Theoretical and Computational Perspective. Stanford 
University 1987.

Longman Dictionary o f Contemporary English. 1987. Longman Group Ltd.
Magnusdöttir, G. 1987. Fastcat Pilot-Study Report: Translation Systems and Transla

tor Interviews. Språkdata.
Magnusdöttir, G. 1988. Problems of Lexical Access in Machine Translation. In Stud

ies in Computer-Aided Lexicology. Data Linguistica 18. Stockholm: Almqvist & 
Wiksell International.

Nirenburg et al. 1989. KBMT-89, project report. Center for Machine Translation. 
Carnegie Mellon University.

D epartm en t o f  C om p u ta tion a l L inguistics, 
U n iversity  o f  G oth en bu rg , 

412 98 G ö te b o rg , 
Sweden. 

gudrimOhum. g u . s e

207Proceedings of NODALIDA 1989


