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Abstract

Studying conceptual change using embedding
models has become increasingly popular in
the Digital Humanities community, while criti-
cal observations about them have received less
attention. This paper investigates what the
impact of known pitfalls can be on the con-
clusions drawn in a digital humanities study
through the use case of “Racism” in the 20th
century. In addition, we suggest an approach
for modeling a complex concept in terms of
words and relations representative of the con-
ceptual system. Our results show that different
models created from the same data yield dif-
ferent results, but also indicate that (i) using
different model architectures, (ii) comparing
different corpora and (iii) comparing to con-
trol words and relations can help to identify
which results are solid and which may be due
to artefacts. We propose guidelines to con-
duct similar studies, but also note that more
work is needed to fully understand how we
can distinguish artefacts from actual concep-
tual changes.

1 Introduction

Distributional models have been used to detect
shifts in meaning with various degrees of success
(Hamilton et al., 2016; Kim et al., 2014; Kulka-
rni et al., 2015; Gulordava and Baroni, 2011, e.g.).
Based on promising examples such as the shift
of the word gay from meaning ‘carefree’ to ‘ho-
mosexual’, researchers in digital humanities have
been inspired to explore the use of distributional
semantic models for studying the more complex
phenomenon of concept drift (Wohlgenannt et al.,
2019; Orlikowski et al., 2018; Kenter et al., 2015;
Kutuzov et al., 2016; Martinez-Ortiz et al., 2016,
e.g.). In most cases, standard methods with high
results on identifying known examples of seman-
tic shift are adopted and applied to specific data
and use-cases.

Literature that raises critical questions concern-
ing the reliability of these methods (e.g. (Hell-
rich and Hahn, 2016a; Dubossarsky et al., 2017)),
however, seems to have received less attention in
the digital humanities community. It is, in fact,
far from trivial to apply distributional semantic
models to study a complex phenomenon such as
concept drift in a methodologically sound manner.
We distinguish three main challenges: First, dis-
tributional semantic models reflect the way words
are used and not directly how concepts are per-
ceived. This leads to the question of which words
should be studied and how shifts in their mean-
ing relate to the underlying concept. Second,
the relation between data, frequency and infor-
mation emphasized by different model types is
not fully understood (Dubossarsky et al., 2017).
Third, the semantic models resulting from neu-
ral network-inspired architectures as provided by
(e.g.) word2vec (Mikolov et al., 2013) depend on
random factors such as initialization and the or-
der in which data is presented (Hellrich and Hahn,
2016a).

If these challenges are not taken into account,
researchers may end up publishing insights and re-
sults that are the result of artefacts in the data or
models rather than valid observations on change.
Existing research has shown that these variations
exist, but we are not aware of previous work that
explored their consequences in a typical digital hu-
manities set-up, which does not just consider the
most extreme changes or words in commonly used
evaluation sets, but considers words of a specific
topic under consideration. In order to enable digi-
tal humanities research that makes use of distribu-
tional semantic models, it is essential to establish
how these models can be used in a methodolog-
ically sound manner and to communicate this to
potential users.

In this paper, we illustrate this importance and
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propose methods that take these risks into account
when investigating conceptual change using word
embeddings. We illustrate this through a use case
of a concept known to have changed radically dur-
ing the 20th century, namely “Racism”. We define
a set of words that represent this complex concep-
tual system and test various hypotheses concern-
ing how relations between these words changed.
We investigate the impact of artefacts by (1) us-
ing two datasets, (2) testing the impact on control
words and (3) creating different models. In par-
ticular, we compare predict models both to count
models and to other predict models created with
different random initializations.

The results show that not all conclusions drawn
in a naive methodological set-up can withstand a
more critical investigation. The main contribu-
tions of this work are the following:

• We propsose ways of critically investigating
apparent changes with respect to artefacts of
the data and/or model.
• We formulate recommendations for Digital

Humanities studies that aim to use diachronic
embeddings to study conceptual change.

In addition, this paper provides a first illustra-
tion of how a generic hypothesis around a chang-
ing concept may be translated into concrete hy-
potheses concerning changes of language use.

We present this work in a somewhat unusual
way to highlight the danger of uninformed use of
distributional semantic models for studying con-
cept drift. After an overview of related work (Sec-
tion 2) and introducing our hypotheses (Section 3),
we first take a naive approach using existing em-
beddings created according to the state-of-the-art
and test our hypotheses in Section 4. We then re-
port additional experiments that verify the robust-
ness of the naively obtained insights in Section 5.
Section 6 provides a set of recommendations on
how to increase the reliability of research using
distributional models to study language change
based on the outcome and previous work. We then
conclude and discuss open challenges.

2 Background and Related Work

Based on the distributional hypothesis (Firth,
1957), studying meaning change using distribu-
tional representations of words seems natural:
Since words with similar meanings appear in simi-
lar contexts, it follows that changes in the contexts

of words are a good indication of meaning change.
This notion has been taken up in the Compu-
tational Linguistics community and implemented
using distributional semantic models. The idea un-
derlying diachronic distributional models is to cre-
ate a series of semantic spaces representative of
specific time periods that can be compared. While
earlier approaches relied on count-based semantic
space models (Gulordava and Baroni, 2011), more
recent approaches made use of prediction-based
models and suggested different methods to make
embedding representions comparable across time
periods (Kim et al., 2014; Kulkarni et al., 2015;
Hamilton et al., 2016). Nowadays, prediction-
based models (the skip-gram and CBOW archi-
tectures in the word2vec toolkit (Mikolov et al.,
2013) and Glove (Pennington et al., 2014) seem to
be the dominant choices (Kutuzov et al., 2018).

A number of studies warn about the reliabil-
ity of distributional semantic models for detect-
ing change. Dubossarsky et al. (2017) illustrate
that it is not known what properties in the underly-
ing corpora are emphasized by various models and
that count-based models in particular are sensitive
to frequency effects. Hellrich and Hahn (2016a)
point out that predictive models trained on the
same data return different nearest neighbors, be-
cause they are influenced by random factors such
as their initialization and the order in which exam-
ples are processed. Antoniak and Mimno (2018)
present an investigation of the extent to which
only small changes in the underlying corpus im-
pact the resulting representations. They show that
the impact of the processing order increases when
smaller corpora are used.

Researchers in other domains (mainly Digital
Humanities, but also biomedical text minig (Yan
and Zhu, 2018)) have embraced the promising ini-
tial results from studies such as Mitra et al. (2014)
and Hamilton et al. (2016) without being aware
of the pitfalls of these methods. This is partic-
ularly concerning, as these fields typically work
with comparatively small datasets restricted to a
specific domain (Wohlgenannt et al., 2019). For
instance, Kenter et al. (2015) and Martinez-Ortiz
et al. (2016) study conceptual change in a cor-
pus of Dutch Newspapers collected by the Royal
Dutch Libary. The same corpus is taken up by Or-
likowski et al. (2018), who proposes a model of
conceptual change using analogical relations be-
tween words. Kutuzov et al. (2016) extend the
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idea of diachronic changes to genre differences
and explore subgenres of the BNC. Wohlgenannt
et al. (2019) recognize problem of small special-
ized datasets and propose a new evaluation set
constricted of data from the Game of Thrones and
Harry Potter novels, but they do not address the
problems related to robustness and frequency ef-
fects in their experimental set-up.

Even diachronic general purpose corpora, such
as the Corpus of Historical American English
(Davies, 2002, COHA) introduced to the Com-
putational Linguistics community by Eger and
Mehler (2016), are rather limited in size. The
much larger Google n-grams data set (used by Mi-
tra et al. (2014); Gulordava and Baroni (2011),
e.g.) does not have this limitation, but full texts
cannot be accessed and it suffers from a bias to-
wards scientific publications from 1950 onwards
(Pechenick et al., 2015). The Google n-grams fic-
tion component, used by e.g. Michel et al. (2011);
Dubossarsky et al. (2015), is smaller and limited in
genre but avoids unbalanced differences in genre
across time periods.

In addition to these model-specific caveats, the
translation from (potentially complex) concepts to
words which can be observed by a distributional
model is not straight forward. Betti and van den
Berg (2014) propose the use of conceptual models
to study concept change in a clearly defined and
somewhat formalized way. This notion is rarely
treated explicitly in applications of diachronic em-
bedding models. Studies such as Bjerva and Praet
(2015) provide a start, but we are not aware of pre-
vious work that investigates a conceptual system
consisting of several subconcepts and of a similar
complexity to the use-case of “Racism” presented
in this paper.

To the best of our knowledge, this work is
furthermore the first to investigate how artefi-
cial components influence a digital humanities re-
search question. The scope of this research is
still limited to investigating the impact of different
methods and random artefacts leaving questions
concerning the underlying data to future work.

3 Use Case: The Concept of Racism

The first step for studying concept drift by means
of linguistic corpora is to identify words that refer
to (components of) the concept and related con-
cepts. Following Betti and van den Berg (2014)’s
observation that change applies to conceptual net-

works, this can not be simplified by looking at
words referring to the concept and their near syn-
onyms alone. We distinguish four classes of
words that can be relevant for studying concep-
tual change: (i) words referring to the core of the
concept, (ii) relevant subconcepts, (iii) instances
of a core or subconcepts and (iv) words referring
to related concepts. In this paper we investigate
how the concept of “Racism” changed during the
20th century. We use literature from various dis-
ciplines within Social Science and Humanities to
select relevant words and formulate hypotheses. A
brief overview is provided in this section.

Barker (1981) identifies a shift from ‘old’ to
‘new’ racism. Race used to be understood in bio-
logical terms related to visual attributes, particu-
larly, skin color. Due to social changes (triggered
by the Nazi regimes cruelties and the Civil Rights
Movement), biological interpretations were relin-
quished as explanations for prejudice and increas-
ingly replaced by cultural interpretations of dif-
ferences between groups (Augoustinos and Every,
2007; Lentin, 2005; Morning, 2009; Omi, 2001;
Wikan, 1999; Winant, 1998). We therefore iden-
tify “Culture” and “Race” as the core concepts of
“Racism” investigated through the words race and
culture as well as racial and cultural which are
less polysemous. This shifting interpretation led
to different ways of defining and comparing so-
cial groups (subconcepts and instances) and differ-
ent justifications for racist ideologies (related con-
cepts) summarized in Tables 1 and 2.

We hypothesize that words representing sub-
concepts, instances and related concepts associ-
ated with old racism will have moved further away
(i.e. the similarity of their vectors has decreased)
from the core concepts as this vision is no longer
supported whereas words related to new racism
have moved closer to the core concepts (i.e. the
similarity between the vectors has increased) dur-
ing the 20th century. Furthermore, we expect that
within the core concepts, the word cultural is in-
creasingly used to describe social groups, while
the biologically connotated word racial is avoided.
A detailed overview of all word pairs and their ex-
pected change can be found in the appendix to the
paper (Appendix A).1.

1Conceptual change in different corpora and mod-
els: https://github.com/cltl/semantic_
space_navigation/tree/master/projects/
conceptual_change, comparing models of the same
corpus with different initializations: https://github.

https://github.com/cltl/semantic_space_navigation/tree/master/projects/conceptual_change
https://github.com/cltl/semantic_space_navigation/tree/master/projects/conceptual_change
https://github.com/cltl/semantic_space_navigation/tree/master/projects/conceptual_change
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
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Conceptual system of old racism target
words

Subconcepts ‘Race defined in terms
of visual attributes, first
and foremost skin color

skin color
(not inves-
tigated as
compound
nouns are
not in the
model vo-
cabularies)

instances Groups defined in terms
of skin color

whites,
blacks

Related concepts
Emphasis on a racial hi-
erarchy

superior,
inferior

Biological justification
of hierarchical struc-
tures

genetics

Fear of intimacy be-
tween people of differ-
ent racial groups

marriage,
relation-
ship

Table 1: Conceptual system and representative words
of old racism.

Conceptual system of new racism target
words

Subconcepts ‘Race’ defined in terms
of cultural background
consisting of national-
ity, language and reli-
gion

linguistic,
national,
religious

instances Group labels of immi-
grants

immigrants,
foreigners

Ethnic group labels Jews,
Turks,
Arabs

Related concepts
Emphasis on differ-
ences

different

Defense of seemingly
liberal values

values, at-
titudes, be-
liefs

The reason for differ-
ences lies in history
(rather than genetics)

historic

Table 2: Conceptual system and representative words
of new racism.

4 Basic Experimental Results

In this section, we outline the outcome of a
‘naive’ approach to testing our hypotheses, using
the methods with best results in Hamilton et al.
(2016). We use two corpora: COHA with the ad-
vantage of being well-balanced and disadvantage
of being relatively small (on average 24,5 million
words per decade) and the larger but unbalanced
English Google Ngram corpus (hencforth ngram).

com/cltl/semantic_space_navigation/tree/
master/projects/neighbor_stability

change
direction

ngrams both coha

←→ inferior -
cultural

whites -
races

superior-
cultural

marriage
- cultural

→←

linguistic
- cultural

values -
cultures

religious
- racial
religious
- racial
different-
cultural
national -
cultural

Table 3: Hypotheses about changes in relations be-
tween words confirmed in the n-grams corpus, the
COHA or both. The changes significantly correlate
with time (either over the entire century or over the sec-
ond half only).

Embeddings are created by Hamilton et al. (2016)
with the skip-gram with negative sampling model
(SGNS) of the Word2vec toolkit.2 We first explore
whether cosine distances between vectors changed
according to our hypotheses. Because we are ul-
timately interested in the reliability of positive re-
sults, we limit our presentation to the statistically
significant confirmations presented in Table 3. We
observe three hypotheses confirmed in both cor-
pora, four only in the COHA corpus and three just
in the Google Ngram corpus.3

We furthermore explore changes in nearest
neighbors of cultural and racial illustrated in Fig-
ures 1 and 2. The shifts observed in nearest neigh-
bors indicate that biologically connotated term
racial is increasingly avoided in contexts in which
racially constructed groups are described or com-
pared. The results indicate that it is used to name
social problems partly rooted in racist ideologies.

This naive approach seems to confirm that the
shift in “Racism” established by scholars is in-
deed reflected in language use to a certain extent.
We observed stastically significant shifts between
ten word pairs in the direction that was expected.

2The embeddings can be donloaded from the Hist-
Words project webiste: https://nlp.stanford.
edu/projects/histwords/

3Out of 47 hypotheses in total (see Appendix). A com-
plete overview of the negative results is not included here due
space limitations, but can be found in the Appendix.

https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://github.com/cltl/semantic_space_navigation/tree/master/projects/neighbor_stability
https://nlp.stanford.edu/projects/histwords/
https://nlp.stanford.edu/projects/histwords/
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(a) Nearest neighbors of racial in 1900 (small
darker), 1950 (small lighter) and both decades
(big).

(b) Nearest neighbors of racial in the 1950s (small
darker), 1990 (small lighter) and both decades
(big).

Figure 1: Changes in the nearest neighbors of racial.

(a) Nearest neighbors of cultural in 1900 (small
darker), 1950 (small lighter), and both decades
(big).

(b) Nearest neighbors of cultural in the 1950s
(small darker), 1990 (small lighter) and in both
decades (big).

Figure 2: Changes in the nearest neighbors of cultural.

We furthermore found changes in the environment
of the nearest neigbors of racial and cultural that
confirm the change of discourse from a biological
racial vision of difference between people to a
more cultural one. In the next section, we test
whether the conclusions hold when being tested
through alternative means.

5 Diving Deeper

At first sight, the approach and outcome outlined
in the previous section may seem solid: we have
taken the models evaluated best by Hamilton et al.
(2016), who reported 100% accuracy on 18 eval-
uation pairs for the SGNS models created on the
Google corpus. However, these results do not
take into account that (1) predictive models are
influenced by random components as pointed out
by Hellrich and Hahn (2016a) and (2) significant
change can also be spotted for words that did not
exhibit change as (a) observed in the top-10 chang-
ing words reported in Hamilton et al. (2016) and
(b) by the Dubossarsky et al.’s 2017 experiments
showing that change is difficult to distinguish from

frequency effects.
In this section, we present the results of addi-

tional experiments to test whether our initial find-
ings hold when tested with alternative models. In
addition, we use control words to verify whether
changes between words referring to instances of
racial groups and core concepts reflect indeed a
change between these instances and the concept
or whether similar changes are observed between
the concepts and unrelated words or pairs of words
whose distance should have remained stable.

5.1 Variations between Models

We first test whether a subset of our conclu-
sions hold as well when we use Hamilton et al.’s
2016 count-based distributional semantic models,
which are provided with their paper: a PPMI (Pos-
itive Pointwise Mutual Information) model and its
high-density derivative SVD (Singular Value De-
composition). Though these models were less suc-
cessful in detecting change in Hamilton et al.’s
2016 paper, they reflect the data directly without
being influenced by their initialization or the or-
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word pair SGNS PPMI-
SVD

PPMI

culture-values →← →← →←
races-immigrants ←→ ←→ −
cultural-different − − ←→
racial-different − ←→ ←→
cultural-inferior ←→ ←→ →←

Table 4: Comparison across different models using the
ngrams corpus.

der in which examples are processed (Hellrich and
Hahn, 2016b). Table 4 presents an overview of
the conclusions drawn from different model types
when analyzing changes in the relations between
word pairs. Some changes are only significant in
one model (e.g. cultural-different), others reveal
contradictory results with significant changes in
opposite directions (e.g. cultural-inferior). A con-
clusion that remains stable and is thus supported
by all models is the increasing similarity of cul-
tures and values.4

Next, we test variation between nearest neigh-
bors confirming Hellrich and Hahn’s 2016a obser-
vation about the instability of nearest neighbors.
Out of 25 nearest neighbors, only 2-5 are shared
across all model types (an example is shown in
Figure 3). However, these shared neighbors do
confirm the initial observation about the changing
meaning of racial and cultural (as presented in Ta-
bles 5 and 6).

In addition to differences between model algo-
rithms, we also expect differences between SGNS
models trained on the same corpus but with differ-
ent initializations. We trained three SGNS mod-
els5 for the COHA slices representative of the
1900s, 1950s and 1990s and compared the 25
nearest neighbors of racial. When considering
the differences in the top 25 nearest neighbors of
racial in the SGNS model trained on this compar-
atively small corpus, it can be seen that the num-
ber of shared neighbors between all three models
ranges between 11 and 18 (Table 7). This means
that as much as 14 out of 25 nearest neighbors
vary depending on the three initializations, show-
ing that drawing conclusions based on artefacts is

4In the experiments, equivalent part of speech (e.g. noun
- noun) and number (e.g. plural - plural) have been chosen
for investigating changes in word pairs.

5To train these models, we used a modified version of the
code used by Levy et al. (2015) allowing us to fix the ini-
tialization vectors. We preprocessed the corpus with our own
scripts, which may be slightly different from the preprocess-
ing used by Hamilton et al. (2016).

indeed a risk. The number of shared neighbors in-
creases with the size of the underlying subcorpus.

In order to gain deeper insight into the variation
displayed by nearest neighbors, we examine the
difference in rank of a specific word across various
models. For instance, if language were ranked 5th

closest in the model initialized with init1 and 15th

closest in the model initialized with init2, the rank
difference would be 10. Table 8 presents the aver-
age rank differences for the top 25 nearest neigh-
bors of racial for each model pair. The average
differences range from as high as 49 ranks differ-
ence in the smallest corpus to 6.24 in the largest
corpus, again indicating higher stability with an
increasing corpus size.

These results confirm Hellrich and Hahn’s
2016a observation that even models trained on the
same data created with the same method can lead
to different conclusions depending on their initial-
ization. As the initialization vectors are chosen
randomly, there is a high risk of drawing conclu-
sions due to artefacts rather than actual changes
in the data when relying on a single, prediction-
based model, in particular when trained on a small
corpus. These risks can be reduced by creating
multiple models and measuring the degree of dif-
ference between them. Based on the differences
in rank of nearest neighbors, a larger environment
can be studied to verify which changes are stable
across models and larger than variations caused by
artefacts.

Figure 3: Nearest neighbors of racial in 1900 in differ-
ent models created with the ngrams-corpus.

5.2 Control Words

Observations that hold across different models
can still be a result of a bias or artefact in the
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1900 1950 1990
cultural stereotypes discrimination
ethnic ethnic segregation

backgrounds
discrimination

Table 5: Nearest neighbors of racial shared across all
three models in the n-gram corpus.

1900 1950 1990
racial socio socio
morphological racial ethno
economic social

backgrounds
ethnic

Table 6: Nearest neighbors of cultural shared across all
three models in the n-gram corpus.

decades 1900 1950 1990
million tokens 25.7 29.0 33.2

init1-init2 15 (0.60) 15 (0.60) 20 (0.80)
init1-init3 16 (0.64) 18 (0.72) 20 (0.80)
init2-init3 16 (0.60) 16 (0.64) 19 (0.76)
init1-init2-init3 11 (0.44) 14 (0.56) 18 (0.72)

Table 7: Number of shared top 25 nearest neighbors of
racial in the models created with three different initial-
izations on the same decades of COHA.

decades 1900 1950 1990
million tokens 25.7 29.0 33.2

init1-init2 47.08 31.92 6.24
init1-init3 27.04 31.00 7.20
init2-init1 22.60 13.32 7.68
init2-init3 22.32 33.48 8.96
init3-init1 35.16 13.28 14.12
init3-init2 49.00 26.52 12.72

Table 8: Average differences in rank between the top
25 nearest neighbors of racial in the models created
with three different initializations on the same decades
of COHA.

data. Control words can potentially reveal such
an underlying cause. If observations are indicative
of changes in the relation between these specific
words, control words should not reveal similar
changes. To illustrate the insights that can result
from such a test, we show the outcome of compar-
ing immigrants and races in the COHA corpus in
Figure 4. In this case, the control words may yield
insights in addition to calling into question an ap-
parent change in the usage of the word immigrant.
It may have led to a new insight, namely that the
actual change might lie in how the general concept
of “People” relates to races, as the neutral control

‘naive’ data models control
nn of racial indi-
cate shift towards
meta-discourse

yes yes n.a

cultures ←→
values

yes yes yes

races←→ immi-
grants

no partly no

cultural←→ su-
perior

no yes
(SVD),
data
sparsity
(PPMI)

yes in n-
grams,
no in
COHA

cultural ←→ in-
ferior

no yes
(SVD),
no
(PPMI)

yes

Table 9: Summary of results in line with the hypothe-
ses in the ‘naive’ set-up.

word nurse shows a highly similar pattern to the
other social group labels. This outcome calls for
further investigations to try and establish whether
this is a pattern related to biological race, to race
in the sense of speeding contest or to a difference
in which one of these meanings occurs more fre-
quently.

Figure 4: Changes in the cosine similarities between
races and words representing social groups.

Overall, the results from the control experi-
ments show that only a handful of the hypotheses
were confirmed by all methods. Tables 9 and 10
provide an overview of the final outcome of our
experiments in the different settings used to con-
trol for instability.

6 General Guidelines

Our experiments have shown that different models
created from the same data do not always provide
the same answers to our hypotheses. This out-
come confirms the risk of naively applying distri-
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‘naive’ data models control
nn of racial - dif-
ferent

no no no

racial - different
←→ values

yes no yes

Table 10: Summary of results contradicting the hy-
potheses in the ‘naive’ set-up.

butional semantic technologies to explore concep-
tual change. In particular when they seem plausi-
ble, there is a risk that results based on artefacts
are presented as valid observations. Based on the
outcome of this study, we propose the following
guidelines for studying conceptual change using
distributional semantics:

1. Define a wide range of verifiable hypotheses
to study the overall question before diving
into actual changes.

2. Compare the outcome of multiple models.
Count-based models directly reflect the dis-
tribution in the data, but can be influenced
by word frequency. When using predictive
models, test variations with different initial-
izations and different ordering of examples.

3. Adapt the range of nearest-neighbors based
on the variation in rank across models to en-
sure that changes are indeed changes in dis-
tribution and not due to random artefacts of a
predictive model.

4. Use control words that should not exhibit the
same change to further verify your hypothe-
ses. Ideal control words are close to those
from the hypotheses, but lack the property
that is supposed to have triggered the change
(e.g. descriptions of racial groups vs. other
descriptions of groups of people).

In addition, properties of the data (balance and
size) should be taken into consideration. Control
words can capture some of the problems that may
be introduced by the data, but not all. Additional
insights may be obtained by running verification
experiments with shuffled and synchronic corpora
as done in Dubossarsky et al. (2017).

7 Discussion and conclusion

Computational linguistics research has shown that
distributional semantic models can be used to
detect linguistic shifts (Hamilton et al., 2016),
but has also shown that (a) not all observed

changes are actual shifts (Hamilton et al., 2016;
Dubossarsky et al., 2017) and that (b) predictive
models can yield unstable results (Hellrich and
Hahn, 2016a). We investigated the implications of
this for a digital humanities use case: the concept
“Racism”. Though the main insights from social
science were confirmed by our study, most results
turned out to be unstable.

A possible explanation is that our selection
of words and relations is not representative of
the actual conceptual system. As non-experts in
the field of race studies, we selected the words
and relations we investigated to the best of our
abilities using existing literature. An interdisci-
plinary team might have proposed sounder hy-
potheses that would have been consistently con-
firmed. However, this does not undermine the, in
our opinion, most important finding of this work.
A standard, seemingly sound, experimental setup
originally confirmed five hypotheses and showed
clear patterns in nearest neighbors. Only two re-
sults could be reproduced by alternative methods
and just 2-5 out of 25 nearest neighbors over-
lapped across all models. Furthermore, consider-
able variation was observed in the nearest neigh-
bors of racial of models resulting from the same
architecture and corpus with fixed different ran-
dom initializations. Moreover, it should be noted
that the impact of the order in which word-context
pairs are considered by a prediction-based model
has an impact on the results as well (Hellrich and
Hahn, 2016b; Antoniak and Mimno, 2018). This
variation has not been explored in this paper.

At this point, it is not possible to determine
whether differences between models are due to
random factors in prediction-based models, fre-
quency effects in count-based models or a com-
bination of both. However, the proposed checks
and, in particular, investigations of the impact
of random factors and patterns observed by con-
trol words provide a first step towards determin-
ing which results are artefacts and which are not.
Identifying methods for answering this question is
an important task for future work. We propose
combining the guidelines resulting from this pa-
per with the kind of experiments carried out by
Dubossarsky et al. (2017) as a first next step.

This main contribution of this study is that it
shows the risks of applying methods that work
for specific examples and data to new use cases.
It is tempting to assume that the method works
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when it provides an expected outcome or, other-
wise, an outcome that can easily be explained. At
this point, the relation between linguistic data and
resulting semantic models is not understood well
enough to draw conclusions from diachronic com-
parisons. Until we have more profound know-
ledge about the interpretation of shifts, conclu-
sions about conceptual change should be drawn
with care and verified through multiple means.
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A Detailed overview of hypotheses and outcomes

word1 word2 Hypothesis Coha-sgns Ngrams-sgns
racial cultural closer - -
racial superior apart - -
racial inferior apart apart -
racial blacks apart - -
racial whites apart apart closer
racial marriage apart - closer
racial relationships apart - -
racial genetics apart OOV OOV
racial nigger apart closer closer
racial yankee apart - -
racial gypsy apart - -
cultural superior apart closer apart
cultural inferior apart - apart
cultural blacks apart - closer
cultural whites apart - closer
cultural marriage apart - apart
cultural relationships apart - -
cultural genetics apart OOV OOV
cultural nigger apart closer -
cultural yankee apart - -
cultural gypsy apart - -
racial immigrant closer - apart
racial foreigner closer apart -
racial national closer - apart
racial Turks closer OOV OOV
racial Arabs closer - -
racial Jews closer apart -
racial religious closer closer -
racial linguistic closer - -
racial values closer apart closer
racial attitudes closer - apart
racial beliefs closer - apart
racial historic closer apart -
racial different closer - -
cultural immigrant closer - -
cultural foreigner closer - -
cultural national closer closer -
cultural Turks closer - -
cultural Arabs closer - -
cultural Jews closer - -
cultural religious closer closer -
cultural linguistic closer - closer
cultural values closer closer closer
cultural attitudes closer - -
cultural beliefs closer - -
cultural historic closer - -
cultural different closer closer -

Table 11: Overview of hypothesized changes and results in of the SGNS model in COHA and the google
n-grams. The forms of racial and cultural have been adapted to match word2 in part of speech and
number. closer indicates a significant change towards each other and apart a significant increase in
distance, - means no significant change


