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Abstract

In this paper, we offer an in-depth anal-
ysis about the modeling and search per-
formance. We address the question if a
more complex search algorithm is nec-
essary. Furthermore, we investigate the
question if more complex models which
might only be applicable during rescoring
are promising.

By separating the search space and the
modeling using n-best list reranking, we
analyze the influence of both parts of an
NMT system independently. By compar-
ing differently performing NMT systems,
we show that the better translation is al-
ready in the search space of the translation
systems with less performance. This re-
sults indicate that the current search algo-
rithms are sufficient for the NMT systems.
Furthermore, we could show that even a
relatively small n-best list of 50 hypothe-
ses already contain notably better transla-
tions.

1 Introduction

Recent advances in NMT systems (Bahdanau
et al., 2014; Cho et al., 2014) have shown im-
pressive results in improving machine translation
tasks. Not only it performed greatly in recent ma-
chine translation campaigns (Cettolo et al., 2015;
Bojar et al., 2016) measured in BLEU (Papineni
et al., 2002), it is considered to be able to generate
sentences with better fluency.

Despite the successful results in translation per-
formance, however, the optimality of the search al-
gorithm in NMT has been left under-explored. In
this work, we analyze the influence of search and
modeling of an NMT system by evaluating them

separately. We aim to demonstrate whether fur-
ther research on the model development is more
promising or the one on the search algorithm
would be more beneficial.

We attempt to simulate this by n-best rescor-
ing using different models. For this, n-best lists
are rescored by different models including the one
which generated them. Additionally we build a
configuration with all n-best lists joined, in order
to see whether rescoring this joined n-best list us-
ing the same model would bring a performance
boost.

2 Related Work

There has been a number of works devoted to com-
bine different systems from the same or different
machine translation (MT) paradigms using n-best
lists of hypotheses (Matusov et al., 2006; Heafield
et al., 2009; Macherey and Och, 2007). The hy-
potheses are aligned, combined and scored by a
model to produce the best candidate according to
a metric. There was a thorough analysis on how
the size of n, the diversity of the outputs from dif-
ferent systems and performance of individual sys-
tems can affect the final translation of the system
combination. Hildebrand and Vogel (2008) exam-
ine the feature impact and the n-best list size of
such a combination of phrase-based, hierarchical
and example-based systems. Gimpel et al. (2013)
show how diversity of the outputs and the size of
the n-best lists determine the performance of the
combined system.

Costa-Jussà et al. (2007) analyze the impact of
the beam size used in statistical machine transla-
tion (SMT) systems. Wisniewski and Yvon (2013)
conduct an in-depth analysis over several types of
errors. Based on their proposal to effectively cal-
culate oracle BLEU score for an SMT system, they
can separate the errors due to the restriction of the
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search space (search error) from the errors due to
models not good enough to cover the best transla-
tion (model error). Although this work is the clos-
est to our work in terms of analysis methods, our
work differs from theirs by addressing the issue
focused on the NMT systems.

In Neubig et al. (2015), the size of the n-best list
produced by a phrase-based SMT and rescored by
an NMT is taken into account for an error investi-
gation. The work also shows which types of errors
from the phrase-based system can be corrected or
improved after NMT rescoring. To the best of our
knowledge, our work is the first to examine the
impact of search and model performance in pure
NMT systems.

2.1 Neural Machine Translation

Neural machine translation, whilst considered to
be in the same direction with phrase-based SMT
from a statistical perspective, is actually separa-
ble from traditional SMT in terms of how it mod-
els the representation of source and target sen-
tences as well as the translation relationship be-
tween them. In this section, we describe the gen-
eral architecture of a NMT system in order to un-
derstand the needs and importance of such an anal-
ysis. The NMT architecture described here is sim-
ilar to the attention-based NMT from Bahdanau
et al. (2014).

An attentional NMT system consists of an
encoder representing a source sentence and an
attention-aware decoder that produces the trans-
lated sentence.

The encoder which is comprised of bidirec-
tional recurrent layers reads words from the source
sentence and encodes them into annotation vec-
tors. Each annotation vector contains the infor-
mation of the source sentence related to the corre-
sponding word from both forward and backward
directions.

A single layer featuring attention mechanism al-
lows the decoder to decide which source words
should take part in the prediction process of the
current target word. Basically, attention layer ex-
amines a context vector of the source sentence
which is weighted sum of all annotation vectors
and normalized, where the weights reflect some
relevance between previous target words and all
the source words.

The decoder, which is also recurrent-based, re-
cursively generates the target candidates with their

probabilities to be selected based on the context
vector from the attention layer, the previous re-
current state and the embedding of the previously
chosen word.

The whole network is then trained in an end-to-
end fashion to learn parameters which maximizes
the likelihood between the outputs and the refer-
ences. In the testing phase, a beam search is uti-
lized to find the most probable target sequences
giving the n-best list from the architecture.

We could see that in NMT, therefore, the model
(e.g. the ways the encoder representing a source
sentence or the attentional layer modeling atten-
tion mechanism) and the search algorithm are one
of the most important aspects to be analyzed.

3 Search and Model Performance

In this analysis we evaluate the search and mod-
eling performance of NMT. In order to evaluate
them individually, we need to separate the mod-
eling errors and the search errors of the system.
While the search in phrase-based MT was rela-
tively complex, the search algorithm in NMT is
relatively straightforward. In state-of-the-art sys-
tem, a beam search algorithm is used with a small
beam between 10− 50.

The goal of this work is to establish whether
improvements on the NMT model itself is more
promising or the ones on the search algorithm. If
there are many search errors due to the pruning
during decoding, a better search algorithm would
be promising. In contrast, if there are relatively
few search errors, further research on the model is
more promising.

3.1 Analysis Setup

A straightforward way would be to evaluate all
possible hypotheses. In this case we do not have
any search error and can directly measure the mod-
eling errors. However this cannot be performed ef-
ficiently since the number of all possible hypothe-
ses is very large. Therefore, we analyzed the per-
formance of two or several systems with different
performances.

In the experiments, for example, we have sys-
tems A and B where the translation performance
of A is better than the one of B. Then we approxi-
mated the search space of A and B by their n-best
lists and evaluated the performance of each system
in the search space of A by scoring the n-best list
with the model and selecting the hypothesis with
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Figure 1: Search space analysis

the highest probability. Figure 1 shows the search
spaces of system A and B, approximated by their
n-best hypotheses. Their 1-best entries are also
marked accordingly.

The question we address is why the system B
did select its best hypothesis  and did not select
the better-performant hypothesis �. One reason
might be that � is not in the system B’s search
space and therefore the system could not find it.
The other reason might be that system B prefers over �. In this case, we need to improve the
modelling.

If the performance of model B on the n-best
list of A is better than the initial score of B, it sug-
gests that the model B is able to select a better
hypothesis and therefore the search is not optimal.
On the other hand, if the performance is similar, it
means that B is not able to select a better hypothe-
sis, even though there are better ones according to
the evaluation metric.

In the experiments, we used two different ways
of constructing the models A and B. In a first se-
ries of experiments, we used the single best sys-
tem as well as ensemble systems. In a second se-
ries, we used systems using different ways to gen-
erate the translations. Details of the systems will
be given in the Section 4.

4 System Description

Our German↔English NMT systems are built us-
ing an encoder-decoder framework with atten-
tion mechanism, nematus.1 Byte pair encod-
ing (BPE) is used in order to generate sub-word
units (Sennrich et al., 2015). Long sentences
whose sentence length exceeds 50 words are ex-

1https://github.com/rsennrich/nematus

empted from the training. We use minibatch size
80 and sentences are shuffled within every mini-
batch. Word embedding of size 500 is applied,
with hidden layers of size 1024. Dropout is ap-
plied at every layer with the probability 0.2 in the
embedding and hidden layers and 0.1 in the input
and output layers. Our models are trained with
Adadelta (Zeiler, 2012) and the gradient norm is
clipped to 1.0. For the single models, we apply
the early stopping based on the validation score.

The baseline system is trained on the WMT
parallel data, namely EPPS, NC, CommonCrawl
and TED corpus. As validation data we used the
newstest13 set from IWSLT evaluation campaign.
Therefore, this data is from TED talks. Test is
applied on two domains. First domain is TED
talks, same as the optimization set. We use new-
stest14 for this testing. Another domain is tele-
phone conversation and we used MSLT (Chris-
tian Federmann, 2016) for testing. Since no ex-
act genre-matching development data is published
for the evaluation campaign (Cettolo et al., 2015),
we used the TED-optimized system for the MSLT
testing. For each experiment, we also offer oracle
BLEU scores on the n-best lists, calculated using
multeval (Clark et al., 2011).

4.1 Configurations

We tried different system configurations to gen-
erate and rescore the n-best lists. By using 40K
operations of BPE we had SmallVoc configura-
tion, and with 80K BigVoc configuration. In Smal-
lVoc.rev, target sentence are generated in the re-
versed order. In SmallVoc.mix, target side corpus
is joined with the source side corpus to form a
mixed input as described in Cho et al. (2016). We
build an NMT system which takes pre-translation
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from a PBMT system following the work in
Niehues et al. (2016), which will be referred as
PrePBMT. A configuration using more monolin-
gual data for this training is called PrePBMT.large.
In Union, we use the joined n-best lists from dif-
ferent systems.

4.2 n-best list

All n-best lists are generated for n = 50 from
a standard beam search. The size of n-best lists
are limited due to time and computational limi-
tation. In our preliminary experiments where we
increased n-best list from 1 to 50, it did not sig-
nificantly change the performance of one model.
Therefore, in this work, we approximate the 50-
best lists our search space and conducted the anal-
ysis. By doing so, we also aim to give a practical
analysis on a model vs. search performance com-
parison in NMT and useful guidelines from it.

5 Analysis on the Results

In this section, we discuss the experimental results
and detailed analysis. In the first part, we discuss
the results of the experiments on the baseline sys-
tems. In the second part, we combine NMT sys-
tems that use different text representations.

5.1 NMT Baseline Systems

In this section, we analyze the performance of
baseline systems. It largely breaks down to two
tasks: TED and MSLT translation.

5.1.1 TED translation
Table 1 shows the baseline system performance on
the TED translation task, from German to English.
The table is showing translation performance of
reranking each n-best list using different models.

PPPPPPPPPn-best
Model

Single Ensemble Oracle

Single 31.96 32.37 41.81
Ensemble 32.09 32.41 42.31
Union 31.95 32.39 44.55

Table 1: Baseline: TED German→English

For the Single system, we took the best-
performant BigVoc system. The Ensemble system
is then generated by combining several training
steps of the single system training. The Union n-
best list is the joined n-best list of all the individ-
ual systems used in the ensemble. For building

a Ensemble system, we combine different models
from several time steps of Single training. Then in
the softmax operation, normalized probabilities of
each word are considered. As mentioned earlier,
we also offer the oracle BLEU scores given each
n-best list.

Model performance As shown in the table, we
can improve the translation performance by 0.5
BLEU point by using the Ensemble system to
rescore n-best list generated by the same system,
compared to the same case for Single system. The
main contribution for this improvement seems to
be the better modeling. When we use the Single
model to rescore the Ensemble or Union n-best
list, we get mainly the same performance. Thus,
the reason for the relatively lower performance of
the Single system is considered to be that it does
not model the translation probabilities better, not
because it does not find better translations. The
oracle scores indicate the similar trend. When the
n-best list is large (Union setup), we have better
translations in the n-best list. However, these hy-
potheses were not selected by either of the models.

Search performance The numbers in Table 1
suggests that the search is well-performant in
NMT. For example, when we use the Ensemble
model to rescore the Single n-best list, the transla-
tion performance reaches 32.37 BLEU points. At
the same time, when we use the same model to
rescore the Ensemble n-best list, we achieve a sim-
ilar performance.

5.1.2 MSLT translation
The performance on the single system on the
MSLT task (Christian Federmann, 2016) is shown
in Table 2.
PPPPPPPPPn-best

Model
Single Ensemble Oracle

Single 34.63 38.35 53.85
Ensemble 35.94 38.80 56.46

Table 2: Baseline: MSLT German→English

In this task, rescoring Single n-best list using
the same model itself performs around 4 BLEU
worse than rescoring Ensemble n-best list using
the Ensemble model. Also, we can observe that
the Single model performs better when using the
n-best list of the Ensemble model.

We find two explanations for this improve-
ment. A) The Ensemble n-best list contains better-
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performing hypotheses that the Single model did
not find during the search. Or alternatively, B) the
Ensemble n-best list does not contain the hypothe-
ses that are good according to the Single model
but not according to the evaluation metric. In this
case, the model would select different hypotheses.

In order to locate search error, we evaluated and
compared the model score of hypothesis chosen
from different n-best lists. Only in 2.5% of the
chosen hypotheses, the score of the hypothesis se-
lected from the Ensemble n-best list is higher than
the one from the Single n-best list. Thus, we have
a search error only in these cases.

In contrast, in 90.7% of the sentences, the score
from the Single n-best list is higher. The main
reason for the improvement, therefore, is not con-
sidered to be better search. Rather, the search
space by the Ensemble system does not contain the
worse-performing translations which are highly
ranked by the Single system.

The n-best lists of the Single model contains
well-performing translations. For example, the
performance achieved when using the Ensemble
model to rescore the Single n-best list is almost
similar to the one achieved when applying the
same model on the Ensemble n-best list. This
performance is nearly 4 BLEU points better than
rescoring the same n-best list using the Single
model.

While the performance of the Ensemble model
on both n-best lists is similar, interestingly, the or-
acle score of the Ensemble n-best list is clearly
higher. Therefore, the models seem not able to se-
lect better translations in the Ensemble n-best list
compared to the Single n-best list.

5.2 NMT Text Representation Systems

As a next line of experiment, we combine NMT
systems that use different text representations.

5.2.1 TED translation
Table 3 lists the systems used in the experiment
and their performance on the TED task.

We can observe that the results of Union
rescored by each model is similar to the perfor-
mance of the model’s n-best list rescoring, as
marked in bold letters in each column. Consid-
ering that the Union n-best list is considerably
larger, it seems again that the model can find the
best hypothesis according to the model.

In contrast, if we use all models (All) by using
sum of log probabilities of all models to rescore

the n-best lists, we achieve similar performance
for all n-best lists. Thus, it seems that all 50-
best lists contain already very good hypotheses.
Only the n-best list of the PrePBMT system seems
to contain relatively worse options. This is also
shown by the oracle scores. One reason could
be that the pre-translation by the PBMT system
is guiding the search and therefore the n-best list
contains relatively limited variety.

In addition, we observe that the performance of
each model on its own n-best list is considerably
worse than the model rescoring other n-best lists.
This can be explained by the following phenom-
ena: some translations of a system A are highly-
ranked by the model itself, but not by the others.
Therefore, they are selected by the system A but
not in the n-best lists of the other systems. If they
are in the n-best list, e.g. in the n-best lists of the
system A and in the Union, they will be selected
only when using the system A, leading to worse
performance in BLEU. In contrast, if we use dif-
ferent n-best lists, the translation performance is
better.

English→German In addition, we extend this
experiment to another language direction. Table
4 shows the results when the same experiment is
applied to En-De TED task.

Here the same phenomena is observed. Again,
the Union n-best list does not improve the transla-
tion quality. Nonetheless, the oracle score is sig-
nificantly higher indicating that the model finds
the better hypotheses. Furthermore, the n-best
lists already contain better hypotheses which can
be chosen using better models, i.g. the combina-
tion of all models.

5.2.2 MSLT translation
Table 5 shows the similar results when the same
experiments are applied to the MSLT task. The
Union configuration performs similar to rescoring
using the same model, while performing consid-
erably worse than the case where the same n-best
list rescored by other models.

6 Conclusion

Our experiments on two language pairs and two
different tasks showed that there are only few
search errors in the state-of-the-art NMT systems.
Even when better hypotheses are added in the n-
best list, the models do not select a different hy-
pothesis. Thus, the search algorithms seem to be
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XXXXXXXXXXXn-best list
Model

SmallVoc SmallVoc.rev BigVoc PrePBMT All Oracle

SmallVoc 31.74 32.17 32.62 32.55 33.03 41.82
SmallVoc.rev 32.24 31.28 32.58 32.06 32.93 40.97
BigVoc 32.57 32.50 32.41 32.63 33.26 42.31
PrePBMT 32.19 31.97 32.53 31.41 32.65 40.67
Union 31.83 31.27 32.42 31.39 33.24 46.58

Table 3: Text representation systems: TED German→English

XXXXXXXXXXXn-best list
Model

SmallVoc.mix BigVoc PrePBMT PrePBMT.large All Oracle

SmallVoc.mix 26.19 27.09 26.93 27.03 27.12 33.71
BigVoc 26.97 27.28 27.26 27.12 27.48 34.16
PrePBMT 26.96 27.00 26.44 27.15 27.14 32.95
PrePBMT.large 27.25 27.47 26.85 27.03 27.41 33.78
Union 26.25 27.28 26.44 27.03 27.76 38.95

Table 4: Text representation systems: TED English→German

sufficient.
Furthermore, we showed that a relatively small

n-best list of 50 entries already contains notably
better translation hypotheses. This result indicates
that improving rescoring models are promising for
performance boost. In this work, we showed that it
is often sufficient to use a model in rescoring only.
This finding also motivates the development of
models which are challenging to use directly dur-
ing the decoding, such as bi-directional decoders.
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