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Abstract 

Identifying smoking status of patients is vital 

for assessing their risk for a disease. With the 

rapid adoption of electronic health records 

(EHRs), patient information is scattered 

across various systems in the form of 

structured and unstructured data.  In this 

study, we aimed to develop a hybrid system 

using rule-based, unsupervised and 

supervised machine learning techniques to 

automatically identify the smoking status of 

patients in unstructured EHRs. In addition to 

traditional features, we used per-document 

topic model distribution weights as features 

in our system. We also discuss the 

performance of our hybrid system using 

different feature sets. Our preliminary results 

demonstrated that combining per-document 

topic model distribution weights with 

traditional features improve the overall 

performance of the system.  

1 Introduction 

Electronic health records (EHRs) carry vital 

patient information. EHRs generally store 

information such as medical history, procedures 

and tests, medications, admissions data and social 

history. Social history includes details on a 

patient’s smoking habits, alcohol and drug usage. 

However, most of the information stored in EHRs 

are in the free-text form as clinical narratives. 

Natural language processing (NLP) and text 

mining can be used to extract this valuable 

information from unstructured EHRs.  The 

extracted information in turn can be used to build 

a number of applications such as clinical decision 

support, medical coding, cohort selection and 

registry systems (Jensen, Jensen, & Brunak, 2012; 

Jonnagaddala, Dai, Ray, & Liaw, 2015).  

Smoking is known to be one of the major risk 

factors in the development of coronary artery 

disease, cardiovascular disease, chronic kidney 

disease and cancer. Thus, identifying smoking 

status automatically from unstructured EHRs is 

crucial for preventive medicine. Smoking status 

can be used to assess risk for a particular disease 

and provide interventions based on clinical 

guidelines (Jonnagaddala, Liaw , et al., 2015). 

Identifying smoking status automatically in 

unstructured EHRs is not straightforward and 

often complex. Clinicians usually report smoking 

information in various formats. For example, few 

clinicians report in packs per day and others 

simply classify patient as just smoker or non-

smoker.  

Previous studies have reported success in using 

support vector machines (SVMs) to automatically 

identify smoking status in unstructured EHRs 

(Clark et al., 2008; Cohen, 2008; Khor et al., 

2013; Savova et al., 2010; Savova, Ogren, Duffy, 
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Buntrock, & Chute, 2008).  Similarly, Bui et al 

developed a system using SVMs by automatically 

learning regular expressions from two different 

datasets (Bui & Zeng-Treitler, 2014). However, 

most of these studies developed their automated 

systems using traditional features like unigrams, 

bigrams and POS tags in combination with few 

rules (Uzuner, Goldstein, Luo, & Kohane, 2008). 

In this study, we developed a hybrid system using 

topic modelling and SVMs to automatically 

identify patients smoking status in unstructured 

EHRs. Per-document topic distribution weights 

obtained from unsupervised topic modelling 

technique are used as features together with 

traditional features. For the purpose of this study 

we combined two different datasets to form one 

large dataset. The system classifies patients into 

five categories depending on their smoking 

history using rule-based and machine learning 

techniques. 

2 Materials and Methods 

2.1 Dataset 

The dataset used in the study is generated by 

merging datasets from the 2006 and 2014 NLP 

challenges set forth by the information for 

integrating biology to the bedside (i2b2) 

project(Amber Stubbs, Kotfila, Xu, & Uzuner, 

2015; A. Stubbs & Uzuner, 2015; Uzuner et al., 

2008). The 2006 i2b2 dataset has one document 

per patient. The 2014 has multiple documents 

(from multiple encounters) per patient. In this 

study, we aim to identify the smoking status of a 

given document irrespective of the fact that one 

patient might have multiple documents with 

varying smoking status. In other words, we aimed 

to develop an automated system to identify 

smoking status at document level. The final 

merged dataset consisted of documents classified 

into one of the five possible smoking categories 

listed below: 

Current Smoker:  A current smoker class is 

assigned to a document when it explicitly state 

that the patient was a smoker within the past year. 

If the document mentions, patient has quit 

smoking within the past one year, the document is 

still classified as current smoker.  

Past Smoker: A past smoker is when a document 

explicitly state that the patient used to smoke more 

than a year ago.  

Past or Current Smoker: A past or current smoker 

is assigned when a document mentions that 

patient smokes, but not possible to determine the 

status either as past or current. 

Non-Smoker: A non-smoker is when documents 

explicitly states that they never smoked.  

Unknown: An unknown status is assigned to a 

document if there is no mention of smoking. 

2.2 Baseline System 

The smoking status classifier of 

nttmuClinical.NET (Chang, Dai, Jonnagaddala, 

Chen, & Hsu, 2015) was used as the baseline 

system in this study. For the detection of smoking 

status, a list of smoking-related keywords, such as 

“smoking” and “cigarette”, was matched with the 

given document by the classifier. If no match was 

found, the document was automatically assigned 

with the UNKNOWN class. Otherwise, the line 

containing the listed terms was regarded as a 

Figure 1: Overview of components in smoking identification pipeline 
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context that could provide more information for 

detecting the smoking status of a patient in the 

document. The context-aware algorithm with 

several weighted rules developed by leveraging 

document creation information for different 

smoking statuses was then applied on the 

document to determine the smoking status. The 

algorithm starts by checking the current context. 

If the context did not provide sufficient temporal 

information to determine the smoking status, the 

classifier extends the current context to include 

more sentences and re-apply the developed rules 

until either the status was determined or no further 

updated context was available. 

2.3 Hybrid system for smoking classification 

Our smoking status identification system takes 

advantage of the fact that, most of the documents 

had smoking related information present in a 

particular section of the document. Thus, instead 

of using the whole document for classification, we 

first extracted the smoking related sentences and 

then used those sentences to identify smoking 

status. Our system comprised of the following 

components (Figure1).  

Sentence Splitter: To split the documents into 

individual sentences we used sentence 

segmentation available in Stanford coreNLP 

(Manning et al., 2014). The tool was modified to 

preserve the section headers like “Family History” 

and “Social History”. 

Smoking sentence detector: This component was 

developed to extract the smoking related 

sentences from the documents. The component 

identified the smoking status related terms and 

extracted surrounding sentences.  

Smoking sentence summarizer: As some of the 

documents had multiple smoking related 

instances a rule-based component was developed 

to summarize these sentences. The rules were 

created based on the headers, like Social History, 

Habits etc. 

NLP Component: Once the smoking related 

sentences were identified and summarized, they 

were processed further using multiple core NLP 

components - tokenizer, stemming, stop words 

removal and POS tagging to generate features. 

Feature Extraction: After NLP was done, 

multiple feature sets were developed including 

unigrams, bigrams, POS bigrams, word POS pairs 

and topic models. We generated ten topics using 

Latent dirichlet allocation (LDA) and Gibbs 

sampling (Blei, Ng, & Jordan, 2003). The per-

document distribution weights of the topics were 

later incorporated into the feature sets used to train 

smoking status classifier.  

SVM Classifier: Linear SVM classifier was used   

to classify the documents into one of the five 

classes discussed above. The cost parameter was 

optimized to 0.01 for better performance. The 

SVM classifier was developed using training set 

and evaluated on test set. The performance of the 

developed system is presented in the form of 

precision (P), recall (R) and F1 score (F1) in micro 

and macro averaged settings.  

3  Results 

We observed that the 2006 and 2014 i2b2 NLP 

smoking datasets are not identical in structure and 

smoking classification classes. We implemented 

few changes to standardize the smoking status in 

the merged dataset. Similarly, we also manually 

annotated documents where smoking status was 

missing, even though available in documents. 

Where the smoking status cannot be determined 

we labeled them as unknown. The summary of 

number of documents available in final merged 

dataset (training and test) with the class 

distribution is presented in Table 1. 

 

Smoking classification 

classes 

Training  Test  

Current Smoker 100 46 

Past Smoker 185 124 

Non-Smoker 251 136 

Past Or Current Smoker 29 6 

Unknown 623 306 

Total no. of documents 1188 618 
Table 1 Document level class distribution of dataset 

The training set was processed through our hybrid 

system to generate features and train linear SVM 

classifier to perform multi class classification. 

Initially the training set generated model was 

evaluated using tenfold cross validation on same. 

This evaluation allowed us to tweak the 

parameters of our components for better 

performance. We also used grid search to identify 

best parameters for linear SVM. The results on the 

test set with best performing parameters are 

reported in Table 2. The feature set which 

incorporated topic modelling based features 

performed better than baseline and traditional 

feature set. The topic modelling based feature set 

trained SVM classifier achieved F1 measure of 

83.66% whereas the traditional feature set 

achieved F1 measure of 82.69% and baseline 

system 81.85%.  
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Table 2: Micro averaged results on test set 

4 Discussion 

Linear SVMs were used in this study and during 

the development stage it was observed that the 

linear kernel performs better than non-linear 

kernels like radial basis function (RBF). The 

reason behind the better performance of the linear 

kernel may be attributed to the presence of a large 

number of features. It is also believed that when 

the number of features is much greater than the 

number of instances then mapping the feature 

space to a higher dimension like in RBF adds no 

improvement to the performance of the system.  

We also noticed that adding topic models as 

features did increase the performance of the 

classifier. However, we believe that the overall 

performance of classifier can be further increased 

by optimizing the number of topics to be 

extracted. The high number of topics we chose to 

extract using LDA algorithm in current setting are 

creating sparse features for SVM classifier. 

Further investigation into choosing optimal 

number of topics is required.   

 

Both training and test sets in the merged dataset 

included almost half of documents with unknown 

class. SVMs in general tend to be biased towards 

majority classes giving less priority to minority 

classes. This resulted in significant gap between 

micro and macro averaged scores. This problem 

can be solved by taking a multi layered 

classification approach. As the system is detecting 

smoking related sentences first, one of the ways to 

classify is to mark all the instances with no 

smoking reference as unknown and then classify 

the remaining into two groups smoker and non-

smoker followed by past and current smoker. 

Another option to address this imbalance problem 

is by assigning weights to the SVM classifier 

(Chew, Bogner, & Lim, 2001). Our system also 

failed to classify current smoker and past smoker 

efficiently mainly due to negation. The 

performance of our system can be further 

improved by implementing a negation component 

in conjunction with temporal component which 

can leverage discharge/admission dates and 

document generated dates as demonstrated in the 

baseline system. During our error analysis we also 

noticed that few documents included smoking 

related administration data in the form of billing 

and medication codes. We can also use this 

information to improve the performance of our 

system (Wiley, Shah, Xu, & Bush, 2013). 

5 Conclusion 

In summary, we presented the results of a 

preliminary study in automatically identifying 

smoking status in unstructured EHRs using SVMs 

and topic models. Our approach encompassed 

usage of per-document topic distribution weights 

generated from topic modelling as features in 

conjunction with several other traditional features 

extracted from NLP pipeline. We compared the 

results of our system using various feature sets 

against a baseline system. The results 

demonstrated that topic modelling is useful in 

identifying smoking status, however, proper topic 

sampling strategies should be employed. Also, the 

need for the inclusion of negation and temporal 

information recognition components in smoking 

identification is highlighted. In future, we would 

like to improve our system performance by 

employing negation and temporal related features. 

We also would like to explore optimal topic size 

for smoking identification from relevant smoking 

related sentences and compare the performance of 

our system against various smoking identification 

systems available like Apache cTAKES (Savova 

et al., 2010).  
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