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Introduction

The Linguistic Annotation Workshop (The LAW) provides a forum to facilitate the exchange and
propagation of research results concerned with the annotation, manipulation, and exploitation
of corpora; work towards the harmonization and interoperability from the perspective of the
increasingly large number of tools and frameworks for annotated language resources; and work
towards a consensus on all issues crucial to the advancement of the field of corpus annotation.
Although this year’s LAW is officially the fourth edition, LAW itself is the convergence
of several previous workshops—including NLPXML, FLAC, LINC, and Frontiers in Corpus
Annotation—dating back to the first NLPXML in 2001. This series of workshops attests to the
rapid developments in the creation and use of annotated data in both language technology and
empirical approaches to linguistic studies over the past 10 years.

The response to this year’s Call for Papers was enthusiastic: 60 submissions were received. After
careful review, the program committee accepted 20 long papers and 24 posters. Selection of the
papers was not an easy task, as the papers cover the full range of linguistic facts and their
corresponding annotation frameworks, from predicate-argument to discourse structure, speech
to social networks, and learner corpus to CVs. The papers also deal with a range of annotation
levels, from the macro perspective on infrastructure for international collaboration and
interoperability, to the micro perspective on tools to deal with inter-annotator inconsistencies.
It is this richness of the topics that attest to the growing maturity of field. We would like to
thank SIGANN for its continuing endorsement of the LAW workshops, as well as the support
and comments from the ACL-IJCNLP 2009 workshop committee chairs: Pushpak Bhattacharyia
and David Weir. We would also like to thank the ACL publication chairs Jing-Shin Chang and
Philipp Koehn for their help in producing the LAW IV proceedings. Most of all, we would like
to thank all our program committee members and reviewers for their dedication and helpful
review comments. Without them, LAW IV could not be implemented successfully.

Nianwen Xue and Massimo Poesio, Program Committee Co-chairs

Nancy Ide and Adam Meyers, Organizers
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EmotiBlog: a finer-grained and more precise learning of subjectivity
expression models

Ester Boldrini

Alexandra Balahur

University of Alicante, Department of  University of Alicante, Department of

Software and Computing Systems
eboldrini@dlsi.ua.es

Patricio Martinez-Barco
University of Alicante, Department of
Software and Computing Systems
patricio@dlsi.ua.es

Abstract

The exponential growth of the subjective in-
formation in the framework of the Web 2.0
has led to the need to create Natural Language
Processing tools able to analyse and process
such data for multiple practical applications.
They require training on specifically annotated
corpora, whose level of detail must be fine
enough to capture the phenomena involved.
This paper presents EmotiBlog — a fine-
grained annotation scheme for subjectivity.
We show the manner in which it is built and
demonstrate the benefits it brings to the sys-
tems using it for training, through the experi-
ments we carried out on opinion mining and
emotion detection. We employ corpora of dif-
ferent textual genres —a set of annotated re-
ported speech extracted from news articles, the
set of news titles annotated with polarity and
emotion from the SemEval 2007 (Task 14)
and ISEAR, a corpus of real-life self-
expressed emotion. We also show how the
model built from the EmotiBlog annotations
can be enhanced with external resources. The
results demonstrate that EmotiBlog, through its
structure and annotation paradigm, offers high
quality training data for systems dealing both
with opinion mining, as well as emotion detec-
tion.

Credits

This paper has been supported by Ministe-
rio de Ciencia e Innovaciéon- Spanish Gov-
ernment (grant no. TIN2009-13391-C04-
01), and Conselleria d'Educacion-
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COMP/2010/288).
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2 Introduction

The exponential growth of the subjective infor-
mation with Web 2.0 created the need to develop
new Natural Language Processing (NLP) tools to
automatically process and manage the content
available on the Internet. Apart from the tradi-
tional textual genres, at present we have new
ones such as blogs, forums and reviews. The
main difference between them is that the latter
are predominantly subjective, containing per-
sonal judgments. At the moment, NLP tools and
methods for analyzing objective information
have a better performance than the new ones the
research community is creating for managing the
subjective content. The survey called “The State
of the Blogosphere 2009, published by Tech-
norati', demonstrates that users are blogging
more than ever. Furthermore, in contrast to the
general idea about bloggers, each day it is more
and more the number of professionals who de-
cide to use this means of communication, contra-
dicting the common belief about the predomi-
nance of an informal editing (Balahur et al.,
2009). Due to the growing interest in this text
type, the subjective data of the Web is increasing
on a daily basis, becoming a reflection of peo-
ple’s opinion about a wide range of topics. (Cui,
Mittal and Datar, 2006). Blogs represent an im-
portant source of real-time, unbiased informa-
tion, useful for the development of many applica-
tions for concrete purposes. Given the proved
importance of automatically processing this data,
a new task has appeared in NLP task, dealing
with the treatment of subjective data: Sentiment
Analysis (SA). The main objective of this paper
is to present EmotiBlog (Boldrini et al., 2009), a
fine-grained annotation scheme for labeling sub-
jectivity in the new textual genres. Subjectivity

! http://technorati.com/
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can be reflected in text through expressions of
emotions beliefs, views (a way of considering
something) *> and opinions, generally denomi-
nated “private states” (Uspensky, 1973), not
open to verification (Wiebe, 1994). We per-
formed a series of experiments focused on dem-
onstrating that EmotiBlog represents a step for-
ward to previous research in this field; its use
allows a finer-grained and more precise learning
of subjectivity expression models. Starting form
(Wiebe, Wilson and Cardie, 2005) we created an
annotation schema able to capture a wide range
and key elements, which give subjectivity, mov-
ing a step forward the mere polarity recognition.
In particular, the experiments concern expres-
sions of emotion, as a finer-grained analysis of
affect in text and a subsequent task to opinion
mining (OM) and classification. To that aim, we
employ corpora of different textual genres— a set
of annotated reported speech extracted from
news articles (denominated JRC quotes) (Bala-
hur et al., 2010) and the set of news titles anno-
tated with polarity and emotion from the SemE-
val 2007 Task No. 14 (Strapparava and Mihal-
cea, 2007), as well as a corpus of real-life self-
expressed emotion entitled ISEAR (Scherer and
Walbott, 1999). We subsequently show, through
the quality of the results obtained, that Emoti-
Blog, through its structure and annotation para-
digm, offers high quality training for systems
dealing both with opinion mining, as well as
emotion detection.

3 Motivation and Contribution

The main motivation of this research is the dem-
onstrated necessity to work towards the harmoni-
zation and interoperability of the increasingly
large number of tools and frameworks that sup-
port the creation, instantiation, manipulation,
querying, and exploitation of annotated resource.
This necessity is stressed by the new tools and
resources, which have been recently created for
processing the subjectivity in the new-textual
genres born with the Web 2.0. Such predomi-
nantly subjective data is increasing at an expo-
nential rate (about 75000 new blogs are reported
to be created every day) and contains opinions on
the most diverse set of topics. Given its world-
wide availability, the subjective data on the Web
has become a primary source of information
(Balahur et al., 2009). As a consequence, new
mechanisms have to be implemented so that this

2 http://dictionary.cambridge.org/

data is effectively analyzed and processed. The
main challenge of the opinionated content is that,
unlike the objective one, which presents facts,
the subjective information is most of the times
difficult and complex to extract and classify us-
ing in grammatically static and fixed rules. Ex-
pression of subjectivity is more spontaneous and
even if the majority is quite formal, new means
of expressivity can be encountered, such as the
use of colloquialisms, sayings, collocations or
anomalies in the use of punctuation; this is moti-
vated by the fact that subjectivity expression is
part of our daily life. For example, at the time of
taking a decision, people search for information
and opinions expressed on the Web on their mat-
ter of interest and base their final decision on the
information found. At the same time, when using
a product, people often write reviews on it, so
that others can have a better idea of the perform-
ance of that product before purchasing it. There-
fore, on the one hand, the growing volume of
opinion information available on the Web allows
for better and more informed decisions of the
users. On the other hand, the amount of data to
be analyzed requires the development of special-
ized NLP systems that automatically extract,
classify and summarize the data available on the
Web on different topics. (Esuli and Sebastiani,
2006) define OM as a recent discipline at the
crossroads of Information Retrieval and Compu-
tational Linguistics, which is concerned not with
the topic a document is about, but with the opin-
ion it expresses. Research in this field has proven
the task to be very difficult, due to the high se-
mantic variability of affective language. Differ-
ent authors have addressed the problem of ex-
tracting and classifying opinion from different
perspectives and at different levels, depending on
a series of factors which can be level of interest
(overall/specific), querying formula (“Nokia
E65”/”"Why do people buy Nokia E65?”), type of
text (review on forum/blog/dialogue/press arti-
cle), and manner of expression of opinion - di-
rectly (using opinion statements, e.g. “I think this
product is wonderful! ”/"This is a bright initia-
tive”’), indirectly (using affect vocabulary, e.g. “/
love the pictures this camera
takes!”/”Personally, I am shocked one can pro-
pose such a law!”) or implicitly (using adjectives
and evaluative expressions, e.g. “It’s light as a
feather and fits right into my pocket!”). While
determining the overall opinion on a movie is
sufficient for taking the decision to watch it or
not, when buying a product, people are interested
in the individual opinions on the different prod-



uct characteristics. When discussing a person,
one can judge and give opinion on the person’s
actions. Moreover, the approaches taken can vary
depending on the manner in which a user asks
for the data (general formula such as “opinions
on X" or a specific question “Why do people like
X?” and the text source that needs to be queried).
Retrieving opinion information in newspaper
articles or blogs posts is more complex, because
it involves the detection of different discussion
topics, the subjective phrases present and subse-
quently their classification according to polarity.
Especially in the blog area, determining points of
view expressed in dialogues together with the
mixture of quotes and pastes from newspapers on
a topic can, additionally, involve determining the
persons present and whether or not the opinion
expressed is on the required topic or on a point
previously made by another speaker. This diffi-
cult NLP problem requires the use of specialized
data for system training and tuning, gathered,
annotated and tested within the different text
spheres. At the present moment, these
specialized resources are scarce and when they
exist, they are rather simplistically annotated or
highly domain-dependent. Moreover, most of
these resources created are for the English. The
contribution we describe in this paper intends to
propose solutions to the above-mentioned
problems, and consists of the following points:
first of all, we overcome the problem of corpora
scarcity in other languages except English and
also improve the English ones; we present the
manner in which we compiled a multilingual
corpus of blog posts on different topics of
interest in three languages-Spanish, Italian and
English. The second issue we tried to solve was
the coarse-grained annotation schemas employed
in other annotation schema. Thus, we describe
the new annotation model, EmotiBlog built up in
order to capture the different
subjectivity/objectivity, emotion/opinion/attitude
aspects we are interested in at a finer-grained
level. We justify the need for a more detailed
annotation model, the sources and the reasons
taken into consideration when constructing the
corpus and its annotation. Thirdly, we address an
aspect strongly related to blogs annotation: due
the presence of “copy and pastes” from news
articles or other blogs, the frequent quotes, we
include the annotation of both the directly
indicated source, as well as the anaphoric
references at cross-document level. We discuss
on the problems encountered at different stages
and comment upon some of the conclusions we
have reached while performing this research.

this research. Finally, we conclude on our ap-
proach and propose the lines for future work.

4 Related Work

In recent years, different researchers have ad-
dressed the needs and possible methodologies
from the linguistic, theoretical and practical
points of view. Thus, the first step involved re-
sided in building lexical resources of affect, such
as WordNet Affect (Strapparava and Valitutti,
2004), SentiWordNet (Esuli and Sebastiani,
2006), Micro-WNOP (Cerini et. Al, 2007) or
“emotion triggers” (Balahur and Montoyo,
2009). All these lexicons contain single words,
whose polarity and emotions are not necessarily
the ones annotated within the resource in a larger
context. We also employed the ISEAR corpus,
consisting of phrases where people describe a
situation when they felt a certain emotion. Our
work, therefore, concentrates on annotating
larger text spans, in order to consider the undeni-
able influence of the context. The starting point
of research in emotion is represented by (Balahur
and Montoyo, 2008), who centered the idea of
subjectivity around that of private states, and set
the benchmark for subjectivity analysis as the
recognition of opinion-oriented language in order
to distinguish it from objective language and giv-
ing a method to annotate a corpus depending on
these two aspects — MPQA (Wiebe, Wilson and
Cardie, 2005). Furthermore, authors show that
this initial discrimination is crucial for the senti-
ment task, as part of Opinion Information Re-
trieval (last three editions of the TREC Blog
tracks’® competitions, the TAC 2008 competi-
tion*), Information Extraction (Riloff and Wiebe,
2003) and Question Answering (Stoyanov et al.,
2004) systems. Once this discrimination is done,
or in the case of texts containing only or mostly
subjective language (such as e-reviews), opinion
mining becomes a polarity classification task.
Our work takes into consideration this initial dis-
crimination, but we also add a deeper level of
emotion annotation. Since expressions of emo-
tion are also highly related to opinions, related
work also includes customer review classifica-
tion at a document level, sentiment classification
using unsupervised methods (Turney, 2002),
Machine Learning techniques (Pang and Lee,
2002), scoring of features (Dave, Lawrence and
Pennock, 2003), using PMI, syntactic relations

? http://trec.nist.gov/data/blog.html

* http://www.nist.gov/tac/



and other attributes with SVM (Mullena and Col-
lier, 2004), sentiment classification considering
rating scales (Pang and Lee, 2002), supervised
and unsupervised methods (Chaovalit and Zhou,
2005) and semisupervised learning (Goldberg
and Zhou, 2006). Research in classification at a
document level included sentiment classification
of reviews (Ng, Dasgupta and Arifin, 2006), sen-
timent classification on customer feedback data
(Gamon, Aue, Corston-Oliver, Ringger, 2005),
comparative experiments (Cui, Mittal and Datar,
2006). Other research has been conducted in ana-
lysing sentiment at a sentence level using boot-
strapping techniques (Riloff, Wiebe, 2003), con-
sidering gradable adjectives (Hatzivassiloglou,
Wiebe, 2000), semisupervised learning with the
initial training some strong patterns and then ap-
plying NB or self-training (Wiebe and Riloff,
2005) finding strength of opinions (Wolson,
Wiebe, Hwa, 2004) sum up orientations of opin-
ion words in a sentence (or within some word
window) (Kim and Hovy, 2004), (Wilson and
Wiebe, 2004), determining the semantic orienta-
tion of words and phrases (Turney and Littman,
2003), identifying opinion holders (Stoyanov and
Cardie, 2006), comparative sentence and relation
extraction and feature-based opinion mining and
summarization (Turney, 2002). Finally, fine-
grained, feature-based opinion summarization is
defined in (Hu and Liu, 2004) and researched in
(Turney, 2002) or (Pang and Lee, 2002). All
these approaches concentrate on finding and
classifying the polarity of opinion words, which
are mostly adjectives, without taking into ac-
count modifiers or the context in general. Our
work, on the other hand, represents the first step
towards achieving a contextual comprehension
of the linguistic roots of emotion expression.

S5 Corpora

It is well known that nowadays blogs are the
second way of communication most used after
the e-mail. They are extremely useful and a poll
for discussing about any topic with the world.
For this reason, the first corpus object of our
study is a collection of blog posts extracted from
the Web. The texts we selected have distinctive
features, extremely different from traditional tex-
tual ones. In fact people writing a post can use an
informal language colloquialism, emoticons, etc.
to express their feelings and it is not rare to find
a mix of sources in the same post; people usually
mention some facts or discourses and then they
give their opinion about them. As we can deduce,

the source detection represents one of the most
complex tasks. As we mentioned above, we car-
ried out a multilingual research, collecting texts
in three languages: Spanish, Italian, and English
about three subjects of interest. The first one
contains blog posts commenting upon the signing
of the Kyoto Protocol against global warming,
the second collection consists of blog entries
about the Mugabe government in Zimbabwe, and
finally we selected a series of blog posts discuss-
ing the issues related to the 2008 USA presiden-
tial elections. For each of the abovementioned
topics, we have gathered 100 texts, summing up
a total of 30.000 words approximately for each
language. However in this research we start with
English but consider as future work labeling the
other languages we have. The second corpus we
employed for this research is a collection of 1592
quotes extracted from the news in April 2008. As
a consequence they are about many different top-
ics and in English (Balahur and Steinberg, 2009).
Both of these corpora have been annotated with
EmotiBlog that is presented in the next section.

6 EmotiBlog Annotation Model

Our annotation schema can be defined as a fine-
grained model for labelling subjectivity of the
new-textual genres born with the Web 2.0. As
mentioned above, it represents a step forward to
previous research and it is focused on detecting
the linguistic elements, which give subjectivity
to the text. The EmotiBlog annotation is divided
into different levels (Figure 1).

overall sentiment

objective, subjective

source, topic
phrase, title

collocation, sayng, slang

onomatopeic, spelling mistakes, capital letter, punctuation

verb, noun, adjective, adverb, pronoun, preposition, number

Figure 1: General structure of EmotiBlog.

As we can observe in Figure 1, the first distinc-
tion to be made is between objective and subjec-
tive speech. If we are labelling an objective sen-
tence, we insert the source element, while if we
are annotating a subjective discourse, a list of
elements with the corresponding attributes have
to be added. We select among the list of subjec-
tive elements and specify the element’s attrib-



utes. Table 1 presents the annotation model in
detail.

Elem. Description

Obj. speech Confidence, comment, source, target.

Confidence, comment, level, emotion,
phenomenon, polarity, source and target.

Subj. speech

IAdjectives Confidence, comment, level, emotion,
phenomenon, modifier/not, polarity, source
and target.

IAdverbs Confidence, comment, level, emotion,
phenomenon, modifier/not, polarity, source
and target.

IVerbs Confidence, comment, level, emotion,
phenomenon, polarity, mode, source and
target.

lAnaphora Confidence, comment, type, source and
target.

(Capital letter Confidence, comment, level, emotion,

phenomenon, modifier/not, polarity, source

dimensional valence by activity/arousal space
(upper-case terms). As we can appreciate, the
circle is divided by 4 axes. Moreover, Scherer
distinguishes between positive and negative sen-
timents and after that between active and passive.
Furthermore emotions are grouped between ob-
structive and conductive, and finally between
high power and low power control. We started
form this classification, grouping sentiments into
positive and negative, but we divided them as
high/low power control, obstructive/conductive
and active/passive. Further on, we distributed the
sentiments within our list into the Scherer slots
creating other smaller categories included in the
abovementioned general ones. The result of this
division is shown in Table 2:

and target. -
[Punctuation Confidence, comment, level, emotion, Group Emotions
phenomenon, modifier/not, polarity, source Criticism Sarcasm, irony, incorrect, criticism,
and target. objection, opposition, scepticism.
INames Confidence, comment, level, emotion, Happiness Joy, joke.
phenomenon, modifier/not, polarity, and Support Accept, correct, good, hope, support,
source. trust, rapture, respect, patience,
IPhenomenon Confidence, comment, type: collocation, apprecmnon} excuse. —
: : . Importance Important, interesting, will, justice,
saying, slang, title, and rhetoric. loni S
- onging, anticipation, revenge.
Reade.r Inter- | Confidence, comment, level, emotion, Gratitude Thank.
retation phenomenon, polarity, source and target. Guilt Guilt, vexation.
|Author  Inter- [Confidence, comment, level, emotion, Fear Fear, fright, troubledness, anxiety.
retation phenomenon, polarity, source and target. Surprise Surprise, bewilderment, disappoint-
[Emotions Confidence, comment, accept, anger, ment, consternation.
anticipation, anxiety, appreciation, bad, Anger Rage, hatred, enmity, wrath, force,
bewilderment, comfort, ... anger, revendication.
K . Envy Envy, rivalry, jealousy.
Table 1: EmotzBlog structure Indifference Unimportant, yield, sluggishness.
Pity Compassion, shame, grief.
Each element of the discourse has its own attrib- Pain iadnessy 13113%% remorse, mourning,
. . . epression, despondency.
utes with a series of features, which have to be Shyness Timidity.
annotated. Due to space reasons it is impossible Bad Bad, malice, disgust, greed.

to detail each one of them, however we would
like to underline the most innovative and rel-
evant. For each element we are labelling the an-
notator has to insert his level of confidence. In
this way we will assign each label a weight that
will be computed for future evaluations. More-
over, the annotator has to insert the polarity,
which can be positive or negative, the level
(high, medium, low) and also the sentiment this
element is expressing. Table 2 presents a com-
plete list of the emotions we selected to be part
of EmotiBlog. We grouped all sentiments into
subgroups in order to help the evaluation pro-
cess. In fact emotions of the same subgroup will
have less impact when calculating the inter-
annotation agreement. In order to make this sub-
division proper and effective division, we were
inspired by (Scherer, 2005) who created an alter-
native dimensional structure of the semantic
space for emotions. The graph below represents
the mapping of the term Russell (1983) uses for
his claim of an emotion circumflex in two-

Table 2: Alternative dimensional structures of the
semantic space for emotions

Following with the description of the model, we
said that the first distinction to be made is be-
tween objective and subjective speech. Analys-
ing the texts we collected, we realised that even
if the writer uses an objective speech, sometimes
it is just apparently objective and for this reason
we added two elements: reader and author inter-
pretation. The first one 1is the impres-
sion/feeling/reaction the reader has reading the
intervention and what s/he can deduce from the
piece of text and the author interpretation is what
we can understand from the author (politic orien-
tation, preferences). All this information can be
deduced form some linguistic elements that ap-
parently are not so objective as they may appear.
Another innovative element we inserted in the
model is the coreference but just at a cross-post
level. It is necessary because blogs are composed
by posts linked between them and thus cross-



document coreference can help the reader to fol-
low the conversations. We also label the unusual
usage of capital letters and repeated punctuation.
In fact, it is very common in blogs to find words
written in capital letter or with no conventional
usage of punctuation; these features usually
mean shouts or a particular mood of the writer.
Using EmotiBlog, we annotate the single ele-
ments, but we also mark sayings or collocations,
representative of each language. A saying is a
well-known and wise statement, which often has
a meaning, different from the simple meanings of
the words it contains’; while a collocation is a
word or phrase, which is frequently used with
another word or phrase, in a way that sounds cor-
rect to native speakers, but might not be expected
from the individual words’ meanings6. Finally
we insert for each element the source and topic.

An example of annotation can be: <phenomenon
target="Kyoto Protocol" category="phrase" degree="medium"
source="w" polarity="positive" emotion="good">The Onion has a
<adjective target="Kyoto Protocol" phenomenon="phrase" de-
gree="medium" polarity="positive" emotion="good" source="w"
ismodifier="yes">great</adjective> story today titled “Bush Told
to Sign Birthday Treaty for Someone Named Kyoto."
</phenomenon>

7 Experiments and Evaluation

In order to evaluate the appropriateness of the
EmotiBlog annotation scheme and to prove that
the fine-grained level it aims at has a positive
impact on the performance of the systems em-
ploying it as training, we performed several ex-
periments. Given that a) EmotiBlog contains an-
notations for individual words, as well as for
multi-word expressions and at a sentence level,
and b) they are labeled with polarity, but also
emotion, our experiments show how the anno-
tated elements can be used as training for the
opinion mining and polarity classification task,
as well as for emotion detection. Moreover, tak-
ing into consideration the fact that EmotiBlog
labels the intensity level of the annotated ele-
ments, we performed a brief experiment on de-
termining the sentiment intensity, measured on a
three-level scale: low, medium and high. In order
to perform these three different evaluations, we
chose three different corpora. The first one is a
collection of quotes (reported speech) from
newspaper articles presented in (Balahur et al.,
2010), enriched with the manual fine-grained

5 Definition according to the Cambridge Advanced Learner’s
Dictionary
% Definition according to the Cambridge Advanced Learner’s
Dictionary

annotation of EmotiBlog’; the second one is the
collection of newspaper titles in the test set of the
SemEval 2007 task number 14 — Affective Text.
Finally, the third one is a corpus of self-reported
emotional response — ISEAR (Scherer and Wal-
bott, 1999). The intensity classification task is
evaluated only on the second corpus, given that it
is the only one in which scores between -100 and
0 and 0 and 100, respectively, are given for the
polarity of the titles.

6.1 Creation of training models

For the OM and polarity classification task, we
first extracted the Named Entities contained in
the annotations using Lingpipe and united
through a “ * all the tokens pertaining to the NE.
All the annotations of punctuation signs that had
a specific meaning together were also united un-
der a single punctuation sign. Subsequently, we
processed the annotated data, using Minipar. We
compute, for each word in a sentence, a series of
features (some of these features are used in (Choi
et al., 2005):

* the part of speech (POS)

* capitalization (if all letters are in capitals, if
only the first letter is in capitals, and if itis a
NE or not)

* opinionatedness/intensity/emotion - if the
word is annotated as opinion word, its polar-
ity, i.e. 1 and -1 if the word is positive or
negative, respectively and 0 if it is not an
opinion word, its intensity (1.2 or 3) and 0 if
it is not a subjective word, its emotion (if it
has, none otherwise)

* syntactic relatedness with other opinion
word — if it is directly dependent of an opin-
ion word or modifier (0 or 1), plus the polar-
ity/intensity and emotion of this word (0 for
all the components otherwise)

* role in 2-word, 3-word and 4-word annota-
tions: opinionatedness, intensity and emo-
tion of the other words contained in the an-
notation, direct dependency relations with
them if they exist and 0 otherwise.

We compute the length of the longest sentence in
EmotiBlog. The feature vector for each of the
sentences contains the feature vectors of each of
its words and Os for the corresponding feature
vectors of the words, which the current sentence
has less than the longest annotated sentence. Fi-
nally, we add for each sentence as feature binary
features for subjectivity and polarity, the value
corresponding to the intensity of opinion and the

7 Freely available on request to the authors.



general emotion. These feature vectors are fed
into the Weka® SVM SMO ML algorithm and a
model is created (EmotiBlog I). A second model
(EmotiBlog II) is created by adding to the collec-
tion of single opinion and emotion words anno-
tated in EmotiBlog, the Opinion Finder lexicon
and the opinion words found in MicroWordNet,
the General Inquirer resource and WordNet Af-
fect.

6.2 Evaluation of models on test sets

In order to evaluate the performance of the mod-
els extracted from the features of the annotations
in EmotiBlog, we performed different tests. The
first one regarded the evaluation of the polarity
and intensity classification task using the Emoit-
blog I and II constructed models on two test sets
— the JRC quotes collection and the SemEval
2007 Task Number 14 test set. Since the quotes
often contain more than a sentence, we consider
the polarity and intensity of the entire quote as
the most frequent result in each class, corre-
sponding to its constituent sentences. Also, given
the fact that the SemEval Affective Text head-
lines were given intensity values between -100
and 100, we mapped the values contained in the
Gold Standard of the task into three categories: [-
100, -67] is high (value 3 in intensity) and nega-
tive (value -1 in polarity), [-66, 34] medium
negative and [33, 1] is low negative. The values
between [1 and 100] are mapped in the same
manner to the positive category. 0 was consid-
ered objective, so containing the value 0 for in-
tensity. The results are presented in Table 3 (the
values I and II correspond to the models Emoti-
Blog I and EmotiBlog II):

tems performing the opinion task did not have at
their disposal the lexical resources for opinion
employed in the EmotiBlog 11 model, but also
because of the fact that they did not use machine
learning on a corpus comparable to EmotiBlog
(as seen from the results obtained when using
solely the EmotiBlog 1 corpus). Compared to the
NTCIR 8 Multilingual Analysis Task this year,
we obtained significant improvements in preci-
sion, with a recall that is comparable to most of
the participating systems. In the second experi-
ment, we tested the performance of emotion clas-
sification using the two models built using Emo-
tiBlog on the three corpora — JRC quotes, SemE-
val 2007 Task No.14 test set and the ISEAR cor-
pus. The JRC quotes are labeled using Emoti-
Blog; however, the other two are labeled with a
small set of emotions — 6 in the case of the Se-
mEval data (joy, surprise, anger, fear, sadness,
disgust) and 7 in ISEAR (joy, sadness, anger,
fear, guilt, shame, disgust). Moreover, the Se-
mEval data contains more than one emotion per
title in the Gold Standard, therefore we consider
as correct any of the classifications containing
one of them. In order to unify the results and ob-
tain comparable evaluations, we assessed the
performance of the system using the alternative
dimensional structures defined in Table 1. The
ones not overlapping with the category of any of
the 8 different emotions in SemEval and ISEAR
are considered as “Other” and are not included
either in the training, nor test set. The results of
the evaluation are presented in Table 4. Again,
the values I and II correspond to the models
EmotiBlog I and II. The “Emotions” category
contains the following emotions: joy, sadness,
anger, fear, guilt, shame, disgust, surprise.

Test Evaluation Precision Recall Test Evaluation Precision Recall
Corpus type corpus type
JRC quotes I | Polarity 32.13 54.09 JRC Emotions 24.7 15.08
Intensity 36.00 53.2 quotes I
JRC (quotes | Polarity 36.4 51.00
11 Intensity 38.7 57.81 JRC Emotions 33.65 18.98
SemEval I Polarity 38.57 51.3 quotes I1
Intensity 37.39 50.9
SemEval 11 Polarity 35.8 58.68 SemEval I Emotions 29.03 18.89
Intensity 323 50.4 SemEval II | Emotions 32.98 18.45
Table 3. Results for polarity and intensity classifi- ISEAR I Emotions 2231 15.01
cation using the models built from the EmotiBlog ISEARII | Emotions 25.62 17.83

annotations
The results shown in Table 2 show a signifi-
cantly high improvement over the results ob-
tained in the SemEval task in 2007. This is ex-
plainable, on the one hand, by the fact that sys-

® http://www.cs.waikato.ac.nz/ml/weka/

Table 4. Results for emotion classification using the
models built from the EmotiBlog annotations.
The best results for emotion detection were ob-
tained for the “anger” category, where the preci-
sion was around 35 percent, for a recall of 19
percent. The worst results obtained were for the
ISEAR category of “shame”, where precision
was around 12 percent, with a recall of 15 per-




cent. We believe this is due to the fact that the
latter emotion is a combination of more complex
affective states and it can be easily misclassified
to other categories of emotion. Moreover, from
the analysis performed on the errors, we realized
that many of the affective phenomena presented
were more explicit in the case of texts expressing
strong emotions such as “joy” and “anger”, and
were mostly related to common-sense interpreta-
tion of the facts presented in the weaker ones. As
it can be seen in Table 3, results for the texts per-
taining to the news category obtain better results,
most of all news titles. This is due to the fact that
such texts, although they contain a few words,
have a more direct and stronger emotional charge
than direct speech (which may be biased by the
need to be diplomatic, find the best suited words
etc.). Finally, the error analysis showed that emo-
tion that is directly reported by the persons expe-
riencing is more “hidden”, in the use of words
carrying special signification or related to gen-
eral human experience. This fact makes emotion
detection in such texts a harder task. Neverthe-
less, the results in all corpora are comparable,
showing that the approach is robust enough to
handle different text types. All in all, the results
obtained using the fine and coarse-grained anno-
tations in EmotiBlog increased the performance
of emotion detection as compared to the systems
in the SemEval competition.

6.3 Discussion on the overall results

From the results obtained, we can see that this
approach combining the features extracted from
the EmotiBlog fine and coarse-grained annota-
tions helps to balance between the results ob-
tained for precision and recall. The impact of
using additional resources that contain opinion
words is that of increasing the recall of the sys-
tem, at the cost of a slight drop in precision,
which proves that the approach is robust enough
so that additional knowledge sources can be
added. Although the corpus is small, the results
obtained show that the phenomena it captures is
relevant in the OM task, not only for the blog
sphere, but also for other types of text (newspa-
per articles, self-reported affect).

8 Conclusions and future work

Due to the exponential increase of the subjective
information result of the high-level usage of the
Internet and the Web 2.0, NLP able to process
this data are required. In this paper we presented

the procedure by which we compiled a multilin-
gual corpus of blog posts on different topics of
interest in three languages: Spanish, Italian and
English. Further on, we explained the need to
create a finer-grained annotation schema that can
be used to improve the performance of subjectiv-
ity mining systems. Thus, we presented the new
annotation model, EmotiBlog and justified the
benefits of this detailed annotation schema, pre-
senting the sources and the reasons taken into
consideration when building up the corpus and
its labeling. Furthermore, we addressed the pres-
ence of “copy and pastes” from news articles or
other blogs, the frequent quotes. For solving this
possible ambiguity we included the annotation of
both the directly indicated source, as well as the
anaphoric references at cross-document level.
We performed several experiments on three dif-
ferent corpora, aimed at finding and classifying
both the opinion, as well as the expressions of
emotion they contained; we showed that the fine
and coarse-grained levels of annotation that
EmotiBlog contains offers important information
on the structure of affective texts, leading to an
improvement of the performance of systems
trained on it. Although the EmotiBlog corpus is
small, the results obtained are promising and
show that the phenomena it captures are relevant
in the OM task, not only for the blog sphere, but
also for other textual-genres. It is well known
that OM is an extremely challenging task and a
young discipline, thus there is room for im-
provement above all to solve linguistic phenom-
ena such as the correference resolution at a cross
document level, temporal expression recognition.
In addition to this, more experiments would need
to be done in order to verify the complete ro-
bustness of EmotiBlog. Last but not least, our
idea is to include the existing tools for a more
effective semi-supervised annotation. After the
training of the ML system we obtain automati-
cally some markables which have to be validated
or not by the annotator and the ideal option
would be to connect these terms the system de-
tects automatically with tools, such as the map-
ping with an opinion lexicon based on WordNet
(SentiWordNet, WordNet Affect, MicroWord-
Net), in order to automatically annotate all the
synonyms and antonyms with the same or the
opposite polarity respectively and assigning them
some other elements contemplated into the Emo-
tiBlog annotation schema. This would mean an
important step forward for saving time during the
annotation process and it will also assure a high
quality annotation due to the human supervision.
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Abstract tic tags, assigned by a tagger. In more complex

cases, the scheme allows for representing relations

The paper describes a learner corpus of  paking phenomena such as the violation of agree-
Czech, currently under development. The  ment rules explicit.

corpus captures Czech as used by non- After an overview of issues related to learner
native speakers. We discuss its structure,  corpora in §2 and a brief introduction to the project
the layered annotation of errors and the an-  of 4 |earner corpus of Czech in §3 we present the
notation process. concept of our annotation scheme in §4, followed

1 Introduction by a description of the annotation process in 8§5.

Corpora consisting of texts produced by non-2 Learner corpora
native speakers are becoming an invaluable SOUrCR | .armer corpus, also called interlanguage or L2

Of(j|lng;JIStIC dlata, dilsf eC'?”y for f?]relgn tlar;.gu?gecorpus, is a computerised textual database of lan-
educators. In addition to morphosyntactic ag'guage as produced by second language (L2) learn-
ging and lemmatisation, common in other corpora

. ._ers (Leech, 1998). Such a database is a very pow-
learner corpora can be annotated by informatio

rz?rful resource in research of second language ac-

relevant to the specific nonstandard language oquisition. It can be used to optimise the L2 learn-

the leamers. Cases of _dewant use can _be_ 'demfhg process, to assist authors of textbooks and dic-
fied, emended and assigned a tag specifying th

\ . ﬁonaries, and to tailor them to learners with a par-
type of the error, all of which helps to exploit the

’ L ) ticular native language (L1).
richness of linguistic data in the texts. However, guage (L1)

. o ; More generally, a learner corpus — like other
annotation of this kind is a challenging tasks, even . .
.~ corpora — serves as a repository of authentic data
more so for a language such as Czech, with its

o ) A about a language (Granger, 1998). In the do-
rich inflection, derivation, agreement, and largely . 2 ; .

: . . . main of L2 acquisition and teaching of foreign lan-
information-structure-driven constituent order. A

. uages, the language of the learners is cated
typical learner of Czech makes errors across al ; .
T ) erlanguage(Selinker, 1983}. An interlanguage
linguistic levels, often targeting the same form,

i includes both correct and deviant forms. The pos-

several times. o ) ;
. . sibility to examine learners’ errors on the back-
The proposed annotation scheme is an attempt

. . round of the correct language is the most impor-
to respond to the requirements of annotating a d J guag P

. . . Sant aspect of learner corpora (Granger, 1998).
viant text in such a language, striking a compro- C . . .
: oo . Investigating the interlanguage is easier when
mise between the limitations of the annotation pro- . :
the deviant forms are annotated at least by their
cess and the demands of the corpus user. The

: correct counterparts, or, even better, by tags mak-
three-level format allows for successive emenda:

. ) . . o . ing the nature of the error explicit. Although
tions, involving multiple forms in discontinuous

sequences. In many cases, the error type fol- ‘interlanguageis distinguished by its highly individual
lows from the comparison of the faulty and cor- and dynamic nature. It is subject to constant changes as

ted f di . d aut ticall the learner progresses through successive stages ofiagquir
rected forms and IS assigned automatically, SOme&g e competence, and can be seen as an individual and dy-

times using information present in morphosyntac-namic continuum between one’s native and target languages.
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learner corpora tagged this way exist, the twotongue of the learners, or — in case of learners
decades of research in this field have shown thawith different linguistic backgrounds — the num-
designing a tagset for the annotation of errors is &er of mother tongues (L1), the TL and the learn-
task highly sensitive to the intended use of the corers’ level of proficiency in TL. For an extensive
pus and the results are not easily transferable froraverview see, for example (Pravec, 2002; Nessel-

one language to another.

Learner corpora can be classified according to

several criteria:

Target language (TL): Most learner corpora

cover the language of learners of English as a
second or foreign language (ESL or EFL). The

number of learner corpora for other languages
is smaller but increasing.

Medium: Learner corpora can capture written

or spoken texts, the latter much harder to com-
pile, thus less common.

L1: The data can come from learners with the

same L1 or with various L1s.

Proficiency in TL: Some corpora gather texts of

students at the same level, other include texts of
speakers at various levels. Most corpora focus
on advanced students.

hauf, 2004; Xiao, 2008).

Size| L1 | TL | TL proficiency

ICLE —Internat’l Corpus of Learner English
3M | 21 | English| advanced

CLC — Cambridge Learner Corpus
30M | 130 | English| alllevels

PEL CRA —Polish Learner English Corpus
0.5M | Polish | English |  alllevels

USE — Uppsala Student English Corpus
1.2M | Swedish| English |  advanced

HKUST —Hong Kong University of Science
and Technology Corpus of Learner English
25M | Chinese | English |  advanced

CLEC —Chinese Learner English Corpus
1M | Chinese | English | 5 levels

JEFLL —Japanese EFL Learner Corpus
0.7M | Japanesq English |  advanced

FALKO — Fehlerannotiertes Lernerkorpus
1.2M | various | German|  advanced

FRIDA — French Interlanguage Database
0.2M | various | French | intermediate

CIC - Chinese Interlanguage Corpus
e Annotation: Many learner corpora contain only 2M | 96 | Chinese| intermediate
raw data, possibly with emendations, with-
out linguistic annotation; some include part-
of-speech (POS) tagging. Several include er-
ror tagging. Despite the time-consuming man-

. 3 Alearner corpus of Czech
ual effort involved, the number of error-tagged b
learner corpora is growing. In many ways, building a learner corpus of Czech

Error-tagged corpora use the following tax-as a second/foreign language is a unique enter-
onomies to classify the type of error: prise. To the best of our knowledge, the CzeSL
e Taxonomies marking the source of error: TheCorpus (Czech as a Second/Foreign Language) is

. he first learner cor ver built for a highly in-
level of granularity ranges from broad catet e first learner corpus ever built for a highly

ories (morphology, lexis, syntax) to more s e-_flectional language, and one of the very few us-
gific ones (arijxiliagrlg’ passi’vey etc.) P ing multi-layer annotation (together with FALKO

. — see Table 1). The corpus consists of 4 subcor-
e Taxonomies based on formal types of alterna-

) o - . pora according to the learners’ L1:

tion of the source text: omission, addition, mis-

formation, mis-ordering. e The Russian subcorpus represents an interlan-
e Hierarchical taxonomies based on a combina- guage of learners with a Slavic L1.

tion of various aspects: error domain (formal, ; The vjietnamese subcorpus represents a numer-

grammatlca!, Ie_X'CaI’_ stylg errors), error cate-  gys minority of learners with very few points of

gory (agglutination, diacritics, derivation inflec- contact between L1 and Czech

tion, ausga;rles, gender, mode, etc.), word cat-. The Romani subcorpus represents a linguistic

egory( ) . . . minority with very specific traits in the Czech
e Without error taxonomies, using only correction . ,iwural context

as the implicit explanation for an error. e The “remnant’ subcorpus covers texts from
speakers of various L1s.

Table 1. Some currently available learner corpora

In Table 1 we present a brief summary of ex-
isting learner corpora tagged by POS and/or er-
ror types, including the size of the corpus (in mil- The whole extent of CzeSL will be two million
lions of words or Chinese characters), the mothewords (in 2012). Each subcorpus is again divided
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into two subcorpora of written and spoken tekxts; yet roughly understandable as ‘if she felt angry at
this division guarantees the representative charagrou’. In such cases the task of the annotator is in-
ter of the corpus data. The corpus is based oterpretation rather than correction. The clause can
texts covering all language levels according to thebe rewritten akdyby se na tebe citila rozzlobena
Common European Framework of Reference fofif she felt angry at you’, okdyby se na tebe zlo-
Languages, from real beginners (Al level) to ad-bila ‘if she were angry at you’; the former being
vanced learners (level B2 and higher). The textdess natural but closer to the original, unlike the
are elicited during various situations in classesjatter. It is difficult to provide clear guidelines.
they are not restricted to parts of written examina- Errors in word order represent another specific
tion. This spectrum of various levels and situationsype. Czech constituent order reflects information
is unique in the context of other learner corpora. structure and it is sometimes difficult to decide
Each text is equipped with the necessary backfeven in a context) whether an error is present. The
ground information, including sociological data sentencdRadio je taky na skirA radio is also on
about the learner (age, gender, L1, country, lanthe wardrobe’ suggests that there are at least two
guage level, other languages, etc.) and the sitadios in the room, although the more likely inter-
uation (test, homework, school work without the pretation is that among other things, there is also a
possibility to use a dictionary, etc.). radio, which happens to sit on the wardrobe. Only
the latter interpretation would require a different
word order: Taky je na skfini radio Similarly
4.1 The feasible and the desirable difficult may be decisions about errors labelled as

The error tagging system for CzeSL is designed tcl)exmal andmodality. , o
meet the requirements of Czech as an inflectional 1 N€ Phenomenon of Czech diglossia is reflected

in the problem of annotating non-standard lan-

guage, usually individual forms with colloquial

e Detailed but manageable for the annotators. morphological endings. The learners may not be

¢ Informative — the annotation is appropriate toaware of their status and/or an appropriate context
Czech as a highly inflectional language. for their use, and the present solution assumes that

e Open to future extensions — it allows for more colloquial Czech is emended under the rationale
detailed taxonomy to be added in the future.  that the author expects the register of his text to be

. perceived as unmarked.

_The annotators are no experts in Czech as afor- 5, the other hand, there is the primary goal of
eign language or in 2L learning and acquisition,ye ornys: to serve the needs of the corpus users.
and they are unaware of possible interferences bel'he resulting error typology is a compromise be-
tween languages the learner knows. Thus they,oop, the jimitations of the annotation process and
may fail to recognise an interferential error. A the demands of research into learner corpora.
sentence such aokio je pékny hradTokio is a .

) L. : . The corpus can be used for comparisons among
nice castle’ is grammatically correct, but its au- o . . .

. . . learner varieties of Czech, studied as national in-
thor, a native speaker of Russian, was misled b¥ . . .
. i , ) ; erlanguages (Russian, Viethamese, Romani etc.)
false friends’ and assumeldrad ‘castle’ as the , . s - . ,
using a matrix of statistic deviations. Similarly in-

: ) ; o3
C.Z ec h equwalent of RU§SI gorod ‘town, city” teresting are the heterogeneous languages of learn-
Similarly in Je tam hodné sklegilihere are many . .

ers on different stages of acquisition. From the

cellars.” The formally correct sentence may strike

. L .. ._pedagogical point of view, corpus-based analy-
the reader as implausible in the context, but it |sp 909 P ) . P y
) : . : .. ses have led to a new inductive methodology of
impossible to identify and emend the error with-

. . data-driven learning, based on the usage of con-
out the knowledge thasklepin Russian means . - o
. , . g . cordances in exercises or to support students’ in-
grave’, not ‘cellar’ (=sklepin Czech).

. dependent learning activities.
For some types of errors, the problem is to de- P g

fine the limits of interpretation. The claukdyby
citila na tebe zlobnas grammatically incorrect,

4 Annotation scheme

language. Therefore, the scheme is:

4.2 The framework

- . _ __Annotated learner corpora sometimes use data for-
Transcripts of the spoken parts will be integrated with .. .

the rest of the corpus at a later stage of the project. mats and tools developed originally for annotating
3All examples are authentic. speech. Such environments allow for an arbitrary
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segmentation of the input and multilevel annota-with their counterparts at other levels. This is use-
tion of segments (Schmidt, 2009). Typically, the ful for splitting and joining word forms, for chang-
annotator edits a table with columns corresponding word order, and for any other corrections in-
ing to words and rows to levels of annotation. Avolving multiple words. Nodes can also be added
cell can be split or more cells merged to allow foror omitted at any level to correct missing or odd
annotating smaller or larger segments. This waypunctuation signs or syntactic constituents. See
phenomena such as agreement or word order cdfigure 1 below for an example of this multi-level
be emended and tagged (LUdeling et al., 2005). annotation scheme.

However, in the tabular format vertical corre- The option of relating multiple nodes as sin-
spondences between the original word form and itgle segments across levels could also be used for
emended equivalents or annotations at other levekseating morphosyntactic errors in concord and
may be lost. It is difficult to keep track of links government. However, in this case there is typ-
between forms merged into a single cell, spanningcally one correct form involved, e.g., the sub-
multiple columns, and the annotations of a formject in subject-predicate agreement, the noun in
at other levels (rows). This may be a problem foradjective-noun agreement, the verb assigning case
successive emendations involving a single formfo a complement, the antecedent in pronominal
starting from a typo up to an ungrammatical wordreference. Rather than treating both the correct
order, but also for morphosyntactic tags assigne@nd the incorrect form as equals in a 2:2 relation
to forms, whenever a form is involved in a multi- between the levels, the incorrect form is emended
word annotation and its equivalent or tag leavesising a 1:1 link with an option to refer to the cor-
the column of the original form. rect form. Such references link pairs of forms at
While in the tabular format the correspondencesnelghbourlng levels rather than the forms them-

) %elves to enable possible references from a multi-
between elements at various levels are capture

S . word unit (or) to another multi-word unit. See Fig-
only implicitly, in our annotation scheme these .
- ure 1 below again, where such references are rep-
correspondences are explicitly encoded. Our for- T
i . resented by arrows originating in labeisl.
mat supports the option of preserving correspon-
dences across levels, both between individual A single error may result in multiple incorrect
word forms and their annotations, while allowing forms as shown in (1). The adjectivelky ‘big-
for arbitrary joining and splitting of any number NOM-SG-M(ASC)’ correctly agrees with the noun
of non-contiguous segments. The annotation levpes‘dog-NOM-SG-MAsC'. However, the case of
els are represented as a graph consisting of a séte noun is incorrect — it should be in accusative
of parallel paths (annotation levels) with links be-rather than nominative. When the noun’s case is
tween them. Nodes along the paths always stangorrected, the case of the adjective has to be cor-
for word tokens, correct or incorrect, and in a sen+ected as well. Then multiple references are made:
tence with nothing to correct the correspondingto the verb as the case assigner for the noun, and
word tokens in every pair of neighbouring pathsto the noun as the source of agreement for the ad-
are linked 1:1. Additionally, the nodes can be as{ective.

signed morphosyntactic tags, syntactic functions

or any other word-specific information. Whenever(1) a. *Vidélvelky pes.

a word form is emended, the type of error can be saw big-NOM-SG-M dog-NOM-SG-M
specified as a label of the link connecting the in- b. Vidél velkého psa.

correct form at levelS; with its emended form at saw big-ACcC-SG-M dog-ACC-SG-M
level ;1. In general, these labelled relations can ‘He saw a big dog’

link an arbitrary number of elements at one level

with an arbitrary number of elements at a neigh- Annotation of learners’ texts is often far from
bouring level. The elements at one level partic-straightforward, and alternative interpretations are
ipating in this relation need not form a contigu- available even in a broader context. The annota-
ous sequence. Multiple words at any level are thusion format supports alternatives, but for the time
identified as a single segment, which is related to &eing the annotation tool does not support local
segment at a neighbouring level, while any of thedisjunctions. This may be a problem if the anno-
participating word forms can retain their 1:1 links tator has multiple target hypotheses in mind.
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4.3 Three levels of annotation rect Czech forms, even though the sentence may

. . not be correct as a whole. The rule of “correct
A multi-level annotation scheme calls for some

justification, and once such a scheme is adoptecsOrms .onlyl has a few exceptions: a faulty _form
the question of the number of levels follows 1S retained if no correct form could be used in the

o _ context or if the annotator cannot decipher the au-
After a careful examination of alternatives, we

thor’s intention. On the other hand, a correct form

have arived at a two-stage ar_motatlon deSIgnmay be replaced by another correct form if the au-
based on three levels. A flat, single-stage, two-

level tati h d b ot _‘Ihor clearly misspelled the latter, creating an un-
evel annotation scheme would be appropriate .o, qeq homograph with another form. All other
we were interested only in the original text and

. : I types of errors are emended at Level 2.
in the annotation at some specific level (fully
emended sentences, or some intermediate stagf
such as emended word forms). The flat design”
could be used even if we insisted on registeringA typical learner of Czech makes errors all along
some intermediate stages of the passage from thbe hierarchy of theoretically motivated linguistic
original to a fully emended text, and decided tolevels, starting from the level of graphemics up
store such information with the word-form nodes.to the level of pragmatics. Our goal is to emend
However, such information might get lost in the the input conservatively, modifying incorrect and
case of significant changes involving deletions olinappropriate forms and expressions to arrive at
additions (e.g., in Czech as a pro-drop languagea coherent and well-formed result, without any
the annotator may decide that a misspelled permambition to produce a stylistically optimal solu-
sonal pronoun in the subject position should beion. Emendation is possible only when the input
deleted and the information about the spelling eris comprehensible. In cases where the input or its
ror would lost). The decision to use a multi-level part is not comprehensible, it is left with a partial
design was mainly due to our interest in annotator even no annotation.
ing errors in single forms as well as those spanning The taxonomy of errors is rather coarse-grained,
(potentially discontinuous) strings of words. a more detailed classification is previewed for a
Once we have a scheme of multiple levels availdater stage and a smaller corpus sample. It follows
able, we can provide the levels with theoreticalthe three-level distinction and is based on criteria
significance and assign a linguistic interpretationas straightforward as possible. Whenever the er-
to each of them. In a world of unlimited re- ror type can be determined from the way the er-
sources of annotators’ time and experience, thisor is emended, the type is supplied automatically
would be the optimal solution. The first annota-by a post-processing module, together with mor-
tion level would be concerned only with errors in phosyntactic tags and lemmas for the correct or
graphemics, followed by levels dedicated to mor-emended forms (see § 5.3).
phemics, morphosyntax, syntax, lexical phenom- Errors in individual word forms, treated at Level
ena, semantics and pragmatics. More realisticallyl, include misspellings (also diacritics and capi-
there could be a level for errors in graphemics andalisation), misplaced word boundaries, missing or
morphemics, another for errors in morphosyntaxmisused punctuation, but also errors in inflectional
(agreement, government) and one more for everyand derivational morphology and unknown stems.
thing else, including word order and phraseology. These types of errors are emended manually, but
Our solution is a compromise between corpughe annotator is not expected label them by their
users’ expected demands and limitations due ttype — the type of most errors at Level 1 is identi-
the annotators’ time and experience. The annofied automatically. The only exception where the
tator has a choice of two levels of annotation, anderror type must be assigned manually is when an
the distinction, based to a large extent on formalinknown stem or derivation affix is used.
criteria, is still linguistically relevant. Whenever the lexeme (its stem and/or suffix) is
At the level of transcribed input (Level 0), the unknown and can be replaced by a suitable form, it
nodes represent the original strings of graphemess emended at Level 1. If possible, the form should
At the level of orthographical and morphological fit the syntactic context. If no suitable form can
emendation (Level 1), only individual forms are be found, the form is retained and marked as un-
treated. The result is a string consisting of cor-known. When the form exists, but is not appro-

4 Captured errors

15



priate in context, it is emended at Level 2 — the The annotation scheme is illustrated in Figure 1,
reason may be the violation of a syntactic rule orusing an authentic sentence, split in two halves for
semantic incompatibility of the lexeme. space reasons. There are three parallel strings of

Table 2 gives a list of error types emended atvord forms, including punctuation signs, repre-
Level 1. Some types actua”y include subtypeszsenting the three levels, with links for correspond-
words can be incorrectly split or joined, punctu_ing forms. Any.emendation is labelled with an er-
ation, diacritics or character(s) can be missingfor type? The first line is Level 0, imported from
superfluous, misplaced or of a wrong kind. Thethe transcribed orlglnal, with EngIISh glOSSGS be-
Links column gives the maximum number of po- low (fOfmS marked by asterisks are incorrect in
sitions at Level 0, followed by the maximum num- &ny context, but they may be comprehensible — as
ber of position at Level 1 that are related by linksis the case with all such forms in this example).
for this type of error. The Id column says if the Correct words are linked directly with their copies
error type is determined automatically or has to beat Level 1, for emended words the link is labelled

specified manually. with an error type. In the first half of the sentence,
unk for unknown form dia for an error in diacrit-
Error type Links  Id ics,capfor an error in capitalisation. According to
Word boundary mn A the rules of Czech orthography, the negative parti-
Punctuation 0:1,1:0 A cle neis joined with the verb using an intermedi-
Capitalisation 111 A ate nodebnd. A missing comma is introduced at
Diacritics 1:1 A Level 1, labelled as punctuation error. All the er-
Character(s) 11 A ror labels above can be specified automatically in
Inflection 1:1 A the post-processing step.
Unknown lexeme 1:1 M Staying with the first half of the sentence, most
forms at Level 1 are linked directly with their
Table 2: Types of errors at Level 1 equivalents at Level 2 without emendations. The

reflexive particleseis misplaced as a second posi-
Emendations at Level 2 concern errors in agreetion clitic, and is put into the proper position using
ment, valency and pronominal reference, negativéhe link labelledwo for a word-order erro?. The
concord, the choice of a lexical item or idiom, pronounona— ‘she’ in the nominative case — is
and in word order. For the agreement, valencygoverned by the forniibit se and should bear the
and pronominal reference cases, there is typicallgative caseji. The arrow tolibit makes the rea-
an incorrect form, which reflects some propertiesson for this emendation explicit. The result could
(morphological categories, valency requirements§till be improved by positionind’raha after the
of a correct form (the agreement source, syntacclitics and before the finite verbebude resulting
tic head, antecedent). Table 3 gives a list of erroin @ word order more in line with the underlying
types emended at Level 2. The Ref column givegnformation structure of the sentence, but our pol-
the number of pointers linking the incorrect form icy is to refrain from more subtle phenomena and

with the correct “source”. produce a grammatical rather than a perfect result.
In the second half of the sentence, there is only
Error type Links Ref Id one Level 1 error in diacritics, but quite a few er-
Agreement 11 1 M rors at Level 2. Proto ‘therefore’ is changed to
Valency 11 1 M protoZe ‘because’ — aexical emendation. The
Pronominal reference  1:1 1 M main issue are the two finite verbglo andvadi
Complex verb forms mn 01 M The most likely intention of the author is best ex-
Negation mn 0,1 M pressed by the conditional mood. The two non-
Missing constituent 0:1 0 M contiguous forms are replaced by the conditional
Odd cgnstltuent 10 0 M mfor error types used here are simplified for
Modality 11 0 M reasons of space and mnemonics.
Word order m:n 0 M B SIn word-orde_r errors it may be difficult to _identify a spe-
Lexis & phraseology  mn 01 M cuorlom vilaing a e, The annotatn schene o
Table 3: Types of errors at Level 2 word form. Smilary withmibetow
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<?xml version="1.0" encoding="UTF-8"?>

auxiliary and the content verb participle in One <adaia xmins="http:/1utl.cuni.cziczesi">

>

step using a 2:2 relation. The intermediate node ~etnema mef=adata schemaxmr />
is labelled bycplx for complex verb forms. The
prepositional phraspro mné‘for me’ is another
complex issue. Its proper formjgo mé(homony-

<references>
<reffile id="w" name="wdata" href="r049.w.xml" />
</references>
</head>
<doc id="a-r049-d1" lowerdoc.rf="w#w-r049-d1">

<para id="a-r049-d1p2" lowerpara.rf="w#w-r049-d1p2">

mous with pro mn& but with ‘me’ bearing ac-
cusative instead of dative), @ro mne The ac-
cusative case is required by the prepositfn.
However, the head verb requires that this comple-
ment bears bare dative mi. Additionally, this
form is a second position clitic, following the con-
ditional auxiliary (also a clitic) in the clitic cluster.
The change from PP to the bare dative pronoun
and the reordering are both properly represented,
including the pointer to the head verb. What is
missing is an explicit annotation of the faulty case
of the prepositional complement, which is lost
during the Level 1 — Level 2 transition, the price
for a simpler annotation scheme with fewer lev-
els. It might be possible to amend the PP at Level

<s id="a-r049-d1p2s5">

<w id="a-r049-d1p2w50">
<token>Bal</token>

</w>

<w id="a-r049-d1p2w51">
<token>jsem</token>

</w>

<w id="a-r049-d1p2w52">
<token>se</token>

</w>

</s>

<edge id="a-r049-d1p2e54">
<from>w#w-r049-d1p2w46</from>
<to>a-r049-d1p2w50</to>
<error>
<tag>unk</tag>
</error>
</edge>
<edge id="a-r049-d1p2e55">
<from>w#w-r049-d1p2w47</from>
<to>a-r049-d1p2w51</to>
</edge>

</para>

</doc>

1, but it would go against the rule that only forms <adata>
wrong in isolation are emended at Level 1.

Bojal jsem se

*feared AUX RFL

unk

Bal jsem se', ze se ji

p

Bal jsem se‘,

Ze ona se ne bude libit prahu ,

that sherrL not will *like prague

|
de di‘a cz‘ap
\

’

7e ona se nebude libit Prahu ,

wo val

«— val

nebude libit Pra

| was afraid that she would not like Prague,

proto

therefore it was

proto to bylo velmi vadi pro mé'
lex cplx «— val,wo
p—

protoze to by mi velmi vadilo

to bylo

velmi vadi pro nin.
*very resent for me .

\
d?a

because | would be very unhappy about it.

Figure 1: Annotation of a sample sentence

4.5 Data Format

To encode the layered annotation described above, An annotator manually corrects the document
we have developed an annotation schema in the and provides some information about errors us-

Prague Markup Language (PME)PML is a

Shttp://ufal.mff.cuni.cz/jazz/pml/
index_en.html

ha ,
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Figure 2: Portion of the Level 1 of the sample sen-
tence encoded in the PML data format.

generic XML-based data format, designed for the
representation of rich linguistic annotation organ-
ised into levels. In our schema, each of the higher
levels contains information about words on that
level, about the corrected errors and about rela-
tions to the tokens on the lower levels. Level 0
does not contain any relations, only links to the
neighbouring Level 1. In Figure 2, we show a por-
tion (first three words and first two relations) of
the Level 1 of the sample sentence encoded in our
annotation schema.

5 Annotation process

The whole annotation process proceeds as follows:

e A handwritten document is transcribed into
html using off-the-shelf tools (e.g. Open Office
Writer or Microsoft Word).

e The information in the html document is used to
generate Level 0 and a default Level 1 encoded
in the PML format.

ing our annotation tool.
e Error information that can be inferred automat-
ically is added.
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Figure 3: Sample sentence in the annotation tool.

5.1 Transcription gating the process of language acquisition.

The original documents are hand-written, usually_ 1 ranscripts are not speli-checked automati-
9 ' ycaIIy. In a highly inflectional language, deviations

the only available option, given that their mostin spelling very often do not only reflect wrong

common source are language courses and exams, ; o :
. . . egraphemlcs, but indicate an error in morphology.
The avoidance of an electronic format is also du

to the concern about the use of automatic text;:_) 5 Annotation
editing tools by the students, which may signifi- ™

cantly distort the authentic interlanguage. The manual portion of annotation is supported by

Therefore, the texts must be transcribed, whictan annotation tool we have developed. The anno-
is very time consuming. While we strive to cap- tator corrects the text on appropriate levels, modi-
ture only the information present in the original fies relations between elements (by default all re-
hand-written text, often some interpretation is unJations are 1:1) and annotates relations with error
avoidable. For example, the transcribers have t¢2gs as needed. The context of the annotated text
take into account specifics of hand-writing of par-is shown both as a transcribed html document and
ticular groups of students and even of each indias a scan of the original document. The tool is
vidual student (the same glyph may be interpretedvritten in Java on top of the Netbeans platfofm.
asl in the hand-writing of one studeng of an-  Figure 3 shows the annotation of the sample sen-
other, anda of yet another). When a text allows tence as displayed by the tool.
multiple interpretation, the transcribers may pro-
vide all variants. For example, the case of initial5.3 Postprocessing

letters or word boundaries are often unclear. Obx L .
: . “Manual annotation is followed by automatic post-
viously, parts of some texts may be completely il-

legible and are marked as such. processing, providing the corpus with additional

_ information:
Also captured are corrections made by the stu-

dent (insertions, deletions, etc.), useful for investi-  "http://platform.netbeans.org/
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Abstract

We are interested in extracting social net-
works from text. We present a novel an-
notation scheme for a new type of event,
called social event, in which two people
participate such that at least one of them
is cognizant of the other. We compare
our scheme in detail to the ACE scheme.
We perform a detailed analysis of inter-
annotator agreement, which shows that
our annotations are reliable.

1 Introduction

Our task is to extract a social network from written
text. The extracted social network can be used for
various applications such as summarization, ques-
tion answering, or the detection of main charac-
ters in a story. We take a “social network™ to be
a network consisting of individual human beings
and groups of human beings who are connected
to each other through various relationships by the
virtue of participating in events. A text can de-
scribe a social network in two ways: explicitly, by
stating the type of relationship between two indi-
viduals (Example ??); or implicitly, by describ-
ing an event which creates or perpetuates a so-
cial relationship (Example 2). We are interested in
the implicit description of social relations through
events. We will call these types of events so-
cial events. Crucially, many social relations are
described in text largely implicitly, or even en-
tirely implicitly. This paper presents an annotation
project for precisely such social events.

To introduce the terminology and conventions
we use throughout the paper, consider the follow-
ing Example 2. In this example, there are two
entities: Iraqi officials and Timothy McVeigh.
These entities are present in text as nominal
and named entity mentions respectively (within
[...]). Furthermore, these entities are related by

Owen Rambow
CCLS
Columbia University
New York, U.S.A.

rambow@ccls.columbia.edu
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an event, whose type we call INR.NONVERBAL-
NEAR (a non-verbal interaction that occurs in
physical proximity), and whose textual mention is
the extent (or span of text) provided money and
training.!

(1) [[Sharif]’s {wife} Tahari Shad Tabussum],
27, (...) made no application for bail at the
court, according to local reports. PER-SOC

(2) The suit claims [Iraqgi officials] {provided
money and training} to [convicted bomber
Timothy McVeigh] (...) INR.Nonverbal-
Near

One question that immediately comes to mind
is how would these annotations be useful? Let
us consider the problem of finding the hierarchy
of people in the Enron Email corpus (Klimt and
Yang, 2004; Diesner et al., 2005). Much work to
solve this problem has focused on using social net-
work analysis algorithms for calculating the graph
theoretical quantities (like degree centrality, clus-
tering coefficient (Wasserman and Faust, 1994))
of people in the email sender-receiver network
(Rowe et al., 2007). Attempts have been made to
incorporate the content of emails usually by us-
ing topic modeling techniques (McCallum et al.,
2007; Pathak et al., 2008). These techniques con-
sider a distribution of words in emails to classify
the interaction between people into topics and then
cluster together people that talk about the same
topic. Researchers also map relationships among
individuals based on their patterns of word use
in emails (Keila and Skillicorn, 2005). But these
techniques do not attempt to create an accurate so-
cial network in terms of interaction or cognitive
states of people. In comparison, our data allows

"Throughout this paper we will follow this representation
scheme for examples — entity mentions will be enclosed in
square brackets [...] and relation mentions will be enclosed
in set brackets {. ..}

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 20-28,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



Sender — Receiver Email content

Kate — Sam

[Jacob], the City attorney had a couple of questions which [I] will {attempt to
relay } without having a copy of the documents.

Sam — Kate, Mary
number, email, etc.)?

Can you obtain the name of Glendale’s bond counsel (lawyer’s name, phone

Kate — Sam
thing else.

Glendale’s City Attorney is Jacob. Please let [me] {know} if [you] need any-

Mary — Sam

I do not see a copy of an opinion in the file nor have we received one since [I]
{sent} the execution copies of the ISDA to [Jacob].

Kate — Jacob
for our attorney, Sam?

Jacob, could you provide the name, phone number, etc. of your bond council

Kate — Sam

[T] will {work on this for} [you] - and will be in touch.

Figure 1: An email thread from the Enron Email Corpus. (For space concerns some part of the conversation is removed. The

missing conversation does not affect our discussion.)

Sam

Mary

Figure 2: Network formed by considering email exchanges
as links. Identical color or shape implies structural equiva-

lence. Only Sam and Mary are structurally equivalent

for such a technique to be created. This is because
our annotations capture interactions described in
the content of the email such as face-to-face meet-
ings, physical co-presence and cognizance.

To explore if this is useful, we analyzed an En-
ron thread which is presented in Figure 1. Fig-
ure 2 shows the network formed when only the
email exchange is considered. It is easy to see
that Sam and Mary are structurally equivalent and
thus have the same role and position in the so-
cial network. When we analyze the content of the
thread, a link gets added between Mary and Ja-
cob since Mary in her email to Sam talks about
sending something to Jacob. This link changes
the roles and positions of people in the network. In
the new network, Figure 3, Kate and Mary appear
structurally equivalent to each other, as do Sam
and Jacob. Furthermore, Mary now emerges as
a more important player than the email exchange
on its own suggests. This rather simple example is
an indication of the degree to which a link may af-
fect the social network analysis results. In emails
where usually a limited number of people are in-
volved, getting an accurate network seems to be
crucial to the hierarchal analysis.

There has been much work in the past on an-
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Jacob

Figure 3: Network formed by augmenting the email ex-
change network above with links that occur in the content of
the emails. Now, Kate and Mary are structurally equivalent,

as are Sam and Jacob.

notating entities, relations and events in free text,
most notably the ACE effort (Doddington et al.,
2004). We intend to leverage this work as much
as possible. The task of social network extrac-
tion can be broadly divided into 3 tasks: 1) en-
tity extraction; 2) social relation extraction; 3) so-
cial event extraction. We are only interested in the
third task, social event extraction. For the first two
tasks, we can simply use the annotation guidelines
developed by the ACE effort. Our social events,
however, do not clearly map to the ACE events:
we introduce a comprehensive set of social events
which are very different from the event annotation
that already exists for ACE. This paper is about the
annotation of social events.

The structure of the paper is as follows. In Sec-
tion 2 we present a list of social relations that we
annotate. We also talk about some design deci-
sions and explain why we took them. We com-
pare this annotation to existing annotation, notably
the ACE annotation, in Section 3. In section 4
we present the procedure of annotation. Section 5
gives details of our inter-annotator agreement cal-
culation procedure and shows the inter-annotator
agreement on our task. We conclude in section 6




and mention future direction of research.

2 Social Event Annotation

In this section we define the social events that the
annotators were asked to annotate. Here, we are
interested in the meaning of the annotation; de-
tails of the annotation procedure can be found in
Section 4. Note that in this annotation effort, we
do not consider issues related to the truth of the
claims made in the text we are analyzing — we
are interested in finding social events whether they
are claimed as being true, presented as specula-
tion, or presented as wishful thinking. We assume
that other modules will be able to determine the
factive status of the described social events, and
that social events do not differ from other types of
events in this respect.

A social event is an event in which two or more
entities relate, communicate or are associated such
that for at least one participant, the interaction is
deliberate and conscious. Put differently, at least
one participant must be aware of relating to the
other participant. In this definition, what consti-
tutes a social relation is an aspect of cognitive
state: an agent is aware of being in a particular re-
lation to another agent. While two people passing
each other on a street without seeing each other
may be a nice plot device in a novel, it is not a
social event in our sense, since it does not entail a
social relation.

Following are the four types of social events that
were annotated:?

Interaction event (INR): When both entities
participating in an event have each other in their
cognitive state (i.e., are aware of the social re-
lation) we say they have an INR relation. The
requirement is actually deeper: it extends to the
transitive closure under mutual awareness, what in
the case of belief is called “mutual belief”. An
INR event could either be of sub-type VERBAL or
NONVERBAL. Note that a verbal interaction event
does not mean that all participants must actively
communicate verbally, it is enough if one partic-
ipant communicates verbally and the others are
aware of this communication.® Furthermore, the
interaction can be in physical proximity or from a
distance. Therefore, we have further subtypes of

Details of the annotation guidelines can be found in the
unpublished annotation manual, which we will refer to in the
final version of the paper.

3For this reason we explicitly annotate legal events as
VERBAL because legal interactions usually involve words
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INR relation: NEAR and FAR. In all, INR has
four subtypes: VERBAL-NEAR, VERBAL-FAR,
NONVERBAL-NEAR, NONVERBAL-FAR. Con-
sider the following Example (3). In this sen-
tence, our annotators recorded an INR.VERBAL-
FAR between entities Toujan Faisal and the com-
mittee.

(3) [Toujan Faisal], 54, {said} [she] was
{informed} of the refusal by an [Inte-
rior Ministry committee] overseeing election
preparations. INR.Verbal-Far

As 1is intuitive, if one person informs the other
about something, both have to be cognizant of
each other and of the informing event. Also, the
event of informing involves words, therefore, itis a
verbal interaction. From the context it is not clear
if Toujan was informed personally, in which case
it would be a NEAR relation, or not. We decided
to default to FAR in case the physical proximity is
unclear from the context. We decided this because,
on observation, we found that if the author of the
news article was reporting an event that occurred
in close proximity, the author would explicitly say
so or give an indication. INR is the only relation
which is bi-directional.

Cognition event (COG): When only one person
(out of the two people that are participating in an
event) has the other in his or her cognitive state,
we say there exists a cognition relationship be-
tween entities. Consider the aforementioned Ex-
ample (3). In this sentence, the event said marks
a COG relation between Toujan Faisal and the
committee. This is because, when one person
talks about the other person, the other person must
be present in the first person’s cognitive state.
COG is a directed event from the entity which
has the other entity in its cognitive state to the
other entity. In the example under consideration,
it would be from Toujan Faisal to the committee.
There are no subtypes of this relation.

Physical Proximity event (PPR): We record a
PPR event when both the following conditions
hold: 1) exactly one entity has the other entity in
their cognitive state (this is the same requirement
as that for COG) and 2) both the entities are
physically proximate. Consider the following
Example (4). Here, one can reasonably assume
that Asif Muhammad Hanif was aware of being
in physical proximity to the three people killed,
while the inverse was not necessarily true.




(4) [Three people] were killed when (.. .), [Asif
Muhammad Hanif], (...), {detonated explo-
sives strapped to [his] body } PPR

PPR is a directed event like COG. There are no
subtypes of this relation. Note that if there exists
a PPR event then of course there would also be
a COG event. In such cases, the PPR event sub-
sumes COG, and we do not separately record a
COG event.

Perception event (PCR): The Perception Rela-
tionship is the distant equivalent of the Physi-
cal Proximity event. The point is not physical
distance; rather, the important ingredient is the
awareness required for PPR, except that physical
proximity is not required, and in fact physical dis-
tance is required. This kind of relationship usually
exists if one entity is watching the other entity on
TV broadcast, listening to him or her on the radio
or using a listening device, or reading about the
other entity in a newspaper or magazine etc. Con-
sider the following Example (5). In this example,
we record a PCR relation between the pair and
the Nepalese babies. This is because, the babies
are of course not aware of the pair. Moreover, the
pair heard about the babies so there is no physical
proximity. It is not COG because there was an ex-
plicit external information source which brought
the babies to the attention of the pair.

(5) [The pair] flew to Singapore last year af-
ter {hearing} of the successful surgery on
[Nepalese babies] [Ganga] and [Jamuna
Shrestha], (.. .). PCR

PCR is a directed event like COG. There are no
subtypes of this relation. Note that if there exists
a PCR event then we do not separately record a
COG event.

Figure 4 represents the series of decisions that
an annotator is required to take before reaching a
terminal node (or an event annotation label). The
interior nodes of the tree represent questions that
annotators answer to progress downwards in the
tree. Each question has a binary answer. For ex-
ample, the first question the annotators answer to
get to the type and subtype of an event is: “Is
the relation directed (1-way) or bi-directional (2-
way)?” Depending on the answer, they move to
the left or the right in the tree respectively. If its a
2-way relation, then it has to one of the sub-types
of INR because only INR requires that both enti-
ties be aware of each other.

Near
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Figure 4: Tree representation of decision points for select-
ing an event type/subtype out of the list of social events. Each
decision point is numbered for easy reference. We refer to
these number later when we present our results. The num-
bers in braces ([. . .]) are the number of examples that reach a

decision point.

3 Comparison Between Social Events
and ACE Annotations

In this section, we compare our annotations
with existing annotation efforts. To the best of
our knowledge, no annotation effort has been
geared towards extracting social events, or to-
wards extracting expressions that convey social
relations in text. The Automated Content Ex-
traction (ACE) annotations are the most similar
to ours because ACE also annotates Person Enti-
ties (PER.Individual, PER.Group), Relations be-
tween people (PER-SOC), and various types of
Events. Our annotation scheme is different, how-
ever, because the focus of our event annotation is
on events that occur only between people. Fur-
thermore, we annotate text that expresses the cog-
nitive states of the people involved, or allows the
annotator to infer it. Therefore, at the top level
of classification we differentiate between events
in which only one entity is cognizant of the other
versus events when both entities are cognizant of
each other. This distinction is, we believe, novel
in event or relation annotation. In the remainder
of this section, we will present statistics and de-
tailed examples to highlight differences between
our event annotations and the ACE event annota-
tions.

The statistics we present are based on 62 docu-
ments from the ACE-2005 corpus that one of our
annotator also annotated.* Since our event types
and subtypes are not directly comparable to the

“Due to space constraints we do not give statistics for the
other annotator.




ACE event types, we say there is a “match” when
both the following conditions hold:

1. The span of text that represents an event in
the ACE event annotations overlap with ours.

2. The entities participating in the ACE event
are same as the entities participating in our
event.”

Our annotator recorded a total of 212 events
in 62 documents. We found a total of 63 can-
didate ACE events that had at least two Per-
son entities involved. Out of these 63 candi-
date events, 54 match both the aforementioned
conditions and hence our annotations. A clas-
sification of all of the events (those found by
our annotators and the ACE events involving at
least two persons) into our social event categories
and into the ACE categories is given in Fig-
ure 5. The figure shows that the majority of so-
cial events that match the ACE events are of type
INR.VERBAL-NEAR. On analysis, we found that
most of these correspond to the ACE type/subtype
CONTACT.MEET. It should be noted, how-
ever, our type/subtype INR.VERBAL-NEAR has a
broader definition than ACE type/subtype CON-
TACT.MEET, as will become apparent later in this
section. In the following, we discuss the 9 ACE
events that are not social events, and then we dis-
cuss the 158 social events that are not ACE events.

Out of the nine candidate ACE events which did
not match our social event annotation, we found
five are our annotation errors, i.e. when we an-
alyzed manually and looked for ACE events that
did not correspond to our annotations, we found
that our annotator missed these events. The re-
maining four, in contrast, are useful for our dis-
cussion because they highlight the differences in
ACE and our annotation perspectives. This will
become clearer with the following example:

(6) In central Baghdad, [a Reuters cameraman]
and [a cameraman for Spain’s Telecinco]
died when an American tank fired on the
Palestine Hotel

ACE has annotated the above example as an
event of type CONFLICT-ATTACK in which there
are two entities that are of type person: the
Reuters cameraman and the cameraman for

SRecall that our event annotations are between exactly
two entities of type PER.Individual or PER.Group.
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Spain’s Telecinco, both of which are arguments
of type “Victim”. Being an event that has two per-
son entities involved makes the above sentence a
valid candidate (or potential) ACE event that we
match with our annotations. However, it fails to
match our annotations, since we do not annotate
an event in this sentence. The reason is that this
example does not reveal the cognitive states of the
two entities — we do not know whether one was
aware of the other.

We now discuss social events that are not ACE
events. From Figure 5 we see that most of the
events that did not overlap with ACE event anno-
tations were Cognition (COG) social events. In
the following, our annotator records a COG rela-
tion between Digvijay Singh and Abdul Kalam
(also Atal Behari Vajpayee and Varuna). The
reason is that by virtue of talking about the two
entities, Digvijay Singh’s cognitive state contains
those entities. However, the sentence does not re-
veal the cognitive states of the other two entities
and therefore it is not an INR event. In contrast,
ACE does not have any event annotation for this
sentence.

(7) The Times of India newspaper quoted [Digvi-
jay Singh] as {saying} that [Prime Minister
Atal Behari Vajpayee] and [President Abdul
Kalam] had offended [the Hindu rain God
Varuna] by remaining bachelors. COG

It is easy to see why COG relations are not usu-
ally annotated as ACE events. But it is counter-
intuitive for INR social events not to be annotated
as ACE events. We explain this using Example (3)
in Section 2. Our annotator recorded an INR re-
lation between Toujan Faisal and the commit-
tee (event span: informed). ACE did not record
any event between the two entities.® This exam-
ple highlights the difference between our defini-
tion of Interaction events and ACE’s definition of
Contact events. For this reason, in Figure 5, 51 of
our INR relations do not overlap with ACE event
categories.

4 Annotation Procedure

We used Callisto (a configurable workbench) (Day
et al., 2004) to annotate the ACE-2005 corpus for

The ACE event annotated in the sentence is of type
“Personell-Elect” (span election) which is not recorded as an
event between two or more entities and is not relevant here.



Conflict (5) Contact (32) Life (7) Transaction (2)
62 Documents Justice-* (13) Not Found
Attack Meet | Phone-Write Die | Divorce [ Injure | Transfer-Money
Near (66) 0 26 0 9 0 0 0 0 31
Verbal
Far (17) 0 0 3 3 0 1 0 0 10
INR
Near (14) 3 0 0 0 2 0 0 1 8
NonVerbal
Far (3) 0 0 0 0 0 0 0 1 2
COG (109) 2 0 0 0 1 0 0 0 106
PPR (2) 0 0 0 0 1 0 1 0 0
PCR (1) 0 0 0 0 0 0 0 0 1
Errors 0 3 0 1 1 0 0

Figure 5: This table maps the type and subtype of ACE events to our types and subtypes of social events. The columns have

ACE event types and sub-types. The rows represent our social event types and sub-types. The last column is the number of our

events that are not annotated as ACE events. The last row has the number of social events that our annotator missed but are

ACE events.

the social events we defined earlier. The ACE-
2005 corpus has already been annotated for enti-
ties as part of the ACE effort. The entity anno-
tation is therefore not part of this annotation ef-
fort. We hired two annotators. Annotators opened
ACE-2005 files one by one in Callisto. They could
see the whole document at one time (top screen
of Figure 6) with entities highlighted in blue (bot-
tom screen of Figure 6). These entities were only
of type PER.Individual and PER.Group and be-
longed to class SPC. All other ACE entity annota-
tions were removed. The annotators were required
to read the whole document (not just the part that
has entities) and record a social event span (high-
lighted in dark blue in Figure 6), social event type,
subtype and the two participating entities in the
event.

The span of a event mention is the minimum
span of text that best represents the presence of the
type of event being recorded. It can also be viewed
as the span of text that evokes the type of event be-
ing recorded. The span may be a word, a phrase
or the whole sentence. For example, the span in
Example (4) in Section 2 includes strapped to his
body because that confirms the physical proximity
of the two entities. We have, however, not paid
much attention to the annotation of the span, and
will not report inter-annotator agreement on this
part of the annotation. The reason for this is that
we are interested in annotating the underlying se-
mantics; we will use machine learning to find the
linguistics clues to each type of social event, rather
than relying on the annotators’ ability to deter-
mine these. Also note that we did not give precise
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instructions on which entity mentions to choose
in case of multiple mentions of the same entity.
Again, this is because we are interested in anno-
tating the underlying semantics, and we will rely
on later analysis to determine which mentions par-
ticipate in signaling the annotated social events.

" NO Callisto - XIN_ENG_20030616.0274.apf.trunc.xml
File Edit Format Tools Help

It said that the EU was seriously concerned about Iran's nuclear
activities and urged it to cooperate fully with the [AEA.

"This would be a significant step in demonstrating Iran's stated
peaceful intentions with regard to its nuclear program,” the
seven-point statement said.

George Papandreod, foreign MIAISEER of Greece, the current holder of |

the EU presidency a TEte it h [AEA |
Director-Gener al IMohameaElBaradei and would follow [l lead on this
matter.

EU foreign ministers reiterated that improved trade links with Iran M

[ 2 Entities | @ Entity Mentions 2 Relation Mentions @ Event Mentions |

D | [Primary Refer... | [ Mentions Type | Subtype Class

[ minister [ SPER [individual
(o |MohamedEBar [ 3PER_______lindividual

Figure 6: Snapshot of Callisto. Top screen has the text
from a document. Bottom screen has tabs for Entities, Entity
Mentions etc. An annotator selected text said, highlighted
in dark blue, as an event of type COG between Entities with
entity ID E1 and E9.

Both our annotators annotated 46 common doc-
uments. Out these, there was one document that
had no entity annotations, implying no social event
annotation. The average number of entities in the
remaining 45 documents was 6.82 per document,
and the average number of entity mentions per
document was 23.78. The average number of so-
cial events annotated per document by one anno-



tator was 3.43, whereas for the other annotator it
was 3.69. In the next section we present our inter-
annotator agreement calculations for these 45 doc-
uments.

5 Inter-annotator Agreement

Annotators consider all sentences that contain at
least two person entities (individuals or group),
but do not always consider all possible labels, or
annotation values. As represented in the decision
tree in Figure 5, many of the labels are conditional.
At each next depth of the tree, the number of in-
stances can become considerably pruned. Due to
the novelty of the annotation task, and the condi-
tional nature of the labels, we want to assess the
reliability of the annotation of each decision point.
For this, we report Cohen’s Kappa (Cohen, 1960)
for each independent decision. We use the stan-
dard formula for Cohen’s Kappa given by:

Pla) — P(e)

K =
WPPE= T TP (e)

where P(a) is probability of agreement and P(e)
is probability of chance agreement. These proba-
bilities can be calculated from the confusion ma-
trix represented as follows:

Yesann, | Noann.
Yes Ann, A B
Noanp, C D

In addition, we present the confusion matrix for
each decision point to show the absolute number
of cases considered, and F-measure to show the
proportion of cases agreed upon. For most de-
cision points, the Kappa scores are at or above
the 0.67 threshold recommended by Krippen-
dorff (1980) with F-measures above 0.90. Where
Kappa is low, F-measure remains high. As dis-
cussed below, we conclude that the annotation
schema is reliable.

We note that in the ACE annotation effort, inter-
annotator agreement (IAA) was measured by a
single number, but this number did not take chance
agreement into account: it simply used the eval-
uation metric to compare systems against a gold
standard. Furthermore, this metric is composed
of distinct parts which were weighted in accor-
dance with research goals from year to year, mean-
ing that the results of applying the metric changed
from year to year. We have also performed an
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ACE-style IAA evaluation, which we report at the
end of this section.

Figure 7 shows the results for the seven binary
decision points, considered separately. The num-
ber of the decision point in the table corresponds
to the decision points in Figure 4. The (flattened)
confusion matrices in column two present annota-
tor two’s choices by annotator one’s, with positive
agreement in the upper left (cell A) and negative
agreement in the lower right (cell D). In all cases
the cell values on the agreement diagonal (A, D)
are much higher than the cells for disagreement
(B, C). The upper left cell (A) of the matrix for
decision 1 represents the positive agreements on
the presence of a social event (N=133), and these
are the cases considered for decision 2. For the
remaining decisions, agreement is always unbal-
anced towards agreement on the positive cases,
with few negative cases. In the case of decision
4, for example, this reflects the inherent unlike-
lihood of the NONVERBAL-FAR event. In other
cases, it reflects a property of the genre. For ex-
ample, when we apply this annotation schema to
fiction, we find a much higher frequency of phys-
ically proximate events (PPR), corresponding to
the lower left cell (D) of the confusion matrix for
decision 6.

For decision 4 (NONVERBAL-NEAR) and 7
(PCR/COG), kappa scores are low but the con-
fusion matrices and high F-measures demonstrate
that the absolute agreement is very high. Kappa
measures the amount of agreement that would not
have occurred by chance, with values in [-1,1]. For
binary data and two annotators, values of -1 can
occur, indicating that the annotators have perfectly
non-random disagreements. The probability of an
annotation value is estimated by its frequency in
the data (the marginals of the confusion matrix).
It does not measure the actual amount of agree-
ment among annotators, as illustrated by the rows
for decisions 4 and 7. Because NONVERBAL-
FAR is chosen so rarely by either annotator (never
by annotator 2), the likelihood that both annota-
tors will agree on NONVERBAL-NEAR is close to
one. In this case, there is little room for agreement
above chance, hence the Kappa score of zero. We
should point out, however, that this skewness was
revealed from the annotated corpus. We did not
bias our annotators to look for a particular type of
relation.

The five cases of high Kappa and high F-



measure indicate aspects of the annotation where
annotators generally agree, and where the agree-
ment is unlikely to be accidental. We conclude that
these aspects of the annotation can be carried out
reliably as independent decisions. The two cases
of low Kappa and high F-measure indicate aspects
of the annotation where, for this data, there is rel-
atively little opportunity for disagreement.

Decision Point Confusion Matrix Kappa| F1
A|B|C|D

1 (+/- Relation) 133 31|34 |245| 0.68 | 0.80

2 (1 or 2 way) 51|81 ]73] 0.86 |091
3 (Verbal/NonV) |40 [ 4 | O | 7 | 0.73 [0.95
4 (NonV-Near/Far) | 6 | O [ 1| O [ 0.00 |0.92
5 (Verbal-Near/Far) (30 | 1 | 2 [ 7 | 0.77 (095
6 (+/- PPR) 7110 |1 1 | 0.66 [0.99
7 (PCR/COG) 691 ]1] 0 |-001 098

Figure 7: This table presents the Inter-annotator agreement
measures. Column 1 is the decision point corresponding to
the decision tree. Column 2 represents a flattened confusion
matrix where A corresponds to top left corner, D corresponds
to the bottom right corner, B corresponds to top right corner
and C corresponds to the bottom left corner of the confusion
matrix. We present values for Cohen’s Kappa in column 3

and F-measure in the last column.

Now, we present a measure of % agreement
for our annotators by using the ACE evaluation
scheme.” We considered one annotator to be the
gold standard and the other to be a system being
evaluated against the gold standard. For the cal-
culation of this measure we first take the union of
all event spans. As in the ACE evaluation scheme,
we associate penalties with each wrong decision
annotators take about the entities participating in
an event, type and sub-type of an event. Since
these penalties are not public, we assign our own
penalties. We choose penalties that are not biased
towards any particular event type or subtype. We
decide the penalty based on the number of options
an annotator has to consider before taking a cer-
tain decision. For example, we assign a penalty
of 0.5 if one annotator records an event which the
other annotator does not. If annotators disagree
on the relation type, the penalty is 0.25 because
there are four options to select from (INR, COG,
PPR, PCR). Similarly, we assign a penalty of 0.2

"http://www.itl.nist.gov/iad/mig//tests/ace/2007/doc/ace07-
evalplan.vl.3a.pdf
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if the annotators disagree on the relation sub-types
(VERBAL-NEAR, VERBAL-FAR, NONVERBAL-
NEAR, NONVERBAL-FAR, No sub-type). We as-
sign a penalty of 0.5 if the annotators disagree on
the participating entities (incorporating the direc-
tionality in directed relations). Using these penal-
ties, we get % agreement of 69.74%. This is a high
agreement rate as compared to that of ACE’s event
annotation, which was reported to be 31.5% at the
ACE 2005 meeting.

6 Conclusion and Future Work

We have presented a new annotation scheme for
extracting social networks from text. We have
argued, social network created by the sender -
receiver links in Enron Email corpus can ben-
efit from social event links extracted from the
content of emails where people talk about their
“implicit” social relations. Our annotation task
is novel in that we are interested in the cogni-
tive states of people: who is aware of interact-
ing with whom, and who is aware of whom with-
out interacting. Though the task requires detec-
tion of events followed by conditional classifica-
tion of events into four types and subtypes, we
achieve high Kappa (0.66-0.86) and F-measure
(0.8-0.9). We also achieve a high global agree-
ment of 69.74% which is inspired by Automated
Content Extraction (ACE) inter-annotator agree-
ment measure. These measures indicate that our
annotations are reliable.

In future work, we will apply our annotation
effort to other genres, including fiction, and to
text from which larger social networks can be
extracted, such as extended journalistic reporting
about a group of people.

Please contact the second author of the paper
about the availability of the corpus.
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Abstract

This paper describes work testing agile
data annotation by moving away from the
traditional, linear phases of corpus cre-
ation towards iterative ones and by recog-
nizing the potential for sources of error oc-
curring throughout the annotation process.

1 Introduction

Annotated data sets are an important resources for
various research fields, including natural language
processing (NLP) and text mining (TM). While the
detection of annotation inconsistencies in different
data sets has been investigated (e.g. Novak and
Razimovéa, 2009) and their effect on NLP perfor-
mance has been studied (e.g. Alex et al. 2006), very
little work has been done on deriving better methods
of annotation as a whole process in order to maxi-
mize both the quality and quantity of annotated data.
This paper describes our annotation project in which
we tested the relatively new approach of agile cor-
pus annotation (Voormann and Gut, 2008) of mov-
ing away from the traditional, linear phases of cor-
pus creation towards iterative ones and of recogniz-
ing the fact that sources of error can occur through-
out the annotation process.

We explain agile annotation and discuss related
work in Section 2. Section 3 describes the en-
tire annotation process and all its aspects. We pro-
vide details on the data collection and preparation,
the annotation tool, the annotators and the annota-
tion phases. Section 4 describes the final annota-
tion scheme and Section 5 presents inter-annotator-
agreement (IAA) figures measured throughout the
annotation. In Section 6, we summarize the per-
formance of the machine-learning (ML)-based TM
components which were trained and evaluated on the
annotated data. We discuss our findings and con-
clude in Section 7.
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2 Background and Related Work

The manual and automatic annotation work de-
scribed in this paper was conducted as part of the
TXV project. The technology used was based
on TM components that were originally developed
for the biomedical domain during its predecessor
project (Alex et al., 2008b). In TXV we adapted
the tools to the recruitment domain in a short time
frame. The aim was to extract key information from
curricula vitae (CVs) for matching applicants to job
adverts and to each other. The TM output is visu-
alized in a web application with search navigation
that captures relationships between candidates, their
skills and organizations etc. This web interface al-
lows recruiters to find hidden information in large
volumes of unstructured text.

Both projects were managed using agile, test-
driven software development, i.e. solutions were
created based on the principles of rapid-prototyping
and iterative development cycles of deliverable ver-
sions of the TM system and the web application.!
The same principles were also applied to other
project work, including the manual annotation. The
aim of this annotation was to produce annotated data
for training ML-based TM technology as well as
evaluating system components.

Collecting data, drawing up annotation guidelines
and getting annotators to annotate this data in se-
quential steps is similar to the waterfall model in
software engineering (Royce, 1970). This approach
can be inefficient and costly if annotators unknow-
ingly carried out work that could have been avoided
and it can lead to difficulties if at the end of the pro-
cess the requirements no longer match the annota-
tions. Instead we applied agile software engineering
methods to the process of creating annotated data.
This is a relatively recent philosophy in software

'The agile software development principles are explained in
the Agile Manifesto: http://agilemanifesto.org/

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 29-37,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics
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Figure 1: The phases of traditional corpus creation (a) and the cyclic approach in agile corpus creation (b).
Reproduction of Figure 2 in Voormann and Gut (2008).

development which was inspired to overcome the
drawbacks of the waterfall model. The idea of ap-
plying agile methods to corpus creation and annota-
tion was first inspired by Voormann and Gut (2008)
but was not tested empirically. Cyclic annotation
was already proposed by Atkins et al. (1992) and
Biber (1993) with a focus on data creation rather
than data annotation. In this paper, we describe a
way of testing this agile annotation in practice.

The idea behind an agile annotation process is
to produce useable manually annotated data fast as
well as discover and correct flaws in either the an-
notation guidelines or the annotation setup early on.
Voormann and Gut (2008) propose query-driven an-
notation, a cyclic corpus creation and annotation
process that begins with formulating a query. The
main advantages of this approach are:

e The annotation scheme evolves over time
which ensures that annotations are consistent
and remain focussed on the research that is
carried out. An iterative annotation process
therefore improves the annotation guidelines
but keeps the annotations suitable to the rele-
vant research questions.

e Problems with the annotation guidelines, er-
rors in the annotation and issues with the setup
become apparent immediately and can be cor-
rected early on. This can avoid difficulties later
on and will save time and cost.

e Some annotation data is available early on.

Voormann and Gut compare the cyclical approach
in agile annotation to traditional linear-phrase cor-
pus creation depicted in Figure 1. In the following
section we describe the annotation process in our
project which followed the principles of agile cor-
pus creation.
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3 Annotation Process

This section provides an overview of all aspect in-
volved in the annotation of a data set of CVs for
various types of semantic information useful to re-
cruiters when analysing CVs and placing candidates
with particular jobs or organizations. We provide
information on the data collection, the document
preparation, the annotation tool and the annotation
process following agile methods.

3.1 Data Collection

We automatically collected a set of CVs of soft-
ware engineers and programmers which are publicly
available online. This data set was created by firstly
querying Google using the Google API> for word
documents containing either the terms "CV”, “re-
sume” or "curriculum vitae” as well as the terms
“developer”, "programmer” or "software” but ex-
cluding documents containing the word “template”
or "sample”. Furthermore, the query was restricted
to a 3-month period from 30/03 to 30/06/2008.?

We automatically downloaded the Word docu-
ments returned by this query, resulting in a pool of
1,000 candidate CVs available for annotation. We
split these documents randomly into a TRAIN, a DE-
VTEST and a TEST set in a ratio of approximately
64:16:20. We used the annotated TRAIN data for
training ML-based models and deriving rules and
the DEVTEST data for system development and op-
timization. We set aside the blind TEST set for
evaluating the final performance of our named en-
tity recognition (NER) and relation extraction (RE)

http://code.google.com/apis/ajaxsearch

3The exact Google query is: *(CV OR resume OR “cur-
riculum vitae”) AND (developer OR programmer OR soft-
ware) AND filetype:doc AND -template AND -sample AND
daterange:2454466-2454647°.



CV data set
Set | TRAIN | DEVTEST | TEST | ALL
Files 253 72 78 403
Annotations 279 84 91 454

Table 1: Number of files and annotated files in each
section of the CV data set.

components (see Section 6).

The final manually annotated data set contains
403 files, of which 352 are singly and 51 doubly an-
notated, resulting in an overall total of 454 annota-
tions (see Table 1). This does not include the files
used during the pilot annotation. The doubly an-
notated CVs were used to determine inter-annotator
agreement (IAA) in regular intervals (see Section 5).

Some of the documents in the pool were not gen-
uine CVs but either job adverts or CV writing ad-
vice. We let the annotators carry out the filtering
process of only choosing genuine CVs of software
developers and programmers for annotation and re-
ject but record any documents that did not fit this cat-
egory. The annotators rejected 99 files as being ei-
ther not CVs at all (49) or being out-of-domain CVs
from other types of professionals (50). Therefore,
just over 50% of the documents in the pool were
used up during the annotation process.

3.2 Document Preparation

Before annotation, all candidate CVs were then au-
tomatically converted from Word DOC format to
OpenOffice ODT as well as to Acrobat PDF format
in a batch process using OpenOffice macros. The
resulting contents.xml files for each ODT version of
the documents contain the textual information of the
original CVs. An XSLT stylesheet was used to sim-
plify this format to a simpler in-house XML format,
as the input into our pre-processing pipeline. We re-
tained all formatting and style information in span
elements for potential later use.

The pre-processing includes tokenization, sen-
tence boundary detection, part-of-speech tagging,
lemmatization, chunking, abbreviation detection
and rule-based NER for person, location names and
dates. This information extraction system is a mod-
ular pipeline built around the LT-XML2* and LT-
TTT25 toolsets. The NER output is stored as stand-

*http://www.ltg.ed.ac.uk/software/ltxml2
>http://www.ltg.ed.ac.uk/software/lt-ttt2
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off annotations in the XML. These pre-processed
files were used as the basis for annotation.

3.3 Annotation Tool

For annotating the text of the CVs we chose
MMAX?2, the Java-based open source tool (Miiller
and Strube, 2006).° MMAX2 supports multiple lev-
els of annotation by way of stand-off annotation.
As a result MMAX?2 creates one separate file for
each level of annotation for each given base data file.
Only the annotation level files get edited during the
annotation phase. The base data files which con-
tain the textual information of the documents do not
change. In our project, we were interested in three
levels of annotation, one for named entities (NEs),
one for zones and one for relations between NEs.
The MMAX2 GUI allows annotators to mark up
nested structures as well as intra- and inter-sentential
relations. Both of these functionalities were crucial
to our annotation effort.

As the files used for annotation already con-
tained some NEs which were recognized automat-
ically using the rule-based NER system and stored
in standoff XML, the conversion into and out of the
MMAX?2 format was relatively straightforward. For
each file to be annotated, we created one base file
containing the tokenized text and one entity file con-
taining the rule-based NEs.”

3.4 Annotation Phases

We employed 3 annotators with various degrees of
experience in annotation and computer science and
therefore familiar with software engineering skills
and terminology. The lead researcher of the project,
the first author of this paper, managed the annotators
and organized regular meetings with them.

We followed the agile corpus creation approach
and carried out cycles of annotations, starting with
a simple paper-based pilot annotation. This first an-
notation of 10 documents enabled us to get a first
impression of the type of information contained in
CVs of software engineers and programmers as well
as the type of information we wanted to capture in
the manual and automatic annotation. We drew up a
first set of potential types of zones that occur within

*http://mmax2.sourceforge.net
"For more information on how this is done see Miiller and
Strube (2006).



CVs and the types of NEs that can be found within
each zone (e.g. an EDUCATION zone containing NEs
of type LOC, ORG and QUAL).

Using this set of potential markables, we decided
on a subset of NEs and zones to be annotated in fu-
ture rounds. Regarding the zones, we settled on an-
notating zone titles in a similar way as NEs. Our
assumption was that recognizing the beginning of a
zone can sufficiently identify zone boundaries. We
did not include relations between NEs at this stages,
as we wanted to get a clearer idea of the definitions
of relevant NEs first before proceeding to relations.

We then carried out a second pilot annotation us-
ing 10 more CVs selected from the candidate pool.
We used the revised annotation scheme and this
time the annotation was done electronically using
MMAX?2. The annotators also had access to the
PDF and DOC versions of each file in case crucial
structural or formatting information was lost in the
conversion. Files were annotated for NEs and zone
titles. We also asked the annotators to answer the
following questions:

e Does it make sense to annotate the proposed
markables and what are the difficulties in doing
so?

e Are there any interesting markables missing
from the list?

e Are there are any issues with using the annota-
tion tool?

Half way through the second pilot we scheduled a
further meeting to discuss their answers, addressed
any question, comments or issues with regard to the
annotation and adjusted the annotation guidelines
accordingly. At this point, as we felt that the defini-
tions of NEs were sufficiently clear and added guide-
lines for annotating various types of binary relations
between NEs, for example a LOC-ORG relation re-
ferring to a particular organization situated at a par-
ticular location, e.g. Google - Dublin. We list the
final set of markables as defined at the end of the
annotation process in Tables 2 and 3.

During the second half of the second pilot we
asked the annotators to time their annotation and es-
tablished that it can take between 30 minutes and 1.5
hours to annotate a CV. We then calculated pairwise
IAA for two doubly annotated files which allowed
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us to get some evidence for which definition of NEs,
zone titles and relations were still ambiguous or not
actually relevant.

In parallel with both pilots, we also liaised closely
with a local recruitment company to gain a first-
hand understanding of what information recruiters
are interested in when matching candidates to em-
ployments or employers. This consultation as well
as the conclusions made after the second pilot led
to further adaptions of the annotation scheme before
the main annotation phase began.

Based on the feedback from the second pilot an-
notation, we also made some changes to the data
conversion and the annotation tool setup to reduce
the amount of work for annotators but without re-
stricting the set of markables. In the case of some
nested NEs, we propagated relations between em-
bedded NEs that could be referred from the relations
of the containing NEs. For example, two DATE enti-
ties nested within a DATERANGE entity, the latter of
which the annotator related to an ORG entity, were
related to the same ORG entity automatically. We
also introduced a general GROUP entity which could
be used by the annotators to mark up lists of NEs,
for example, if they were all related to a different
NE mention of type X. In that case, the annotators
only had to mark up a relation between the GROUP
and X. All implicit relations between the NEs nested
in the GROUP and X were propagated during the con-
version from the MMAX?2 format back into the in-
house XML format. This proved particularly useful
for annotating relations between SKILL entities and
other types of NEs.

Once those changes had been made, the main an-
notation phase began. Each in-domain CV that was
loaded into the annotation tool already contained
some NEs pre-annotated by the rule-based NER sys-
tem (see Section 3.2). The annotators had to correct
the annotations in case they were erroneous. Over-
all, the annotators reported this pre-annotation to be
useful rather than hindering as they did not have to
do too many corrections. At the end of each day, the
annotators checked in their work into the project’s
subversion (SVN) repository. This provided us with
additional control and backup in case we needed to
go back to previous versions at later stages.

The annotation guidelines still evolved during the
main annotation. Regular annotation meetings were



held in case the annotators had questions on the
guidelines or if they wanted to discuss specific ex-
amples. If a change was made to the annotation
guidelines, all annotators were informed and asked
to update their annotations accordingly. Moreover,
IAA was calculated regularly on sub-sections of the
doubly annotated data. This provided more empiri-
cal evidence for the types of markables the annota-
tors found difficult to mark up and where clarifica-
tions where necessary. The reasons for this were that
their definitions were ambiguous or underspecified.

We deliberately kept the initial annotation scheme
simple. The idea was for the annotators to shape the
annotation scheme based on evidence in the actual
data. We believe that this approach made the data
set more useful for its final use to train and evaluate
TM components. As a result of this agile annotation
approach, we became aware of any issues very early
on and were able to correct them accordingly.

4 Annotation Scheme

In this section, we provide a summary of the final
annotation scheme as an overview of all the mark-
ables present in the annotated data set.

4.1 Named Entities

In general, we asked the annotators to mark up ev-
ery mention of all NE types throughout the entire
CV, even if they did not refer to the CV owner. With
some exceptions (DATE in DATERANGE and LOC or
ORG in ADDRESS), annotators were asked to avoid
nested NEs and aim for a flat annotation. Discontin-
uous NEs in coordinated structures had to be marked
as such, i.e. the NE should only contain strings that
refer to it. Finally, abbreviations and their defini-
tions had to be annotated as two separate NEs. The
NE types in the final annotation guidelines are listed
in Table 2. While carrying out the NE annotation,
the annotators were also asked to set the NE at-
tribute of type CANDIDATE (by default set to t rue)
to false if a certain NE was not an attribute of the
CV owner (e.g. the ADDRESS of a referee).

4.2 Zone Titles

Regarding the zone titles, we provided a list of syn-
onyms for each type as context (see Table 2). The
annotators were asked only to annotate main zone
titles, ignoring sub-zones. They were also asked to
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Entity Type Description

ADDRESS Addresses with streets or postcodes.

DATE Absolute (e.g. 10/04/2010), underspec-
ified (e.g. April 2010) or relative dates
(e.g. to date) including DATE entities
within DATERANGE entities.

DATERANGE Date ranges with a specific start and end
date including ones with either point not
explicitly stated (e.g. since 2008).

DOB Dates of birth.

EMAIL Email addresses.

JOB Job titles and roles referring to the of-
ficial name a post (e.g. software devel-
oper) but not a skill (e.g. software de-
velopment).

LOC Geo-political place names.

ORG Names of companies, institutions and
organizations.

PER Person names excluding titles.

PHONE Telephone and fax numbers.

POSTCODE Post codes.

QUAL Qualifications achieved or working to-
wards.

SKILL Skills and areas of expertise incl. hard
skills (e.g. Java, C++, French) or gen-
eral areas of expertise (e.g. software de-
velopment) but not soft or interpersonal
skills (e.g. networking, team work).

TIMESPAN Durations of time (e.g. 7 years, 2
months, over 2 years).

URL URLs

GROUP Dummy NE to group several NEs for
annotating multiple relations at once.
The individual NEs contained within
the group still have to be annotated.

Zone Title Type | Synonyms

EDUCATION Education, Qualifications, Training,
Certifications, Courses

SKILLS Skills,  Qualifications,  Experience,
Competencies

SUMMARY Summary, Profile

PERSONAL Personal Information, Personal Data

EMPLOYMENT Employment, Employment History,
Work History, Career, Career Record

REFERENCES References, Referees

OTHER Other zone titles not covered by this list,
e.g. Publications, Patents, Grants, As-
sociations, Interests, Additional.

Table 2: The types of NEs and zone titles annotated.

mark up only the relevant sub-string of the text re-
ferring to the zone title and not the entire title if it
contained irrelevant information.

4.3 Relations

The binary relations that were annotated (see Table
3) always link two different types of NE mentions.
Annotators were asked to mark up relations within
the same zone but not across zones.



Relation Type
TEMP-SKILL

| Description |

A skill related to a temporal expression
(e.g. Java - 7 years). TEMP includes any
temporal NE types (DATE, DATERANGE
and TIMESPAN).

A location related to a temporal expres-
sion (e.g. Dublin - summer 2004).

An organization related to a temporal
expression (e.g. Google - 2001-2004).
A job title related to a temporal ex-
pression (e.g. Software Engineer -
Sep. 2001 to Jun. 2004).

A qualification related to a temporal ex-
pression (e.g. PhD - June 2004).

An organization related to a location
(e.g. Google - Dublin).

A job title related to a location
(e.g. Software Engineer - Dublin).

A qualification related to a location
(e.g. PhD - Dublin).

A job title related to an organization
(e.g. Software Engineer - Google).

A qualification related to an organiza-
tion (e.g. PhD - University of Toronto).
A relation that can be assigned in case
a group of NEs all relate to another NE
X. GROUP-X can be any of the relation
pairs mentioned in this list.

TEMP-LOC

TEMP-ORG

TEMP-JOB

TEMP-QUAL

LOC-ORG

LOC-JOB

LOC-QUAL

ORG-JOB

ORG-QUAL

GROUP-X

Table 3: The types of relations annotated.

5 Inter-Annotator Agreement

We first calculated pairwise TAA for all markables
at the end of the 2nd pilot and continued doing so
throughout the main annotation phase. For each pair
of annotations on the same document, IAA was cal-
culated by scoring one annotator against another us-
ing precision (P), recall (R) and F1.% Anoverall 1AA
was calculated by micro-averaging across all anno-
tated document pairs.” We used F) rather than the
Kappa score (Cohen, 1960) to measure IAA as the
latter requires comparison with a random baseline,
which does not make sense for tasks such as NER.
Table 4 compares the 1AA figures we obtained for
2 doubly annotated documents during the 2nd pilot
phase, i.e. the first time we measured 1AA, to those
we obtained on 9 different files once the main an-
notation was completed. For NEs and zone titles,
IAA was calculated using P, R and F1, defining two
mentions as equal if they had the same left and right

8P, R and F are calculated in standard fashion from the
number of true positives, false positives and false negatives.

“Micro-averaging was chosen over macro-averaging, since
we felt that the latter would give undue weight to documents
with fewer markables.
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boundaries and the same type. Although this com-
parison is done over different sub-sets of the corpus,
it is still possible to conclude that the NE 1AA im-
proved considerably over the course of the annota-
tion process.

The 1AA scores for the majority of NEs were in-
creased considerably at the end, with the exception
of SKILL for which the TAA ended up being slightly
lower as well as DOB and PER of which there are
not sufficient examples in either sets to obtain re-
liably results.! There are very large increases in
IAA for JOB and ORG entities, as we discovered dur-
ing the pilot annotation that the guidelines for those
markables were not concrete enough regarding their
boundaries and definitions. Their final TAA figures
show that both of these types of NEs were still most
difficult to annotate at the end. However, a final total
IAA of 84.8 F} for all NEs is a relatively high score.
In comparison, the final TAA score of 97.1 F} for the
zone titles shows that recognizing zone titles is an
even easier task for humans to perform compared to
recognizing NEs.

When calculating TAA for relations, only those re-
lations for which both annotators agreed on the NEs
were included. This is done to get an idea of the
difficulty of the RE task independently of NER. Re-
lation TAA was also measured using F, where rela-
tions are counted as equal if they connect exactly the
same NE pair. The 1AA for relations between NEs
within CVs is relatively high both during the pilot
annotation and at the end of the main annotation and
only increased slightly over this time. These figures
show that this task is much easier than annotating re-
lations in other domains, e.g. in biomedical research
papers (Alex et al., 2008a).

The 1AA figures show that even with cyclic anno-
tation, evolving guidelines and continuous updating,
human annotators can find it challenging to annotate
some markables consistently. This has an effect on
the results of the automatic annotation where the an-
notated data is used to train ML-based models and
to evaluate their performance.

"The reason why there are no figures for POSTCODE and
TIMESPAN entities for the pilot annotation is that none appeared
in those documents.



(1) 2nd Pilot Annotation (2) End of Main Annotation (3) Automatic Annotation
Type P [ R [ Fy [ TPs P [ R [ Fi [ TPs P [ R [ Fy [ TPs
Named Entities
ADDRESS 100.0 | 100.0 | 100.0 1 100.0 | 100.0 | 100.0 10 13.8 16.0 | 14.8 8
DATE 62.5 92.6 74.6 25 98.5 98.5 98.5 191 94.1 957 | 949 1,850
DATERANGE 91.3 95.5 93.3 21 98.6 97.3 97.9 71 91.4 87.0 | 89.2 637
DOB 100.0 | 100.0 | 100.0 1 75.0 | 100.0 85.7 3 || 70.8 70.8 | 70.8 17
EMAIL 100.0 | 100.0 | 100.0 2 100.0 | 100.0 | 100.0 8 || 959 | 100.0 | 979 93
JOB 39.1 52.9 45.0 9 72.5 69.9 71.2 95 || 70.5 614 | 65.6 742
LOC 88.9 | 100.0 94.1 16 100.0 95.8 97.9 137 || 83.2 873 | 852 1,259
ORG 68.0 81.0 73.9 17 93.4 86.4 89.8 171 57.1 447 | 50.2 749
PER 100.0 | 100.0 | 100.0 2 100.0 95.0 97.4 19 || 69.8 40.5 | 51.2 196
PHONE 100.0 | 100.0 | 100.0 4 100.0 | 100.0 | 100.0 16 || 90.9 85.7 | 88.2 90
POSTCODE - - - - 90.9 90.9 90.9 10 || 98.3 71.3 | 82.6 57
QUAL 9.1 7.7 8.3 1 68.4 81.3 74.3 13 || 53.9 27.2 | 36.1 56
SKILL 76.6 86.8 81.4 | 210 79.3 79.0 79.2 863 67.9 66.5 | 67.2 5,645
TIMESPAN - - - - 91.7 91.7 91.7 33 74.0 76.8 | 754 179
URL 100.0 | 100.0 | 100.0 2 100.0 | 100.0 | 100.0 43 || 97.2 90.5 | 93.7 209
All 73.0 84.1 78.1 | 311 85.4 84.2 84.8 | 1,683 || 73.5 694 | 714 | 11,787
Zone Titles
EDUCATION 100.0 | 100.0 | 100.0 3 100.0 | 100.0 | 100.0 9 || 86.3 75.0 | 80.3 63
EMPLOYMENT 100.0 | 100.0 | 100.0 1 100.0 88.9 94.1 8 83.1 69.7 | 75.8 69
OTHER 100.0 | 100.0 | 100.0 1 - - - - 1| 39.3 282 | 32.8 22
PERSONAL 25.0 25.0 25.0 1 100.0 | 100.0 | 100.0 4 || 654 53.1 | 58.6 17
REFERENCES 100.0 | 100.0 | 100.0 1 100.0 | 100.0 | 100.0 30| 944 89.5 | 91.9 17
SKILLS 333 40.0 36.4 2 100.0 | 100.0 | 100.0 7 || 63.8 389 | 484 44
SUMMARY - - - - 75.0 | 100.0 85.7 3 82.2 649 | 72.6 37
All 56.3 60.0 58.1 9 97.1 97.1 97.1 34 || 72.7 55.8 | 63.2 269
Relations
DATE-JOB - - - - 100.0 83.3 90.9 10 || 28.1 447 | 34.5 110
DATE-LOC - - - - 88.9 72.7 80.0 8 || 71.3 52.7 | 60.6 223
DATE-ORG - - - - 100.0 88.2 93.8 15 53.0 51.5 | 52.3 218
DATE-QUAL - - - - 100.0 | 100.0 | 100.0 6 || 60.6 73.1 | 66.3 57
DATERANGE-JOB 77.8 | 100.0 87.5 7 91.7 | 100.0 95.7 66 80.4 72.5 | 76.2 663
DATERANGE-LOC 91.7 | 100.0 95.7 11 85.4 79.6 82.4 70 || 82.0 82.7 | 824 735
DATERANGE-ORG 93.8 | 100.0 96.8 15 80.2 76.2 78.2 77 || 72.2 76.4 | 74.2 644
DATERANGE-QUAL 100.0 | 100.0 | 100.0 1 100.0 | 100.0 | 100.0 21 71.1 62.1 | 66.3 59
DATERANGE-SKILL 89.0 98.1 93.3 | 105 82.2 | 100.0 90.5 352 || 61.1 337 | 434 1,574
DATE-SKILL 100.0 9.1 16.7 1 95.0 67.1 78.6 57 || 23.6 54.5 | 33.0 368
JOB-LOC NaN 0.0 NaN 0 91.8 65.6 76.5 78 || 77.0 69.1 | 72.8 932
JOB-ORG 87.5 | 100.0 93.3 7 86.8 73.3 79.5 99 || 64.6 50.7 | 56.8 758
JOB-TIMESPAN - - - - 85.7 54.6 66.7 6 56.0 61.8 | 58.8 47
LOC-ORG NaN 0.0 NaN 0 89.6 71.4 79.5 120 || 79.7 789 | 79.3 1,044
LOC-QUAL NaN 0.0 NaN 0 100.0 | 100.0 | 100.0 19 || 75.6 787 | 77.1 133
LOC-TIMESPAN - - - - 100.0 75.0 85.7 3 48.2 36.1 | 41.3 13
ORG-QUAL NaN 0.0 NaN 0 95.2 95.2 95.2 20 || 77.8 714 | 74.5 140
ORG-TIMESPAN - - - - 83.3 55.6 66.7 5 559 333 | 41.8 19
SKILL-TIMESPAN - - - - 86.1 74.0 79.6 37 59.5 52.6 | 55.8 280
All 85.5 83.1 84.2 | 147 86.8 82.6 84.6 | 1,069 || 63.1 553 | 59.0 8,017

Table 4: 1AA for NEs, zone titles and relations in precision (P), recall (R) and Fj at two stages in the
annotation process: (1) at the end of the second pilot annotation and (2) at the end of the main annotation
phase; as well as automatic annotation scores (3) on the blind TEST set. The total number of true positives
(TPs) is shown to provide an idea of the quantities of markables in each set.
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6 Automatic Annotation

Table 4 also lists the final scores of the automatic
ML-based NER and RE components (Alex et al.,
2008b) which were adapted to the recruitment do-
main during the TXV project. Following agile
methods, we trained and evaluated models very
early into the annotation process. During the sys-
tem optimization, learning curves helped to investi-
gate for which markables having more training data
available would improve performance.

The NER component recognizes NEs and zone
titles simultaneously with an overall F; of 71.4
(84.2% of 1AA) and 63.2 (65.0% of 1AA), respec-
tively. Extremely high or higher than average scores
were obtained for DATE, DATERANGE, EMAIL, LOC,
PHONE, POSTCODE, TIMESPAN and URL entities.
Mid-range to lower scores were obtained for AD-
DRESS, DOB, JOB, ORG, PER, QUAL and SKILL enti-
ties. One reason is the similarity between NE types,
e.g. DOB is difficult to differentiate from DATE. The
layout of CVs and the lack of full sentences also
pose a challenge as the NER component is trained
using contextual features surrounding NEs that are
often not present in CV data. Finally, the strict eval-
uation counts numerous boundary errors for NEs
which can be considered correct, e.g. the system
often recognizes organization names like “Sun Mi-
crosystems, Inc” whereas the annotator included the
full stop at the end (““Sun Microsystems, Inc.”).

The RE component (Haddow, 2008) performs
with an overall F; of 59.0 on the CV TEST set
(69.7% of 1AA). It yields high or above aver-
age scores for 10 relation types (DATE-LOC, DATE-
QUAL, DATERANGE-JOB, DATERANGE-LOC, DAT-
ERANGE-ORG, DATERANGE-QUAL, JOB-LOC, LOC-
ORG, LOC-QUAL, ORG-QUAL). It yields mid-range
to low scores for the other relation types (DATE-
JOB, DATE-ORG, DATERANGE-SKILL, DATE-SKILL,
JOB-ORG, JOB-TIMESPAN, LOC-TIMESPAN, ORG-
TIMESPAN, SKILL-TIMESPAN). The most frequent
type is DATERANGE-SKILL, a skill obtained during a
particular time period. Its entities tend to be found in
the same zone but not always in immediate context.
Such relations are inter-sentential, i.e. their entities
are in different sentences or what is perceived as sen-
tences by the system. Due to nature of the data, there
are few intra-sentential relations, relations between
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NEs in the same sentence. The further apart two re-
lated NEs are, the more difficult it is to recognize
them. Similarly to NER, one challenge for RE from
CVs is their diverse structure and formatting.

7 Discussion and Conclusion

The increase in the IAA figures for the markables
over time show that agile corpus annotation resulted
in more qualitative annotations. It is difficult to
prove that the final annotation quality is higher than
it would have been had we followed the traditional
way of annotation. Comparing two such methods in
parallel is very difficult to achieve as the main aim
of annotation is usually to create a corpus and not to
investigate the best and most efficient method.
However, using the agile approach we identified
problems early on and made improvements to the
annotation scheme and the setup during the process
rather than at the end. Given a fixed annotation time
frame and the proportion of time we spent on cor-
recting errors throughout the annotation process, one
might conclude that we annotated less data than we
may have done, had we not followed the agile ap-
proach. However, Voormann and Hut (2008) argue
that agile annotation actually results in more useable
data at the end and in less data being thrown away.
Had we followed the traditional approach, we
would unlikely have planned a correction phase at
the end. The two main reason for that are cost
and the general belief that the more annotated data
the better. A final major correction phase is usu-
ally viewed as too expensive during an annotation
project. In order to avoid this cost, the traditional ap-
proach taken tends to be to create a set of annotation
guidelines when starting out and hold off the main
annotation until the guidelines are finalized and con-
sidered sufficiently defined. This approach does not
lend itself well to changes and adjustments later on
which are inevitable when dealing with natural lan-
guage. As a result the final less accurate annotated
corpus tends to be accepted as the ground truth or
gold standard and may not be as suitable and useful
for a given purpose as it could have been follow-
ing the agile annotation approach. Besides changing
the way in which annotators work, we recognize the
need for more flexible annotation tools that allow an-
notators to implement changes more rapidly.
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Abstract

This paper explores ways to detect errors
in aligned corpora, using very little tech-
nology. In the first method, applicable
to any aligned corpus, we consider align-
ment as a string-to-string mapping. Treat-
ing the target string as a label, we ex-
amine each source string to find incon-
sistencies in alignment. Despite setting
up the problem on a par with grammat-
ical annotation, we demonstrate crucial
differences in sorting errors from legiti-
mate variations. The second method ex-
amines phrase nodes which are predicted
to be aligned, based on the alignment of
their yields. Both methods are effective in
complementary ways.

1 Introduction

Parallel corpora—texts and their translations—
have become essential in the development of
machine translation (MT) systems. Alignment
quality is crucial to these corpora; as Tiede-
mann (2003) states, “[t]he most important fea-
ture of texts and their translations is the corre-
spondence between source and target segments”
(p. 2). While being useful for translation studies
and foreign language pedagogy (see, e.g., Botley
et al., 2000; McEnery and Wilson, 1996), PARAL-
LEL TREEBANKS—syntactically-annotated paral-
lel corpora—offer additional useful information
for machine translation, cross-language infor-
mation retrieval, and word-sense disambiguation
(see, e.g., Tiedemann, 2003),

While high-quality alignments are desirable,
even gold standard annotation can contain anno-
tation errors. For other forms of linguistic an-
notation, the presence of errors has been shown
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Stockholm University
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to create various problems, from unreliable train-
ing and evaluation of NLP technology (e.g., Padro
and Marquez, 1998) to low precision and recall
of queries for already rare linguistic phenomena
(e.g., Meurers and Miiller, 2008). Even a small
number of errors can have a significant impact
on the uses of linguistic annotation, e.g., chang-
ing the assessment of parsers (e.g., Habash et al.,
2007). One could remove potentially unfavorable
sentence pairs when training a statistical MT sys-
tem, to avoid incorrect word alignments (Okita,
2009), but this removes all relevant data from
those sentences and does not help evaluation.

We thus focus on detecting errors in the anno-
tation of alignments. Annotation error detection
has been explored for part-of-speech (POS) anno-
tation (e.g., Loftsson, 2009) and syntactic anno-
tation (e.g., Ule and Simov, 2004; Dickinson and
Meurers, 2005), but there have been few, if any, at-
tempts to develop general approaches to error de-
tection for aligned corpora. Alignments are differ-
ent in nature, as the annotation does not introduce
abstract categories such as POS, but relies upon
defining translation units with equivalent mean-
ings.

We use the idea that variation in annotation can
indicate errors (section 2), for consistency check-
ing of alignments, as detailed in section 3. In sec-
tion 4, we outline language-independent heuristics
to sort true ambiguities from errors, and evaluate
them on a parallel treebank in section 5. In sec-
tion 6 we turn to a complementary method, ex-
ploiting compositional properties of aligned tree-
banks, to align more nodes. The methods are sim-
ple, effective, and applicable to any aligned tree-
bank. As far as we know, this is the first attempt to
thoroughly investigate and empirically verify er-
ror detection methods for aligned corpora.

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 38—46,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



2 Background
2.1 Variation N-gram Method

As a starting point for an error detection method
for aligned corpora, we use the variation n-gram
approach for syntactic annotation (Dickinson and
Meurers, 2003, 2005). The approach is based on
detecting strings which occur multiple times in
the corpus with varying annotation, the so-called
VARIATION NUCLEI. The nucleus with repeated
surrounding context is referred to as a VARIATION
n-GRAM. The basic heuristic for detecting anno-
tation errors requires one word of recurring con-
text on each side of the nucleus, which is suffi-
cient for detecting errors in grammatical annota-
tion with high precision (Dickinson, 2008).

The approach detects bracketing and labeling
errors in constituency annotation. For example,
the variation nucleus last month occurs once in
the Penn Treebank (Taylor et al., 2003) with the
label NP and once as a non-constituent, handled
through a special label NIL. As a labeling error
example, next Tuesday occurs three times, twice
as NP and once as PP (Dickinson and Meur-
ers, 2003). The method works for discontinuous
constituency annotation (Dickinson and Meurers,
2005), allowing one to apply it to alignments,
which may span over several words.

2.2 Parallel Treebank Consistency Checking

For the experiments in this paper we will use
the SMULTRON parallel treebank of Swedish,
German, and English (Gustafson—éapkové et al.,
2007), containing syntactic annotation and align-
ment on both word and phrase levels.! Addition-
ally, alignments are marked as showing either an
EXACT or a FUZZY (approximate) equivalence.
Corpora with alignments often have under-
gone some error-checking. Previous consistency
checks for SMULTRON, for example, consisted
of running one script for comparing differences
in length between the source and target language
items, and one script for comparing alignment
labels, to detect variation between EXACT and
FUZzY links. For example, the pair and (English)
and samt (German, ‘together with’) had 20 FUZZY
matches and 1 (erroneous) EXACT match. Such

'SMULTRON is freely available for research purposes, see
http://www.cl.uzh.ch/kitt/smultron/.
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methods are limited, in that they do not, e.g., han-
dle missing alignments.

The TreeAligner’ tool for annotating and
querying aligned parallel treebanks (Volk et al.,
2007) employs its own consistency checking, re-
cently developed by Torsten Marek. One method
uses 2 X 2 contingency tables over words, look-
ing, e.g., at the word-word or POS-POS combina-
tions, pinpointing anomalous translation equiva-
lents. While potentially effective, this does not ad-
dress the use of alignments in context, i.e., when
we might expect to see a rare translation.

A second, more treebank-specific method
checks for so-called branch link locality: if two
nodes are aligned, any node dominating one of
them can only be aligned to a node dominating the
other one. While this constraint can flag erroneous
links, it too does not address missing alignments.
The two methods we propose in this paper address
these limitations and can be used to complement
this work. Furthermore, these methods have not
been evaluated, whereas we evaluate our methods.

3 Consistency of Alignment

To adapt the variation n-gram method and deter-
mine whether strings in a corpus are consistently
aligned, we must: 1) define the units of data we
expect to be consistently annotated (this section),
and 2) define which information effectively iden-
tifies the erroneous cases (section 4).

3.1 Units of Data

Alignment relates words in a source language and
words in a target language, potentially mediated
by phrase nodes. Following the variation n-gram
method, we define the units of data, i.e., the vari-
ation nuclei, as strings. Then, we break the prob-
lem into two different source-to-target mappings,
mapping a source variation nucleus to a target lan-
guage label. With a German-English aligned cor-
pus, for example, we look for the consistency of
aligning German words to their English counter-
parts and separately examine the consistency of
aligning English words with their German “la-
bels.” Because a translated word can be used in
different parts of a sentence, we also normalize all
target labels into lower-case, preventing variation
between, e.g., the and The.

http://www.cl.uzh.ch/kitt/treealigner



dichte Kranze | von Osterglocken
ADJA NN APPR NN
Das

ART NN APPRART NN
IN RN NN§ IN NNS
with dense clusters of | daffodils
DT

The

NN IN DT NN
girl in the  mirror

Figure 1: Word and phrase alignments span the
same string on the left, but not on the right.

Although alignment maps strings to strings for
this method, complications arise when mediated
by phrase nodes: if a phrase node spans over only
one word, it could have two distinct mappings,
one as a word and one as a phrase, which may
or may not result in the same yield. Figure 1 il-
lustrates this. On the left side, Osterglocken is
aligned to daffodils at the word level, and the same
string is aligned on the phrase level (NP to NP).
In contrast, on the right side, the word Spiegel is
aligned to the word mirror, while at the phrase
level, Spiegel (NP) is aligned to the mirror (NP).
As word and phrase level strings can behave dif-
ferently, we split error detection into word-level
and phrase-level methods, to avoid unnecessary
variation. By splitting the problem first into differ-
ent source-to-target mappings and then into words
and phrases, we do not have to change the under-
lying way of finding consistency.

Multiple Alignment The mapping between
source strings and target labels handles n-to-m
alignments. For example, if Gdrten maps to the
gardens, the and gardens is considered one string.
Likewise, in the opposite direction, the gardens
maps as a unit to Gdrten, even if discontinuous.

Unary Branches With syntactic annotation,
unary branches present a potential difficulty, in
that a single string could have more than one la-
bel, violating the assumption that the string-to-

Médchen im ' Spiegel
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jemanden
PIS

andere
PIS

eine
ART

NN
someone

RB
else

NN
someone

Figure 2: The word someone aligned as a phrase
on the left, but not a phrase by itself on the right.

label mapping is a function. For example, in
Penn Treebank-style annotation, an NP node can
dominate a QP (quantifier phrase) node via a
unary branch. Thus, an annotator could (likely
erroneously) assign different alignments to each
phrasal node, one for the NP and one for the QP,
resulting in different target labels.

We handle all the (source) unary branch align-
ments as a conjunction of possibilities, ordered
from top to bottom. Just as the syntactic struc-
ture can be relabeled as NP/QP (Dickinson and
Meurers, 2003), we can relabel a string as, e.g.,
the man/man. If different unary nodes result in the
same string (the man/the man), we combine them
(the man). Note that unary branches are unprob-
lematic in the target language since they always
yield the same string, i.e., are still one label.

3.2 Consistency and Completeness

Error detection for syntactic annotation finds in-
consistencies in constituent labeling (e.g., NP vs.
QP) and inconsistencies in bracketing (e.g., NP vs.
NIL). Likewise, we can distinguish inconsistency
in labeling (different translations) from inconsis-
tency in alignment (aligned/unaligned). Detecting
inconsistency in alignment deals with the com-
pleteness of the annotation, by using the label NIL
for unaligned strings.

We use the method from Dickinson and Meur-
ers (2005) to generate NILs, but using NIL for un-
aligned strings is too coarse-grained for phrase-
level alignment. A string mapping to NIL might
be a phrase which has no alignment, or it might



not be a phrase and thus could not possibly have
an alignment. Thus, we create NIL-C as a new
label, indicating a constituent with no alignment,
differing from NIL strings which do not even form
a phrase. For example, on the left side of Fig-
ure 2, the string someone aligns to jemanden on
the phrase level. On the right side of Figure 2,
the string someone by itself does not constitute a
phrase (even though the alignment in this instance
is correct) and is labeled NIL. If there were in-
stances of someone as an NP with no alignment,
this would be NIL-C. NIL-C cases seem to be use-
ful for inconsistency detection, as we expect con-
sistency for items annotated as a phrase.

3.3 Alignment Types

Aligned corpora often specify additional informa-
tion about each alignment, e.g., a “sure” or “pos-
sible” alignment (Och and Ney, 2003). In SMUL-
TRON, for instance, an EXACT alignment means
that the strings are considered direct translation
equivalents outside the current sentence context,
whereas a FUZZY one is not as strict an equiva-
lent. For example, something in English EXACT-
aligns with etwas in German. However, if some-
thing and irgend etwas (‘something or other’) are
constituents on the phrase level, <something, ir-
gend etwas> is an acceptable alignment (since the
corpus aligns as much as possible), but is FUZZY.
Since EXACT alignments are the ones we expect
to consistently align with the same string across
the corpus, we attach information about the align-
ment type to each corpus position. This can be
used to filter out variations involving, e.g., FUZZY
alignments (see section 4.4). When multiple
alignments form a single variation nucleus, there
could be different types of alignment for each link,
e.g., dog EXACT-aligning and the FUZZY-aligning
with Hund. We did not observe this, but one can
easily allow for a mixed type (EXACT-FUZZY).

3.4 Algorithm

The algorithm first splits the data into appropriate
units (SL=source language, TL=target language):

1. Divide the alignments into two SL-to-TL mappings.

2. Divide each SL-to-TL alignment set into word-level

and phrase-level alignments.

For each of the four sets of alignments:
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1. Map each string in SL with an alignment to a label

e Label = <(lower-cased) TL translation, EX-
ACT|FUZZY|EXACT-FUZZY >

o (For phrases) Constituent phrases with no align-
ment are given the special label, NIL-C.

e (For phrases) Constituent phrases which are
unary branches are given a single, normalized la-
bel representing all target strings.

2. Generate NIL alignments for string tokens which occur
in SL, but have no alignment to TL, using the method
described in Dickinson and Meurers (2005).

3. Find SL strings which have variation in labeling.

4. Filter the variations from step 3, based on likelihood of

being an error (see section 4).

4 Identifying Inconsistent Alignments

As words and phrases have acceptable variants for
translation, the method in section 3 will lead to
detecting acceptable variations. We use several
heuristics to filter the set of variations.

4.1 NIL-only Variation

As discussed in section 3.2, we use the label NIL-
C to refer to syntactic constituents which do not
receive an alignment, while NIL refers to non-
constituent strings without an alignment. A string
which varies between NIL and NIL-C, then, is not
really varying in its alignment—i.e., it is always
unaligned. We thus remove cases varying only be-
tween NIL and NIL-C.

4.2 Context-based Filtering

The variation n-gram method has generally relied
upon immediate lexical context around the vari-
ation nucleus, in order to sort errors from ambi-
guities (Dickinson, 2008). However, while use-
ful for grammatical annotation, it is not clear how
useful the surrounding context is for translation
tasks, given the wide range of possible translations
for the same context. Further, requiring identical
context around source words is very strict, leading
to sparse data problems, and it ignores alignment-
specific information (see sections 4.3 and 4.4).
We test three different notions of context.
Matching the variation n-gram method, we first
employ a filter identifying those nuclei which
share the “shortest” identical context, i.e., one
word of context on every side of a nucleus. Sec-
ondly, we relax this to require only one word of



context, on either the left or right side. Finally, we
require no identical context in the source language
and rely only on other filters. For example, with
the nucleus come in the context Where does the
world come from, the first notion requires world
come from to recur, the second either world come
or come from, and the third only requires that the
nucleus itself recur (come).

4.3 Target Language Filtering

Because translation is open-ended, there can be
different translations in a corpus. We want to
filter out cases where there is variation in align-
ment stemming from multiple translation possibil-
ities. We implement a TARGET LANGUAGE FIL-
TER, which keeps only the variations where the
target words are present in the same sentence. If
word x is sometimes aligned to i ; and sometimes
to y2, and word y» occurs in at least one sentence
where y; is the chosen target, then we keep the
variation. If y; and y2 do not occur in any of the
same sentences, we remove the variation: given
the translations, there is no possibility of having
the same alignment.

This also works for NIL labels, given sentence
alignments.? For NILs, the check is in only one
direction: the aligned sentence must contain the
target string used as the label elsewhere in the cor-
pus. For instance, the word All aligns once with
alle and twice with NIL. We check the two NIL
cases to see whether one of them contains alle.

Sentences which are completely unaligned lead
to NILs for every word and phrase, and we always
keep the variation. In practice, the issue of having
no alignment should be handled separately.

4.4 Alignment Type Filtering

A final filter relies on alignment type informa-
tion. Namely, the FUZZY label already indicates
that the alignment is not perfect, i.e., not nec-
essarily applicable in other contexts. For exam-
ple, the English word dead FUzzY-aligns with the
German verschwunden (‘gone, missing’), the best
translation in its context. In another part of the
corpus, dead EXACT-aligns with leblosen (‘life-
less’). While this is variation between verschwun-
den and leblosen, the presence of the FUZZY label

3In SMULTRON, sentence alignments are not given di-
rectly, but can be deduced from the set of word alignments.
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| word || phrase
all 540 251
oneword 340 182
shortest 96 21
all-TL 194 140
oneword-TL 130 94
shortest-TL 30 16

Table 1: Number of variations across contexts

alerts us to the fact that it should vary with another
word. The ALIGNMENT TYPE FILTER removes
cases varying between one EXACT label and one
or more FUZZY labels.

5 Evaluation

Evaluation was done for English to German on
half of SMULTRON (the part taken from the novel
Sophie’s World), with approximately 7500 words
from each language and 7600 alignments (roughly
4800 word-level and 2800 phrase-level). Basic
statistics are in Table 1. We filter based on the
target language (7L) and provide three different
contextual definitions: no context, i.e., all varia-
tions (all); one word of context on the left or right
(oneword); and one word of context on the left and
right, i.e., the shortest surrounding context (short-
est). The filters reduce the number of variations,
with a dramatic loss for the shortest contexts.

A main question concerns the impact of the fil-
tering conditions on error detection. To gauge this,
we randomly selected 50 (all) variations for the
word level and 50 for the phrase level, each corre-
sponding to just under 400 corpus instances. The
variations were checked manually to see which
were true variations and which were errors.

We report the effect of different filters on preci-
sion and recall in Table 2, where recall is with re-
spect to the all condition.* Adding too much lexi-
cal context in the source language (i.e., the short-
est conditions) results in too low a recall to be
practically effective. Using one word of context
on either side has higher recall, but the precision
is no better than using no source language con-
text at all. What seems to be most effective is to
only use the target language filter (all-TL). Here,
we find higher precision—higher than any source
language filter—and the recall is respectable.

*Future work should test for recall of all alignment errors,
by first manually checking a small section of the corpus.



‘Word Phrase

Cases | Errors | P | R || Cases | Errors | P | R
all 50 17 | 34% | 100% 50 15 | 30% | 100%
oneword 33 12 | 36% 71% 33 8 | 24% 53%
shortest 8 2| 25% 12% 4 1| 25% 7%
all-TL 20 11 | 55% 65% 27 12 | 44% 80%
oneword-TL 15 6 | 40% 35% 14 7 | 50% 47%
shortest-TL 2 1| 50% 6% 3 1| 33% 7%

Table 2: Error precision and recall

TL filter An advantage of the target language
filter is its ability to handle lexical (e.g., case) vari-
ations. One example of this is the English phrase
a dog, which varies between German einem Hund
(dative singular), einen Hund (accusative singu-
lar) and Hunde (accusative plural). Similar to us-
ing lower-case labels, one could map strings to
canonical forms. However, the target language
filter naturally eliminates such unwanted varia-
tion, without any language-specific information,
because the other forms do not appear across sen-
tences.

Several of the variations which the target lan-
guage filter incorrectly removes would, once the
error is fixed, still have variation. As an example,
consider cat, which varies between Katze (5 to-
kens) and NIL (2 tokens). In one of the NIL cases,
the word needs to be FUzZzY-aligned with the Ger-
man Tigerkatze. The variation points out the error,
but there would still be variation (between Katze,
Tigerkatze, and NIL) after correction. This shows
the limitation of the heuristic in identifying the re-
quired non-exact alignments.

Another case the filter misses is the variation
nucleus heard, which varies between gehort (2 to-
kens) and horen (1 token). In this case, one of the
instances of <heard, gehort> should be <heard,
gehort hatte>. Note that here the erroneous case
is not variation-based at all; it is a problem with
the label gehort. What is needed is a method to
detect more translation possibilities.

As an example of a problem for phrases, con-
sider the variation for the nucleus end with 5 in-
stances of NIL and 1 of ein Ende. In one NIL
instance, the proper alignment should be <the
end, Ende>, with a longer source string. Since
the target label is Ende and not ein Ende, the fil-
ter removes this variation. One might explore
more fuzzily matching NIL strings, so that Ende
matches with ein Ende. We explore a different

method for phrases next, which deals with some
of these NIL cases.

6 A Complementary Method

Although it works for any type of aligned corpus,
the string-based variation method of detecting er-
rors is limited in the types of errors it can de-
tect. There might be ways to generalize the vari-
ation n-gram method (cf. Dickinson, 2008), but
this does not exploit properties inherent to aligned
treebanks. We pursue a complementary approach,
as this can fill in some gaps a string-based method
cannot deal with (cf. Loftsson, 2009).

6.1 Phrase Alignment Based on Word Links

Using the existing word alignments, we can search
for missing or erroneous phrase alignments. If
the words dominated by a phrase are aligned, the
phrases generally should be, too (cf. Lavie et al.,
2008). We take the yield of a constituent in one
side of a corpus, find the word alignments of this
yield, and use these alignments to predict a phrasal
alignment for the constituent. If the predicted
alignment is not annotated, it is flagged as a possi-
ble error. This is similar to the branch link locality
of the TreeAligner (see section 2.2), but here as a
prediction, rather than a restriction, of alignment.

For example, consider the English VP choose
her own friends in (1). Most of the words are
aligned to words within lhre Freunde vielleicht
widhlen (‘possibly choose her friends’), with no
alignment to words outside of this German VP. We
want to predict that the phrases be aligned.

(€))

a. [vp choose; hers own friendss]

b. [vp Ihres Freundes vielleicht wihlen; ]
The algorithm works as follows:

1. For every phrasal node s in the source treebank:

(a) Predict a target phrase node ¢ to align with,
where ¢ could be non-alignment (NIL):
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i. Obtain the yield (i.e., child nodes) of the

phrase node s: s, ... Sp.

Obtain the alignments for each child node

si, resulting in a set of child nodes in the

target language (t1, ... tm).

Store every mother node ¢’ covering all the

target child nodes, i.e., all <s,t'> pairs.

(b) If a predicted alignment (<s,t'>) is not in the
set of actual alignments (<s, ¢>), add it to the
set of potential alignments, As—. 7.

ii.

iii.

i. For nodes which are predicted to have non-
alignment (but are actually aligned), output
them to a separate file.

Perform step 1 with the source and target reversed,
thereby generating both Ag..7 and Ap.. 5.

Intersect Ag.r and Ar— g, to obtain the set of pre-

dicted phrasal alignments not currently aligned.

The main idea in 1a is to find the children of a
source node and their alignments and then obtain
the target nodes which have all of these aligned
nodes as children. A node covering all these target
children is a plausible candidate for alignment.

Consider example (2). Within the 8-word En-
glish ADVP (almost twice . .. ), there are six words
which align to words in the corresponding Ger-
man sentence, all under the same NP.3 It does not
matter that some words are unaligned; the fact
that the English ADVP and the German NP cover
basically the same set of words suggests that the
phrases should be aligned, as is the case here.

@

a. Sophie lived ong [yp, thes outskirtss of ay
sprawling 5. suburbg.] and had [apvp almosty
twiceg asg faryp to school as;; Joannajs.] .

Sophie wohnte amgs [yp, Endes eines,
ausgedehntens.  Viertelssx mit Einfam-
ilienhdusern] und hatte [yp einen fasty
doppelts sog langen;p Schulweg wiey;
Jorunn;g.] .

The prediction of an aligned node in 1a allows
for multiple possibilities: in laiii, we only check
that a mother node ¢’ covers all the target children,
disregarding extra children, since translations can
contain extra words. In general, many such dom-
inating nodes exist, and most are poor candidates
for alignment of the node in question. This is the
reason for the bidirectional check in steps 2 and 3.

For example, in (3), we correctly predict align-
ment between the NP dominating you in English
and the NP dominating man in German. From
the word alignment, we generate a list of mother

SFUZZY labels are marked by an asterisk, but are not used.
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nodes of man as potential alignments for the you
NP. Two of these (six) nodes are shown in (3b).
In the other direction, there are eight nodes con-
taining you; two are shown in (3a). These are the
predicted alignment nodes for the NP dominating
man. In either direction, this overgenerates; the
intersection, however, only contains alignment be-
tween the lowest NPs.

3

a. But it ’s just as impossible to realize [s [np
you; ] have to die without thinking how incred-
ibly amazing it is to be alive ] .

[s Und es ist genauso unmdglich , dariiber
nachzudenken , dass [ yp man; | sterben muss
, ohne zugleich daran zu denken , wie phan-
tastisch das Leben ist . ]

While generally effective, certain predictions
are less likely to be errors. In figure 3, for ex-
ample, the sentence pair is an entire rephrasing;
<her, ihr> is the only word alignment. For each
phrasal node in the SL, the method only requires
that all its words be aligned with the words under
the TL node. Thus, the English PP on her, the VP
had just been dumped on her, and the two VPs in
between are predicted as possible alignments with
the German VP ihr einfach in die Wiege gelegt
worden or its immediate VP daughter: they all
have her and ihr aligned, and no contradicting
alignments. Sparse word alignments lead to mul-
tiple possible phrase alignments. After intersect-
ing, we mark cases with more than one predicted
source or target phrase and do not evaluate them.

If in step laiii, no target mother (¢') exists, but
there is alignment in the corpus, then in step 1bi,
we output predicted non-alignment. In Example
(2), for instance, the English NP the outskirts of
a sprawling suburb is (incorrectly) predicted to
have no alignment, although most words align to
words within the same German NP. This predic-
tion arises because the aligns to a word (am) out-
side of the German NP, due to am being a contrac-
tion of the preposition an and the article dem, (cf.
on and the, respectively). The method for predict-
ing phrase alignments, however, relies upon words
being within the constituent. We thus conclude
that: 1) the cases in step 1bi are unlikely to be er-
rors, and 2) there are types of alignments which
we simply will not find, a problem also for au-
tomatic alignment based on similar assumptions
(e.g., Zhechev and Way, 2008). In (2), for in-
stance, were there not already alignment between



worden .
VAPP $.

Das war ihr einfach-jin die Wiege gelegt
PDS  VAFIN PPER ADV APPR ART NN VVPP

PRPS NNS  VBD RB
Her looks had just

VBN VBN “NONE- IN
been dumped .---. on

Figure 3: A sentence with minimal alignment

the NPs, we would not predict it.

6.2 Evaluation

The method returns 318 cases, in addition to 135
cases with multiple source/target phrases and 104
predicted non-alignments. To evaluate, we sam-
pled 55 of the 318 flagged phrases and found that
25 should have been aligned as suggested. 21
of the phrases have zero difference in length be-
tween source and target, while 34 have differences
of up to 9 tokens. Of the phrases with zero-
length difference, 18 should have been aligned
(precision=85.7%), while only 7 with length dif-
ferences should have been aligned. This is in line
with previous findings that length difference can
help predict alignment (cf., e.g., Gale and Church,
1993). About half of all phrase pairs that should
be aligned should be EXACT, regardless of the
length difference.

The method is good at predicting the alignment
of one-word phrases, e.g., pronouns, as in (3). Of
the 11 suggested alignments where both source
and target have a length of 1, all were correct sug-
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gestions. This is not surprising, since all words
under the phrases are (trivially) aligned. Although
shorter phrases with short length differences gen-
erally means a higher rate of correct suggestions,
we do not want to filter out items based on phrase
length, since there are outliers that are correct sug-
gestions, e.g., phrase pairs with lengths of 15 and
13 (difference=2) or 31 and 36 (difference=5). It
is worth noting that checking the suggestions took
very little time.

7 Summary and Outlook

This paper explores two simple, language-
independent ways to detect errors in aligned cor-
pora. In the first method, applicable to any aligned
corpus, we consider alignment as a string-to-string
mapping, where a string could be the yield of a
phrase. Treating the target string as a label, we
find inconsistencies in the labeling of each source
string. Despite setting the problem up in a similar
way to grammatical annotation, we also demon-
strated that new heuristics are needed to sort er-
rors. The second method examines phrase nodes
which are predicted to be aligned, based on the
alignment of their yields. Both methods are ef-
fective, in complementary ways, and can be used
to suggest alignments for annotators or to suggest
revisions for incorrect alignments.

The wide range of possible translations and the
linguistic information which goes into them indi-
cate that there should be other ways of finding er-
rors. One possibility is to use more abstract source
or target language representations, such as POS,
to overcome the limitations of string-based meth-
ods. This will likely also be a useful avenue to
explore for language pairs more dissimilar than
English and German. By investigating different
ways to ensure alignment consistency, one can be-
gin to provide insights into automatic alignment
(Zhechev and Way, 2008). Additionally, by cor-
recting the errors, one can determine the effect on
machine translation evaluation.
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Abstract

Manual annotation of natural language to
capture linguistic information is essen-
tial for NLP tasks involving supervised
machine learning of semantic knowledge.
Judgements of meaning can be more or
less subjective, in which case instead of
a single correct label, the labels assigned
might vary among annotators based on the
annotators’ knowledge, age, gender, intu-
itions, background, and so on. We intro-
duce a framework ”Anveshan,” where we
investigate annotator behavior to find out-
liers, cluster annotators by behavior, and
identify confusable labels. We also in-
vestigate the effectiveness of using trained
annotators versus a larger number of un-
trained annotators on a word sense annota-
tion task. The annotation data comes from
a word sense disambiguation task for pol-
ysemous words, annotated by both trained
annotators and untrained annotators from
Amazon’s Mechanical turk. Our results
show that Anveshan is effective in uncov-
ering patterns in annotator behavior, and
we also show that trained annotators are
superior to a larger number of untrained
annotators for this task.

1 Credits

This work was supported by a research supple-
ment to the National Science Foundation CRI
award 0708952.

2 Introduction

Manual annotation of language data in order to
capture linguistic knowledge has become increas-
ingly important for semantic and pragmatic an-
notation tasks. A very short list of a few such
tasks illustrates the range of types of annotation,
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in varying stages of development: predicate ar-
gument structure (Palmer et al., 2005b), dialogue
acts (Hu et al., 2009), discourse structure (Carbone
et al., 2004), opinion (Wiebe and Cardie, 2005),
emotion (Alm et al., 2005). The number of ef-
forts to create corpus resources that include man-
ual annotations has also been growing. A common
approach in assessing the resulting manual anno-
tations is to report a single quantitative measure
reflecting the quality of the annotations, either a
summary statistic such as percent agreement, or
an agreement coefficient from the family of met-
rics that include Krippendorff’s alpha (Krippen-
dorff, 1980) and Cohen’s kappa (Cohen, 1960).
We present some new assessment methods to use
in combination with an agreement coefficient for
understanding annotator behavior when there are
multiple annotators and many annotation values.

Anveshan (Annotation Variance Estimation) is
a suite of procedures for analyzing patterns of
agreement and disagreement among annotators,
as well as the distributions of annotation values
across annotators. Anveshan thus makes it pos-
sible to explore annotator behavior in more detail.
Currently, it includes three types of analysis: inter-
annotator agreement (IA) among all subsets of an-
notators, leverage of annotation values for outlier
detection, and metrics for comparing annotators’
distributions of annotation values (e.g., Kullbach-
Liebler divergence).

As an illustration of the utility of Anveshan, we
compare two groups of annotators on the same an-
notation word sense annotation tasks: a half dozen
trained annotators and fourteen Mechanical Turk-
ers. Previous work has argued that it can be cost
effective to collect multiple labels from untrained
labelers at a low cost per label, and to combine
the multiple labels through a voting method, rather
than to collect single labels from highly trained la-

'Anveshan is a Sanskrit word which literally means
search or exploration.

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 47-55,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



belers (Snow et al., 2008; Sheng et al., 2008; Lam
and Stork, 2003). The tasks included in (Snow et
al., 2008), for example, include word sense an-
notation; in contrast to our case, where the av-
erage number of senses per word is 9.5, the one
word sense annotation task had three senses. We
find that the same half dozen trained annotators
can agree well or not on sense labels for poly-
semous words. When they agree less well, we
find that it is possible to distinguish between prob-
lems in the labels (e.g., confusable senses) and
systematic differences of interpretation among an-
notators. When we use twice the number of Me-
chanical Turkers as trained annotators for three of
our ten polysemous words, we find inconsistent re-
sults.

The next section of the paper presents the moti-
vation for Anveshan and its relevance to the word
sense annotation task, followed by a section on
related work. The word sense annotation data is
given in section 5. Anveshan is described in the
subsequent section, followed by the results of its
application to the two data sets. We discuss the
comparison of trained annotators and Mechanical
Turkers, as well as differences among words, in
section 7. Section 7 concludes with a short recap
of Anveshan in general, and its application to word
sense annotations in particular.

3 Beyond Interannotator Agreement (IA)

Assessing the reliability of an annotation typically
addresses the question of whether different anno-
tators (effectively) assign the same annotation la-
bels. Various measures can be used to compare
different annotators, including agreement coeffi-
cients such as Krippendorff’s alpha (Krippendorff,
1980). Extensive reviews of the properties of such
coefficients have been presented elsewhere, e.g.,
(Artstein and Poesio, 2008). Briefly, an agree-
ment produce values in the interval [-1,1] indicat-
ing how much of the observed agreement is above
(or below) agreement that would be predicted by
chance (value of 0). To measure reliability in this
way is to assume that for most of the instances in
the data, there is a single correct response. Here
we present the use of reliability metrics and other
measures for word sense annotation, and we as-
sume that in some cases there may not be a single
correct response. When annotators have less than
excellent agreement, we aim to examine possible
causes.
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We take word sense to be a problematic anno-
tation to perform, thus requiring a deeper under-
standing of the conditions under which annotators
might disagree. The many reasons can only be
touched on here. For example, word senses are
not discrete, atomic units that can be delimited and
enumerated. While dictionaries and other lexical
resoures, such as WordNet (Miller et al., 1993) or
the Hector lexicon (cf. SENSEVAL-1 (Kilgarriff
and Palmer, 2000)), do provide enumerations of
the senses for a given word, and their interrela-
tions (e.g., a list of senses, a tree of senses), it is
widely agreed that this is a convenient abstraction,
if for no other reason than the fact that words shift
meanings along with the communicative needs of
the groups of individuals who use them. The con-
text in which a word is used plays a significant role
in restricting the current sense. As a result, it is
often argued that the best representation for word
meaning would consist in clustering the contexts
in which words are used (Kilgarriff, 1997). Yet
even this would be insufficient because new com-
munities arise, new behaviors and artifacts emerge
along with them, hence new contexts of use and
new clusters. At the same time, contexts of use
and the senses that go along with them can fade
away (cf. the use of handbag discussed in (Kilgar-
riff, 1997) pertaining to disco dancing). Because
an enumeration of word senses is somewhat arti-
ficial, annotators might disagree on word senses
because they disagree on the boundaries between
one sense and another, just as professional lexi-
cographers do.

Apart from the artificiality of creating flat or
hierarchical sense inventories, the meanings of
words can vary in their subjectivity, due to differ-
ences in the perception or experience of individu-
als. This can be true for word senses that are inher-
ently relative, such as cold (as in, turn up the ther-
mostat, it’s too cold in here), or that derive their
meaning from cultural norms that may differ from
community to community, such as justice; or that
change as one grows older, e.g., whether a long
time to wait pertains to hours versus days.

Despite the arguments against using word sense
inventories, until they are replaced with an equally
convenient and more representative abstraction,
they are an extremely convenient computational
representation. We rely on WordNet senses, which
are presented to annotators with a gloss (defini-
tion) and with example uses. In order to better un-



derstand reasons for disagreement on senses, we
collect labels from multiple annotators. When an-
notators agree, having multiple annotators is re-
dundant. But when annotators disagree, having
multiple annotators is necessary in order to de-
termine whether the disagreement is due to noise
based on insufficiently clear sense definitions ver-
sus a systematic difference between individuals,
e.g., those who see a glass as half empty where
others see it as half full. To insure the opportu-
nity to observe how varied the labeling of a single
word can be, we collect word sense annotations
from multiple annotators. One potential benefit of
such investigation might be a better understanding
of how to model word meaning.
In sum, we hypothesize the following cases:

e Outliers: A small proportion of annotators
may assign senses in a manner that differs
markedly from the remaining annotators.

Confusability of senses: If multiple annota-
tors assign multiple senses in an apparently
random fashion, it may be that the senses are
not sufficiently distinct.

Systematic differences among subsets of an-
notators: If the same 50% of annotators al-
ways pick sense X where the remaining an-
notators always pick sense Y, it may be that
properties of the annotators, such as their age
cohort, account for the disagreement.

4 Related Work

There has been a decade-long community-wide ef-
fort to evaluate word sense disambiguation (WSD)
systems across languages in the four Senseval ef-
forts (1998, 2001, 2004, and 2007, cf. (Kilgarriff,
1998; Pedersen, 2002a; Pedersen, 2002b; Palmer
et al., 2005a)), with a corollary effort to investi-
gate the issues pertaining to preparation of man-
ually annotated gold standard corpora tagged for
word senses (Palmer et al., 2005a).

Differences in IA and system performance
across part-of-speech have been examined, as
in (Ng et al., 1999; Palmer et al., 2005a). Fac-
tors that have been proposed as affecting agree-
ment include whether annotators are allowed to as-
sign multilabels (Véronis, 1998; Ide et al., 2002;
Passonneau et al., 2006), the number or granu-
larity of senses (Ng et al., 1999), merging of re-
lated senses (Snow et al., 2007), sense similar-
ity (Chugur et al., 2002), entropy (Diab, 2004;
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Palmer et al., 2005a), and reactions times required
to distinguish senses (Klein and Murphy, 2002;
Ide and Wilks, 2006).

We anticipate that one of the ways in which the
data will be used will be to train machine learning
approaches to WSD. Noise in labeling and the im-
pact on machine learning has been discussed from
various perspectives. In (Reidsma and Carletta,
2008), it is argued that machine learning perfor-
mance does not vary consistently with interannota-
tor agreement. Through a simulation study, the au-
thors find that machine learning performance can
degrade or not with lower agreement, depending
on whether the disagreement is due to noise or sys-
tematic behavior. Noise has relatively little impact
compared with systematic disagreements. In (Pas-
sonneau et al., 2008), a similar lack of correla-
tion between interannotator agreement and ma-
chine learning performance is found in an empiri-
cal investigation.

5 Word Sense Annotation Data

5.1 Trained Annotator data

The Manually Annotated Sub-Corpus (MASC)
project (Ide et al., 2010) is creating a small,
representative corpus of American English written
and spoken texts drawn from the Open American
National Corpus (OANC).2 The MASC corpus
includes hand-validated or manual annotations
for a variety of linguistic phenomena. The first
MASC release, available as of May 2010, consists
of 82K words.> One of the goals of MASC is
to support efforts to harmonize WordNet (Miller
et al., 1993) and FrameNet (Ruppenhofer et al.,
2006), in order to bring the sense distinctions each
makes into better alignment.

We chose ten fairly frequent, moderately poly-
semous words for sense tagging. One hundred oc-
currences of each word were sense annotated by
five or six trained annotators. The ten words are
shown in Table 1, the words are grouped by part of
speech, with the number of WordNet senses, the
number of senses used by the trained annotators
(TAs), the number of annotators, and Alpha. We
call this the Trained annotator (TA) data.

We find that interannotator agreement (IA)
among half a dozen annotators varies depending
on the word. For ten words nearly balanced with

“http://www.anc.org
3http://www.anc.org/MASC/Home.html



Senses
Word-pos | Avail. | Used | Ann | Alpha
long-j 9 4 6 0.67
fair-j 10 6 5 0.54
quiet-j 6 5 6| 049
time-n 10 8 5 0.68
work-n 7 7 5 0.62
land-n 11 9 6| 049
show-v 12 10 5 0.46
tell-v 8 8 6| 046
know-v 11 10 5 0.37
say-v 11 10 6 0.37

Table 1: Interannotator agreement on ten poly-
semous words: three adjectives, three nouns and
four verbs among trained annotators

respect to part of speech, we find a range of about
0.50 to 0.70 for nouns and adjectives, and about
0.37 to 0.46 for verbs. Table 1 shows the ten words
and the alpha scores for the same five or six an-
notators. The layout of the table illustrates both
that verbs have lower agreement than adjectives
or nouns, and that within each part of speech, an-
notators achieve varying levels of agreement, de-
pending on the word. The annotators, their level
of training, the number of sense choices, the anno-
tation tool, and other factors remain constant from
word to word. Thus we hypothesize that the differ-
ences in IA reflect differences in the degree of sub-
jectivity of the sense choices, the sense similarity,
or both. Anveshan is a data exploration framework
to help understand the differences in the ability of
the same annotators to agree well on sense anno-
tation for some words and not others.

As shown, annotators achieve respectable
agreement on long, time and work, and lower
agreement on the remaining words. Verbs have
lower agreement overall.

Figure 1 shows WordNet senses for long in the
form displayed to annotators, who used an annota-
tion GUI developed in Java. The sense number ap-
pears in the first column, followed by the glosses,
then sample phrases; only three senses are shown,
to conserve space. Note that annotators did not see
the WordNet synsets (sets of synonymous words)
for a given sense.

5.2 Mechanical Turk data

Amazon’s Mechanical Turk is a crowd-sourcing
marketplace where Human Intelligence Tasks
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Senses
Word-pos | Avail. | Used | Ann | Alpha
long-j 9 9 14| 0.15
fair-j 10 10 14| 0.25
quiet-j 6 6 15 0.08

Table 2: Interannotator agreement on adjectives
among Mechanical Turk annotators

(HITs) such as sense annotation for words in a
sentence, can be set up and results from a large
number of annotators (or turkers) can be obtained
quickly. We used Mechanical Turk to obtain anno-
tations from 14 annotators on the set of adjectives
to analyze IA for a larger set of untrained annota-
tors.

The task was set up to get 150 occurrences an-
notated for each of the three adjectives: fair, long
and quiet, by 14 mechanical turk annotators each.
100 of these occurrences were the same as those
done by the trained annotators. For each word,
the 150 instances were divided into 15 HITs of 10
instances each. The average submit time of a HIT
was 200 seconds. We report the IA among the Me-
chanical Turk annotators using Krippendorff’s Al-
pha in Table 2. As shown, the turkers have poor
agreement, particularly on /long and quiet, which
is at the chance level.

6 Anveshan

Anveshan: Annotation Variance Estimation, is
our approach to perform a more subtle analysis
of inter-annotator agreement. Anveshan uses sim-
ple statistical methods to achieve the three goals
identified in section 3: outlier detection, confus-
able senses, and distinct subsets of annotators that
agree with each other.

6.1 Method

This section uses the following notation to explain
Anveshan’s methodology:

We assume that we have n annotators annotat-
ing m senses. The probability of annotator a using
sense s; 1s given by

count(s;,a)

- > ey count(s;, a)

where, count(s;,a) is number of times s; was
used by a.



1 primarily temporal sense; being or indicating a relatively great or greater than average duration or passage of time

99, <

or a duration as specified: “a long life”;
“along game”; “long ago”; “an hour long”

a long boring speech”; “a long time”;

99, <

a long friendship”;

primarily spatial sense; of relatively great or greater than average spatial extension or extension as specified:

“a long road”; “a long distance”; “contained many long words”; “ten miles long”

of relatively great height: ““a race of long gaunt men” (Sherwood Anderson); “looked out the long French windows”

Figure 1: Three of the WordNet senses for "Long”

Anveshan uses the Kullbach-Liebler divergence
(KLD), Jensen-Shannon divergence (JSD) and
Leverage to compare probability distributions.
The KLD of two probability distributions P and
@ is given by:

P(i)
Qi)

KLD(P,Q) = Z P(i)log

JSD is a modified version of KLD, it is also
known as total divergence to the average, and is
given by:

JSD(P,Q) = %KLD(P, M) + %KLD(Q, M)

where
M =(P+Q)/2

We define Leverage Lev of probability distribu-
tion P over Q as:

Lev(P,Q) = Y _|P(k) — Q(k)|
k

We now compute the following statistics:

e For each annotator a;, we compute F,;.

We compute Pg,,y, wWhichis (>, Py,)/n.
We compute Lev(FP,,;, Paug), Vi

Then we compute JSD(Py,;, Pa;) V(i,7),
where i, j < nandi # j

Lastly, we compute a distance measure for
each annotator, by computing the KLD be-
tween each annotator and the average of
the remaining annotators, i.e. we get
Vi, Dy, KLD(P,,,Q), where @

(Zj;éi Py;)/(n—1)

These statistics give us a deeper understanding
of annotator behavior. Looking at the sense us-
age probabilities, we can identify how frequently
senses are used by an annotator. We can see how
much an annotator deviates from the average sense
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Figure 2: Distance measure (KLD) for Annotators
of long in TA Data
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Figure 3: Sense Usage distribution for long by an-
notators in TA Data

usage distribution by looking at Leverage. JSD be-
tween two annotators gives us a measure of how
close they are to each other. KLD of an annota-
tor with the remaining annotators shows us how
different the annotator is from the rest. In the fol-
lowing section we show results, which illustrate
the effectiveness of Anveshan in identifying use-
ful patterns in the data from the trained annotators
(TAs) and Mechanical Turkers (MTs).

6.2 Results

We used Anveshan on all data from TAs and MTs.
We were successful in correctly identifying out-
liers on many words. Also, analyzing the sense
usage patterns and observing the JSD and KLD
scores gave us useful insights on annotator differ-
ences. In the figures for this section, the six TAs
are represented by their unique identifiers (A101,
A102, A103, A105, A107, A108). Word senses
are identified by adding 100 to the WordNet sense



Word | Old Alpha | Ann Dropped | New Alpha
long 0.67 1 0.80
land 0.49 1 0.54
know 0.377 1 0.48
tell 0.45 2 0.52
say 0.37 2 0.44
fair 0.54 2 0.63

Table 3: Increase in IA score by dropping annota-
tors (TA Data)

0.25
0.2
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105 102 104 103 101 999 108 106 107 110 109

Figure 4: Sense usage patterns of annotators ‘102’
and ‘105’ for show in TA Data

number. An additional “None of the Above” label
is represented as 999; annotators select this when
no sense applies, when the word occurs as part of
a large lexical unit (collocation) with a clearly dis-
tinct meaning, or when the sentence is not a cor-
rect example for other reasons (e.g., wrong part of
speech).

Figure 2 shows the distance measure (KLD) for
each annotator from the rest of the annotators for
the word long with respect to the probability for
each of the four senses used (cf. Table 1). It can
be clearly seen that annotator A108 is an outlier.
A108 differs in her excessive use of label 999, as
shown in Figure 3. Indeed, by dropping A108,
we see that the IA score (Alpha) jumps from 0.67
to 0.8 for long. Similar results were obtained
for annotations for other words as well. Table 3
shows the jump in IA score after outlier(s) were
dropped.

Anveshan helps us differentiate between noisy
disagreement versus systematic disagreement.
The word show with 5 annotators has a low
agreement score of 0.45. By looking at the
sense distributions for the various annotators,
and observing annotation preferences for each
annotator, we can see that annotators A102 and
A105 have similar behavior (Figure 4, with a
pairwise alpha of 0.52 versus 0.46 for all five
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Figure 5: Sense usage patterns of annotators ‘107’
and ‘108’ for show in TA Data
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Figure 6: Sense usage distribution of annotator
‘101" vs. the average of all annotators for show
in TA Data

annotators), and annotators A107 and A108 have
similar behavior (Figure 5, with a pairwise alpha
of 0.53). In contrast, Annotator A101 has very
distinct preferences (Figure 6). This behavior
is captured by computing JSD scores among all
pairs of annotators. As can be seen in Figure 7,
the pairs A102-A105 and A107-A108 have very
low JSD values, indicating similarity in annotator
behavior. At the same time we also see the pairs
having A101 in them have a much higher JSD
score, which is attributed to the fact that A101
is different from everyone else. If we look at
corresponding Alpha scores, we see that pairs
having low JSD values have higher agreement
scores and vice versa.

Observing the sense usage distributions also
helps us identify confusable senses. For example,
Figure 8 shows us the differences in sense usage
patterns of A101, A103 and the average of all
annotators for the word say. We can see that
A101 and A103 deviate in distinct ways from the
average. A101 prefers sense 101 whereas A103
prefers sense 102. This indicates that sense 101
and 102 might be confusable. Sense 1 is given
as “expressing words”; sense 2 as ‘“‘report or
maintain’.
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Figure 7: JSD and Alpha scores for pairs of anno-
tators for show in TA Data
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0.35
0.3
0.25
0.2
0.15

0.1

W

A102

0.05

A105 A108 A101 A107
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Figure 11: Sense usage distribution among TAs
and MTs for fair

Anveshan not only helps us understand under-
lying patterns in annotator behavior and remove
noise from IA scores, but also helps identify
cases where there is no noise and no systematic
subsets of annotators that agree with each other.
An example can be seen in for the noun work. We
observed that the annotators do not have largely
different behavior, which is reflected in Figure 9.
As none of the annotators are significantly differ-
ent from the others, the KLD scores are low and
the plotted line does not have any steep rises, as
seen in Figure 2.

Similar to the results for TA data, Anveshan
was successful in identifying outliers in Mechan-
ical Turk data as well. In order to compare the
agreement among TAs and MTs, we looked at IA
scores of all subsets of annotators for the three ad-
jectives in the Mechanical Turk data. We observed
that MTs used much more senses than TAs for all
words and that there was a lot of noise in sense us-
age distribution. Figure 10 illustrates the sense us-
age statistics for long among MTs, for frequently
used senses.

We also looked at agreement scores among all
subsets of MTs to see if there are any subsets of
annotators who agree as much as TAs, and we ob-
served that for both long and quiet, there were no



subsets of MT annotators whose agreement was
comparable or greater than the same number of the
TAs, however for fair, we found one set of 5 an-
notators whose IA score (0.61) was greater than
the IA score (0.54) of trained annotators. We also
observed that among both these pairs of annota-
tors, the frequently used senses were the same, as
illustrated in Figure 11. Still, the two groups of an-
notators have sufficiently distinct sense usage that
the overall IA for the combined set drops to 0.43.

7 Conclusion and Future Work

For annotations on a subjective task, there are
cases where there is no single correct label. In
this paper, we presented Anveshan, an approach to
study annotator behavior and to explore datasets
with multiple annotators, and with a large set of
annotation values. Here we looked at data from
half a dozen trained annotators and fourteen un-
trained Mechanical Turkers on word sense anno-
tation for polysemous words. The analysis using
Anveshan provided many insights into sources of
disagreement among the annotators.

We learn that IA Scores do not give us a com-
plete picture and it is necessary to delve deeper
and study annotator behavior in order to identify
noise possibly due to sense confusability, to elim-
inate noise due to outliers, and to identify system-
atic differences where subsets of annotators have
much higher IA than the full set.

The results from Anveshan are encouraging and
the methodology can be readily extended to study
patterns in human behavior. We plan to extend
our work by looking at JSD scores of all subsets
of annotators instead of pairs, to identify larger
subsets of annotators who have similar behavior.
We also plan to investigate other statistical meth-
ods of outlier detection such as the orthogonalized
Gnanadesikan-Kettenring estimator.
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Abstract

This article details a series of carefully de-
signed experiments aiming at evaluating
the influence of automatic pre-annotation
on the manual part-of-speech annotation
of a corpus, both from the quality and the
time points of view, with a specific atten-
tion drawn to biases. For this purpose, we
manually annotated parts of the Penn Tree-
bank corpus (Marcus et al., 1993) under
various experimental setups, either from
scratch or using various pre-annotations.
These experiments confirm and detail the
gain in quality observed before (Marcus et
al., 1993; Dandapat et al., 2009; Rehbein
et al., 2009), while showing that biases do
appear and should be taken into account.
They finally demonstrate that even a not
so accurate tagger can help improving an-
notation speed.

1 Introduction

Training a machine-learning based part-of-speech
(POS) tagger implies manually tagging a signifi-
cant amount of text. The cost of this, in terms of
human effort, slows down the development of tag-
gers for under-resourced languages.

One usual way to improve this situation is to
automatically pre-annotate the corpus, so that the
work of the annotators is limited to the validation
of this pre-annotation. This method proved quite
efficient in a number of POS-annotated corpus de-
velopment projects (Marcus et al., 1993; Danda-
pat et al., 2009), allowing for a significant gain
not only in annotation time but also in consistency.
However, the influence of the pre-tagging quality
on the error rate in the resulting annotated corpus
and the bias introduced by the pre-annotation has
been little examined. This is what we propose to
do here, using different parts of the Penn Treebank
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to train various instances of a POS tagger and ex-
periment on pre-annotation. Our goal is to assess
the impact of the quality (i.e., accuracy) of the
POS tagger used for pre-annotating and to com-
pare the use of pre-annotation with purely manual
tagging, while minimizing all kinds of biases. We
quantify the results in terms of error rate in the re-
sulting annotated corpus, manual annotation time
and inter-annotator agreement.

This article is organized as follows. In Sec-
tion 2, we mention some related work, while Sec-
tion 3 describes the experimental setup, followed
by a discussion on the obtained results (Section 4)
and a conclusion.

2 Related Work

2.1 Pre-annotation for POS Tagging

Very few manual annotation projects give details
about the campaign itself. One major exception is
the Penn Treebank project (Marcus et al., 1993),
that provided detailed information about the man-
ual annotation methodology, evaluation and cost.
Marcus et al. (1993) thus showed that manual tag-
ging took twice as long as correcting pre-tagged
text and resulted in twice the inter-annotator dis-
agreement rate, as well as an error rate (using a
gold-standard annotation) about 50% higher. The
pre-annotation was done using a tagger trained on
the Brown Corpus, which, due to errors introduced
by an automatic mapping of tags from the Brown
tagset to the Penn Treebank tagset, had an error
rate of 7-9%. However, they report neither the in-
fluence of the training of the annotators on the po-
tential biases in correction, nor that of the quality
of the tagger on the correction time and the ob-
tained quality.

Dandapat et al. (2009) went further and showed
that, for complex POS-tagging (for Hindi and
Bangla), pre-annotation of the corpus allows for
a gain in time, but not necessarily in consis-
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tency, which depends largely on the pre-tagging
quality. They also noticed that untrained annota-
tors were more influenced by pre-annotation than
the trained ones, who showed “consistent perfor-
mance”. However, this very complete and inter-
esting experiment lacked a reference allowing for
an evaluation of the quality of the annotations. Be-
sides, it only took into account two types of pre-
tagging quality, high accuracy and low accuracy.

2.2 Pre-annotation in Other Annotation
Tasks

Alex et al. (2008) led some experiments in the
biomedical domain, within the framework of a
“curation” task of protein-protein interaction. Cu-
ration consists in reading through electronic ver-
sion of papers and entering retrieved information
into a template. They showed that perfectly pre-
annotating the corpus leads to a reduction of more
than 1/3 in curation time, as well as a better recall
from the annotators. Less perfect pre-annotation
still leads to a gain in time, but less so (a little less
than 1/4th). They also tested the effect of higher
recall or precision of pre-annotation on one anno-
tator (curator), who rated recall more positively
than precision. However, as they notice, this result
can be explained by the curation style and should
be tested on more annotators.

Rehbein et al. (2009) led quite thorough ex-
periments on the subject, in the field of semantic
frame assignment annotation. They asked 6 an-
notators to annotate or correct frame assignment
using a task-specific annotation tool. Here again,
pre-annotation was done using only two types of
pre-tagging quality, state-of-the-art and enhanced.
The results of the experiments are a bit disappoint-
ing as they could not find a direct improvement of
annotation time using pre-annotation. The authors
reckon this might be at least partly due to “an inter-
action between time savings from pre-annotation
and time savings due to a training effect.” For
the same reason, they had to exclude some of the
annotation results for quality evaluation in order
to show that, in line with (Marcus et al., 1993),
quality pre-annotation helps increasing annotation
quality. They also found that noisy and low qual-
ity pre-annotation does not overall corrupt human
judgment.

On the other hand, Fort et al. (2009) claim that
pre-annotation introduces a bias in named entity
annotation, due to the preference given by anno-
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tators to what is already annotated, thus prevent-
ing them from noticing entities that were not pre-
annotated. This particular type of bias should not
appear in POS-tagging, as all the elements are to
be annotated, but a pre-tagging could influence
the annotators, preventing them from asking them-
selves questions about a specific pre-annotation.

In a completely different field, Barque et
al. (2010) used a series of NLP tools, called
MACAON, to automatically identify the central
component and optional peripheral components of
dictionary definitions. This pre-processing gave
disappointing results as compared to entirely man-
ual annotation, as it did not allow for a significant
gain in time. The authors consider that the bad
results are due to the quality of the tool that they
wish to improve as they believe that “an automatic
segmentation of better quality would surely yield
some gains.”

Yet, the question remains: is there a quality
threshold for pre-annotation to be useful? and if
so, how can we evaluate it? We tried to answer
at least part of these questions for a quite simple
task for which data is available: POS-tagging in
English.

3 Experimental Setup

The idea underlying our experiments is the follow-
ing. We split the Penn Treebank corpus (Marcus et
al., 1993) in a usual manner, namely we use Sec-
tions 2 to 21 to train various instances of a POS
tagger, and Section 23 to perform the actual ex-
periments. In order to measure the impact of the
POS tagger’s quality, we trained it on subcorpora
of increasing sizes, and pre-annotated Section 23
with these various POS taggers. Then, we man-
ually annotated parts of Section 23 under various
experimental setups, either from scratch or using
various pre-annotations, as explained below.

3.1 Creating the Taggers

We used the MEIt POS tagger (Denis and Sagot,
2009), a maximum-entropy based system that is
able to take into account both information ex-
tracted from a training corpus and information ex-
tracted from an external morphological lexicon.!
It has been shown to lead to a state-of-the-art POS
tagger for French. Trained on Sections 2 to 21

'MEIt is freely available under LGPL license, on the web
page of its hosting project (http://gforge.inria.
fr/projects/lingwb/).



of the Penn Treebank (MEItAM), and evaluated
on Section 23, MEIt exhibits a 96.4% accuracy,
which is reasonably close to the state-of-the-art
(Spoustova et al. (2009) report 97.4%). Since it is
trained without any external lexicon, MEItAIT is
very close to the original maximum-entropy based
tagger (Ratnaparkhi, 1996), which has indeed a
similar 96.6% accuracy.

We trained MEIt on increasingly larger parts of
the POS-tagged Penn Treebank,? thus creating dif-
ferent taggers with growing degrees of accuracy
(see table 1). We then POS-tagged the Section 23
with each of these taggers, thus obtaining for each
sentence in Section 23 a set of pre-annotations,

one from each tagger.

Tagger Nb train. sent. | Nb tokens | Acc. (%)
MEIt? 10 189 66.5
MEIt20 50 1,254 81.6
MEIt!%° 100 2,774 86.7
MEIt2%° 500 12,630 92.1
MEI1990 1,000 25,994 93.6
MEIt5200 5,000 126,376 95.8
MEI1209° 10,000 252,416 96.2
MEItalE 37,990 944,859 96.4

Table 1: Accuracy of the created taggers evaluated
on Section 23 of the Penn Treebank

3.2 Experiments

We designed different experimental setups to
evaluate the impact of pre-annotation and pre-
annotation accuracy on the quality of the resulting
corpus. The subparts of Section 23 that we used
for these experiments are identified by sentence
ids (e.g., 1-100 denotes the 100 first sentences in
Section 23).

Two annotators were involved in the experi-
ments. They both have a good knowledge of lin-
guistics, without being linguists themselves and
had only little prior knowledge of the Penn Tree-
bank POS tagset. One of them had previous exper-
tise in POS tagging (Annotatorl). It should also
be noticed that, though they speak fluent English,
they are not native speakers of the language. They
were asked to keep track of their annotation time,
noting the time it took them to annotate or correct
each series of 10 sentences. They were also asked
to use only a basic text editor, with no macro or
specific feature that could help them, apart from

“More precisely, MEIt?, is trained on the 5 first sentences
of the overall training corpus, i.e. Sections 2 to 21.

58

the usual ones, like Find, Replace, etc. The set
of 36 tags used in the Penn Treebank and quite
a number of particular cases is a lot to keep in
mind. This implies a heavy cognitive load in short-
term memory, especially as no specific interface
was used to help annotating or correcting the pre-
annotations.

It was demonstrated that training improves
the quality of manual annotation in a significant
way as well as allows for a significant gain in
time (Marcus et al., 1993; Dandapat et al., 2009;
Mikulové and St&panek, 2009). In particular, Mar-
cus et al. (1993) observed that it took the Penn
Treebank annotators 1 month to get fully efficient
on the POS-tagging correction task, reaching a
speed of 20 minutes per 1,000 words. The speed of
annotation in our experiments cannot be compared
to this, as our annotators only annotated and cor-
rected small samples of the Penn Treebank. How-
ever, the annotators’ speed and correctness did
improve with practice. As explained below, we
took this learning curve into account, as previous
work (Rehbein et al., 2009) showed it has an sig-
nificant impact on the results.

Also, during each experiment, sentences were
annotated sequentially. Moreover, the experiments
were conducted in the order we describe them be-
low. For example, both annotators started their
first annotation task (sentences 1-100) with sen-
tence 1.

We conducted the following experiments:

1. Impact of the pre-annotation accuracy on
precision and inter-annotator agreement:
In this experiment, we used sentences 1-
400 with random pre-annotation: for each
sentence, one pre-annotation is randomly
selected among its possible pre-annotations
(one for each tagger instance). The aim of
this is to eliminate the bias caused by the an-
notators’ learning curve. Annotation time for
each series of 10 consecutive sentences was
gathered, as well as precision w.r.t. the refer-
ence and inter-annotator agreement (both an-
notators annotated sentences 1-100 and 301—
400, while only one annotated 101-200 and
the other 201-300).

Impact of the pre-annotation accuracy on
annotation time: This experiment is based
on sentences 601-760, with pre-annotation.
We divided them in series of 10 sentences.



For each series, one pre-annotation is se-
lected (i.e., the pre-annotation produced by
one of the 8 taggers), in such a way that each
pre-annotation is used for 2 series. We mea-
sured the manual annotation time for each se-
ries and each annotator.

. Bias induced by pre-annotation: In this
experiment, both annotators annotated sen-
tences 451-500 fully manually.?  Later,
they annotated sentences 451475 with the
pre-annotation from MEltﬁnLL (the best tag-

ger) and sentences 476-500 with the pre-
annotation from MEIt2? (the second-worst
tagger). We then compared the fully man-
ual annotations with those based on pre-
annotations to check if and how they diverge
from the Penn Treebank “gold-standard”; we
also compared annotation times, in order to
get a confirmation of the gain in time ob-
served in previous experiments.

4 Results and Discussion

4.1 Impact of the Pre-annotation Accuracy
on Precision and Inter-annotator
Agreement

The quality of the annotations created during ex-
periment 1 was evaluated using two methods.
First, we considered the original Penn Treebank
annotations as reference and calculated a simple
precision as compared to this reference. Figure 1
gives an overview of the obtained results (note that
the scale is not regular).

However, this is not sufficient to evaluate the
quality of the annotation as, actually, the reference
annotation is not perfect (see below). We therefore
evaluated the reliability of the annotation, calcu-
lating the inter-annotator agreement between An-
notator] and Annotator2 on the 100-sentence se-
ries they both annotated. We calculated this agree-
ment on some of the subcorpora using 7, aka Car-
letta’s Kappa (Carletta, 1996)*. The results of this
are shown in table 2.

3During this manual annotation step (with no pre-
annotation), we noticed that the annotators used the
Find/Replace all feature of the text editor to fasten
the tagging of some obvious tokens like the or Corp., which
partly explains that the first groups of 10 sentences took
longer to annotate. Also, as no specific interface was use to
help annotating, a (very) few typographic errors were made,
such as DET instead of DT.

*For more information on the terminology issue, refer to
the introduction of (Artstein and Poesio, 2008).
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Subcorpus T
1-100 0.955
301-400 0.963

Table 2: Inter-annotator agreement on subcorpora

The results show a very good agreement accord-
ing to all scales (Krippendorff, 1980; Neuendorf,
2002; Krippendorff, 2004) as 7 is always superior
to 0.9. Besides, it improves with training (from
0.955 at the beginning to 0.963 at the end).

We also calculated 7 on the corpus we used to
evaluate the pre-annotation bias (Experiment 3).
The results of this are shown in table 3.

Subcorpus Nb sent. ™

No pre-annotation 50 0.947
MEIt0 25 0.944
MEIAHE 25 0.983

Table 3: Inter-annotator agreement on subcorpora
used to evaluate bias

Here again, the results are very good, though a
little bit less so than at the beginning of the mixed
annotation session. They are almost perfect with
MEItAFE,

Finally, we calculated 7 throughout Experi-
ment 2. The results are given in Figure 2 and,
apart from a bizarre peak at MEIt20, they show a
steady progression of the accuracy and the inter-
annotator agreement, which are correlated. As for
the MEIt20 peak, it does not appear in Figure 1, we
therefore interpret it as an artifact.

4.2 TImpact of the Pre-annotation Accuracy
on Annotation Time

Before discussing the results of Experiment 2, an-
notation time measurements during Experiment 3
confirm that using a good quality pre-annotation
(say, MEltﬁnLL) strongly reduces the annotation
time as compared with fully manual annotation.
For example, Annotator] needed an average time
of approximately 7.5 minutes to annotate 10 sen-
tences without pre-annotation (Experiment 3),
whereas Experiment 2 shows that it goes down to
approximately 2.5 minutes when using MEItA
pre-annotation. For Annotator2, the correspond-
ing figures are respectively 11.5 and 2.5 minutes.
Figure 3 shows the impact on the pre-annotation
type on annotation times. Surprisingly, only the
worst tagger (MEIt.?) produces pre-annotations

that lead to a significantly slower annotation. In
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Figure 1: Accuracy of annotation

other words, a 96.4% accurate pre-annotation does
not significantly speed up the annotation process
with respect to a 81.6% accurate pre-annotation.
This is very interesting, since it could mean that
the development of a POS-annotated corpus for a
new language with no POS tagger could be drasti-
cally sped up. Annotating approximately 50 sen-
tences could be sufficient to train a POS tagger
such as MEIt and use it as a pre-annotator, even
though its quality is not yet satisfying.

One interpretation of this could be the follow-
ing. Annotation based on pre-annotations involves
two different tasks: reading the pre-annotated sen-
tence and replacing incorrect tags. The reading
task takes a time that does not really depends on
the pre-annotation quality. But the correction task
takes a time that is, say, linear w.r.t. the num-
ber of pre-annotation errors. Therefore, when the
number of pre-annotation errors is below a cer-
tain level, the correction task takes significantly
less time than the reading task. Therefore, be-
low this level, variations in the pre-annotation er-
ror rate do not lead to significant overall annota-
tion time. Apparently, this threshold is between
66.5% and 81.6% pre-annotation accuracy, which
can be reached with a surprisingly small training
corpus.

4.3 Bias Induced by Pre-annotation

We evaluated both the bias induced by a pre-
annotation with the best tagger, MEltALL, and the

en
one induced by one of the least accurate taggers,
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MEIt20. The results are given in table 4 and 5, re-
spectively.

They show a very different bias according to
the annotator. Annotator2’s accuracy raises from
94.6% to 95.2% with a 81.6% accuracy tagger
(MEIt2?) and from 94.1% to 97.1% with a 96.4%
accuracy tagger (MElt?nLL). Therefore, Annota-
tor2, whose accuracy is less than that of Annota-
torl under all circumstances (see figure 1), seems
to be positively influenced by pre-annotation,
whether it be good or bad. The gain is however
much more salient with the best pre-annotation
(plus 3 points).

As for Annotatorl, who is the most accurate an-
notator (see figure 1), the results are more surpris-
ing as they show a significant degradation of ac-
curacy, from 98.1 without pre-annotation to 95.8
with pre-annotation using MEIt??, the less accu-
rate tagger. Examining the actual results allowed
us to see that, first, Annotator]1 non pre-annotated
version is better than the reference, and second,
the errors made in the pre-annotated version with
MEIt2? are so obvious that they can only be due to
a lapse in concentration.

The results, however, remain stable with pre-
annotation using the best tagger (from 98.4 to
98.2), which is consistent with the results obtained
by Dandapat et al. (2009), who showed that bet-
ter trained annotators are less influenced by pre-
annotation and show stable performance.

When asked about it, both annotators say
they felt they concentrated more without pre-
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Annotator | No pre-annotation | with MEItAM"
Annotator1 98.4 98.2
Annotator2 94.1 97.1

Table 4: Accuracy with or without pre-annotation
with ME]t?nLL (sentences 451-475)

Annotator | No pre-annotation | with MEIt2°
Annotatorl 98.1 95.8
Annotator2 94.6 95.2

Table 5: Accuracy with or without pre-annotation
with MEIt2? (sentences 476-500)

annotation. It seems that the rather good results
of the taggers cause the attention of the annotators
to be reduced, even more so as the task is repeti-
tive and tedious. However, annotators also had the
feeling that fully manual annotation could be more
subject to oversights.

These impressions are confirmed by the com-
parison of the contingency tables, as can be seen
from Tables 6, 7 and 8 (in these tables, lines cor-
respond to tags from the annotation and columns
to reference tags; only lines containing at least
one cell with 2 errors or more are shown, with
all corresponding columns). For example, Anno-
tatorl makes more random errors when no pre-
annotation is available and more systematic er-
rors when MEItAM pre-annotations are used (typ-
ically, JJ instead of VBN, i.e., adjective instead of
past participle, which corresponds to a systematic
trend in MEItA s results).

1 VBN
1| 36 4

(Annotator 1)

1] NN NNP NNPS VB VBN
1 36 4
NN 1 68 2
NNP 24 2

(Annotator 2)

Table 6: Excerpts of the contingency tables for
sentences 451-457 (512 tokens) with MEItALL
pre-annotation

IN U NN NNP NNS RB VBD VBN
1 30 2 2
NNS 1 2 40
RB 2 16
VBD 1 17 2
WDT 2

(Annotator 1)

1 NN RB VBN
A 28 3
NN 2 75 1
RB 2 16
VBN 2 10
(Annotator 2)

Table 7: Excerpts of the contingency tables for
sentences 476500 (523 tokens) with MEIt3Y pre-
annotation
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intend to use this method in a near future to de-

CD DT 1J NN NNP NNS . .
) > velop a POS tagger for Sor'fml Kurdish.
hij 2 7 We also want to experiment on other, more
NN 21 precision-driven, annotation tasks, like complex
NNS 3 68 . . . .
(Ammotator 1 relations annotation or definition segmentation,
nnotator .
that are more intrinsically complex and for which
b DT IN 1 R NN NNP NNS RB VBN there exist no automatic tool as accurate as for
N 104 2 ,
" 2 61 2 19 POS tagging.
NN 1 145
NNPS 2 Acknowledgments
NNS 12 e
RBR 2 This work was partly realized as part of the
(Annotator 2)

Table 8: Excerpts of the contingency tables for
sentences 450-500 (1,035 tokens) without pre-
annotation

5 Conclusion and Further Work

The series of experiments we detailed in this arti-
cle confirms that pre-annotation allows for a gain
in quality, both in terms of accuracy w.r.t. a ref-
erence and in terms of inter-annotator agreement,
i.e., reliability. We also demonstrated that this
comes with biases that should be identified and
notified to the annotators, so that they can be extra
careful during correction. Finally, we discovered
that a surprisingly small training corpus could be
sufficient to build a pre-annotation tool that would
help drastically speeding up the annotation.

This should help developing taggers for under-
resourced languages. In order to check that, we
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Abstract

The common accepted wisdom is that
blind double annotation followed by adju-
dication of disagreements is necessary to
create training and test corpora that result
in the best possible performance. We pro-
vide evidence that this is unlikely to be the
case. Rather, the greatest value for your
annotation dollar lies in single annotating
more data.

1 Introduction

In recent years, supervised learning has become
the dominant paradigm in Natural Language Pro-
cessing (NLP), thus making the creation of hand-
annotated corpora a critically important task. A
corpus where each instance is annotated by a sin-
gle tagger unavoidably contains errors. To im-
prove the quality of the data, an annotation project
may choose to annotate each instance twice and
adjudicate the disagreements, thus producing the
(largely) error-free gold standard. For example,
OntoNotes (Hovy et al., 2006), a large-scale an-
notation project, chose this option.

However, given a virtually unlimited supply of
unlabeled data and limited funding — a typical set
of constraints in NLP — an annotation project must
always face the realization that for the cost of dou-
ble annotation, more than twice as much data can
be single annotated. The philosophy behind this
alternative says that modern machine learning al-
gorithms can still generalize well in the presence
of noise, especially when given larger amounts of
training data.
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Currently, the commonly accepted wisdom
sides with the view that says that blind double
annotation followed by adjudication of disagree-
ments is necessary to create annotated corpora that
leads to the best possible performance. We pro-
vide empirical evidence that this is unlikely to be
the case. Rather, the greatest value for your an-
notation dollar lies in single annotating more data.
There may, however, be other considerations that
still argue in favor of double annotation.

In this paper, we also consider the arguments of
Beigman and Klebanov (2009), who suggest that
data should be multiply annotated and then filtered
to discard all of the examples where the annota-
tors do not have perfect agreement. We provide
evidence that single annotating more data for the
same cost is likely to result in better system per-
formance.

This paper proceeds as follows: first, we out-
line our evaluation framework in Section 2. Next,
we compare the single annotation and adjudica-
tion scenarios in Section 3. Then, we compare
the annotation scenario of Beigman and Klebanov
(2009) with the single annotation scenario in Sec-
tion 4. After that, we discuss the results and future
work in section 5. Finally, we draw the conclusion
in Section 6.

2 Evaluation

2.1 Data

For evaluation we utilize the word sense data an-
notated by the OntoNotes project. The OntoNotes
data was chosen because it utilizes full double-
blind annotation by human annotators and the dis-
agreements are adjudicated by a third (more expe-
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rienced) annotator. This allows us to

e Evaluate single annotation results by using
the labels assigned by the first tagger

e Evaluate double annotation results by using
the labels assigned by the second tagger

e Evaluate adjudication results by using the la-
bels assigned by the the adjudicator to the in-
stances where the two annotators disagreed

e Measure the performance under various sce-
narios against the double annotated and adju-
dicated gold standard data

We selected the 215 most frequent verbs in the
OntoNotes data. To make the size of the dataset
more manageable, we randomly selected 500 ex-
amples of each of the 15 most frequent verbs. For
the remaining 200 verbs, we utilized all the an-
notated examples. The resulting dataset contained
66,228 instances of the 215 most frequent verbs.
Table 1 shows various important characteristics of
this dataset averaged across the 215 verbs.

Inter-tagger agreement 86%
Annotatorl-gold standard agreement | 93%
Share of the most frequent sense 70%
Number of classes (senses) per verb | 4.74

Table 1: Data used in evaluation at a glance

2.2 Cost of Annotation

Because for this set of experiments we care pri-
marily about the cost effectiveness of the annota-
tion dollars, we need to know how much it costs
to blind annotate instances and how much it costs
to adjudicate disagreements in instances. There is
an upfront cost associated with any annotation ef-
fort to organize the project, design an annotation
scheme, set up the environment, create annotation
guidelines, hire and train the annotators, etc. We
will assume, for the sake of this paper, that this
cost is fixed and is the same regardless of whether
the data is single annotated or the data is double
annotated and disagreements adjudicated.

In this paper, we focus on a scenario where there
is essentially no difference in cost to collect ad-
ditional data to be annotated, as is often the case
(e.g., there is virtually no additional cost to down-
load 2.5 versus 1.0 million words of text from the
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web). However, this is not always the case (e.g.,
collecting speech can be costly).

To calculate a cost per annotated instance for
blind annotation, we take the total expenses asso-
ciated with the annotators in this group less train-
ing costs and any costs not directly associated with
annotation and divide by the total number of blind
instance annotations. This value, $0.0833, is the
per instance cost used for single annotation. We
calculated the cost for adjudicating instances sim-
ilarly, based on the expenses associated with the
adjudication group. The adjudication cost is an ad-
ditional $0.1000 per instance adjudicated. The per
instance cost for double blind, adjudicated data is
then computed as double the cost for single an-
notation plus the per instance cost of adjudication
multiplied by the percent of disagreement, 14%,
which is $0.1805.

We leave an analysis of the extent to which the
up front costs are truly fixed and whether they can
be altered to result in more value for the dollar to
future work.

2.3 Automatic Word Sense Disambiguation

For the experiments we conduct in this study, we
needed a word sense disambiguation (WSD) sys-
tem. Our WSD system is modeled after the state-
of-the-art verb WSD system described in (Dligach
and Palmer, 2008). We will briefly outline it here.

We view WSD as a supervised learning prob-
lem. Each instance of the target verb is represented
as a vector of binary features that indicate the pres-
ence (or absence) of the corresponding features in
the neighborhood of the target verb. We utilize
all of the linguistic features that were shown to be
useful for disambiguating verb senses in (Chen et
al., 2007).

To extract the lexical features we POS-tag
the sentence containing the target verb and the
two surrounding sentences using MXPost soft-
ware (Ratnaparkhi, 1998). All open class words
(nouns, verbs, adjectives, and adverbs) in these
sentences are included in our feature set. In addi-
tion to that, we use as features two words on each
side of the target verb as well as their POS tags.

To extract the syntactic features we parse the
sentence containing the target verb with Bikel’s
constituency parser and utilize a set of rules to
identify the features in Table 2.

Our semantic features represent the semantic
classes of the target verb’s syntactic arguments



Feature Explanation

Subject and object - Presence of subject and
object

- Head word of subject
and object NPs

- POS tag of the head
word of subject and

object NPs

Voice - Passive or Active

PP adjunct - Presence of PP adjunct
- Preposition word

- Head word of the
preposition’s NP
argument

- Presence of subordinate
clause

Subordinate clause

Path - Parse tree path from
target verb to neighboring
words

- Parse tree path from
target verb to subject and
object

- Parse tree path from
target verb to subordinate

clause

- Phrase structure rule
expanding the target
verb’s parent node in
parse tree

Subcat frame

Table 2: Syntactic features

such as subject and object. The semantic classes
are approximated as

e WordNet (Fellbaum, 1998) hypernyms

e NE tags derived from the output of Identi-
Finder (Bikel et al., 1999)

e Dynamic dependency neighbors (Dligach
and Palmer, 2008), which are extracted in an
unsupervised way from a dependency-parsed
corpus

Our WSD system uses the Libsvm software
package (Chang and Lin, 2001) for classification.
We accepted the default options (C = 1 and lin-
ear kernel) when training our classifiers. As is the
case with most WSD systems, we train a separate
model per verb.
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3 Experiment One

The results of experiment one show that in these
circumstances, better performance is achieved by
single annotating more data than by deploing re-
sources towards ensuring that the data is annotated
more accurately through an adjudication process.

3.1 Experimental Design

We conduct a number of experiments to compare
the effect of single annotated versus adjudicated
data on the accuracy of a state of the art WSD sys-
tem. Since OntoNotes does not have a specified
test set, for each word, we used repeated random
partitioning of the data with 10 trials and 10% into
the test set and the remaining 90% comprising the
training set.

We then train an SVM classifier on varying frac-
tions of the data, based on the number of examples
that could be annotated per dollar. Specifically,
in increments of $1.00, we calculate the number
of examples that can be single annotated and the
number that can be double blind annotated and ad-
judicated with that amount of money.

The number of examples computed for single
annotation is selected at random from the train-
ing data. Then the adjudicated examples are se-
lected at random from this subset. Selecting from
the same subset of data approaches pair statisti-
cal testing and results in a more accurate statistical
comparison of the models produced.

Classifiers are trained on this data using the la-
bels from the first round of annotation as the single
annotation labels and the final adjudicated labels
for the smaller subset. This procedure is repeated
ten times and the average results are reported.

For a given verb, each classifier created
throughout this process is tested on the same dou-
ble annotated and adjudicated held-out test set.

3.2 Results

Figure 1 shows a plot of the accuracy of the clas-
sifiers relative to the annotation investment for a
typical verb, fo call. As can be seen, the accu-
racy is always higher when training on the larger
amount of single annotated data than when train-
ing on the amount of adjudicated data that had the
equivalent cost of annotation.

Figures 2 and 3 present results averaged over
all 215 verbs in the dataset. First, figure 2 shows
the average accuracy over all verbs by amount in-
vested. These accuracy curves are not smooth be-
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Figure 1: Performance of single annotated vs. ad-
judicated data by amount invested for to call

cause the verbs all have a different number of total
instances. At various annotation cost values, all of
the instances of one or more verbs will have been
annotated. Hence, the accuracy values might jump
or drop by a larger amount than seen elsewhere in
the graph.

Toward the higher dollar amounts the curve is
dominated by fewer and fewer verbs. We only
display the dollar investments of up to $60 due to
the fact that only five verbs have more than $60’s
worth of instances in the training set.
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Figure 2: Average performance of single anno-
tated vs. adjudicated data by amount invested

The average difference in accuracy for Figure 2
across all amounts of investment is 1.64%.

Figure 3 presents the average accuracy relative
to the percent of the total cost to single annotate
all of the instances for a verb. The accuracy at a
given percent of total investment was interpolated
for each verb using linear interpolation and then
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averaged over all of the verbs.
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Average performance of single anno-
adjudicated data by fraction of total in-

The average difference in accuracy for Figure 3
across each percent of investment is 2.10%.

Figure 4 presents essentially the same informa-

tion as Figure 2, but as a reduction in error rate for
single annotation relative to full adjudication.

=
r

Accuracy
= o = = o =
o o o 9o 9o 22 4
& 5 @ 8 @ = =
=]
o
o
o
o
o
(e]
o
L PV

=

=

=
L

=}

=)

@

o
L

=
o
m

L
an
Dallar amount

Fali] [l

Figure 4: Reduction in error rate from adjudica-
tion to single annotation scenario based on results
in Figure 2

The relative reduction in error rate averaged
over all investment amounts in Figure 2 is 7.77%.

Figure 5 presents the information in Figure 3
as a reduction in error rate for single annotation
relative to full adjudication.

The average relative reduction in error rate over

the fractions of total investment in Figure 5 is
9.32%.
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Figure 5: Reduction in error rate from adjudica-
tion to single annotation scenario based on results
in Figure 3

3.3 Discussion

First, it is worth noting that, when the amount of
annotated data is the same for both scenarios, ad-
judicated data leads to slightly better performance
than single annotated data. For example, consider
Figure 3. The accuracy at 100% of the total invest-
ment for the double annotation and adjudication
scenario is 81.13%. The same number of exam-
ples can be single annotated for 0.0833 / 0.1805 =
0.4615 of this dollar investment (using the costs
from Section 2.2). The system trained on that
amount of single annotated data shows a lower ac-
curacy, 80.21%. Thus, in this case, the adjudica-
tion scenario brings about a performance improve-
ment of about 1%.

However, the main thesis of this paper is that in-
stead of double annotating and adjudicating, it is
often better to single annotate more data because
it is a more cost-effective way to achieve a higher
performance. The results of our experiments sup-
port this thesis. At every dollar amount invested,
our supervised WSD system performs better when
trained on single annotated data comparing to dou-
ble annotated and adjudicated data.

The maximum annotation investment amount
for each verb is the cost of single annotating all
of its instances. When the system is trained on
the amount of double annotated data possible at
this investment, its accuracy is 81.13% (Figure 3).
When trained on single annotated data, the system
attains the same accuracy much earlier, at approxi-
mately 60% of the total investment. When trained
on the entire available single annotated data, the
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system reaches an accuracy of 82.99%, nearly a
10% relative reduction in error rate over the same
system trained on the adjudicated data obtained for
the same cost.

Averaged over the 215 verbs, the single anno-
tation scenario outperformed adjudication at every
dollar amount investigated.

4 Experiment Two

In this experiment, we consider the arguments of
Beigman and Klebanov (2009). They suggest that
data should be at least double annotated and then
filtered to discard all of the examples where there
were any annotator disagreements.

The main points of their argument are as fol-
lows. They first consider the data to be dividable
into two types, easy (to annotate) cases and hard
cases. Then they correctly note that some anno-
tators could have a systematic bias (i.e., could fa-
vor one label over others in certain types of hard
cases), which would in turn bias the learning of
the classifier. They show that it is theoretically
possible that a band of misclassified hard cases
running parallel to the true separating hyperplane
could mistakenly shift the decision boundary past
up to v/N easy cases.

We suggest that it is extremely unlikely that a
consequential number of easy cases would exist
nearer to the class boundary than the hard cases.
The hard cases are in fact generally considered to
define the separating hyperplane.

In this experiment, our goal is to determine how
the accuracy of classifiers trained on data labeled
according to Beigman and Klebanov’s discard dis-
agreements strategy compares empirically to the
accuracy resulting from single annotated data. As
in the previous experiment, this analysis is per-
formed relative to the investment in the annotation
effort.

4.1 Experimental Design

We follow essentially the same experimental de-
sign described in section 3.1, using the same state
of the art verb WSD system. We conduct a num-
ber of experiments to compare the effect of single
annotated versus double annotated data. We uti-
lized the same training and test sets as the previous
experiment and similarly trained an SVM on frac-
tions of the data representing increments of $1.00
investments.

As before, the number of examples designated



for single annotation is selected at random from
the training data and half of that subset is selected
as the training set for the double annotated data.
Again, selecting from the same subset of data re-
sults in a more accurate statistical comparison of
the models produced.

Classifiers for each annotation scenario are
trained on the labels from the first round of an-
notation, but examples where the second annota-
tor disagreed are thrown out of the double anno-
tated data. This results in slightly less than half as
much data in the double annotation scenario based
on the disagreement rate. Again, the procedure is
repeated ten times and the average results are re-
ported.

For a given verb, each classifier created
throughout this process is tested on the same dou-
ble annotated and adjudicated held-out test set.

4.2 Results

Figure 6 shows a plot of the accuracy of the classi-
fiers relative to the annotation investment for a typ-
ical verb, fo call. As can be seen, the accuracy for
a specific investment performing single annotation
is always higher than it is for the same investment
in double annotated data.
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Figure 6: Performance of single annotated vs.
double annotated data with disagreements dis-
carded by amount invested for fo call

Figures 7 and 8 present results averaged over
all 215 verbs in the dataset. First, figure 7 shows
the average accuracy over all verbs by amount
invested. Again, these accuracy curves are not
smooth because the verbs all have a different num-
ber of total instances. Hence, the accuracy val-
ues might jump or drop by a larger amount at the
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points where a given verb is no longer included in
the average.

Toward the higher dollar amounts the curve is
dominated by fewer and fewer verbs. As before,
we only display the results for investments of up
to $60.

The average difference in accuracy for Figure 7
across all amounts of investment is 2.32%.

Figure 8 presents the average accuracy relative
to the percent of the total cost to single annotate
all of the instances for a verb. The accuracy at
a given percent of total investment was interpo-
lated for each verb and then averaged over all of
the verbs.
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Figure 7: Average performance of single anno-
tated vs. double annotated data with disagree-
ments discarded by amount invested

039

065+ B

08+

05| ) e |

Accuracy

nesf g

0.55F
<4 single
<ot disagreements discarded
I I I

05 I L I L I T
i] 01 0z 0.3 04 05 06 oz
Fraction of total investment

0 ] 1

Figure 8: Average performance of single anno-
tated vs. adjudicated data by fraction of total in-
vestment

The average difference in accuracy for Figure 8
across all amounts of investment is 2.51%.



Figures 9 and 10 present this information as a
reduction in error rate for single annotation rela-
tive to full adjudication.
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Figure 9: Reduction in error rate from adjudica-
tion to single annotation scenario based on results
in Figure 7

The relative reduction in error rate averaged
over all investment amounts in Figure 9 is 10.88%.
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Figure 10: Reduction in error rate from adjudica-
tion to single annotation scenario based on results
in Figure 8

The average relative reduction in error rate over
the fractions of total investment in Figure 10 is
10.97%.

4.3 Discussion

At every amount of investment, our supervised
WSD system performs better when trained on sin-
gle annotated data comparing to double annotated
data with discarded cases of disagreements.

The maximum annotation investment amount
for each verb is the cost of single annotating all
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of its instances. When the system is trained on
the amount of double annotated data possible at
this investment, its accuracy is 80.78% (Figure 8).
When trained on single annotated data, the system
reaches the same accuracy much earlier, at approx-
imately 52% of the total investment. When trained
on the entire available single annotated data, the
system attains an accuracy of 82.99%, an 11.5%
relative reduction in error rate compared to the
same system trained on the double annotated data
obtained for the same cost.

The average accuracy of the single annotation
scenario outperforms the double annotated with
disagreements discarded scenario at every dollar
amount investigated.

While this empirical investigation only looked
at verb WSD, it was performed using 215 distinct
verb type datasets. These verbs each have con-
textual features that are essentially unique to that
verb type and consequently, 215 distinct classi-
fiers, one per verb type, are trained. Hence, these
could loosely be considered 215 distinct annota-
tion and classification tasks.

The fact that for the 215 classification tasks the
single annotation scenario on average performed
better than the discard disagreements scenario of
Beigman and Klebanov (2009) strongly suggests
that, while it is theoretically possible for annota-
tion bias to, in turn, bias a classifier’s learning, it
is more likely that you will achieve better results
by training on the single annotated data.

It is still an open issue whether it is generally
best to adjudicate disagreements in the test set or
to throw them out as suggested by (Beigman Kle-
banov and Beigman, 2009).

5 Discussion and Future Work

We investigated 215 WSD classification tasks,
comparing performance under three annotation
scenarios each with the equivalent annotation cost,
single annotation, double annotation with dis-
agreements adjudicated, and double annotation
with disagreements discarded. Averaging over the
215 classification tasks, the system trained on sin-
gle annotated data achieved 10.0% and 11.5% rel-
ative reduction in error rates compared to training
on the equivalent investment in adjudicated and
disagreements discarded data, respectively. While
we believe these results will generalize to other an-
notation tasks, this is still an open question to be
determined by future work.



There are probably similar issues in what were
considered fixed costs for the purposes of this pa-
per. For example, it may be possible to train fewer
annotators, and invest the savings into annotating
more data. Perhaps more appropriately, it may be
feasible to simply cut back on the amount of train-
ing provided per annotator and instead annotate
more data.

On the other hand, when the unlabeled data
is not freely obtainable, double annotation may
be more suitable as a route to improving system
performance. There may also be factors other
than cost-effectiveness which make double anno-
tation desirable. Many projects point to their ITA
rates and corresponding kappa values as a mea-
sure of annotation quality, and of the reliability of
the annotators (Artstein and Poesio, 2008). The
OntoNotes project used ITA rates as a way of eval-
uating the clarity of the sense inventory that was
being developed in parallel with the annotation.
Lexical entries that resulted in low ITA rates were
revised, usually improving the ITA rate. Calculat-
ing these rates requires double-blind annotation.
Annotators who consistently produced ITA rates
lower than average were also removed from the
project. Therefore, caution is advised in determin-
ing when to dispense with double annotation in fa-
vor of more cost effective single annotation.

Double annotation can also be used to shed light
on other research questions that, for example, re-
quire knowing which instances are “hard.” That
knowledge may help with designing additional,
richer annotation layers or with cognitive science
investigations into human representations of lan-
guage.

Our results suggest that systems would likely
benefit more from the larger training datasets that
single annotation makes possible than from the
less noisy datasets resulting from adjudication.
Regardless of whether single or double annota-
tion with adjudication is used, there will always be
noise. Hence, we see the further investigation of
algorithms that generalize despite the presence of
noise to be critical to the future of computational
linguistics. Humans are able to learn in the pres-
ence of noise, and our systems must follow suit.

6 Conclusion

Double annotated data contains less noise than
single annotated data and thus improves the per-
formance of supervised machine learning systems
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that are trained on a specific amount of data. How-
ever, double annotation is expensive and the alter-
native of single annotating more data instead is on
the table for many annotation projects.

In this paper we compared the performance of
a supervised machine learning system trained on
double annotated data versus single annotated data
obtainable for the same cost. Our results clearly
demonstrate that single annotating more data can
be a more cost-effective way to improve the sys-
tem performance in the many cases where the un-
labeled data is freely available and there are no
other considerations that necessitate double anno-
tation.
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Annotating Underquantification
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Abstract

Many noun phrases in text are ambigu-
ously quantified: syntax doesn’t explicitly
tell us whether they refer to a single en-
tity or to several, and what portion of the
set denoted by the Nbar actually takes part
in the event expressed by the verb. We
describe this ambiguity phenomenon in
terms of underspecification, or rather un-
derquantification. We attempt to validate
the underquantification hypothesis by pro-
ducing and testing an annotation scheme
for quantification resolution, the aim of
which is to associate a single quantifier
with each noun phrase in our corpus.

1 Quantification resolution

We are concerned with ambiguously quantified
noun phrases (NPs) and their interpretation, as il-
lustrated by the following examples:

1. Cats are mammals = All cats...

2. Cats have four legs = Most cats...

3. Cats were sleeping by the fire = Some cats...

4. The beans spilt out of the bag = Most/All of
the beans...

5. Water was dripping through the ceiling =

Some water...

We are interested in quantification resolution,
that is, the process of giving an ambiguously quan-
tified NP a formalisation which expresses a unique
set relation appropriate to the semantics of the ut-
terance. For instance, we wish to arrive at:

6. All cats are mammals.

|pN1p| = |¢| where ¢ is the set of all cats and
1) the set of all mammals.

Resolving the quantification value of NPs is im-
portant for many NLP tasks. Let us imagine an in-
formation extraction system having retrieved the
triples ‘cat — is — mammal’ and ‘cat — chase —
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mouse’ for inclusion in a factual database about
felines. The problem with those representation-
poor triples is that they do not contain the nec-
essary information about quantification to answer
such questions as ‘Are all cats mammals?’ or ‘Do
all cats chase mice?’ Or if they attempt to answer
those queries, they give the same answer to both.
Ideally, we would like to annotate such triples with
quantifiers which have a direct mapping to proba-
bility adverbs:

7. All cats are mammals AND Tom is a cat —
Tom is definitely a mammal.

8. Some cats chase mice AND Tom is a cat —
Tom possibly chases mice.

Adequate quantification is also necessary for in-
ference based on word-level entailment: an exis-
tentially quantified NP can be replaced by a suit-
able hypernym but this is not possible in non-
existential cases: (Some) cats are in my garden
entails (Some) animals are in my garden but (All)
cats are mammals doesn’t imply that (All) animals
are mammals.

In Herbelot (to appear), we provide a formal
semantics for ambiguously quantified NPs, which
relies on the idea that those NPs exhibit an under-
specified quantifier, i.e. that for each NP in a cor-
pus, a set relation can be agreed upon. Our formal-
isation includes a placeholder for the quantifier’s
set relation. In line with inference requirements,
we assume a three-fold partitioning of the quan-
tificational space, corresponding to the natural lan-
guage quantifiers some, most and all (in addition
to one, for the description of singular, unique enti-
ties). The corresponding set relations are:

9. some(g,1)is true iff 0 < [p N | < | — Y|

10. most(¢p, 1) is true iff |p— | < |dNY| < |9
11. all(¢p, ) is true iff [ N )| = ||

This paper is an attempt to show that our for-
malisation lends itself to evaluation by human an-
notation. The labels produced will also serve as
training and test sets for an automatic quantifica-
tion resolution system.

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 73-81,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



2 Under(specified) quantification

Before we present our annotation scheme, we will
spell out the essential idea behind what we call un-
derquantification.

The phenomenon of ambiguous quantification
overlaps with genericity (see Krifka et al, 1995,
for an introduction to genericity). Generic NPs
are frequently expressed syntactically as bare plu-
rals, although they occur in definite and indefinite
singulars too, as well as bare singulars. There
are many views on the semantics of generics
(e.g. Carlson, 1995; Pelletier and Asher, 1997;
Heyer, 1990; Leslie, 2008) but one of them is that
they quantify (Cohen, 1996), although, puzzlingly
enough, not always with the same quantifier:

12. Frenchmen eat horsemeat = Some/Relatively-
many Frenchmen... (For the relatively many

reading, see Cohen, 2001.)

13. Cars have four wheels = Most cars...

14. Typhoons arise in this part of the Pacific =

Some typhoons... OR Most/All typhoons...

This behaviour has so far prevented linguists
from agreeing on a single formalisation for all
generics. The only accepted assumption is that an
operator GEN exists, which acts as a silent quan-
tifier over the restrictor (subject) and matrix (ver-
bal predicate) of the generic statement. The formal
properties of GEN are however subject to debate:
in particular, it is not clear which natural language
quantifier it would map onto (some view it as most,
but this approach requires some complex domain
restriction to deal with sentences such as 12).

In this paper, we take a different approach
which sidesteps some of the intractable prob-
lems associated with the literature on generics and
which also extends to definite plurals. Instead of
talking of ambiguous quantification, we will talk
of underspecified quantification, or underquan-
tification. By this, we mean that the bare plural,
rather than exhibiting a silent, GEN quantifier,
simply features a placeholder in the logical form
which must be filled with the appropriate quan-
tifier (e.g., uq(x,cat’(x), sleep’(x)), where uq is
the placeholder quantifier). This account caters
for the facts that so-called generics can so easily
be quantified via traditional quantifiers, that GEN
is silent in all known languages, and it explains
also why it is the bare form which has the high-
est productivity, and can refer to a range of quan-
tified sets, from existentials to universals. Using
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the underquantification hypothesis, we can para-
phrase any generic of the form ‘X does Y’ as ‘there
is a set of things X, a certain number of which
do Y’ (note the partitive construction). Such a
paraphrase allows us to also resolve ambiguously
quantified definite plurals, which have tradition-
ally been associated with universals, outside of the
genericity phenomenon (e.g. Lyons, 1999).

Because of space constraints, we will not give
our formalisation for underquantification in this
paper (see Herbelot,to appear, for details). It in-
volves a representation of the partitive construct
exemplified above and requires knowledge of the
distributive or collective status of the verbal pred-
icate. We also argue that if generics can always be
quantified, their semantics may involve more than
quantification. So we claim that in certain cases, a
double formalisation of the NP as a quantified en-
tity and a kind is desirable. We understand kinds
in the way proposed by Chierchia (1998), that is
as the plurality of all instances denoted by a given
word in the world under consideration. Under the
kind reading, we can interpret 12 as meaning Col-
lectively, the group of all Frenchmen has the prop-
erty of eating horsemeat.

3 Motivation

3.1 Linguistic motivation

It is usual to talk of ‘annotation’ generically, to
cover any process that involves humans using a set
of guidelines to mark some specific linguistic phe-
nomenon in some given text. However, we would
argue that, when considering the aims of an anno-
tation task and its relation to the existing linguistic
literature, it becomes possible to distinguish be-
tween various types of annotation. Further, we
will show that our own effort situates itself in a
little studied relation to formal semantics.

The most basic type of annotation is the
one where computational linguists mark large
amounts of textual data with well-known and well-
understood labels. The production of tree banks
like the Penn Treebank (Marcus et al, 1993) makes
use of undisputed linguistic categories such as
parts of speech. The aim is to make the computer
learn and use irrefutable bits of linguistics. (Note
that, despite agreement, the representation of those
categories may differ: see for example the range
of available parts of speech tag sets.) This type
of task mostly involves basic syntactic knowledge,
but can be taken to areas of syntax and seman-



tics where the studied phenomena have a (some-
what) clear, agreed upon definition (Kingsbury et
al, 2002). We must clarify that in those cases, the
choice of a formalism may already imply a certain
theoretical position — leading to potential incom-
patibilities between formalisms. However, the cat-
egories for such annotation are themselves fixed:
there is a generally agreed broad understanding of
concepts such as noun phrases and coordination.

Another type of annotation concerns tasks
where the linguistic categories at play are not
fixed. One example is discourse annotation ac-
cording to rhetorical function (Teufel et al, 2006)
where humans are asked to differentiate between
several discursive categories such as ‘contrast’ or
‘weakness’. In such a task, the computational lin-
guist develops a theory where different states or
values are associated with various phenomena. In
order to show that the world functions according to
the model presented, experimentation is required.
This usually takes the form of an annotation task
where several human subjects are required to mark
pieces of text following guidelines inferred from
the model. The intuition behind the annotation ef-
fort is that agreement between humans support the
claims of the theory (Teufel, in press). In particu-
lar, it may confirm that the phenomena in question
indeed exist and that the values attributed to them
are clearly defined and distinguishable. The work
is mostly of a descriptive nature — it creates phe-
nomenological definitions that encompass bits of
observable language.

Our own work is similar to the latter type of
annotation in that it is trying to capture a phe-
nomenon that is still under investigation in the lin-
guistic literature. However, it is also different be-
cause the categories we use are fixed by language:
the quantifiers some, most and all exist and we as-
sume that their definition is agreed upon by speak-
ers of English. What we are trying to investigate
is whether those quantifiers should be used at all
in the context of ambiguous quantification.

The type of annotation carried out in this pa-
per can be said to have more formal aims than the
tasks usually attempted in computational linguis-
tics. In particular, it concerns itself with some of
the broad claims made by formal semantics: its
model-theoretical view and the use of generalised
quantifiers to formalise noun phrases.

In Section 1, we assumed that quantifiers de-
note relations between sets and presented the task
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of quantification resolution as choosing the ‘cor-
rect’ set relation for a particular noun phrase in a
particular sentence — implying some sort of truth
value at work throughout the process: the correct
set relation produces the sentence with truth value
1 while the other set relations produce a truth value
of 0. What we declined to discuss, though, is the
way that those reference sets were selected in nat-
ural language, i.e. we didn’t make claims about
what model, or models, are used by humans when
they compute the truth value of a given quantified
statement. The annotation task may not answer
this question but it should help us ascertain to what
extent humans share a model of the world.

In Section 2, we also argued that all subject
generic noun phrases could be analysed in terms
of quantification. That is, an (underspecified) gen-
eralised quantifier is at work in sentences that con-
tain such generic NPs. It is expected that if the
annotation is feasible and shows good agreement
between annotators, the quantification hypothesis
would be confirmed. Thus, annotation may allow
us to make semantic claims such as ‘genericity
does quantify’. Note that the categories we assume
are intuitive and do not depend on a particular rep-
resentation: it is possible to reuse our annotation
with a different formalism as long as the theoreti-
cal assumption of quantification is agreed upon.

We are not aware of any annotation work in
computational linguistics that contributes to vali-
dating (or invalidating) a particular formal theory.
In that respect, the experiments presented in this
paper are of a slightly different nature than the
standard research on annotation (despite the fact
that, as we will show in the next section, they also
aim at producing data for a language analysis sys-
tem).

3.2 Previous work on genericity annotation

The aim of our work being the production of an au-
tomatic quantification resolution system, we need
an annotated corpus to train and test our machine
learning algorithm. There is no corpus that we
know of which would give us the required data.
The closest contestants are the ACE corpus (2008)
and the GNOME corpus (Poesio, 2000) which
both focus on the phenomenon of genericity, as de-
scribed in the linguistic literature. Unfortunately,
neither of those corpora are suitable for use in a
general quantification task.

The ACE corpus only distinguishes between



‘generic’ and ‘specific’ entities. The classification
proposed by the authors of the corpus is there-
fore a lot broader than the one we are attempt-
ing here and there is no direct correspondence
between their labels and natural language quanti-
fiers: we have shown in Section 2 that genericity
didn’t map to a particular division of the quantifi-
cational space. Furthermore, the ACE guidelines
contradict to some extent the literature on generic-
ity. They require for instance that a generic men-
tion be quantifiable with all, most or any. This
implies that statements such as Mosquitoes carry
malaria either refer to a kind only (i.e. they are
not quantified) or are not generic at all. Further,
despite the above reference to quantification, the
authors seem to separate genericity and universal
quantification as two antithetical phenomena, as
shown by the following quote: “Even if the au-
thor may intend to use a GEN reading, if he/she
refers to all members of the set rather than the set
itself, use the SPC tag”.

The GNOME annotation scheme is closer in
essence to the literature on genericity and much
more detailed than the ACE guidelines. However,
the scheme distinguishes only between generic
and non-generic entities, as in the ACE corpus
case, and the corpus itself is limited to three gen-
res: museum labels, pharmaceutical leaflets, and
tutorial dialogues. The guidelines are therefore
tailored to the domains under consideration; for
instance, bare noun phrases are said to be typically
generic. This restricted solution has the advantage
of providing good agreement between annotators
(Poesio, 2004 reports a Kappa value of 0.82 for
this annotation).

4 Annotation corpus

We use as corpus a snapshot of the English ver-
sion of the online encyclopaedia Wikipedia.! The
choice is motivated by the fact that Wikipedia can
be taken as a fairly balanced corpus: although it is
presented as an encyclopaedia, it contains a wide
variety of text ranging from typical encyclopaedic
descriptions to various types of narrative texts
(historical reconstructions, film ‘spoilers’, fiction
summaries) to instructional material like rules of
games. Further, each article in Wikipedia is writ-
ten and edited by many contributors, meaning that
speaker heterogeneity is high. We would also ex-
pect an encyclopaedia to contain relatively many

"hitp://www.wikipedia.org
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generics, allowing us to assess how our quantifi-
cational reading fares in a real annotation task. Fi-
nally, the use of an open resource means that the
corpus can be freely distributed.?

In order to create our annotation corpus, we first
isolated the first 100,000 pages in our snapshot
and parsed them into a Robust Minimal Recur-
sion Semantics (RMRS) representation (Copes-
take, 2004) using first the RASP parser (Briscoe
et al, 2006) and the RASP to RMRS converter
(Ritchie, 2004). We then extracted all construc-
tions of the type Subject-Verb-Object from the ob-
tained corpus and randomly selected 300 of those
‘triples’ to be annotated. Another 50 random
triples were selected for the purpose of annotation
training (see Section 7.1).

We show in Figure 1 an example of an anno-
tation instance produced by the parser pipeline.
The data provided by the system consists of the
triple itself, followed by the argument structure
of that triple, including the direct dependents of
its constituents, the number and tense information
for each constituent, the file from which the triple
was extracted and the original sentence in which
it appeared. The information provided to annota-
tors is directly extracted from that representation.
(Note that the examples were not hand-checked,
and some parsing errors may have remained.)

5 Evaluating the annotation

In an annotation task, two aspects of agreement are
important when trying to prove or refute a partic-
ular linguistic model: stability and reproducibility
(Krippendorf, 1980). Reproducibility refers to the
consistency with which humans apply the scheme
guidelines, i.e. to the so-called inter-annotator
agreement. Stability relates to whether the same
annotator will consistently produce the same an-
notations at different points in time. The measure
for stability is called intra-annotator agreement.
Both measures concern the repeatability of an an-
notation experiment.

In this work, agreement is calculated for each
pair of annotators according to the Kappa mea-
sure. There are different versions of Kappa de-
pending on how multiple annotators are treated
and how the probabilities of classes are calculated
to establish the expected agreement between anno-
tators, Pr(e): we use Fleiss’ Kappa (Fleiss, 1971),
which allows us to compute agreement between

2For access, contact the first author.



digraph G211 {

"TRIPLE: weed include pigra" [shape=box];
include -> weed [label="ARGl n"];

include -> pigra [label="ARG2 n"];

invasive -> weed [label="ARGl n"];
compound_rel -> pigra [label="ARGl n"];
compound_rel -> mimosa [label="ARG2 n"];

"DNT INFO: lemma::include ()
(arg::ARG2 var::pigra()
"FILE: /anfs/bigtmp/newrl-50/pagel01655"

"ORIGINAL: Invasive weeds include Mimosa
of the Top End, including vast areas of

tense::present lpos::v
num: :sg pos::)" [shape=box];

(arg::ARG1l var::weed()

[shape=box];

pigra,
Kakadu. "

which covers 80,000 hectares
[shape=box]; }

Figure 1: Example of annotation instance

multiple annotators.

6 An annotation scheme for
quantification resolution

6.1 Scheme structure

Our complete annotation scheme can be found in
Herbelot (to appear). The scheme consists of five
parts. The first two present the annotation material
and the task itself. Some key definitions are given.
The following part describes the various quantifi-
cation classes to be used in the course of the an-
notation. Participants are then given detailed in-
structions for the labelling of various grammatical
constructs. Finally, in order to keep the demand
on the annotators’ cognitive load to a minimum,
the last part reiterates the annotation guidelines in
the form of diagrammatic decision trees.

In the next sections, we give a walk-through of
the guidelines and definitions provided.

6.2 Material

Our annotators are first made familiar with the ma-
terial provided to them. This material consists
of 300 entries comprising a single sentence and
a triple Subject-Verb-Object which helps the an-
notator identify which subject noun phrase in the
sentence they are requested to label (the ‘ORIG-
INAL’ and “TRIPLE’ lines in the parser output —
see Figure 1). No other context is provided. This
is partly to make the task shorter (letting us anno-
tate more instances) and partly to allow for some
limited comparison between human and machine
performance (by restricting the amount of infor-
mation given to our annotators, we force them — to
some extent — to use the limited information that
would be available to an automatic quantification
resolution system, e.g. syntax).
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6.3 Definitions

In our scheme, we introduce the annotators to the
concepts of quantification and kind.>
Quantification is described in simple terms, as
the process of ‘paraphrasing the noun phrase in
a particular sentence using an unambiguous term
expressing some quantity’. An example is given.

15. Europeans discovered the Tuggerah Lakes in
1796 = Some Europeans discovered the Tug-
gerah Lakes in 1796.

We only allow the three quantifiers some, most
and all. In order to keep the number of classes
to a manageable size, we introduce the additional
constraint that the process of quantification must
yield a single quantifier. We force the annotator
to choose between the three proposed options and
introduce priorities in cases of doubt: most has pri-
ority over all, some has priority over the other two
quantifiers. This ensures we keep a conservative
attitude with regard to inference (see Section 1).

Kinds are presented as denoting ‘the group in-
cluding all entities described by the noun phrase
under consideration’, that is, as a supremum. (As
mentioned in Section 2, the verbal predicate ap-
plies collectively to that supremum in the corre-
sponding formalisation.)

Quantification classes are introduced in a sep-
arate part of the scheme. We define the five la-
bels SOME, MOST, ALL, ONE and QUANT (for al-
ready quantified noun phrases) and give examples
for each one of them.

We try, as much as possible, to keep annotators
away from performing complex reference resolu-
tion. Their first task is therefore to simply attempt

3Distributivity and collectivity are also introduced in the
scheme because they are a necessary part of our proposed for-
malisation. However, as this paper focuses on the annotation

of quantification itself, we will not discuss this side of the
annotation task.

num: :pl pos:

)



to paraphrase the existing sentence by appending
a relevant quantifier to the noun phrase to be anno-
tated. In some cases, however, this is impossible
and no quantifier yields a correct English sentence
(this often happens in collective statements). To
help our annotators make decisions in those cases,
we ask them to distinguish what the noun phrase
might refer to when they first hear it and what it
refers to at the end of the sentence, i.e., when the
verbal predicate has imposed further constraints
on the quantification of the NP.

6.4 Guidelines

Guidelines are provided for five basic phrase
types: quantified noun phrases, proper nouns, plu-
rals, non-bare singulars and bare singulars.

6.4.1 Quantified noun phrases

This is the simplest case: a noun phrase that is
already quantified such as some people, 6 million
inhabitants or most of the workers. The annotator
simply marks the noun phrase with a QUANT label.

6.4.2 Proper nouns

Proper nouns are another simple case. But be-
cause what annotators understand as a proper noun
varies, we provide a definition. We note first that
proper nouns are often capitalised. It should how-
ever be clear that, while capitalised entities such
as Mary, Easter Island or Warner Bros refer to
singular, unique objects, others refer to groups or
instances of those groups: The Chicago Bulls, a
Roman. The latter can be quantified:

16. The Chicago Bulls won last week. (ALL —
collective)

17. A Roman shows courage in battle. (MOST —
distributive)

We define proper nouns as noun phrases that
‘contain capitalised words and refer to a concept
which doesn’t have instances’. All proper nouns
are annotated as ONE.

6.4.3 Plurals

Plurals must be appropriately quantified and the
annotators must also specify whether they are
kinds or not. This last decision can simply be
made by attempting to paraphrase the sentence
with either a definite singular or an indefinite sin-
gular — potentially leading to a typical generic
statement.
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6.4.4 (Non-bare) singulars

Like plurals, singulars must be tested for a kind
reading. This is done by attempting to pluralise the
noun phrase. If pluralisation is possible, then the
kind interpretation is confirmed and quantification
is performed. If not (certain non-mass terms have
no identifiable parts), the singular refers to a single
entity and is annotated as ONE.

6.4.5 Bare singulars

We regard bare singulars as essentially plural, un-
der the linguistic assumption of non-overlapping
atomic parts — for instance, water is considered a
collection of HoO molecules, rice is regarded as
a collection of grains of rice, etc (see Chierchia,
1998). In order to make this relation clear, we
ask annotators to try and paraphrase bare singulars
with an (atomic part) plural equivalent and follow,
as normal, the decision tree for plurals:

18. Free software allows users to co-operate in
enhancing and refining the programs they use

~ Open source programs allow users...

When the paraphrase is impossible (as in certain
non-mass terms which have no identifiable parts),
the noun phrase is deemed a unique entity and la-
belled ONE.

7 Implementation and results

7.1 Task implementation

Three annotators were used in our experiment.
One annotator was one of the authors; the
other two annotators were graduate students (non-
linguists), both fluent in English. The two grad-
uate students were provided with individual train-
ing sessions where they first read the annotation
guidelines, had the opportunity to ask for clarifi-
cations, and subsequently annotated, with the help
of the author, the 50 noun phrases in the train-
ing set. The actual annotation task was performed
without communication with the scheme author or
the other annotators.

7.2 Kappa evaluation

We made an independence assumption between
quantification value and kind value, and evaluated
agreement separately for each type of annotation.

Intra-annotator agreement was calculated over
the set of annotations produced by one of the au-
thors. The original annotation experiment was re-
produced at three months’ interval and Kappa was



’ Class ‘ Kind ‘ Quantification ‘
| Kappa | 085 |  0.84 |

Table 1: Intra-annotator agreements for both tasks

’ Class ‘ Kind ‘ Quantification ‘
] Kappa \ 0.67 \ 0.72 ‘

Table 2: Inter-annotator agreements for both tasks

computed between the original set and the new set.
Table 1 shows results over 0.8 for both tasks, cor-
responding to ‘perfect agreement’ according to the
Landis and Koch classification (1977). This indi-
cates that the stability of the scheme is high.

Table 2 shows inter-annotator agreements of
over 0.6 for both tasks, which correspond to ‘sub-
stantial agreement’. This result must be taken with
caution, though. Although it shows good agree-
ment overall, it is important to ascertain in what
measure it holds for separate classes. In an ef-
fort to report such per class agreement, we cal-
culate Kappa values for each label by evaluating
each class against all others collapsed together (as
suggested by Krippendorf, 1980).

Table 3 indicates that substantial agreement is
maintained for separate classes in the kind annota-
tion task. Table 4, however, suggests that, if agree-
ment is perfect for the ONE and QUANT classes,
it is very much lower for the SOME, MOST and
ALL classes. While it is clear that the latter three
are the most complex to analyse, we can show
that the lower results attached to them are partly
due to issues related to Kappa as a measure of
agreement. Feinstein and Cicchetti (1990), fol-
lowed by Di Eugenio and Glass (2004) proved
that Kappa is subject to the effect of prevalence
and that different marginal distributions can lead
to very different Kappa values for the same ob-
served agreement. It can be shown, in particu-
lar, that an unbalanced, symmetrical distribution
of the data produces much lower figures than bal-
anced or unbalanced, asymmetrical distributions
because the expected agreement gets inflated. Our
confusion matrices indicate that our data falls into
the category of unbalanced, symmetrical distribu-
tion: the classes are not evenly distributed but an-
notators agree on the relative prevalence of each
class. Moreover, in the quantification task itself,
the ONE class covers roughly 50% of the data.
This means that, when calculating per class agree-
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| Class | KIND | NOT-KIND | QUANT |
| Kappa | 0.63 | 071 [ 088 |

Table 3: Per class inter-annotator agreement for
the kind annotation

| Class | ONE | SOME | MOST | ALL | QUANT |
| Kappa | 0.81 | 045 | 044 | 051 | 088 |

Table 4: Per class inter-annotator agreement for
the quantification annotation

ment, we get an approximately balanced distri-
bution for the ONE label and an unbalanced, but
still symmetrical, distribution for the other labels.
This leads to the expected agreement being rather
low for the ONE class and very high for the other
classes. Table 5 reproduces the per class agree-
ment figures obtained for the quantification task
but shows, in addition, the observed and expected
agreements for each label. Although the observed
agreement is consistently close to, or over, 0.9, the
Kappa values differ widely in conjunction with ex-
pected agreement. This results in relatively low re-
sults for SOME, MOST and ALL (the QUANT label
has nearly perfect agreement and therefore doesn’t
suffer from prevalence).

Class ‘ Kappa‘ Pr(a) ‘ Pr(e) ‘

ONE 0.814 | 0.911 | 0.521
SOME | 0.445 | 0.893 | 0.808
MOST | 0.438 | 0.931 | 0.877

ALL 0.509 | 0.867 | 0.728

QUANT | 0.884 | 0.987 | 0.885

Table 5: The effect of prevalence on per class
agreement, quantification task. Pr(a) is the ob-
served agreement between annotators, Pr(e) the
expected agreement.

With regard to the purpose of creating a gold
standard for a quantification resolution system, we
also note that out of 300 quantification annota-
tions, there are only 14 cases in which a majority
decision cannot be found, i.e., at least two anno-
tators agreed in 95% of cases. Thus, despite some
low Kappa results, the data can adequately be used
for the production of training material.*

*As far as such data ever can be: Reidsma and Carletta,
2008, show that systematic disagreements between annota-

tors will produce bad machine learning, regardless of the
Kappa obtained on the data.



In Section 8, we introduce difficulties encoun-
tered by our subjects, as related in post-annotation
discussions. We focus on quantification.

8 Annotation issues

8.1 Reference

Although we tried to make the task as simple as
possible for the annotators by asking them to para-
phrase the sentences that they were reading, they
were not free from having to work out the refer-
ent of the NP (consciously or unconsciously) and
we have evidence that they did not always pick
the same referent, leading to disagreements at the
quantification stage. Consider the following:

19. Subsequent annexations by Florence in the
area have further diminished the likelihood of
incorporation.

In the course of post-annotation discussions, it
became clear that not all annotators had chosen the
same referent when quantifying the subject NP in
the first clause. One annotator had chosen as refer-
ent subsequent annexations, leading to the reading
Some subsequent annexations, conducted by Flo-
rence in the area, have further diminished the like-
lihood of incorporation. The other two annotators
had kept the whole NP as referent, leading to the
reading All the subsequent annexations conducted
by Florence in the area have further diminished
the likelihood of incorporation.

8.2 World knowledge

Being given only one sentence as context for the
NP to quantify, annotators sometimes lacked the
world knowledge necessary to make an informed
decision. This is illustrated by the following:

20. The undergraduate schools maintain a non-
restrictive  Early Action admissions pro-
gramme.

Discussion revealed that all three annotators had
a different interpretation of what the mentioned
Early Action programme might refer to, and of
the duties of the undergraduate schools with re-
gard to it. This led to three different quantifica-
tions: SOME, MOST and ALL.

8.3 Interaction with time

The existence of interactions between NP quantifi-
cation and what we will call temporal quantifica-
tion is not surprising: we refer to the literature on
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genericity and in particular to Krifka et al (1995)
who talk of characteristic predication, or habitual-
ity, as a phenomenon encompassed by genericity.
We do not intend to argue for a unified theory of
quantification, as temporal quantification involves
complexities which are beyond the scope of this
work. However, the interactions observed between
temporality and NP quantification might explain
further disagreements in the annotation task. The
following is a sentence that contains a temporal
adverb (sometimes) and that produced some dis-
agreement amongst annotators:

21. Scottish fiddlers emulating 18th-century
playing styles sometimes use a replica of the
type of bow used in that period.

Two annotators labelled the subject of that sen-
tence as MOST, while the third one preferred
SOME. In order to understand the issue, consider
the following, related, statement:

22. Mosquitoes sometimes carry malaria.

This sentence has the possible readings: Some
mosquitoes carry malaria or Mosquitoes, from
time to time in their lives, carry malaria. The first
reading is clearly the preferred one.

The structure of (21) is identical to that of (22)
and it should therefore be taken as similarly am-
biguous: it either means that some of the Scottish
fiddlers emulating 18th-century playing styles use
a replica of the bow used in that period, or that a
Scottish fiddler who emulates 18th-century play-
ing styles, from time to time, uses a replica of such
a bow. The two readings may explain the labels
given to that sentence by the annotators.

9 Conclusion

Taking prevalence effects into account, we believe
that our agreement results can be taken as evidence
that underquantification is analysable in a consis-
tent way by humans. We also consider them as
strong support for our claim that ‘genericity quan-
tifies’. Our scheme could however be refined fur-
ther. In a future version, we would add guidelines
regarding the selection of the referent of the noun
phrase, encourage the use of external resources to
obtain the context of a given sentence (or simply
provide the actual context of the sentence), and
give some pointers as to how to resolve issues or
ambiguities caused by temporal quantification.
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Abstract

In this paper, we have addressed the task
of PropBank annotation of light verb
constructions, which like multi-word
expressions pose special problems. To
arrive at a solution, we have evaluated 3
different possible methods of annotation.
The final method involves three passes:
(1) manual identification of a light verb
construction, (2) annotation based on the
light verb construction’s Frame File, and
(3) a deterministic merging of the first
two passes. We also discuss how in
various languages the light verb
constructions are identified and can be
distinguished from the non-light verb
word groupings.

1

One of the aims in natural language processing,
specifically the task of semantic role labeling
(SRL), is to correctly identify and extract the
different semantic relationships between words
in a given text. In such tasks, verbs are
considered important, as they are responsible for
assigning and controlling the semantic roles of
the arguments and adjuncts around it. Thus, the
goal of the SRL task is to identify the arguments
of the predicate and label them according to their
semantic relationship to the predicate (Gildea
and Jurafsky, 2002; Pradhan et al., 2003).

To this end, PropBank (Palmer et. al., 2005)
has developed semantic role labels and labeled
large corpora for training and testing of
supervised systems. PropBank identifies and
labels the semantic arguments of the verb on a
verb-by-verb basis, creating a separate Frame
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File that includes verb specific semantic roles to
account for each subcategorization frame of the
verb. It has been shown that training supervised
systems with PropBank’s semantic roles for
shallow semantic analysis yield good results (see
CoNLL 2005 and 2008).

However, semantic role labeling tasks are
often complicated by multiword expressions
(MWEs) such as idiomatic expressions (e.g.,
‘Stop pulling my leg!”), verb particle
constructions (e.g., ‘You must get over your
shyness.”), light verb constructions (e.g., ‘take a
walk’, ‘give a lecture’), and other complex
predicates (e.g., V+V predicates such as Hindi’s
faser amm nikal gayaa, lit. ‘exit went’, means

‘left’ or ‘departed’). MWEs that involve verbs
are especially challenging because the
subcategorization frame of the predicate is no
longer solely dependent on the verb alone.
Rather, in many of these cases the argument
structure is assigned by the union of two
predicating elements. Thus, it is important that
the manual annotation of semantic roles, which
will be used by automatic SRL systems, define
and label these MWEs in a consistent and
effective manner.

In this paper we focus on the PropBank
annotation of light verb constructions (LVCs).
We have developed a multilingual schema for
annotating LVCs that takes into consideration the
similarities and differences shared by the
construction as it appears in English, Arabic,
Chinese, and Hindi. We also discuss in some
detail the practical challenges involved in the
crosslinguistic analysis of LVCs, which we hope
will bring us a step closer to a unified
crosslinguistic analysis.

Since NomBank, as a companion to
PropBank, provides corresponding semantic role
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labels for noun predicates (Meyers et al., 2004),
we would like to take advantage of NomBank’s
existing nominalization Frame Files and
annotations as much as possible. A question that
we must therefore address is, “Are
nominalization argument structures exactly the
same whether or not they occur within an LVC?”
as will be discussed in section 6.1.

2 ldentifying Light Verb Constructions

Linguistically LVCs are considered a type of a
complex predicate. Many studies from differing
angles and frameworks have characterized
complex predicates as a fusion of two or more
predicative elements. For example, Rosen (1997)
treats complex structures as complementation
structures, where the argument structure of
elements in a complex predicate are fused
together. Goldberg (1993) takes a constructional
approach to complex predicates and arrives at an
analysis that is comparable to viewing complex
predicates as a single lexical item. Similarly,
Mohanan (1997) assumes different levels of
linguistic representation for complex predicates
in which the elements, such as the noun and the
light verb, functionally combine to give a single
clausal nucleus. Alsina (1997) and Butt (1997)
suggest that complex predicates may be formed
by syntactically independent elements whose
argument structures are brought together by a
predicate composition mechanism.

While there is no clear-cut definition of LVCs,
let alone the whole range of complex predicates,
for the purposes of this study, we have adapted
our approach largely from Butt’s (2004) criteria
for defining LVCs. LVCs are characterized by a
light verb and a predicating complement
(henceforth, true predicate) that “combine to
predicate as a single element.” (Ibid.) In LVC,
the verb is considered semantically bleached in
such a way that the verb does not hold its full
predicating power. Thus, the light verb plus its
true predicate can often be paraphrased by a
verbal form of the true predicate without loss of
the core meaning of the expression. For example,
the light verb ‘gave’ and the predicate ‘lecture’
in ‘gave a lecture’, together form a single
predicating unit such that it can be paraphrased
by ‘lectured’.

True predicates in LVCs can be a noun (the
object of the verb or the object of the preposition
in a prepositional phrase), an adjective, or a verb.
One light verb plus true predicate combination
found commonly across all our PropBank
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languages (i.e., English, Arabic, Chinese, and
Hindi) is the noun as the object of the verb as in
‘Sara took [a stroll] along the beach’. In Hindi,
true predicates can be adjectives or verbs, in
addition to the nouns.

T T BreS] W
to-me you [nice] seem
lit. “You seem nice to me’
"You (are) liked to me (=1 like you).'

(Adjective)

A @9 $o [#] =@ (Verb)
I-ERG everything [do] took

lit. ‘I took do everything’
'l have done everything.'

As for Arabic, the LVCs come in verb+noun
pairings. However, they surface in two syntactic
forms. It can either be the object of the verb just
like in English:

Ol (e [ pdlaa] ) (Al
gave.he Georges [lecture] PREP Lebanon
lit.'Georges gave a lecture about Lebanon'

‘Georges lectured about Lebanon’

or the complement can be the object of
preposition:

bl Uidges [3 k3] Bl

conduct.l [PREP-visit] our.saint llias

lit. ‘T will conduct with visit Saint Ilias’s’
‘T will visit Saint Ilias’s’

3 Standard PropBank

Annotation Procedure

The PropBank annotation process can be broken
down into two major steps: creation of the Frame
Files for verbs occurring in the data and
annotation of the data using the Frame Files.
During the creation of the Frame Files, the
usages of the verbs in the data are examined by
linguists (henceforth, “framers”). Based on these
observations, the framers create a Frame File for
each verb containing one or more framesets,
which correspond to coarse-grained senses of the
predicate lemma. Each frameset specifies the
PropBank labels (i.e., ARG0O, ARGI,...ARGS)
corresponding to the argument structure of the
verb. Additionally, illustrative examples are
included for each frameset, which will later be
referenced by the annotators. These examples
also include the use of the ARGM labels.

Thus, the framesets are based on the
examination of the data, the framers’ linguistic
knowledge and native-speaker intuition. At



times, we also make use of the syntactic and
semantic behavior of the verb as described by
certain lexical resources. These resources include
VerbNet (Kipper et. al., 2006) and FrameNet
(Baker et. al., 1998) for English, a number of
monolingual and bilingual dictionaries for
Arabic, and Hindi WordNet and DS Parses
(Palmer et. al., 2009) for Hindi. Additionally, if
available, we consult existing framesets of words
with similar meanings across different languages.

The data awaiting annotation are passed onto
the annotators for a double-blind annotation
process using the previously created framesets.
The double annotated data is then adjudicated by
a third annotator, during which time the
differences of the two annotations are resolved to
produce the Gold Standard.

Two major guiding considerations during the
framing and annotating process are data
consistency and annotator productivity. During
the frameset creation process, verbs that share
similar semantic and syntactic characteristics are
framed similarly. During the annotation process,
the data is organized by verbs so that each verb is
tackled all at once. In doing so, we firstly ensure
that the framesets of similar verbs, and in turn,
the annotation of the wverbs, will both be
consistent across the data. Secondly, by tackling
annotation on verb-by-verb basis, the annotators
are able to concentrate on a single verb at a time,
making the process easier and faster for the
annotators.

4 Annotating LVC

A similar process must be followed when
annotating light verb constructions The first step
is to create consistent Frame Files for light verbs.
Then in order to make the annotation process
produce consistent data at a reasonable speed, we
have decided to carry out the light verb
annotation in three passes (Table 1): (1) annotate
the light verb, (2) annotate the true predicate, and

(3) merge the two annotations into one.

The first pass involves the identification of the
light verb. The most important parts of this step
are to identify a verb as having bleached
meaning, thereafter assign a generic light verb
frameset and identify the true predicating
expression of the sentence, which would be
marked with ARG-PRX (i.e., ARGument-
PRedicating eXpression). For English, for
example, annotators were instructed to use Butt’s
(2004) criteria as described in Section 2. These
criteria required that annotators be able to
recognize whether or not the complement of a
potential light verb was itself a predicating
element. To make this occasionally difficult
judgment, annotators used a simple heuristic test
of whether or not the complement was headed by
an element that has a verbal counterpart. If so,
the light verb frameset was selected.

The second pass involves the annotation of the
sentence with the true predicate as the relation.
During this pass, the true predicate is annotated
with an appropriate frameset. In the third pass,
the arguments and the modifiers of the two
previous passes are reconciled and merged into a
single annotation. In order to reduce the number
of hand annotation, it is preferable for this last
pass, the Pass 3, to be done automatically.

Since the nature of the light verb is different
from that of other verbs as described in Section
2, the advantage of doing the annotation of the
light verb and the true predicate on separate
passes is that in the light verb pass the annotators
will be able to quickly dispose of the verb as a
light verb and in the second pass, they will be
allowed to solely focus on the annotation of the
light verb’s true predicate.

The descriptions of how the arguments and
modifiers of the light verbs and their true
predicates are annotated are mentioned in Table
1, but notably, none of the examples in it
currently include the annotation of arguments

Pass 1: Pass 2: Pass 3:

Light Verb Annotation True Predicate Annotation Merge of Pass1&2 Annotation
Relation Light verb True predicate Light verb + true predicate
Arguments | Predicating expression is - Arguments'and modifiers of - Argu_ments and modifiers
and annotated with ARG-I_DRX the true predicate are annotated | found in the two passes are
Modifiers | Arguments and modifiers of merged,_preferably

the light verb are annotated automatically.
Frameset Light verb frameset True predicate’s frameset LVC’s frameset

“John took a brisk walk through the park.”

Example REL: took ARG-MNR: brisk REL: took walk

ARG-PRX: a brisk walk REL: walk ARG-MNR: brisk

Table 1. Preliminary Annotation Scheme

84




and modifiers. This is intentional, as coming to
an agreement concerning the details of what
exactly each of the three passes looks like while
meeting the needs of the four PropBank
languages is quite challenging. Thus, for the rest
of the paper we will discuss the strengths and
weaknesses of the two trial methods of
annotation we have considered and discarded in
Section 5, as well as the final annotation scheme
we chose in Section 6.

5 Trials

5.1 Method 1

As our first attempt, the annotation of argument
and adjuncts was articulated in the following
manner (Table 2).

Pass 1:

Light verb

- Predicating expression

is labeled ARG-PRX

Pass 2:

True predicate

- Annotate arguments
and modifiers of the

- Annotate the Subject true predicate within
argument of the light its domain of locality.
verb as the ArgO0.

- Annotate the rest of the
arguments and modifiers
of the light verb with

ARGM labels.
Generic light verb Frame | True predicate’s
File Frame File

“John took a brisk walk through the park.”
ARGO: John ARG-MNR: brisk
REL: took REL: walk

ARG-PRX: a brisk walk
ARG-DIR: through the park

Table 2. Method 1 for annotation for Passes 1 and 2.
Revised information is in italics.

In Pass 1, in addition to annotating the
predicating expression of the light verb with
ARG-PRX, the subject argument was marked
with an ARGO. The choice of ARGO, which
corresponds to a proto-typical agent, was guided
by the observation that English LVCs tend to
lend a component of agentivity to the subject
even in cases where the true predicate would not
necessarily assign an agent as its subject. The
rest of the arguments and modifiers were labeled
with corresponding ARGM (i.e.,, modifier)
labels. The assumption here is that the arguments
of the light verb will also be the arguments of the
true predicate.

In Pass 2, then, the annotation of the
arguments of the true predicate was restricted to
its domain of locality (i.e., the span of the ARG-
PRX as marked in Passl). That is, in the example
‘John took a brisk walk through the park’, the

85

labeled spans for the true predicate would be
limited to the NP ‘a brisk walk’ and neither
‘John’ nor through the park’ would be annotated
as the arguments of the true predicate ‘walk’.

Frame Files: This method would require three
Frame Files: a generic light verb Frame File, a
true predicate Frame File, and an LVC Frame
File. The Frame File for the light verb would not
be specific to the form of the light verb (e.g.,
same frame for take and make). Rather, it would
indicate a skeletal argument structure in order to
reduce the amount of Frame Files made,
including only Arg0 as its argument™.

5.2 Weakness of Method 1

This method has one glaring problem: the
assumption that the semantic roles of the
arguments as assigned by the light verb
uniformly coincide with those assigned by the
true predicate does not always hold. Consider the
following English sentence?.

whether Wu Shu-Chen would make another
[appearance] in court was subject to observation

In this example, “Wu Shu-Chen’ is the agent
argument (Arg0) of the light verb ‘make’ and is
the theme or patient argument (Argl) of a typical
‘appearance’ event. Also consider the following
example from Hindi.

It is possible that in a light verb construction,
the light verb actually modifies the standard
underlying semantics of a nominalization like
appearance. In any event, we cannot assume that
the expected argument labels for the light verb
and for the standard interpretation of the
nominalization will always coincide. Thus, we
could say that Pass 2’s true predicate annotation
is only partial and is not representative of the
complete argument structure. In particular, we
are left with a very difficult merging problem,
because the argument labels of the two separate
passes conflict as seen in the above examples.

5.3 Method 2

In order to remedy the problem of conflicting
argument labels, we revised Method 1°s Pass 2
annotation scheme. This is shown in Table 3.
Pass 1 remains unchanged from Method 1.

In this method, both the light verb and the true
predicate of the sentence receive complete sets of

! This is why the rest of the argument/modifiers would be
annotated using ARGM modifier labels.

2 The light verb is in boldface, the true predicate is in bold
and square brackets, and the argument/adjunct under
consideration is underlined.



Pass 2:

True predicate

- Annotate the Subject argument of the light verb
with the appropriate role of the true predicate

- Annotate arguments and modifiers of the true
predicate without limitation as to the domain of
locality.

True predicate’s Frame File

“He made another appearance at the party”
ARG1: He

ARG-ADV: another

REL: appearance

ARG-DIR: at court

Table 3. Method 2 for annotation for Pass 2. Pass
1 as presented in Table 2 remains unchanged.
Revised information for Pass 2 is in italics

argument and modifier labels. In Pass 2, the
limitation of annotating within the domain of
locality is removed. That is, the arguments and
modifiers inside and outside the true predicate’s
domain of control are annotated with respect to
their semantic relationship to the true predicate
(e.g., in the English example of Section 5.2, “Wu
Shu-Chen” would be considered ARG1 of
‘appearance’).

Frame Files: This method would also require
three Frame Files. The major difference is that
with this method the Frame File for the true
predicate includes arguments that are sisters to
the light verb.

5.4  Weaknesses of Method 2

If in Method 1 we have committed the error of
semantic unfaithfulness due to omission, in
Method 2 we are faced with the problem of
including too much. In the following sentence,
consider the role of the underlined adjunct:

A New York audience ... gave it a big round
of applause when the music started to play.

By the annotation in Method 2, the underlined
temporal adjunct ‘when the music started to
play’ is labeled as both the argument of ‘give’
and of ‘applause’. The question here is does the
argument apply to both the giving and the
applauding event? In other words, does the
adjunct play an equal role in both passes?

Since it could be easily said that the temporal
phrase applies to both the applauding and the
giving of the applause events, this example may
not be particularly compelling. However, what if
a syntactic complement of the light verb is a
semantic argument of the true predicate and the
true predicate only? This is seen more frequently
in the cases where the light verb is less bleached
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than in the case of ‘give’ above. Consider the
following Arabic example.

Blud 28 0S5 OS] Ll jaians S [ LS Y] b LA
took.we PREP DEF-consideration PREP
prepertations.our possibility sustain.their losses
“We took into [consideration] during our prepa-
rations the possibility of them sustaining losses’

Here, even though the constituent ‘of them
sustaining losses’ is the syntactic complement of
the verb ‘to take;’ semantically, it modifies only
the nominal object of the PP ‘consideration.’

There are similar phenomena in Chinese light
verb constructions. Syntactic modifiers of the
light verb are semantic arguments of the true
predicate, which is usually a nominalization that
serves as its complement.

BNE XN XAMRE [ET] Wt

we now regarding this CL issue [conduct] discussion.
lit.“We are conducting a discussion on this issue.”
“We are discussing this issue.”

The prepositional phrase X}iX/MAIE ‘regarding
this issue’ is a sister to the light verb but
semantically it is an argument of the nominalized
predicate i¥i€ ‘discussion’.

The logical next question would be: does the
annotation of the arguments, adjuncts and
modifiers have to be all or nothing? It could
conceivably be possible to assign a selected set
of arguments at the light verb or true predicate
level. For example, in the Chinese sentence, the
modifier ‘regarding this CL issue’, though a
syntactic adjunct to the light verb, could be left
out from the semantic annotation in Pass 1 and
included only in the Pass 2.

However, the objection to this treatment
comes from a more practical need. As mentioned
above, in order to keep the manual annotation to
a minimum, it would be necessary to keep Pass 3
completely deterministic. As is, with the
unmodified Method 2, there would be the need to
choose between Pass 1 or Pass 2 annotation to
when doing the automatic Pass 3. If we modify
Method 2 by annotating only a selected set of
syntactic arguments for the light verb or the true
predicate, then this issue is exacerbated. In such
a case there we would have to develop with strict
rules for which arguments of which pass should
be included in Pass 3. Pass 3 would no longer be
automatic, and should be done manually.



Pass 1: Pass 2: Pass 3:
Light Verb Identification LVC Annotation Deterministic relation merge
Relation Light verb True predicate Light verb + true predicate
Arguments - Predicating expression is | - Arguments and modifiers of - Arguments and modifiers
& Modifiers | annotated with ARG-PRX | the LVCs are annotated are taken from Pass 2
Frame File <no Frame File needed> LVC’s Frame File LVC’s Frame File
“John took a brisk walk through the park.”
Example REL: took ARGO: John ARGO: John
ARG-PRX: a brisk walk ARG-MNR: brisk ARG-MNR: brisk
REL: walk REL: [took][walk]
ARGM-DIR: through the park | ARGM-DIR: through the park

Table 4. Final Annotation Scheme

6

6.1

Many of the objections so far to Methods 1 and 2
have centered on the issue of semantic fidelity
during the annotation of each of the two passes.
The debate of whether both passes should be
annotated and to what extent has practical
implications for the third Pass, as described
above. However, more importantly it comes
down to whether or not the semantics of the final
light verb plus true predicate combination is
indeed distinct from the semantics of its parts
(i.e. light verb and true predicate, separately).
This may be a fascinating linguistic question, but
it is not something our annotators can be
debating for each and every instance.

Instead, we argue that the semantic argument
structure of the light verb plus true predicate
combination can in practice be different from
that of the expressions taken independently as
has been proposed by various studies (Bultt,
2004; Rosen, 1997; Grimshaw & Mester, 1988).
Thus, we resolve the cases in which the
differences in argument roles as assigned by the
light verb and the nominalization (Section 5.2)
by handling the argument structure of the
standard nominalization separately from that of
the nominalization participating in the LVC. In
the example ‘Chen made another appearance in
court’, we annotate ‘Chen’ as the Agent (ARGO)
of the full predicate ‘[make] [appearance]’,
which is different from the argument structure of
the standard nominalization which would label
‘Chen’ to be the Patient argument (ARG1).

Final Annotation Scheme

Semantic Fidelity

6.2 Method 3: Final Method

Our final method of light verb annotation reflects
the notion that the noun, verb, or adjective as a
true predicate within an LVC can have a
different argument structure from that of the
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word alone. Table 4 shows the final annotation
scheme for light verb construction.

During Pass 1, the LVCs and their predicating
expressions are identified in the data. Instances
identified as LVCs in Pass 1 are then manually
annotated during Pass 2, annotating the
arguments and adjuncts of the light verb and the
true predicate with roles that reflect their
semantic relationships to the light verb plus true
predicate. In practice, Pass 1 becomes a way of
simply manually identifying the light verb
usages. It is in Pass 2 that we make the final
choice of argument labels for all of the
arguments. Thus in Pass 3, the light verb and the
true predicate lemmas from Pass 1 and 2 are
joined into a single unit (e.g., in the example
found in Table 4, the light verb ‘took’ would be
joined with the true predicate ‘walk’ into
‘took+walk ’) 3 In this final method, Pass 3 can
be achieved completely deterministically.

The major difference in this annotation
scheme from that of Methods 1 and 2 is that
instead of annotating in terms of the semantics of
the bare noun, adjective or verb, the argument
structure is determined for the entire predicate or
the full event: semantics of the light verb plus the
true predicate. This means that for the sentences
where the argument roles of the verb and the
nominalization disagree like ‘Chen’ in ‘Chen

3 The order of Pass 2 and Pass 3 as presented in Table 4 is
arguably a product of how the annotation tools for
PropBank are set up for Arabic, Chinese, and English. That
is, the order of the Pass 2 and Pass 3 could potentially be
flipped provided that the tools and procedures of annotation
support it, as is the case for Hindi PropBank. After the LVC
and ARG-PRX are identified in Pass 1, the light verb and
the true predicate can be deterministically joined into a
single relation in Pass 2, leaving the manual annotation of
LVC for Pass 3. The advantage of this alternative ordering
is that because the annotation of LVC is done around light
verb plus the true predicate as a single relation, rather than
the true predicate alone as in Table 4, the argument
annotation may in actuality be more intuitive for annotators
even with less training.




made another® appearance in court’, we label the
argument with the role that is consistent with the
entire predicate (i.e. Agent, ARGO).

Frame Files: The final advantage to this
method is that only one Frame File is needed.
Since Pass 1 is an identification round, no Frame
File is required. A single Frame File for LVC
that includes the argument structure with respect
to the light verb plus true predicate combination
will suffice for Pass 2 and Pass 3.

7 Distinguishing LVCs from MWEs

As we have discussed in Section 2, we adapted
our approach from Butt’s (2004) definition of
LVCs. That is, an LVC is characterized by a
semantically bleached light verb and a true
predicate. These elements combine as a single
predicating unit, in such a way that the light verb
plus its true predicate can be paraphrased by a
verbal form of the true predicate without loss of
the core meaning of the expression (e.g.
‘lectured’ for ‘gave a lecture’). Also, as
discussed in Section 6.1, our approach advocates
the notion that the semantic argument structure
of the light verb plus true predicate is different
from that of the expressions taken independently
(as also proposed by Butt, 2004; Rosen, 1997
Grimshaw & Mester, 1988 among others).

While these definitions are appropriate for the
PropBank annotation task as we have presented
it, there are still cases that merit closer attention.
Even English with a rather limited set of verbs
that are commonly cited as LVCs, includes a
problematic mixture of what could arguably be
termed either LVCs or idiomatic expressions:
‘make exception’, ‘take charge’. This difficulty
in part is the effect of frequency and
entrenchment of particular constructions. The
light verbs themselves do not diminish in form
over time in a manner similar to auxiliaries (Bultt,
2004), although the complements of common
LVCs can change over time such that it is no
longer clear that the complement is a predicating
element.

In the case of English, the expressions ‘take
charge’ may be more commonly found today as a
LVC than independently in its verbal form. As
we discovered with our annotators, native
English speakers are uncomfortable using the
verb  ‘charge’ (i.e. to burden with a

* The adjective ‘another’ is annotated as the modifier of the
full predicate ‘[make][appearance]’ as it can be interpreted
to mean that the make appearance event happened a
previous appearance has been made.
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responsibility) as an independent matrix verb. A
similar phenomenon can be seen in Arabic,
where the predicate ~ Gl lit. ‘release name’
exemplifies a prototypical LVC that means ‘to
name’. However, in our data we see cases in
which the complement is missing, while the
semantics of the LVC remains intact:

Malad) g i) adde (3l Lo

CONJ REL be released.he PREP-him/it
DEF-sector DEF-public

lit ‘Or what is released to it “the public sector’”
‘Or what is called/named “the public sector.””

This raises the question of: when does a
construction that may have once been an LVC
become more properly defined as an idiomatic
expression due to such entrenchment? Idiomatic
expressions can potentially be distinguished from
LVCs through judgments of how fixed or
syntactically variable a construction is, and on
the basis of how semantically transparent or
decomposable the construction is (Nunberg et.
al., 1994). However, sometimes the dividing line
is hard to draw.

A similar problem arises in determining
whether a construction is a case of an LVC or
simply a usage with a distinct sense of the verb.
Take, for example, the following Arabic
sentence.

ML PES

take.he DeEF-food
lit. “(he) took food’
‘he ate’

Here, the Arabic word <2 ‘food’ is the noun
derivation of the root shared by the verb ¢ ‘to
eat’, in such a way that the sentence could be
rephrased as <3 ‘(he) ate’. This example falls
neatly into the LVC category. However, further
examples suggest that the example is a case of a
distinct sense of ‘to take orally’” where the
restrictions on the object are that the theme must
be something that can be taken by mouth:

o sall J ks
take.he DEF-medicine
‘he took medicine’

slual) J ol
take.he DEF-soup
‘he took soup’

Finally, determining the appropriate criteria to
distinguish  between a truly semantically
bleached verb and verbs that seem to be
participating in complex predication but
contribute more to the semantics of the
construction is a challenge for all languages. For
example, in English data, there are potential
LVCs with verbs that are not often thought of as
light verbs, such as ‘produce an alteration’ and



‘issue a complaint’. Although most English
speakers would agree that the verbs in these
constructions do not contribute to the semantics
of the construction (e.g. ‘issue a complaint’ can
be paraphrased to ‘to complain’), there are
similar constructions such as ‘register a
complaint,” wherein the verb cannot be
considered light. For the purposes of annotation,
where it is necessary for annotators to understand
clear criteria for distinguishing light verbs, such
cases are highly problematic because there is no
deterministic way to measure the extent to which
the verbal element contributes to the semantics
of the construction. In turn, there is not a good
way to distinguish some of these borderline
verbs from their normal, heavy usages.

Such problems can be resolved by establishing
language-specific semantic or syntactic tests that
can be used for taking care of the borderline
cases of LVCs. However, there is one other
plausible manner we have identified that could
help in detecting such atypical LVCs. This can
be done by focusing on the argument structures
of predicating complements rather than focusing
on the verbs themselves. Grimshaw & Mester
(1988) suggest that the formation of LVCs
involves argument transfer from the predicating
complement to the verb, which is semantically
bleached and thematically incomplete and
assigns no thematic roles itself.  Similarly,
Stevenson et al. (2004) suggest that the
acceptability of a potential LVC depends on the
semantic properties of the complement. Thus,
atypical LVCs, such as the English construction
‘issue a complaint,” can potentially be detected
during the annotation of eventive nouns, planned
for all PropBank languages.

This process will make our treatment of LVVCs
more comprehensive. Used with our language-
specific semantic and syntactic criteria relating to
both the verb and the predicating complement, it
will help us to more effectively capture as many
types of LVCs as possible, including those of the
V+ADJ and V+V varieties.

8  Usefulness of our Approach

Two basic approaches have previously been
taken to handle all types of MWEs, including
LVCs in natural language processing
applications. The first is to treat MWES quite
simply as fixed expressions or long strings of
words with spaces in between; the second is to
treat MWESs as purely compositional (Sag et al.,
2002). The words-with-spaces approach is

&9

adequate  for handling fixed idiomatic
expressions, but issues of lexical proliferation
and flexibility quickly arise when this approach
is applied to light verbs, which are syntactically
flexible and can number in the tens of thousands
for a given language (Stevenson et al., 2004; Sag
et al., 2002). Nonetheless, large-scale lexical
resources such as FrameNet (Baker et al., 1998)
and WordNet (Fellbaum, 1999) continue to
expand with entries that are MWES.

The purely compositional approach is also
problematic for light verbs because it is
notoriously difficult to predict which light verbs
can grammatically combine with other
predicating elements; thus, this approach leads to
problems of overgeneration (Sag et al., 2002). In
order to overcome this problem, Stevenson et al.
(2004) attempted to determine  which
nominalizations could form a valid complement
to the English light verbs take, give and make,
using Levin’s (1993) verb classes to group
similar nominalizations.  This approach was
rather successful for take and give, but
inconclusive for the verb make.

Our approach can help to develop a resource
that is useful whether one takes a words-with-
spaces approach or a compositional approach.
Specifically, for those implementing a words-
with-spaces approach, the resulting PropBank
annotation can serve as a lexical resource listing
for LVCs. For those interested in implementing a
compositional approach the PropBank annotation
can serve to assist in predicting likely
combinations. Moreover, information in the
PropBank Frame Files can be used to generalize
across classes of nouns that can occur with a
given light verb with the help of lexical resources
such as WordNet (Fellbaum, 1998), FrameNet
(Baker et. al., 1998), and VerbNet (Kipper-
Schuler, 2005) (in a manner similar to the
approach of Stevenson et al. (2004)).
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Retrieving Correct Semantic Boundaries in Dependency Structure

Jinho D. Choi

Department of Computer Science
University of Colorado at Boulder

choijd@colorado.edu

Abstract

This paper describes the retrieval of cor-
rect semantic boundaries for predicate-
argument structures annotated by depen-
dency structure. Unlike phrase structure,
in which arguments are annotated at the
phrase level, dependency structure does
not have phrases so the argument labels are
associated with head words instead: the
subtree of each head word is assumed to
include the same set of words as the an-
notated phrase does in phrase structure.
However, at least in English, retrieving
such subtrees does not always guarantee
retrieval of the correct phrase boundaries.
In this paper, we present heuristics that
retrieve correct phrase boundaries for se-
mantic arguments, called semantic bound-
aries, from dependency trees. By apply-
ing heuristics, we achieved an F1-score
of 99.54% for correct representation of
semantic boundaries. Furthermore, error
analysis showed that some of the errors
could also be considered correct, depend-
ing on the interpretation of the annotation.

Introduction

Dependency structure has recently gained wide in-
terest because it is simple yet provides useful in-
formation for many NLP tasks such as sentiment
analysis (Kessler and Nicolov, 2009) or machine
translation (Gildea, 2004). Although dependency
structure is a kind of syntactic structure, it is quite
different from phrase structure: phrase structure
gives phrase information by grouping constituents
whereas dependency structure gives dependency
relations between pairs of words. Many depen-
dency relations (e.g., subject, object) have high
correlations with semantic roles (e.g., agent, pa-
tient), which makes dependency structure suit-
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able for representing semantic information such as
predicate-argument structure.

In 2009, the Conference on Computational Nat-
ural Language Learning (CoNLL) opened a shared
task: the participants were supposed to take de-
pendency trees as input and produce semantic role
labels as output (Hajic¢ et al., 2009). The depen-
dency trees were automatically converted from the
Penn Treebank (Marcus et al., 1993), which con-
sists of phrase structure trees, using some heuris-
tics (cf. Section 3). The semantic roles were ex-
tracted from the Propbank (Palmer et al., 2005).
Since Propbank arguments were originally anno-
tated at the phrase level using the Penn Treebank
and the phrase information got lost during the con-
version to the dependency trees, arguments are an-
notated on head words instead of phrases in depen-
dency trees; the subtree of each head word is as-
sumed to include the same set of words as the an-
notated phrase does in phrase structure. Figure 1
shows a dependency tree that has been converted
from the corresponding phrase structure tree.

/\ /\
VBP
o PP
The results appear
IN
m NP NN
NN  POS news
| \
today ’s
ROOT PMOD
NMOD
&NMOD—l \1/- SBJ —l I— LoC q] VNMOD _‘
root The results appear in today 'S news

Figure 1: Phrase vs. dependency structure

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 91-99,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics




In the phrase structure tree, arguments of the verb
predicate appear are annotated on the phrases:
NP, as ARGq and PP; as ARGM-LOC. In the de-
pendency tree, the arguments are annotated on the
head words instead: results as the ARG and in as
the ARGM-LOC. In this example, both PP; and the
subtree of in consist of the same set of words {in,
today, ’s, news} (as is the case for NPy and the
subtree of results); therefore, the phrase bound-
aries for the semantic arguments, called semantic
boundaries, are retrieved correctly from the depen-
dency tree.

Retrieving the subtrees of head words usually
gives correct semantic boundaries; however, there
are cases where the strategy does not work. For
example, if the verb predicate is a gerund or a past-
participle, it is possible that the predicate becomes
a syntactic child of the head word annotated as a
semantic argument of the predicate. In Figure 2,
the head word plant is annotated as ARGy of the
verb predicate owned, where owned is a child of
plant in the dependency tree. Thus, retrieving the
subtree of plant would include the predicate it-
self, which is not the correct semantic boundary
for the argument (the correct boundary would be
only {The, plant}).

VNMOD—l rNMODw I— LGS q/l— PMODW

The plant owned by Mark

Figure 2: Past-participle example

For such cases, we need some alternative for re-
trieving the correct semantic boundaries. This is
an important issue that has not yet been thoroughly
addressed. In this paper, we first show how to con-
vert the Penn Treebank style phrase structure to
dependency structure. We then describe how to
annotate the Propbank arguments, already anno-
tated in the phrase structure, on head words in the
dependency structure. Finally, we present heuris-
tics that correctly retrieve semantic boundaries in
most cases. For our experiments, we used the en-
tire Penn Treebank (Wall Street Journal). Our ex-
periments show that it is possible to achieve an F1-
score of 99.54% for correct representation of the
semantic boundaries.

2 Related work

Ekeklint and Nivre (2007) tried to retrieve seman-
tic boundaries by adding extra arcs to dependency
trees, so the structure is no longer a tree but a
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graph. They experimented with the same cor-
pus, the Penn Treebank, but used a different de-
pendency conversion tool, Penn2Malt.! Our work
is distinguished from theirs because we keep the
tree structure but use heuristics to find the bound-
aries. Johansson (2008) also tried to find seman-
tic boundaries for evaluation of his semantic role
labeling system using dependency structure. He
used heuristics that apply to general cases whereas
we add more detailed heuristics for specific cases.

3 Converting phrase structure to
dependency structure

We used the same tool as the one used for the
CoNLL’09 shared task to automatically convert
the phrase structure trees in the Penn Treebank
to the dependency trees (Johansson and Nugues,
2007). The script gives several options for the con-
version; we mostly used the default values except
for the following options:?

o splitSlash=false: do not split slashes. This
option is taken so the dependency trees pre-
serve the same number of word-tokens as the
original phrase structure trees.

noSecEdges=true: ignore secondary edges
if present. This option is taken so all sib-
lings of verb predicates in phrase structure
become children of the verbs in dependency
structure regardless of empty categories. Fig-
ure 3 shows the converted dependency tree,
which is produced when the secondary edge
(*ICH*) is not ignored, and Figure 4 shows
the one produced by ignoring the secondary
edge. This option is useful because NP* and
PP-2* are annotated as separate arguments of
the verb predicate paid in Propbank (NP* as
ARG and PP-2* as ARGM-MNR).

S
NP-1 VP
\
He
VBD VP
|
was

VBN NP
| | ———
id *-1 i
pat NP PP with ..
PN ‘
.. salary *[CH*-2

"http://stp.lingfil.uu.se/ nivre/research/Penn2Malt.html

“http://nlp.cs.lth.se/software/treebank_converter/



oBJ

ey

NMOD

r

e [

v |

root He was paid a $342K salary with a $280K bonus

Figure 3: When the secondary edge is not ignored

ADV

oBJ

|

NMOD

e

root He was

Figure 4: When the secondary edge is ignored

Total 49,208 dependency trees were converted
from the Penn Treebank. Although it was pos-
sible to apply different values for other options,
we found them not helpful in finding correct se-
mantic boundaries of Propbank arguments. Note
that some of non-projective dependencies are re-
moved by ignoring the secondary edges. However,
it did not make all dependency trees projective;
our methods can be applied for either projective
or non-projective dependency trees.

4 Adding semantic roles to dependency
structure

4.1 Finding the head words

For each argument in the Propbank annotated on
a phrase, we extracted the set of words belonging
to the phrase. Let this set be S,. In Figure 1, PPy
is the ARGM-LOC of appear so S, is {in, today,
s, news}. Next, we found a set of head words,
say Sq, whose subtrees cover all words in .S, (e.g.,
Sq = {in} in Figure 1). It would be ideal if there
existed one head word whose subtree covers all
words in S}, but this is not always the case. It is
possible that Sz needs more than one head word to
cover all the words in S),.

Figure 5 shows an algorithm that finds a set of
head words S; whose subtrees cover all words in
Sp. For each word w in S, the algorithm checks
if w’s subtree gives the maximum coverage (if w’s
subtree contains more words than any other sub-
tree); if it does, the algorithm adds w to Sy, re-
moves all words in w’s subtree from S}, then re-
peats the search. The search ends when all words
in S}, are covered by some subtree of a head word
in Sy. Notice that the algorithm searches for the
minimum number of head words by matching the
maximum coverages.

=)

paid a $342K salary with a $280K bonus
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Input: S, = a set of words for each argument
in the Propbank
QOutput: S; = a set of head words whose
subtrees cover all words in S,
1 Algorithm:getHeadWords(S))
2 Sq={}
3 while S, # () do

4 max = None

5 foreach w € S), do

6 if [subtree(w)| > |subtree(max)|
then

7 mazr = w

8 end

9 Sg.add(max)

10 Sp.removeAll(subtree(max))

1 end

12 return Sy

Figure 5: Finding the min-set of head words

The algorithm guarantees to find the min-set Sy
whose subtrees cover all words in .S,,. This gives
100% recall for Sy compared to S),; however, the
precision is not guaranteed to be as perfect. Sec-
tion 5 illustrates heuristics that remove the over-
generated words so we could improve the preci-
sion as well.

4.2 Ignoring empty categories

As described in Figures 3 and 4, dependency trees
do not include any empty categories (e.g., null
elements, traces, PRO’s): the empty categories
are dropped during the conversion to the depen-
dency trees. In the Penn Treebank, 11.5% of the
Propbank arguments are annotated on empty cat-
egories. Although this is a fair amount, we de-
cided to ignore them for now since dependency
structure is not naturally designed to handle empty
categories. Nonetheless, we are in the process of
finding ways of automatically adding empty cate-
gories to dependency trees so we can deal with the
remaining of 11.5% Propbank arguments.

4.3 Handling disjoint arguments

Some Propbank arguments are disjoint in the
phrase structure so that they cannot be represented
as single head words in dependency trees. For ex-
ample in Figure 6, both NP-1* and S* are ARG; of
the verb predicate continued but there is no head
word for the dependency tree that can represent
both phrases. The algorithm in Figure 5 naturally



handles this kind of disjoint arguments. Although
words in .S, are not entirely consecutive ({Yields,
on, mutual, funds, to, slide}), it iteratively finds
both head words correctly: Yields and to.

S

A\

| |
Yields IN/\NP continued NP/\VP
\ T~ \

on mutual funds 1 TO V‘P
to slide

ROOT

SBJ

PMOD

|'NMOD1/ VNMOD—l I_OPRDq/l_IMq/
root Yields on mutual funds continued to slide

Figure 6: Disjoint argument example

5 Retrieving fine-grained semantic
boundaries

There are a total of 292,073 Propbank arguments
in the Penn Treebank, and only 88% of them map
to correct semantic boundaries from the depen-
dency trees by taking the subtrees of head words.
The errors are typically caused by including more
words than required: the recall is still 100% for the
error cases whereas the precision is not. Among
several error cases, the most critical one is caused
by verb predicates whose semantic arguments are
the parents of themselves in the dependency trees
(cf. Figure 2). In this section, we present heuris-
tics to handle such cases so we can achieve preci-
sion nearly as good as the recall.

5.1 Modals

In the current dependency structure, modals (e.g.,
will, can, do) become the heads of the main verbs.
In Figure 7, will is the head of the verb predicate
remain in the dependency tree; however, it is also
an argument (ARGM-MOD) of the verb in Prop-
bank. This can be resolved by retrieving only the
head word, but not the subtree. Thus, only will is
retrieved as the ARGM-MOD of remain.

Modals can be followed by conjuncts that are
also modals. In this case, the entire coordination
is retrieved as ARGM-MOD (e.g., {may, or, may,
not} in Figure 8).
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et

root They Wilr

Figure 7: Modal example 1

\I;_R DMOD__[\l/

N
the list

vC —\1, I_.PRD q]

remain on

ROOT COORD oBJ
F \1/- SBJ —l fCOORDq/[CONJJ/’Vl—ADVJI 1/ F\PNMOW
root He may or may not read the book

Figure 8: Modal example 2

5.2 Negations

Negations (e.g., not, no longer) are annotated as
ARGM-NEG in Propbank. In most cases, nega-
tions do not have any child in dependency trees,
so retrieving only the negations themselves gives
the correct semantic boundaries for ARGM-NEG,
but there are exceptions. One is where a negation
comes after a conjunction; in which case, the nega-
tion becomes the parent of the main verb. In Fig-
ure 9, not is the parent of the verb predicate copy
although it is the ARGM-NEG of the verb.

ROOT

\1; SBH/I- Vqul- PRPq/I- IM JII-COORDQ/I-CONJJII-COORDJI

root You may come to read but not  copy
Figure 9: Negation example 1

The other case is where a negation is modified by
some adverb; in which case, the adverb should
also be retrieved as well as the negation. In Fig-
ure 10, both no and longer should be retrieved as
the ARGM-NEG of the verb predicate oppose.

ROOT
SBJ
T™P oBJ
I_AMODJ' JNMOD—l
root They no longer oppose the legislation

Figure 10: Negation example 2

5.3 Overlapping arguments

Propbank does not allow overlapping arguments.
For each predicate, if a word is included in one
argument, it cannot be included in any other argu-
ment of the predicate. In Figure 11, burdens and
in the region are annotated as ARG; and ARGM-
LOC of the verb predicate share, respectively. The
arguments were originally annotated as two sepa-
rate phrases in the phrase structure tree; however,



in became the child of burdens during the conver-  5.4.1 Verb chains
sion, so the subtree of burdens includes the subtree  Three kinds of verb chains exist in the current

of in, which causes overlapping arguments. dependency structure: auxiliary verbs (including
S modals and be-verbs), infinitive markers, and con-
/\ junctions. As discussed in Section 5.1, verb chains
NP VP become the parents of their main verbs in depen-
U.‘S. /\ dency trees. This indicates that when the subtree
VBZ S of the main verb is to be excluded from semantic
encou‘rages N p arguments, the verb chain needs to be excl.uded as

| /\ well. This usually happens when the main verbs

Japan & Vp are used within relative clauses. In addition, more

‘ P heuristics are needed for retrieving correct seman-

to VB NP tic boundaries for relative clauses, which are fur-

ther discussed in Section 5.4.2.
share PP] The following figures show examples of each
bur(‘jens Sn.  kind of verb chain. Itis possible that multiple verb
chains are joined with one main verb. In this case,
ROOT OPRD PMoD— we find the top-most verb chain and exclude its
V SBJT_l H oBJY, ['Ml [OB"Q, [Locl &NMOEﬂ entire subtree from the semantic argument. In Fig-
root U.S. encourages Japan to share burdens in the region e 13, part is annotated as ARG of the verb pred-
icate gone, chained with the auxiliary verb be, and
Figure 11: Overlapping argument example 1 again chained with the modal may. Since may is
the top-most verb chain, we exclude its subtree so

When this happens, we reconstruct the depen- only a part is retrieved as the ARGy of gone.

dency tree so in becomes the child of share instead

of burdens (Figure 12). By doing so, taking the NMOD
subtrees of burdens and in no longer causes over- y "MePT F \;DEﬂ [VeyrPey
lapping arguments.’ a part that may be gone

RoOT OPRD Loc PMOD Figure 13: Auxiliary verb example
\PSBJﬂ/ HOBJ _l[lMl [OBJ:L _lF‘LNMOEﬂ
root U.S. encourages Japan to share burdens in the region Figure 14 shows the case of infinitive markers.
those is annotated as ARGq of the verb predicate
Figure 12: Overlapping argument example 2 leave, which is first chained with the infinitive
marker fo then chained with the verb required. By
excluding the subtree of required, only those is re-

5.4 Verb predicates whose semantic )
trieved as the ARG of leave.

arguments are their syntactic heads

. ROOT
There are several cases where semantic arguments
. . \1; SBJ-I [PRDQ] [AMODl/I-PMODl' [AF’POJ] [OPRDM' IMq/

of verb predicates become the syntactic heads of !

. ) . root rules are tough on those required to leave
the verbs. The modals and negations in the previ-
ous sections are special cases where the seman-
tic boundaries can be retrieved correctly with-
out compromising recall. The following sec-
tions describe other cases, such as relative clauses
(Section 5.4.2), gerunds and past-participles (Sec-
tion 5.4.3), that may cause a slight decrease in re-
call by finding more fine-grained semantic bound-
aries. In these cases, the subtree of the verb predi-
cates are excluded from the semantic arguments.

Figure 14: Infinitive marker example

Figure 15 shows the case of conjunctions. people
is annotated as ARG of the verb predicate exceed,
which is first chained with or then chained with
meet. By excluding the subtree of meet, only peo-
ple is retrieved as the ARG of exceed.

When a verb predicate is followed by an ob-
ject complement (OPRD), the subtree of the object
" 3This can be considered as a Treebank/Propbank dis- complement is not excluded from the semantic ar-
agreement, which is further discussed in Sectino 6.2. gument. In Figure 16, distribution is annotated as
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oBJ

F NM&O;EFﬂ/ rCOORDqll-CONJq/ \LNMOD—l \l/

people who meet or exceed the expectation

Figure 15: Conjunction example

ARG of the verb predicate expected. By excluding
the subtree of expected, the object complement to
occur would be excluded as well; however, Prop-
bank annotation requires keeping the object com-
plement as the part of the argument. Thus, a dis-
tribution to occur is retrieved as the ARGy of ex-
pected.

APPOJ] |' OPRD 1,[ IMq/

&NMOD-I

a distribution expected to occur

Figure 16: Object complement example

5.4.2 Relative clauses

When a verb predicate is within a relative clause,
Propbank annotates both the relativizer (if present)
and its antecedent as part of the argument. For ex-
ample in Figure 15, people is annotated as ARG
of both meet and exceed. By excluding the subtree
of meet, the relativizer who is also excluded from
the semantic argument, which is different from the
original Propbank annotation. In this case, we
keep the relativizer as part of the ARGg; thus, peo-
ple who is retrieved as the ARGq (similarly, a part
that is retrieved as the ARG of gone in Figure 13).

It is possible that a relativizer is headed by a
preposition. In Figure 17, climate is annotated as
ARGM-LOC of the verb predicate made and the
relativizer which is headed by the preposition in.
In this case, both the relativizer and the preposi-
tion are included in the semantic argument. Thus,
the climate in which becomes the ARGM-LOC of

made.
Loc
\;NMOD—l lfPMODl' \LNMOD—l ‘Lvol

the climate in which the decisions was made

Figure 17: Relativizer example

5.4.3 Gerunds and past-participles

In English, when gerunds and past-participles are
used without the presence of be-verbs, they often
function as noun modifiers. Propbank still treats
them as verb predicates; however, these verbs be-
come children of the nouns they modify in the de-
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pendency structure, so the heuristics discussed in
Section 5.4 and 5.4.1 need to be applied to find the
correct semantic boundaries. Furthermore, since
these are special kinds of verbs, they require even
more rigorous pruning.

When a head word, annotated to be a seman-
tic argument of a verb predicate, comes after the
verb, every word prior to the verb predicate needs
to be excluded from the semantic argument. In
Figure 18, group is annotated as ARGq of the
verb predicate publishing, so all words prior to the
predicate (the Dutch) need to be excluded. Thus,
only group is retrieved as the ARG of publishing.

|

the

NMOD
NMOD
NMOD —l

Dutch publishing group
Figure 18: Gerund example

When the head word comes before the verb pred-
icate, the subtree of the head word, excluding the
subtree of the verb predicate, is retrieved as the se-
mantic argument. In Figure 19, correspondence is
annotated as ARG of the verb predicate mailed,
so the subtree of correspondence, excluding the
subtree of mailed, is retrieved to be the argument.
Thus, correspondence about incomplete 8300s be-
comes the ARGy of mailed.
NMOD PMOD

|- NMODJ/ \l/ & NMOD—l \l/

correspondence mailed about incomplete 8300s

Figure 19: Past-participle example 1

When the subtree of the verb predicate is imme-
diately followed by comma-like punctuation (e.g.,
comma, colon, semi-colon, etc.) and the head
word comes before the predicate, every word after
the punctuation is excluded from the semantic ar-
gument. In Figure 20, fellow is annotated as ARG
of the verb predicate named, so both the subtree
of the verb (named John) and every word after the
comma (, who stayed for years) are excluded from
the semantic argument. Thus, only a fellow is re-
trieved as the ARGy of named.

5.5 Punctuation

For evaluation, we built a model that excludes
punctuation from semantic boundaries for two rea-
sons. First, it is often not clear how punctuation



NMOD

I—APPOq/l—OPRDq' \LDEP-Il/I-TMPQ' I—PMODq/

fellow named John , who stayed for years

\LNMOD-I

a

Figure 20: Past-participle example 2

needs to be annotated in either Treebank or Prop-
bank; because of that, annotation for punctuation
is not entirely consistent, which makes it hard to
evaluate. Second, although punctuation gives use-
ful information for obtaining semantic boundaries,
it is not crucial for semantic roles. In fact, some
of the state-of-art semantic role labeling systems,
such as ASSERT (Pradhan et al., 2004), give an
option for omitting punctuation from the output.
For these reasons, our final model ignores punctu-
ation for semantic boundaries.

6 Evaluations

6.1 Model comparisons

The following list describes six models used for
the experiments. Model I is the baseline approach
that retrieves all words in the subtrees of head
words as semantic boundaries. Model II to VI use
the heuristics discussed in the previous sections.
Each model inherits all the heuristics from the pre-
vious model and adds new heuristics; therefore,
each model is expected to perform better than the
previous model.

e [ - all words in the subtrees (baseline)

II - modals + negations (Sections 5.1, 5.2)

III - overlapping arguments (Section 5.3)

IV - verb chains + relative clauses (Sec-
tions 5.4.1, 5.4.2)

V - gerunds + past-participles (Section 5.4.3)

VI - excluding punctuations (Section 5.5)

The following list shows measurements used for
the evaluations. gold(arg) is the gold-standard
set of words for the argument arg. sys(arg) is
the set of words for arg produced by our system.
c(argi,args) returns 1 if arg; is equal to args;
otherwise, returns 0. 7' is the total number of ar-
guments in the Propbank.
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1
Accuracy = - e(gold(arg), sys(arg))
Yarg
1
Precision = — Z |gold(arg) N sys(arg)|
T |sys(arg)|
Yarg
1 |gold(arg) N sys(arg)]
Recall = =
- T v%;; |gold(arg)]
Fl = 2 - Precision - Recall

Precision + Recall

Table 1 shows the results from the models us-
ing the measurements. As expected, each model
shows improvement over the previous one in
terms of accuracy and Fl-score. The Fl-score
of Model VI shows improvement that is statisti-
cally significant compared to Model I using ¢-test
(t = 149.00, p < 0.0001). The result from the
final model is encouraging because it enables us
to take full advantage of dependency structure for
semantic role labeling. Without finding the correct
semantic boundaries, even if a semantic role label-
ing system did an excellent job finding the right
head words, we would not be able to find the ac-
tual chunks for the arguments. By using our ap-
proach, finding the correct semantic boundaries is
no longer an issue for using dependency structure
for automatic semantic role labeling.

Model | Accuracy | Precision | Recall | Fl1
I 88.00 92.51 100 | 96.11
1I 91.84 95.77 100 | 97.84
I 92.17 97.08 100 | 98.52
v 95.89 98.51 99.95 | 99.23
v 97.00 98.94 99.95 | 99.44
VI 98.20 99.14 99.95 | 99.54

Table 1: Model comparisons (in percentage)

6.2 Error analysis

Although each model consistently shows improve-
ment on the precision, the recall is reduced a bit for
some models. Specifically, the recalls for Mod-
els II and III are not 100% but rather 99.9994%
and 99.996%, respectively. We manually checked
all errors for Models II and III and found that they
are caused by inconsistent annotations in the gold-
standard. For Model II, Propbank annotation for
ARGM-MOD was not done consistently with con-



junctions. For example in Figure 8, instead of an-
notating may or may not as the ARGM-MOD, some
annotations include only may and may not but not
the conjunction or. Since our system consistently
included the conjunctions, they appeared to be dif-
ferent from the gold-standard, but are not errors.

For Model III, Treebank annotation was not
done consistently for adverbs modifying nega-
tions. For example in Figure 10, longer is some-
times (but rarely) annotated as an adjective where
it is supposed to be an adverb. Furthermore,
longer sometimes becomes a child of the verb
predicate oppose (instead of being the child of no).
Such annotations made our system exclude longer
as a part of ARGM-NEG, but it would have found
them correctly if the trees were annotated consis-
tently.

There are a few cases that caused errors in Mod-
els IV and V. The most critical one is caused by PP
(prepositional phrase) attachment. In Figure 21,
enthusiasm is annotated as ARG of the verb pred-
icate showed, so our system retrieved the subtree
of enthusiasm, excluding the subtree of showed,
as the semantic boundary for the ARG (e.g., the
enthusiasm). However, Propbank originally an-
notated both the enthusiasm and for stocks as the
ARG in the phrase structure tree (so the preposi-
tional phrase got lost in our system).

NMOD

& NMOD—l \1/— SBJ—l \l/ |'ADV1, I_PMODQ/

the enthusiasm investors showed for stocks

Figure 21: PP-attachment example 1

This happens when there is a disagreement be-
tween Treebank and Propbank annotations: the
Treebank annotation attached the PP (for stocks)
to the verb (showed) whereas the Propbank anno-
tation attached the PP to the noun (enthusiasm).
This is a potential error in the Treebank. In this
case, we can trust the Propbank annotation and re-
construct the tree so the Treebank and Propbank
annotations agree with each other. After the re-
construction, the dependency tree would look like
one in Figure 22.

ADV
NMOD

\;NMOD—l \1'_ SBJ—l \l/ L_PMODJI

the enthusiasm investors showed for stocks

Figure 22: PP-attachment example 2
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7 Conclusion and future work

We have discussed how to convert phrase struc-
ture trees to dependency trees, how to find the
minimum-set of head words for Propbank argu-
ments in dependency structure, and heuristics for
retrieving fine-grained semantic boundaries. By
using our approach, we correctly retrieved the se-
mantic boundaries of 98.2% of the Propbank ar-
guments (Fl-score of 99.54%). Furthermore, the
heuristics can be used to fix some of the incon-
sistencies in both Treebank and Propbank annota-
tions. Moreover, they suggest ways of reconstruct-
ing dependency structure so that it can fit better
with semantic roles.

Retrieving correct semantic boundaries is im-
portant for tasks like machine translation where
not only the head words but also all other words
matter to complete the task (Choi et al., 2009).
In the future, we are going to apply our approach
to other corpora and see how well the heuristics
work. In addition, we will try to find ways of auto-
matically adding empty categories to dependency
structure so we can deal with the full set of Prop-
bank arguments.
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Abstract

We present an annotation scheme for the
annotation of complex predicates, under-
stood as constructions with more than one
lexical unit, each contributing part of the
information normally associated with a
single predicate. We discuss our anno-
tation guidelines of four types of com-
plex predicates, and the treatment of sev-
eral difficult cases, related to ambiguity,
overlap and coordination. We then discuss
the process of marking up the Portuguese
CINTIL corpus of 1M tokens (written and
spoken) with a new layer of information
regarding complex predicates. We also
present the outcomes of the annotation
work and statistics on the types of CPs that
we found in the corpus.

1 Introduction

Complex predicates are predicates composed of
more than one element but functionally equiva-
lent to a single predicate. Examples of complex
predicates (CPs) are constructions of verb+noun,
like have a rest, take a walk, and constructions
verb+verb, like the constructions with a causative
verb in Portuguese, like mandar ler o livio a
alguém ‘make read the book to someone’. These
constructions raise interesting questions regard-
ing the aspectual, semantic and syntactic proper-
ties which underlie the relationship between the
elements of the CP. There are different theoret-
ical perspectives on the compositional nature of
CPs. For example, in the case of constructions of
the type verb+noun, the verb is either considered
a light verb (Jespersen, 1949) or a support verb
(Gross, 1981), in the sense that it has lost part or
all of its meaning and has no predicative value in
the construction, or as an auxiliary verb with as-
pectual properties (Abeillé et al., 1998).
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Our hypothesis is that both elements of the CP
seem to contribute to the properties of complex
predicates, in such a way that the argument struc-
ture and the attribution of thematic roles are deter-
mined by both constituents through the combina-
tion of their thematic structures (Grimshaw, 1988).
One has to address several important questions: is
there a systematic relationship between the syn-
tactic and semantic selection properties of the two
elements? How do the argument structure of the
light verb and the derived noun combine and con-
tribute to define the complex predicate? To study
these questions we annotated the Portuguese CIN-
TIL corpus (Barreto et al., 2006) with a new layer
on CPs. By taking into consideration different
types of CPs and by using corpus data for our anal-
ysis of their properties, the objective is to present
a unified approach to CP formation, along which
the CP constructions available in Portuguese may
be accounted for, namely in what concerns their
lexico-syntactic properties and their interpretation.

Here we focus on the corpus annotation of com-
plex predicates. This paper is structured as fol-
lows. In section 2 we discuss related work on the
annotation of CPs in other languages. In section 3
we present a typology of complex predicates. In
section 4 we detail our the annotation schema and
also focus on several specific cases of CPs and the
annotation labels for these cases. In section 5 we
give more information about the CINTIL corpus
and in 6 we show the outcomes of the annotations
and present statistics on the types of CPs that we
found in the corpus. We conclude in section 7.

2 Related Work

For other languages, people have proposed dif-
ferent representations for CPs and for some lan-
guages there are corpora available enhanced with
CP labeling. The Prague TreeBank for Czech,
which is based on a dependency grammar, labels
CPs explicitly. A complex predicate is represented

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 100-108,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



by two nodes: the verb node is assigned a func-
tor according to the function of the entire complex
predicate in the sentence structure; the nominal
node is assigned the CPHR functor, which signals
that it is a part of a multi-word predicate, and is
represented as an immediate daughter of the node
for the verbal component (Mikulové et al., 2006;
Cinkova and Kolarova, 2005).

For German there is an example corpus anno-
tated with verb phrases and light verbs (Fellbaum
et al., 2006). However, only idiomatic expressions
are labeled in this German corpus while we focus
on non-idiomatic CPs. Calzolari et al. (2002) treat
support verb constructions (verb+noun), and focus
their attention, just like we did in our approach,
on constructions where the subject of the verb is a
participant in the event denoted by the noun. Their
objective is however not corpus annotation, but the
creation of a computational lexicon of MWEs with
both syntactic and semantic information.

Also the field of semantic or thematic role label-
ing investigates constructions of verb+noun, but it
focuses on predicate-argument structures in gen-
eral, while we focus on a specific type of re-
lations. FrameNet uses frame semantics theory
to represent such predicate-argument structures
which also includes handling complex predicates
(e.g. (Johnson and Fillmore, 2000)). For Ger-
man, there exists a fully annotated corpus with
semantic frames (Erk et al., 2003). The basis of
the Framenet semantic annotation are conceptual
frames expressing an event or object and the se-
mantic arguments (frame elements) that are (oblig-
atory or optional) parts of the frames. They also
specifically address support verbs and observe that
support verbs often occur with nouns expressing
an event (Johansson and Nugues, 2006). In a
Framenet semantic annotation, support verbs are
not considered as parts of frames or as part of the
frame elements, they are annotated with a specific
‘support verb’ label. We, on the contrary, view CP
as one semantic and syntactic unit.

In Nombank, a distinction is made between id-
ioms (which in principle are not marked) and light
verb plus noun combinations, which are to be an-
notated, and criteria are given to make such dis-
tinction (English (Meyers, 2007), Chinese (Xue,
2006)). In (1) we show a NomBank annotation
example of the sentence with a complex predicate.

Usually, CPs of the type verb+verb are treated
as infinitive dependent clauses and are not anno-
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tated as CPs (cf. the Penn Treebank (Marcus et
al., 1993) and the Portuguese treebank Cordial-
SIN (Carrilho and Magro, 2009)).

(1) ‘The campaign takes advantage of the
eye-catching photography.’
SUPPORT = takes

REL = advantage

ARGO = the campaign

ARGT1 = of the eye-catching photography
3 Typology of complex predicates

We consider CPs as constructions sharing certain
properties defined in Butt (1995). A complex
predicate has: a multi-headed and complex argu-
ment structure; more than one lexical unit, each
contributing part of the information normally as-
sociated with a single predicate and a grammatical
functional structure equal to the one of a simple
predicate. Several types of constructions are in ac-
cordance to this definition of CPs: (i) two main
verbs, forming a restructuring construction, like
querer estudar ‘to want to study’ (ii) two main
verbs in a causative construction, like fazer rir
‘to make laugh’; (iii) a light verb followed by a
noun: dar um passeio ‘to take a walk’, rer medo
‘to have fear’; (iv) a light verb followed by a sec-
ondary predicate: either an adjective, like tornar
a historia credivel ‘make the story believable’, or
a prepositional phrase, like fazer x em pedacos ‘to
make x into pieces’; (v) two concatenated verbs
(serial verb constructions), like O Pedro pegou e
despediu-se (lit: ‘Pedro took and said goodbye’).
This last construction is mostly restricted to the
informal spoken register. Regarding constructions
(i) and (ii) with two main verbs, it is generally as-
sumed that these CPs include at least two verbs
which behave as a single constituent under local
phenomena such as Clitic Climbing or Long Ob-
ject Movement (Kayne, 1975; Gongalves, 2002;
Gongalves, 2003). Each one of the verbs preserves
its own argument structure.

In the case of constructions (iii) involving a
light verb and a noun derived from a verb, one of
the most frequently referred property is the possi-
bility of being paraphrased by the main verb from
which the noun is derived (see example 2), al-
though this is not a necessary condition.

(2) (a) dar um contributo [contribuir
‘to give a contribution’ / ‘to contribute’
(b) ter um desmaio | desmaiar

‘to have a blackout’ / ‘to faint’



Light verbs occurring in these constructions
have a rather similar semantics across different
languages and involve mostly verbs like have, take
and give in English (Bowern, 2006) and ter ‘to
have’, dar ‘to give’, fazer ‘to make’ in Portuguese.
Furthermore, both the light verb and the derived
noun contribute to predicate information and ar-
gument structure and theta-role assignment appear
to be determined simultaneously by the two con-
stituents. It is important to determine the exact na-
ture of the semantic contribution of light verbs to
the whole predicate and the similarities and differ-
ences between the light verb construction and its
lexicalized verbal counterpart, if it exists.

4 Annotation system

The corpus annotation focused on four of the types
of CPs listed in the previous section, excluding
type (iv): constructions where a main verb is fol-
lowed by a secondary predicate, due to time limi-
tations. Constructions with a light verb (type (iii))
were consequently restricted to verb+noun. We
only annotated constructions in which the subject
of the CP controlled the event denotated by the
noun. For example, constructions like Mary gave
a talk where Mary is the one who is presenting,
and not any other entity. We excluded cases where
the subject does not seem to obligatorily control
the event (e.g. dar um titulo ‘to give a title’).

We further restricted our annotation to a partic-
ular set of nouns:

e nouns derived from a verb, like dar um pas-
seio ‘to take a walk’ (lit: ‘to give a walk’);

e nouns expressing an emotion, i.e., psych-
nouns like ter medo ‘to be afraid’ (lit: ‘to
have fear’);

Nouns derived from a verb are very common.
For example, half of the nouns in the English
Nombank corpus that have semantic frame ele-
ments are actually nominalizations from verbs as
stated on the NomBank homepage'.

The restrictions on the type of noun occurring
in CPs lead to the exclusion of constructions with
idiomatic meaning (like dar a mdo ‘to give a
hand’)?.

The annotation guidelines follow the results of
our study of CPs under a generative grammar

"http://nlp.cs.nyu.edu/ meyers/NomBank html

These are currently under study in the scope of a project
on multi-word expressions in Portuguese.

102

framework, and are consequently theory-oriented.
We didn’t include for the moment semantic and as-
pectual information in our annotation of CPs. We
have undertaken some work on the aspectual in-
formation conveyed by both light verb and noun
and on the aspectual restrictions that hold between
the two elements (Duarte et al. 2009) and we plan
to latter partially integrate those findings in our an-
notation system.

We divided the annotation of the CPs in two
main groups: verb+verb constructions (type (i),
(i1), (v) as described in section 3) and verb+noun
constructions (type (iii)). The verb+verb con-
structions are denoted with the tag [CV] and the
noun+verb constructions with [CN]. Furthermore,
inside the verb+verb category, we make distinc-
tions between restructuring constructions (tagged
as [CVR]), causative constructions ([CVC]) and
constructions with coordinated verbs ((CVE]). Ex-
ample 3 gives an illustration of each of these sub-
types. For the verb+noun constructions we distin-
guish contexts with bare nouns ([CNB]) and con-
texts where a determiner precedes the noun (just
tagged as [CN]) (cf.example 4).

(3) (a) porque nos [CVR]queriam convidar
because [they] us wanted to invite
‘because they wanted to invite us’

(b) veio abalar estes alicerces espirituais

[CVClfazendo traduzir ao rapaz

“Pucelle” de Voltaire

he shacked these spiritual foundations

by making translate to the boy

“Pucelle” by Voltaire

‘he shacked these spiritual foundations

by making the boy translate “Pucelle”

by Voltaire’

(c) e [CVE]vai um e conta ao outro

and goes one and tells to the other

‘and he tells the other’

“4) Facto que leva a CGD a considerar que
nio [CNB]tem obrigacdes em relacio
aos trabalhadores.

“The fact that leads the CGD to believe
that it doesn’t have obligations towards
the workers.’

(b) o erro de [CN]fazer uma interpretagdo
literal

‘the error of making a literal

interpretation’



There is also information on the typical position
of the element inside the CP (position 1, 2, etc.),
as well as on its contextual position in the corpus
(B=Beginning, I=Intermediate, E=End). With typ-
ical position we refer to the ordering of elements
of the CP in its canonical form, corresponding to
the descriptions and examples given in section 3.
The typical and contextual position can differ as is
illustrated in example 5.

(5) depois de um[CN2_B] aviso[CN3_1]
dado[CN1_E]
‘after a warning was given’

The elements forming the CP may not be con-
tiguous and in that case only the elements pertain-
ing to the CP are annotated. In example 6 the ad-
verb logo ’immediately’ is not a part of the CP
and consequently is not annotated. Also, only the
main verb is annotated and not the auxiliary verbs
which might occur (cf. the auxiliary tinha "had’ is
not tagged in 7).

(6) dar[CN1_B] logo uma[CN2_1]
ajuda[CN3_E]
give immediately an help
‘give help immediately’

(7) tinha dado[CN1_B] uma[CN2_I]
ajuda[CN3_E]
had given an help

‘had given help’

The categories and tags which compose our an-
notation system provide an overview of different
contexts of CP constructions encountered in au-
thentic data, which is a major goal of this annota-
tion project.

The process of annotation was based on con-
cordances extraction using lists of verbs entering
restructuring constructions (type (i)), given in 8
and lists of causative verbs (type (ii)), shown in
9. Considering the large candidate list of possible
CPs with light verbs, the annotation first focused
on constructions with verbs ter, dar and fazer fol-
lowed by a noun. For CPs with coordinated verbs
(type (v)), a list of typical verbs entering the con-
struction was elaborated, shown in 10, and applied
to a search pattern (two verbs separated by a con-
junction and possibly by some other lexical ele-
ment). Concordances retrieved were then manu-
ally evaluated.
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(8) querer ’want’
desejar *desire’
costumar ’use to’
tentar ’try’
pretender ’want’
tencionar *make plan to
conseguir ’succeed’

’

mandar ’order’
deixar ’let’
fazer *make’

®

(10) ir’°go’
agarrar ’grab’
pegar hold’

Information on the categories, tags, restrictions
and special cases (discussed in section 4.1) were
described in the annotation guidelines.

4.1 Special cases

The observation of corpus data pointed to a range
of specific situations requiring new categories and
tags.

4.1.1 Ambiguity

Some contexts in the corpus are clearly cases of
CPs and are straightforwardly annotated as CPs,
like restructuring constructions with clitic climb-
ing (cf. 3a) and causative constructions with two
internal arguments like in example 3b. Also exam-
ple 11 is a clear case where the subject of the lower
verb occurs as an indirect object (aos cidaddos
em geral) and the that-clause which is the direct
object of the lower verb (que a fotocopia corre-
sponde a um acto de pirataria inaceitdvel) is re-
analyzed as the direct object of the CP. Other clear
cases of CPs are pronominal passives where the di-
rect object of the second verb occurs as subject of
the higher verb (Long Object Movement), produc-
ing subject-verb agreement (this construction was
not encountered in the corpus, a possible example
would be (12)).

(11) fazer perceber aos cidadios em geral, que a
fotocopia corresponde a um acto de pirataria
inaceitavel
‘make understand to all citizens that a
photocopy corresponds to an act of
unacceptable piratery’

(12) Querem-se estudar os problemas.
‘want-3PL.PASS study the problems’



Other contexts are clearly not instances of CPs
and as such are not annotated. This is the case
of constructions with a restructuring verb without
clitic climbing, as in example 13.

(13) querem perpetud -lo
‘[they] want to perpetuate it’

But many CPs can have an ambiguous interpreta-
tion between a complex predicate construction and
a construction with a main verb and an embedded
infinitive clause, and we found it relevant to mark
those constructions with the information of ambi-
guity (tag [-VINF]). For example, contexts similar
to (12) but with a singular NP, as in example 14a,
can receive two possible structural interpretations:
the NP justica ‘justice’ can be interpreted as the
subject of the higher verb (a long object movement
construction and consequently a CP construction)
or as the direct object of the second verb (an im-
personal construction). In (14b) we show how we
annotated this example using a label expressing
the ambiguity.

(14) (a) Pretende-se cometer justica.
Aims-IMP to commit justice [IMP =
Impersonal]

‘One wants to commit justice’

(b) Pretende[CVR_VINF1_B]-se
cometer[ CVR_VINF2 _E] (...) justica

4.1.2 Overlapping CPs

Beside these examples, the corpus includes con-
structions in which one of the elements of a CP
(restructuring type) is also part of another CP
(causative type), so that two CPs are in fact super-
posed. In these cases, the element which is part of
both CPs receives a double tag (see the verb deixar
in example 15).

(15) nao o queriam[CVR1_B]
deixar[CVR2_E]J[CVC_VINFI1_B]
fugirf CVC_VINF2_E]
not him want to let escape
‘they didn’t want to let him escape’

4.2 Coordination inside CPs

There are also occurrences of coordination inside
the CP, possible when two CPs share the same
higher verb (light verb, restructuring or causative
verb). The coordinated elements of the CP are
tagged with extra information on their first or
second position in the coordinated structure (tags

[CVR2_1] and [CVR2_2], cf. 16). The coordi-
nation is usually marked with a conjunction, like
in example 16 with a restructuring construction,
equivalent in fact to two CPs querer ouvir and
querer registar. However, in the spoken subpart
of the corpus there may be no overt connector and
just a slight pause as in example 17 (the pause is
marked by /).

(16) para quem o quis[CVR1_B]
ouvirfCVR2_1_E] e eventualmente
registarfCVR2_2_E]
to whom him wanted to listen and eventually
register
‘to whom wanted to listen and eventually
register him’

(17) nés temos[CN1_B] uma[CN2_1_1I]
tristeza[ CN3_1_E] / uma[CN2_2_I]
frustracdo[CN3_2_E] muito grande
‘we have a sadness / a frustration very deep’

5 Corpus constitution

The CINTIL corpus® contains 1 million tokens and
was compiled using different existing resources
developed at the Centre of Linguistics of the Uni-
versity of Lisbon (CLUL): the written corpus Pa-
role (Bacelar do Nascimento et al., 1998), the
spoken corpus C-ORAL-ROM (Bacelar do Nasci-
mento et al., 2005) and new written texts from the
Reference Corpus of Contemporary Portuguese-
CRPC (Bacelar do Nascimento, 2000), a large
monitor corpus with over 300M words. One third
of the corpus is composed of transcribed spoken
materials (both formal and informal) and the re-
maining two thirds are composed of written mate-
rials.

This corpus has been previously annotated and
manually revised (Barreto et al., 2006), in a joint
project of NLX-FCUL* and CLUL. The CINTIL
corpus has important features, compared to other
resources for Portuguese, namely the depth of its
linguistic information, its size, range of domains
and sources, and level of accuracy. The annotation
comprises information on part-of-speech (POS),
lemma and inflection, multi-word expressions per-
taining to the class of adverbs and to the closed
POS classes, and multi-word proper names (for

3The CINTIL corpus is available for online queries (//cin-
til.ul.pt) through the use of a concordancer adapted to Por-
tuguese.

“http://nlx.di.fc.ul.pt
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named entity recognition), together with specific
categories for spoken texts (like Emphasis (/EMP),
Extra-linguistic (/EL), Fragment (/FRG)). Below
is an excerpt of the POS annotation and lemmati-
zation where tags follow the order [lemma/ POS
category # inflected features [named entity] ].

(18) pretende/PRETENDER/vpi#3s[O]
reconverter/RECONVERTER/inf-nifl[O]
0/O/da#ms[O]
centro/CENTRO/cn#ms[B-LOC]
de/de/prep[1-LOC]
Matosinhos/MATOSINHOS/pnm[I-LOC]

In the next section we present the results of the
addition of a new layer of information on complex
predicates to this corpus.

6 Annotation results

The annotation of the whole corpus was done man-
ually by one MA student who was well familiar
with the task. A concordancer was used to iden-
tify possible complex predicate structures. Diffi-
cult cases were picked out and discussed with two
other persons to reach an agreement on the anno-
tation. Several of such hard cases were then added
to the annotation guidelines. After manual annota-
tion, the annotations were checked with a script to
check the consistency of the labels and to correct
some minor errors.

To validate the annotations we performed a
small experiment. A second person annotated
a small sample of sentences independently of
the first annotator. Next we compute the inter-
annotator agreement on the two different annota-
tions. This gives us some indication of the diffi-
culty of the task and the consistency of the label-
ing of the first annotator. We computed the kappa
statistics (Cohen, 1960) on the complex predicates
labeled by the two annotators in 50 sentences. We
acknowledge that this is just a very small sample,
yet this gave us a kappa value of .81 which indi-
cates a high overlap between both annotations.

In Table 1 we list the frequencies of the com-
plex predicates found in the CINTIL corpus. In
total we found 1981 CPs, the majority (1292 CPs)
are combinations of a verb with a noun. For the
verb predicates the table clearly shows that these
cases are mostly ambiguous. We also looked at the
occurrences of the more complex events described
in section 4.1 presented in table 2. We encoun-
tered 28 cases of coordinated complex predicates
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label written spoken total
CV total 470 219 689
CVR 34 47 81
CcvcC 13 3 16
CVE 0 1 1
CVR_VINF 300 143 443
CVC_VINF 123 25 148
CN total 706 586 1292
CNB 353 213 566
CN_ 353 373 726
total 1176 805 1981

Table 1: Number of annotated complex predicates
in the spoken and written parts of the CINTIL cor-
pus.

label written spoken total
CV ambiguity 423 168 591
coordination 15 13 28
overlap 6 10 16

Table 2: Zooming in on the frequencies of the spe-
cial cases (sec. 4.1) in the CINTIL corpus.

and 14 times a verb was part of two different CPs
at the same time. The CPs with verb+verb con-
structions show a very high number of ambiguous
occurrences. It is clear that in most cases the con-
text of such a construction does not provide suffi-
cient evidence to disambiguate it. We only found
a handful of cases in which the context did resolve
the ambiguity.

We also looked into the ordering of the CPs
in the corpus. To what extent do the CPs occur
in their canonical form? Table 3 shows the re-
sults. We found a change in ordering only for the
verb+noun CPs. For the CPs with a bare noun we
found only 9 cases of non-canonical order. For
CPs with an NP with a determiner-noun combina-
tion we did see more variation in order, of the total
number of 726 occurrences, 16.9% had a different
word order.

We also wanted to see if all the verbs used to
identify CP constructions (verbs listed in 8 9, 10
plus the 3 light verbs) were equally present in
the CINTIL corpus or if there was any significant
lexical difference. We present the results of the
frequencies of the verbs of each CP type in Ta-
bles 4, 5, 7 and 6. When comparing the list in



label written spoken total % of occ
CN 86 37 123 16.9
CNB 7 2 9 1.6

Table 3: Number of complex predicates that do
not follow their canonical form. The last column
presents the percentage of the total number of CN
or CNB occurrences that are not in their canonical
form.

8 with the verbs in Table 4, we can see that the
verbs desejar and tencionar were included for the
query of restructuring predicates but do not oc-
cur in the corpus in CP constructions. Out of
the five verbs, querer ‘want’ is clearly the most
frequent in both written and spoken sub-parts of
the corpus. Apart from conseguir ‘succeed’, the
rest of the verbs have very low frequencies, and
costumar ‘use to’ is only present in the spoken
corpus, while the opposite is true for pretender
‘want’, a verb associated to a more formal regis-
ter. In causative constructions with CPs (Table 5
), the verb fazer ‘make’ is clearly prominent in the
written corpus, although it does not occur in the
spoken one. The only causative verb in CP con-
structions in the spoken corpus is mandar ‘order’.
In causative constructions, contrary to restructur-
ing ones, the genre seems to influence the lexical
choice of the higher verb of the complex predicate.

CVR written spoken
conseguir 6 7
costumar 0 3
pretender 2 0
querer 25 34
tentar 1 3
total 34 47

Table 4: frequencies of the main verb in CVR
complex predicates.

The verb+noun constructions are divided in two
different tables, according to our categorization in
bare nouns (Table 6) and nouns preceded by a de-
terminer (Table 7). The same three verbs enter the
constructions although their frequencies are differ-
ent in the two different structures: the verb fazer
is clearly dominant when followed by a noun pre-
ceded by a determiner, while the verb fer is the

CvcC written spoken
deixar 1 0
fazer 11 0
mandar 1 3
total 13 3

Table 5: frequencies of the main verb in CVC
complex predicates.

more frequent light verb with bare nouns.

CNB written spoken
dar 69 27
fazer 87 52
ter 197 134
total 353 213

Table 6: frequencies of the main verb in CNB
complex predicates

CN  written spoken
dar 79 34
fazer 193 231
ter 81 108
total 353 373

Table 7: frequencies of the main verb in CN com-
plex predicates.

7 Final remarks

We presented the annotation process of complex
predicates in the CINTIL corpus. We first ex-
plained our theoretical framework and gave a
broad typology of CPs. Next we detailed the anno-
tation schema that we used and zoomed in on some
difficult cases. We presented the outcomes of the
annotation work. We gave a first broad statistical
analysis of the annotations, and next we zoomed
in on some insights in characteristics of CPs in
Portuguese that this new annotation layer has of-
fered. This new resource provides diversified au-
thentic data that will enable a general overview of
CP constructions and can shed new light on the
Syntax-Semantics interface. It is also an important
part for forthcoming tasks of syntactic and seman-
tic corpus annotation.

In the future we plan to further analyze the re-
sults of the verb+verb types of CPs. The large
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number of ambiguous cases and the few contexts
which give us definite clues for categorizing the
sequence as a CP challenges our concept of com-
plex predicates. The causative and restructuring
constructions require more attention and further
study. As to the verb+noun constructions, we want
to examine the contexts with and without deter-
miner to see if the same CP can occur in both
structures. We also want to look further into the
high frequency of specific light verbs with bare
nouns and the possible relationship with the se-
mantics of the light verbs. In this study we re-
stricted the annotation to a particular group of light
verbs. In a next step we would like to look at a
broader list to try to establish the necessary prop-
erties to categorize a verb as a light verb. We
plan to address, for example, certain contexts of
psych-nouns like sentir medo ‘feel fear’, experi-
enciar uma profunda emocdo ‘experience a deep
emotion’, where the predicative nature of the verb
is unclear. We also plan to enlarge our description
and annotation of CPs to include idiomatic expres-
sions with light verbs.

References

A. Abeillé, D. Godard, and I. Sag, 1998. Complex
Predicates in Nonderivational Syntax, volume 30 of
Syntax and Semantics, chapter Two Kinds of Com-
position in French Complex predicates. San Diego
Academic Press, San Diego.

M. E. P. Bacelar do Nascimento, P. Marrafa, L.A.S.
Pereira, R. Ribeiro, R. Veloso, and L. Wittmann.
1998. Le-parole - do corpus a modelizacdo da
informagao lexical num sistema-multifun¢do. In Ac-
tas do XIII Encontro da Associacdo Portuguesa de
Linguistica, APL, pages 115-134, Lisboa.

M. FE Bacelar do Nascimento, J. Bettencourt
Gongalves, R. Veloso, S. Antunes, F. Barreto,
and R. Amaro, 2005. C-ORAL-ROM: Integrated
Reference Corpora for Spoken Romance Languages,
chapter The Portuguese Corpus, pages 163-207.
Amsterdam/Philadelphia: John Benjamins Pub-
lishing Company, Studies in Corpus Linguistics.
Editors: E. Cresti and M. Monegnia.

M. F. Bacelar do Nascimento, 2000. Corpus,
Meéthodologie et Applications Linguistiques, chapter
Corpus de Référence du Portugais Contemporain,
pages 25-30. H. Champion et Presses Universitaires
de Perpignan, Paris. Editor: M. Bilger.

F. Barreto, A. Branco, E. Ferreira, A. Mendes, M. F. P.
Bacelar do Nascimento, F. Nunes, and J. Silva.
2006. Open resources and tools for the shallow pro-
cessing of portuguese. In Proceedings of the 5th In-

107

ternational Conference on Language Resources and
Evaluation (LREC2006), Genoa, Italy.

. Bowern. 2006. Inter theorical approaches to com-
plex verb constructions: position paper. In The
Eleventh Biennal Rice University Linguistics Sym-
posium.

. Carrilho and C. Magro, 2009. Syntactic Anno-
tation System Manual of corpus CORDIAL-SIN.
http://www.clul.ul.pt/sectores/variacao/cordialsin/
Syntactic%?20annotation%20manual.html.

. Cinkové and V. Koldfova. 2005. Nouns as compo-
nents of support verb constructions in the prague de-
pendency treebank. In Insight into Slovak and Czech
Corpus Linguistics. Veda Bratislava.

. Cohen. 1960. A coefficient of agreement for nom-
inal scales. Education and Psychological Measure-
men, 20:37—46.

K. Erk, A. Kowalski, S. Padd, and M. Pinkal. 2003.
Towards a resource for lexical semantics: A large
german corpus with extensive semantic annotation.
In Proceedings of the 41st Annual Meeting of the As-
sociation for Computational Linguistics, pages 537—
544, Sapporo, Japan, July. Association for Compu-
tational Linguistics.

C. Fellbaum, A. Geyken, A. Herold, F. Koerner, and
G. Neumann. 2006. Corpus-based studies of ger-
man idioms and light verbs. International Journal
of Lexicography, 19(4):349-360.

A. Gongalves. 2002. The causee in the faire-inf con-
struction of portuguese. Journal of Portuguese Lin-
guistics.

A. Gongalves. 2003. Defectividade funcional e pred-
icados complexos em estruturas de controlo do por-
tugués. In I. Castro and 1. Duarte, editors, Mis-
celnea de estudos em homenagem a Maria Helena
Mira Mateus, volume 1. Imprensa Nacional-Casa da
Moeda.

. Grimshaw. 1988. Light verbs and marking. Lin-
guistic Inquiry, 19(2):205-232.

M. Gross. 1981. Les bases empiriques de la notion de
prédicat sémantique. Langages, 63:7-52.

O. Jespersen. 1949. A Modern English Grammar on
Historical Principles. Londres: George Allen &
Unwin; Copenhaga: Ejnar Munksgaard.

R. Johansson and P. Nugues. 2006. Automatic anno-
tation for all semantic layers in FrameNet. In Pro-
ceedings of EACL-2006, Trento, Italy, April 15-16.

C. R. Johnson and C. J. Fillmore. 2000. The framenet
tagset for frame-semantic and syntactic coding of
predicate-argument structure. In Proceedings of the
1st Meeting of the North American Chapter of the
Association for Computational Linguistics (ANLP-
NAACL 2000), pages 56—62, Seattle WA.



R. Kayne. 1975. French Syntax: the Transformational
Cycle. The MIT Press, Cambridge, Mass.

M. Marcus, S. Santorini, and M. Marcinkiewicz. 1993.
Building a Large Annotated Corpus of English:
the Penn Treebank. Computational Linguistics,
19(2):313-330.

M.Butt. 1995. The Structure of Complex Predicates in
Urdu. Stanford, CA: CSLI Publications.

A. Meyers. 2007. Annotation guidelines for
nombank — noun argument structure for prop-
bank.  Technical report, New York University.
http://nlp.cs.nyu.edu/meyers/nombank/nombank-
specs-2007.pdf.

M. Mikulovd, A. Bémova, J. Haji¢, E. Hajickovd, and
J. Havelka et al. 2006. Annotation on the tec-
togrammatical level in the prague dependency tree-
bank annotation manual. technical report. Technical
Report UFAL CKL Technical Report TR-2006-35,
UFAL MFF UK, Prague, Czech Rep.

N. Xue. 2006. Annotating the predicate-argument
structure of chinese nominalizations. In Proceed-
ings of the LREC 2006, pages 1382-1387, Genoa,
Italy.

108



Using an online tool for the documentation of Edé language

Ota Ogie
Norwegian University of Science and Technology (NTNU)
ota.ogie@hf.ntnu.no

Abstract

Language documentation is important as a tool
for preservation of endangered languages and
making data available to speakers and
researchers of a language. A data base such as
TypeCraft is important for typology studies both
for well documented languages as well as little
documented languages and is a valid tool for
comparison of languages. This requires that
linguistic elements must be coded in a manner
that allows comparability across widely varying
language data. In this paper, I discuss how |
have used the coding system in TypeCraft for
the documentation of data from Edo language, a
language belonging to the Edoid group of the
Benue-Congo subfamily of the Volta-Congo
language family and spoken in Mid-Western
Nigeria, West Africa. The study shows how
syntactic, semantic and morphological
properties of multi-verb constructions in Ed6
(Benue-Congo) can be represented in a
relational database.

1. Introduction

In this paper", | show some ways in which | am
using a shared methodology in my research on
multi-verb constructions. My research is
centered around the language Edo, spoken in
Mid-Western Nigeria, Ga and Akan (kwa), and
the tool is the system TypeCraft, which has
been developed in the ISK department, NTNU
and first documented in Beermann and Prange
(2006).

Ed6 language belongs to the Niger-
Congo, Atlantic-Congo, Volta-Congo, Benue-
Congo-Edoid language family. The Ediod

1| thank Professor Lars Hellan, NTNU Norway for his
comments on earlier versions of this paper.

language family consists of 33 languages and
19 of these languages have either very little
documentation or no documentation available.

Multi-verb constructions are constructions
in which the verbs in series must function as
independent verbs in simple constructions,
with at least one shared argument and no
marking of syntactic dependency.

The paper shows how syntactic, semantic
and morphological properties of multi-verb
constructions in Ed6 (Benue-Congo) can be
represented in a relational database and the
development of annotation standards that
contribute to contrastive and typological
research. The analysis is extended to multi-
verb constructions in the following languages
of the Niger-Congo: Ga and Akan (Kwa).

2. TypeCraft

TypeCraft is a tool for typological analysis that
allows for annotation, classification and search
of data along different morphological,
syntactic, semantic and pragmatic criteria. In
annotating it is important to have annotation
schemes that allow for typological and
contrastive studies.

In this paper | use an annotation scheme
for verbal constructions currently being
developed at NTNU and documented in Hellan
and Dakubu (2009). Syntactic and semantic
information about construction types are
provided by templates composed by labels.
The basic structural parts of a template are
referred to as slots that are separated by
hyphens. A template with a verbal head can
consist of maximal 7 slots; (1) POS of the
head, and diathesis information; (2) valence
specification; (3) dependent specification; (4)
participant roles; (5) aspect and aktionsart; (6)

Proceedings of the Fourth Linguistic Annotation Workshop, ACL 2010, pages 109-112,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



situation type; (7) provides a linking type
between slot 6 situation type and the
specifications in slots 2-4. Slots 1 and 2 are
obligatorily filled, the others not. (cf. Hellan
and Dakubu, 2009). At present annotation of
the construction labels is manual and not
incorporated into the TypeCraft. However
TypeCraft provides a construction tier where
this information can be incorporated.

3. Sentence level and word level
annotation

TypeCraft provides a set of glosses for
syntactic and semantic coding and a set of
parameters along which sentences may be
classified that allow for standardized
annotation and cross linguistic comparison as
illustrated in figurel:

Positive-declarative ——achievement-\'+ modifier construction

T ETYIN Latinsed

O thieel s ,f i o

“Os0 ron into the house”

0t hilge B0 owd J* Yot
y M o anlysis .

010 mikre B0 v I —
' ' function of

0:0SUBJAGT mun PSTRT enfer)>P honse.GOAL mrgheae

N Vifr PREP N

Genegated in TypeCraft
Sentence level
analysis .
Grammaticlestgories

figurel: Word and sentence level annotation

3.1 Word level

Word level annotation allows for analysis of
predicates in terms of syntactic and semantic
properties including information about the
subcategorization properties and argument
structure of predicates.
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| 0z5 kbks Adésiws msé
(Ozo raised Adesuwa o bs beautiid

iple predicate kemel -SVC-ac - de 2 -posiive
svrlobiy gl obATF it ZobAF AUSERESULT eference))

Baseform: 020 kokd Adésiwi  mé
Momph: 0 Kkl 0ésiwi  mbsé
Meaning: 070 raise  Adesiwa AFF be beautit

Gless:  SUBUAGTPAST DO PAST

Es: PN M [Pn Vit

S Eaoa =

vigt
Vmod

Figure2: Text editor in TypeCraft
showing word level annotation

Type craft features 7 tiers that provide
information at the word level as shown in the

Edo example below.

(1). Edo
Construction parameters: TransitiveVerb-
accomplishment-----declarative -positive
Construction labels: v-tr-suAg_obThincrem-
COMPLETED_MONODEVMT

O gbén-ngé ¢bé

“He/she wrote books”
0 gbénng ebé
0 gbén né ehé

3SG.SUBJ.NOM.AGT write PL.PST.H book.DO.TH

PRON % CN

Generated in TypeCraft
The construction labels are explained as
follows: v in Slotl in the example above states
that the head of the construction is a verb. tr in
Slot2 states that the verb is transitive,
suAg_obThincrem in Slot 4 states that the NP
that is the subject of the construction bears an
agent theta role and the object an incremental
theme theta role. Lastly slot 5 gives the
information that the aktionsart of the
construction is completed monodevelopment.



3.2 Sentence level

TypeCraft provides a set of global tags at the
sentence level that allows for classification in
terms of syntactic and semantic automatically
generated construction parameters such as
constituent type, core constituent vs adjunct,
transitivity, thematic roles, situation and aspect
types, propositional types and polarity. Polarity
is based on the assumption that States Of
Affairs (SOA) comes in pairs: positive and
negative. Figure 3 is used as illustration:

Choose global tags and click 0K - [resultative construction (switch reference

Global tay set;| Default v

Consinuction kemel ‘mumele Edm kemel -SVC v

Situation A
ausilianyverh

copulaierb identity

Auitions! precicates| copulaiveh predicative

Theme-theme diransitieVerh

Mood idan

- _lnpermaNu’a
inherComplVerh

Polaty inransitieConiralVerd

intransitiveChbligueVerd

intransitie-raisingVerh

inlransVerb

Voice

cate kemekcoordinafion
SVC

Figure3: Text editor in TypeCraft
showing sentence level annotation

(2). Ed6

Construction parameters: multiple predicate
kernel -SVC-achievement-----declarative -
positive

Construction labels: svSuObIDALLSuAgobAff-
vitr-v2tr-EVENTSEQ

026 1¢ izé khi¢n

“Ozo cooked rice and sold”

026 Ié izé khi¢n

0z6 1é izé khién
0z0.SUBJ.AGT cook.PST.H rice.AFF.DO sell.PST.H
PN \% N \%

Generated in TypeCraft.

The construction parameter is
explained as follows: the global tags multiple
predicate kernel -SVC- provides information
about constituent type, achievement provides
information about situation and aspect types,
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declarative provides information about
propositional types and positive about polarity.
The construction labels have the

following structure: Areal (in italics for ease
of exposition) gives the global labels, the
number of verbs in series (ie sv, sv3, sv4 ) as
well as argument sharing information (coded
by the label IDALL) and information about
thematic relations holding across the verb in
series. Area 2 gives the valence information as
well as information about grammatical
function and thematic roles (underlined for
ease of exposition). Information about the
situation type of the construction is provided
by Area 3 and is written in capital letters.

Information about tense, aspect, mood
and negation is also provided by area 1 in the
construction labels. Sharing of these features
across verbs in series is represented as with
sharing of arguments as in example (3) from
Akan below.

(3). Akan

Construction parameters: multiple predicate
kernel -SVC-achievement-----declarative -
positive

Construction labels:
svsuAspIDALLsuAgaspCompl-vitr-viobAff-
v2intr- CAUSERESULT

Ama twe-e Kofi hwe-e fam

“Ama pulled Kofi and fell (Ama fell) (covert reference subject
sharing)

Ama twee Kofi hwee fam

ama twe e kofi hwe e fam

Ama.SUBJ.AG pull COMP kofi.AFF.D fal.COMP  under
T L (0} L

PN Vir PN Vitr

Generated in TypeCraft.

With respect to the global labels in area 1,
Hellan and Dakubu (2009) uses also the global
label ev to represent Extended Verb
Complexes and the label pv for preverbs in
EVCs. In addition, to the labeling conventions
used by Hellan and Dakubu (2009) for SVCs
(sv) and EVCs (ev, pv), the following global
labels are introduced to account for the range
of multi-verb constructions in my data.

e cc — covert co-ordination
e mvc- multi-verb construction
e mc- modifier construction



4. Text, phrasal and construction
search

TypeCraft allows for search using different
word level and sentence level parameters. This
facilitates comparative analysis in multi-verb
constructions. For example, argument sharing
is a property that identifies types of multi-verb
constructions. A search using the construction
label svsuObIDALL is used as illustration. The
result gives an output of serial verb

constructions in Ed6 and Ga consisting of two

verbs in series with the subject and object
arguments of the verbs in series sharing
reference:

Search Phrase

 ——— L |

(zd miéh dlimi kpildn

Oro s an vange to pluck”

" St DOzo mgn  dimii  kpdén
1 Ghsstags irl mgn  dimii  kpdan
a HoweTo Tt Ozo SUBJAGT see.PAST H orange.00 pluck

Bl M W W

Ba diki ma td asi 213 na

They sent me o tha plce”

B gk mi {31203
Dbé dha ma {a381713

i it PRON YV PRON V N

posiive-dectarate ——achesement-muliple predicate kemel -SVC

- posiiveGearalie —chierement multile predcate kemel-SYC

Mo Iran a amé wan
AP “They fetched welerand diank”

ST Iran & ime Wi
"V D @ im W
S They JPLNOM SUBJ AGT fetch PAST H waler AFF 00 ik PAS
s Lo P W W

posine-declarat ——glacement mutinle predicate kemel -SVC

3PLNOM SUBJAGT take 156, ACC.00.TH send place ENOPNT

Figure 4: Search for phrase using
global tag svsuObIDALL

The standardized annotation, search
parameters and online nature of TypeCraft
makes it advantageous compared to toolbox, a
linguistic data management file based system
used by many linguists in the documentation of
African languages.

5. Conclusion

Standardized annotations and online databases
such as TypeCraft aid linguists and speakers of
a language in research, preservation of
languages and in producing literacy materials
that aid education and literacy. My research on

multi-verb constructions in Ed4 is the first in-

depth annotation for Edé and will be easily
available for language
researchers/teachers/students all over the
world.
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Abstract

Methods that re-use existing mono-lingual
semantic annotation resources to annotate
a new language rely on the hypothesis that
the semantic annotation scheme used is
cross-lingually valid. We test this hypoth-
esis in an annotation agreement study. We
show that the annotation scheme can be
applied cross-lingually.

1 Introduction

It is hardly a controversial statement that elegant
language subtleties and powerful linguistic im-
agery found in literary writing are lost in trans-
lation. Yet, translation preserves enough meaning
across language pairs to be useful in many appli-
cations and for many text genres.

The belief that this layer of meaning which is
preserved across languages can be formally rep-
resented and automatically calculated underlies
methods that use parallel corpora for the automatic
generation of semantic annotations through cross-
lingual transfer (Pad6, 2007; Basili et al., 2009).

A methodology similar in spirit — re-use of the
existing resources in a different language — has
also been applied in developing manually anno-
tated resources. Monachesi et al. (2007) annotate
Dutch sentences using the PropBank annotation
scheme (Palmer et al., 2005), while Burchardt et
al. (2009) use the FrameNet framework (Fillmore
et al., 2003) to annotate a German corpus. In-
stead of building special lexicons containing the
specific semantic information needed for the an-
notation for each language separately, which is a
complex and time-consuming endeavour in itself,
these approaches rely on the lexicons already de-
veloped for English.

In this paper, we hypothesize that the level
of abstraction that is necessary to develop a se-
mantic lexicon/ontology for a single language
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based on observable linguistic behaviour — that
is a mono-lingual, item-specific annotation — is
cross-linguistically valid. We test this hypothe-
sis by manually annotating French sentences using
the PropBank frame files developed for English.

It has been claimed that semantic parallelism
across languages is smaller when using the
PropBank semantic annotations instead of the
FrameNet scheme, because FrameNet is more ab-
stract and less verb-specific (Pad6, 2007). We are
working with the PropBank annotation scheme,
contrary to other works that use the FrameNet
scheme, such as Padé (2007) and Basili et al.
(2009). We choose this annotation for two main
reasons. First, the primary use of our annotation is
to serve as a gold standard in the task of syntactic-
semantic parsing. FrameNet does not have a prop-
erly sampled hand-annotated corpus of English,
by design. So we cannot use it for this task. Sec-
ond, in Merlo and Van der Plas (2009), the seman-
tic annotations schemes of PropBank and VerbNet
(Kipper, 2005) are compared, based on annotation
of the SemLink project (Loper et al., 2007). The
authors conclude that PropBank is the preferred
annotation for a joint syntactic-semantic setting.

If the PropBank annotation scheme is cross-
lingually valid, annotators can reach a consensus
and can do so swiftly. Thus, cross-lingual valid-
ity is measured by how well-defined the manual
annotation task is (inter-annotator agreement) and
by how hard it is to reach an agreement (pre- and
post-consensus inter-annotator agreement). In ad-
dition, we measure the impact of the level of ab-
straction of the predicate labels. Conversely, how
often labels do not transfer and distributions of dis-
agreements are indicators of lack of parallelism
across languages that we study both by quantita-
tive and qualitative analysis.

To preview the results, we find that the Prop-
Bank annotation scheme developed for English
can be applied for a large portion of French sen-
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tences without adjustments, which confirms its
cross-lingual validity. A high level of inter-
annotator agreement is reached when the verb-
specific PropBank labels are replaced by less fine-
grained verb classes after annotating. Non-parallel
cases are mostly due to idioms and collocations.

2 Materials and Methods

Our choices of formal representation and of la-
belling scheme are driven by the goal of produc-
ing useful annotations for syntactic-semantic pars-
ing in a setting based on an aligned corpus. In the
following subsections we describe the annotation
scheme and procedure, the corpus, and phases of
annotation.

2.1 The PropBank Annotation Framework

We use the PropBank scheme for the manual anno-
tations. PropBank is a linguistic resource that con-
tains information on the semantic structure of sen-
tences. It consists of a one-million-word corpus
of naturally occurring sentences annotated with
semantic structures and a lexicon (the PropBank
frame files) that lists all the predicates (verbs) that
can be found in the annotated sentences and the
sets of semantic roles they introduce.

Predicates are marked with labels that specify
the sense of the verb in the particular sentence. Ar-
guments are marked with the labels AQ to A5. The
labels AO and A1 have approximately the same
value with all verbs. They are used to mark in-
stances of typical AGENTS (AQO) and PATIENTS
(A1). The value of other numbers varies across
verbs. Modifiers are annotated in PropBank with
the label AM. This label can have different exten-
sions depending on the semantic type of the con-
stituent, for example locatives and adverbials.

2.2 Annotation Procedure

Annotators have access to PropBank frame files
and guidelines adapted for the current task. The
frame files provide verb-specific descriptions of all
possible semantic roles and illustrate these roles
with examples as shown for the verb paid in (1)
and the verb senses of pay in Table 1. Annotators
need to look up each verb in the frame files to be
able to label it with the right verb sense and to be
able to allocate the arguments consistently.

(1) [4o0 The Latin American nation] has

[REL—PAy.01 Paid] [41 very little] [ 43 on its
debt] [aps—7arp since early last year].
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Frame Semantic roles

pay.01 AQ: payer or buyer
Al: money or attention
A2: person being paid, destination of attention
A3: commodity, paid for what

pay.02 AOQ: payer

pay off Al: debt
A2: owed to whom, person paid

pay.03 AQ: payer or buyer

pay out Al: money or attention
A2: person being paid, destination of attention
A3: commodity, paid for what

pay.04 Al: thing succeeding or working out

pay.05 Al: thing succeeding or working out

pay off

pay.06 AQ: payer

pay down | Al: debt

Table 1: The PropBank lexicon entry for pay.

In our cross-lingual setting, annotators used
the English PropBank frame files to annotate the
French sentences. This means that for every pred-
icate they find in the French sentence, they need
to translate it, and find an English verb sense that
is applicable to the French verb. If an appropri-
ate entry cannot be found in the frame files for a
given predicate, the annotator is instructed to use
the “dummy” label for the predicate and fill in the
roles according to their own insights.

For the annotation of sentences we use an adap-
tation of the user-friendly, freely available Tree
Editor (TrEd, Pajas and St&panek, 2008). The tool
shows the syntactic analysis and the plain sentence
in the same window allowing the user to add se-
mantic arcs and labels to the nodes in the syntactic
dependency tree.

The decision to show syntactic information is
merely driven by the fact that we want to guide the
annotator in selecting the heads of phrases during
the annotation process. The sentences are parsed
by a syntactic parser (Titov and Henderson, 2007)
that we trained on syntactic dependency annota-
tions for French (Candito et al., 2009). Although
the parser is state-of-the-art (87.2% Labelled At-
tachment Score), in case of parse errors, we ask
annotators to ignore the errors of the parser and
put the label on the actual head.

2.3 Corpus

We selected the French sentences for the man-
ual annotation from the parallel Europarl corpus
(Koehn, 2005). Because translation shifts are
known to pose problems for the automatic cross-
lingual transfer of semantic roles (Padé, 2007)
and for machine translation (Ozdowska and Way,



2009), and these are more likely to appear in in-
direct translations, we decided to select only those
parallel sentences, for which we can infer from the
labels used in Europarl that they are direct trans-
lations from English to French, or vice versa. We
selected 1040 sentences for annotation (40 in to-
tal for the two training phases, 100 for calibration,
and 900 for the main annotation phase.)!

2.4 Annotation Phases

The training procedure described in Figure 1
is inspired by the methodology indicated in
Padd (2007). A set of 130 sentences were anno-
tated manually by four annotators with very good
proficiency in both French and English for the
training and the calibration phase. The remaining
900 sentences are annotated by one annotator (out
of those four), a trained linguist. Inter-annotator
agreement was measured at several points in the
annotation process marked with an arrow in Fig-
ure 1. The guidelines were adjusted after the train-
ing phase.

e Training phase

-TrainingA: 10 sentences, all annotators together
-TrainingB: 30 sentences, all annotators individually<
-Reach consensus on Training B <=

Calibration phase
-100 sentences by main annotator, one third of those by
each of the other 3 annotators <

Main annotation phase
-900 sentences by main annotator

Figure 1: The annotation phases.

3 Results

Cross-lingual validity is measured by comparing
inter-annotator agreement at several stages in the
annotation, by measuring the agreement on less
specific predicate labelling, and by a quantitative
and qualitative analysis of non-parallel cases.

3.1 Inter-annotator Agreement for Several
Annotation Phases

To assess the quality of the manual annotations we
measured the agreement between annotators as the
average F-measure of all pairs of annotators after
each phase of the annotation procedure.” The first

'As usual practice in preprocessing for automatic align-
ment, the datasets were tokenised and lowercased and only
sentence pairs corresponding to a 1-to-1 alignment with
lengths ranging from 1 to 40 tokens on both French and En-
glish sides were considered.

It is a known fact that measuring annotator agreement us-
ing the kappa score is problematic in categorisation tasks that
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Predicates Arguments
Lab.F | Unl. F | Lab. F | Unl. F
TrainingB 46 85 62 75
TrainingB(cons.) 95 97 91 95
Calibration 59 93 69 84

Table 2: Percent inter-annotator agreement (F-
measure) for labelled/unlabelled predicates and
for labelled/unlabelled arguments

row of Table 2 shows that the task is hard. But
the difference between the first row and the sec-
ond row shows that there were many differences
between annotators that could be resolved. After
discussions and individual corrections the scores
are between 91% and 95%. This indicates that
the task is well-defined. Row three shows that the
agreement in the calibration phase increases a lot
compared to the last training phase (row 1). This
might in part be due to the fact that the guidelines
were adjusted by the end of the training phase, but
could also be because the annotators are getting
more acquainted to the task and the software.

As expected, because annotators used the En-
glish PropBank frame files to annotate French
verbs, the task of labelling predicates proved more
difficult than labelling semantic roles. It results in
the lowest agreement scores overall. In the follow-
ing subsections we study the sources of disagree-
ment in predicate labelling in more detail.

3.2 Inter-annotator Agreement in Predicate
Labellings

Predicate labels in PropBank apply to particular
verb senses, for example walk.01 for the first sense
of the verb walk. Even though the senses are
coarser than, for example, the senses in Word-
Net (Fellbaum, 1998), the labels are rather spe-
cific. This specificity possibly poses problems
when working in a cross-lingual setting.

We compare the agreement reached using Prop-
Bank verb sense labels with the agreement reached
using the verb classifications from VerbNet (Kip-
per, 2005) and the mapping to PropBank labels
as provided in the type mappings of the SemLink
project® (Loper et al., 2007). If two annotators
used two different predicate labels to annotate the
do not have a fixed number of items and categories (Burchardt
et al., 2006). The F-measure is a well-known measure used
for the evaluation of many task such as syntactic-semantic
parsing, the task that is the motivation for this paper. The
choice of the F-measure makes the comparison to the perfor-

mance of the future parser easier.
3(http://verbs.colorado.edu/semlink/)



same verb, but those verb senses belong to the
same verb class, we count those as correct?.

The average inter-annotator agreement is rela-
tively low when we compare the annotations on
the PropBank verb sense level: 59%. However, at
the level of verb classes, the inter-annotator agree-
ment increases to 81%. This raises the issue of
whether we should not label the predicates with
verb classes instead of verb senses. By using Prop-
Bank labels for the manual annotation and replac-
ing these with verb classes in post-processing, the
benefits are two-fold: We are able to reach a high
level of cross-lingual parallelism on the annota-
tions, while keeping the manual annotation task as
specific and less abstract as possible.

3.3 Analysis of Non-Parallel Cases

For a single annotator, the main measure of cross-
lingual validity is the percentage of dummy pred-
icates in the annotation. In the sentences from the
calibration and the main annotation phase from the
main annotator (1000 sentences in total), we find
130 predicates (tokens) for which the annotator
used the “dummy” label.

Manual inspection reveals that the “dummy” la-
bel is mainly used for French multi-word expres-
sions (82%), most of which can be translated by
a single English verb (47%), whereas others can-
not, because they are translated by a combination
that includes a form of ‘be’ that is not annotated
in PropBank (25%). The 47% of multi-word ex-
pressions that receive the “dummy” label show the
annotator’s reluctance to put a single verb label on
a French multi-word expression. The annotation
guidelines could be adapted to instruct annotators
not to hesitate in such cases.

Similarly, collocations and idiomatic expres-
sions are the main sources of disagreement in
predicate labellings among annotators. We can
conclude that, as shown in studies on other lan-
guage pairs (Burchardt et al., 2009), collocations
and idiomatic expressions were identified as verb
uses where the verb’s predicate label cannot be
transferred directly from one language to another.

4 Discussion and Related Work
Burchardt et al. (2009) use English FrameNet to

“The mappings from PropBank verb sense labels to Verb-
Net verb classes are one-to-many and not complete. We
counted a pair as matching if there exists a class to which
both verb senses belong. We found a verb class for both verb
senses in about 78% of the cases and discarded the rest.
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annotate a corpus of German sentences manually.
They find that the vast majority of frames can be
applied to German directly. However, around one
third of the verb senses identified in the German
corpus were not covered by FrameNet. Also, a
number of German verbs were found to be under-
specified. Finally, some problems related to treat-
ing particular verb uses were identified, such as id-
ioms, metaphors, and support verb constructions.

Monachesi et al. (2007) use PropBank labels for
semi-automatic annotation of a corpus of Dutch
sentences. Semantic roles were first annotated
using a rule-based semantic parser and then cor-
rected by one annotator. Although not all Dutch
verbs could be translated to an equivalent verb
sense in English, these cases were assessed as rel-
atively rare. What proved to be problematic was
identifying the correct label for modifiers.

Bittar (2009) makes use of cross-lingual lexi-
cal transfer in annotating French verbs with event
types, by adapting a small-scale English verb lex-
icon with specified event structure (TimeML).

The inter-annotator agreement in labelling pred-
icates reported in Burchardt et al. (2009) reaches
85%, while our best score (when falling back to
verb classes) is 81%. However, unlike Burchardt
et al. (2009) we did not introduce any new French
labels. We find, like Monachesi et al. (2007), that
non-parallel cases are less frequent than what is re-
ported in Burchardt et al. (2009), which could be
due to the properties of the annotations schemes.

5 Conclusions

We can conclude that the general task of anno-
tating French sentences using English PropBank
frame files is well-defined. Nevertheless, it is a
hard task that requires linguistic training. With re-
spect to the disagreements on labelling predicates,
we can conclude that a large part can be resolved
if we compare the annotations at the level of verb
classes instead of at the very fine-grained level of
verb senses. Non-parallel cases are mostly due to
idioms and collocations. Their rate is relatively
low and can be further reduced by adapting anno-
tation guidelines.
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Abstract

The purpose of this paper is to present an
unusual English dataset for affect explo-
ration in text. It describes a corpus of fairy
tales from three sources that have been
annotated for affect at the sentence level.
Special attention is given to data marked
by high annotator agreement. A quali-
tative analysis of characteristics of high
agreement sentences from H. C. Ander-
sen reveals several interesting trends, illus-
trated by examples.

1 Introduction

Meaning is essential to language. The impor-
tance of expressive, attitudinal/emotive, or so-
cial/interpersonal meaning has been noted by
prominent linguists (Biihler, 1934; Lyons, 1977;
Jakobson, 1996; Halliday, 1996). However, affect
is still an understudied phenomenon in linguistics,
although many affective computing applications
actually apply to language (Picard, 1997).

The motivation behind this discussion is to
bring a special and rather unique dataset to the
attention of reseachers in the field of natural lan-
guage processing, affective computing, and re-
lated areas. This paper discusses affect represen-
tation, presents an affect dataset, and then focuses
on clear-cut cases of affective meaning and expres-
sion in text with a summary of an analysis of data
for which human annotators highly agreed on the
assignment of affect labels. For dataset results in
supervised classification (including experimenta-
tion on high agreement data), cf. Alm (2009).!

2 Affect representation

Affect can be modeled, e.g. as categories (Ek-
man, 1994), dimensions (Osgood, 1969), by fo-

"For details on this dataset and experimentation con-
ducted with it, readers should consult my book (Alm, 2009),
which exceeds this paper in scope and depth.
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cus on appraisal (Ortony et al, 1988), or on ex-
perience of physical and bodily responses (Cor-
nelius, 2000). There is a lack of consensus on a
model of affect (Picard, 1997; Scherer, 2003) and
controversy surrounds such modeling. Pragmati-
cally, different views of affect complement each
other and jointly create a basis for understanding
affective language phenomena. Affect modeling
decisions are arguably application dependent. For
a detailed literature review on previous work on
how to characterize affect, affect in text-based lin-
guistics and in subjective NLP or speech technol-
ogy, and tales and oral narratives, see Alm (2009).
Also see http://emotion-research.net/.

Resulting originally from an interest in text
analysis for child-directed expressive text-to-
speech synthesis, this dataset relies on a categor-
ical annotation scheme of basic emotions; a model
supported by the compelling observation that emo-
tive facial expressions were cross-culturally rec-
ognized well above chance (Ekman and Friesen,
1998). In vision and speech research “the Big
Six” (Cornelius, 2000) (i.e. happiness, fear, anger,
surprise, disgust, and sadness) appear quite often.
Nevertheless, the Ekmanian view remains contro-
versial. For instance, Russel and Fernandez-Dols
(1998) have critiqued the relevance, methods, and
rigor of the “Facial Expression Program” for emo-
tion. One alternative is free labeling (i.e. anno-
tators may come up with their own labels), but
that may result in impractical, large label sets. A
study grouping items from open-ended responses
to a perception test on characterizing certain fairy
tale sentences noted that although other cases oc-
curred, Big Six emotions were frequent in answers
(Brale et al, 2005).

As regards the dataset’s use of affect cate-
gories, several empirical studies have shown above
chance performance for recognition of categorical
emotions in classification tasks involving prosody.
Categorical labels may be more straightforward
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for annotators to conceptualize compared to di-
mensional scales, as participants pointed out in a
study (Francisco and Gervas, 2006). Also, cate-
gories are arguably suitable for pedagogy, and they
naturally fit computational classification. A basic
affect category is also broad enough to span re-
lated affect states, e.g. the emotion family (Ek-
man, 1994) of angry could also cover concepts
such as irritated, annoyed and enraged.”> Finally,
the foundational nature of basic, categorical af-
fects intuitively seems to fit a child-directed con-
text and fairy tales contents, which may include
certain canonical topics and behaviors, compared
to more spontaneous discourse.’

3 Corpus data overview

The affect dataset consists of 176 stories (more
than 15,000 sentences) by Beatrix Potter, the
Brothers Grimm and H. C. Andersen, manually
annotated at the sentence level by pairs of annota-
tors.* For the annotation process, annotators read
tales and had to make a choice from a set of affect
categories for sentences. Each sentence was given
four affect labels since each of two annotators as-
signed both a primary emotion (guided by the pre-
cence of a feeler, mostly a character or character
type in the text) and a background mood to a sen-
tence. The four labels were then combined into a
sentence’s affect labels. For more details on the
annotation process, cf. (Alm, 2009). The label set
consisted of a set of categorical affect labels. Prior
to the analysis below, ANGRY and DISGUSTED
were merged (motivated by data sparsity and re-
lated semantics) into one category, as were POSI-
TIVELY and NEGATIVELY SURPRISED, yielding a
merged set of affect labels: ANGRY-DISGUSTED,
FEARFUL, HAPPY, NEUTRAL, SAD, SURPRISED.
Interannotator agreement can be an artifact of
annotation scheme and procedure. For exam-
ple, pairs might be trained to annotate similarly,
across-the-board rules (e.g. questions are nega-
tive) might ignore subtle decisions, or problem-
atic items might be removed. Such approaches
may yield higher agreement, cleaner data, and
perhaps better performance and more consistent

2Categories do not exclude adding intensity for approxi-
mating an arousal dimension, arguably relevant for speech.
3Naturally, tales also encompass narrative complexity.

“The annotated data are available at the author’s website
(both the full dataset and the high agreement subsets). For in-
stance, for the high agree affect data, a storyname is followed
by its corresponding high agree affective sentences in the fol-
10Wil’1g format: sentence-id-in- story@label-code@sentence.

H

119

. C. Andersen 43% S ]F%
Grimm 23% e Hi}% o0
B. Potter 51% g ]

0% 100%
Oonly neut B Mixed neut & aff [ Mixed aff [ High agree aff

Figure 1: (Dis)agreement: merged labels

trained applications. But, the relevance of that
for study of linguistic behavior is less clear. Za-
enen (2006) noted that “[f]or interannotator agree-
ment, it suffices that all annotators do the same
thing. But even with full annotator agreement it
is not sure that the task captures what was origi-
nally intended” (577); this should not be confused
with understanding a linguistic issue. Fig. 1 re-
ports on a diagnostic alternative with the ratios of
(dis)agreement types. This avoids the concept of
ground truth, which may not hold for all language
phenomena. Affect, which is highly subjective, is
arguably better captured by flexible acceptability.

Fig. 1 shows that sentences only labeled NEU-
TRAL were frequent, as were disagreements,
which were more common for sentences marked
both with NEUTRAL and one or more affect
classes. This parallels findings for polarity expres-
sions in subjective texts (Wilson et al, 2005), and
shows that the border between affective and neu-
tral is fuzzy. (Affect perception lacks clear defini-
tions and is subjective, and neutrality suffers from
the same dilemma.) A sentence with high agree-
ment affect was defined as all four primary emo-
tion and mood labels having the same affective la-
bel (given the merged label set). These were more
common than mixed affective labels.

4 High agreement in H. C. Andersen

This section examines the subset of high agree-
ment sentences in the H. C. Andersen data from
a qualitative-interpretive perspective. The anal-
ysis is not intended as rigid categorization, but
rather to get an overall idea of why high agreement
might occur on affect labels across annotators.
Isolated sentences were extracted and mostly ex-
amined that way, rarely considering context. This

SRegular agreement scores for the corpus would be low.
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Figure 2: Distribution of 460 H. C. Andersen high
agreement affective sentences across affect labels

focused the analytical scope.® Five annotators en-
gaged with the overall H. C. Andersen subcor-
pus of 77 tales. 460 sentences were marked by
affective high agreement, given the five affective
classes. The distribution of affective classes for
this subset is in Fig. 2, with HAPPY and SAD being
most frequent.

4.1 Characteristics: high agreement affect

The below overview lists characteristics observed
in an analysis on the H. C. Andersen high agree-
ment data. It briefly describes each characteristic
and lets an example illustrate it. For more discus-
sion, examples, word lists etc., see Alm (2009).
The characteristics occur in some and not all sen-
tences; some frequently, others more rarely. Often,
several jointly characterize a sentence.

The illustrative sentence examples in this sec-
tion use the following format: Affect labels
are in small caps and sentences are in italics.
Also, phrases in bold-face illustrate the discussed
characteristic, whereas phrases that annotators
noted are underlined (single underscore for non-
overlapping vs. double underscore for overlap-
ping mark-up), and their feeler/s for the primary
emotion annotation is/are included (with annotator
subscripts to show if they had indicated the same
or not) in parenthesis in small caps.

4.1.1 Affect words

Content words that directly name an affective
state (e.g. reflecting a particular intensity) are
common in high agreement sentences, cf.:

®Annotators’ noted feeler and emotional/connotative
phrases for the sentences were inspected.

ANGRY-DISGUSTED: They buzzed round
the prince and stung his face and hands;
angrily he drew his sword and brandished it, but
he only touched the air and did not hit the gnats.
(VILLAIN{ 2)

That narration can directly announce affective
states is an indication of the important narrative
role affect can play in stories. Also, Wilson and
Wiebe (2003) interestingly noted that annotators
agreed more strongly with strong subjective ex-
pressions, which affect words are examples of.
Some illustrative affect words from the examined
data are (for SURPRISED): alarmed, astonished,
astonishment, shocked, shocking, startled, sur-
prised. Special cases include negation (e.g. not
happy for SAD); figurative/idiomatic phrases (e.g.
one of his heartstrings had broken for SAD); or ap-
pearance with more than one affect (e.g. anguish
for SAD or FEARFUL).

4.1.2 Words for related/contrastive affect
states

Expressions in the sentential context naming re-
lated or contrastive affective states not in the label
set (e.g. dull, pride, relief, or shame) may also help
evoke a particular affect, as in:

HAPPY: They looked at Little Claus ploughing
with his five horses, and he was so proud that he

smacked his whip, and said, “Gee-up, my five
horses.” (HERO1 2)

4.1.3 Affect related words or expressions

Lexical items or phrases which describe actions,
properties, behaviors, cognitive states, or objects
associated with particular affects occur frequently
in the examined high agreement subset, e.g. as in:
HAPPY: They laughed and they wept; and Peter
(HERO1, (TRUE)

embraced the old Fire-drum.
MOTHER>, (TRUE) FATHER>)
Some more prominent affect related lexical
items include weep, kiss, laugh, cry (= weep), and
forms of pleasure, tears, and smile. Expressions
of weeping or tears often appear with sadness, but
may also depict happiness. Negations may occur.

4.1.4 Polarity words and expressions

Words or expressions of positive or negative po-
larity can help to set the scene with a particular af-
fective mode, in particular with relation to context
and acquired knowledge. Expressions of opposing
polarity may be used as a contrast, as in:

HAPPY: It became a splendid flower-garden
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to the sick boy, and his little treasure upon earth.
(SICK BOY12)

Modifiers can intensify the affective load. Lex-
ical words and phrases may have permanent vs.
occasional attitudinal meaning (Hedquist, 1978).

4.1.5 Knowledge and human experience

Readers may from experience associate aquired
knowledge about situations, visualizations, and
behaviors with particular affects. For example, it
is common knowledge that starving is traumatic:

SAD: He was hungry and thirsty, yet no one gave

him anything; and when it became dark, and they
were about to close the gardens, the porter turned
him out. (HERO1 2).

Story worlds tend to involve canonical represen-
tations of characters, actions, functions, situations
and objects. Surrounding context can be impor-
tant for affective interpretations. Scenarios may
include, e.g. an inspiration from weather, flow-
ers, nature, or God; singing (or dancing, jump-
ing); physical lack and need; sleep deprivation
or allowance; addiction; incapability; unexpected
observation; appearance/posture (or intonation);
contextual guidance; or relate to marriage (see
(Alm, 2009) for examples). In fact, arguably most
discussed characteristics can be traced to acquired
knowledge, experience, associations, or context.

4.1.6 Speech acts

Speech acts reflect a certain kind of communica-
tive knowledge that can have affective meaning
(such as cursing, insulting, commanding), e.g.:
ANGRY-DISGUSTED:

Let her be expelled from the congregation and the

Church. (VILLAIN{ 2)

4.1.7 Types of direct speech

Direct speech may be used by characters in tales to
express affect. This might include speaking excit-
edly, (WH)-exclamations or (WH)-questions, short
utterances, interjections (and sound effects), such
as ah, alas, hurrah, o God, sorry, thump, ugh. Di-
rect speech can be introduced by words of speak-
ing, as in:

FEARFUL: “Mercy!” cried Karen. (HEROINE1 2)

4.1.8 Mixed emotions

Affective high agreement sentences also include
cases of mixed emotions, e.g. affect or affect-
related words referring to more than one affect.
The ‘winning’ affect may be inferred. Contrast
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might make it more prominent, as in:

HAPPY (mixed SAD):  He now felt glad at
having suffered sorrow and trouble, because
it enabled him to enjoy so much better all the

for the
great swans swam round the new-comer, and
stroked his neck with their beaks, as a welcome.
(MAIN CHARACTER/HERO1 2)

pleasure and happiness around him;

4.2 Tendencies of particular affect categories

Lastly, there may be trends for particular charac-
teristics associating more or less with a particular
affect. For example, in this subset, FEARFUL sen-
tences seem often to contain affect or affect related
words, whereas SURPRISED sentences may quite
often be characterized by various types of direct
speech or involve unexpected observations.

5 Conclusion

This paper brought attention to an affect dataset,
and discussed (mostly surface) characteristics in
its H. C. Andersen high agreement subset, il-
lustrating the complexity of affect cues, without
claiming an exhaustive analysis. It also tentatively
hypothesized that some characteristics may show
particular affinity with certain affects.

The high agreement sentence data may be par-
ticularly interesting for affect research, while other
parts of the annotated, larger corpus may reveal
insights on affect variation in text and perception
thereof (bearing in mind that the dataset is not
necessarily representative across domains and text
types, nor of contemporary texts).

Lastly, as noted above, developed knowledge,
experience, associations, and context appear very
important for affect understanding. This is also
a substantial part of what makes the problem of
automatically predicting affect from text so chal-
lenging; it involves levels of deep cognitive under-
standing rather than just extractable surface fea-
tures. Whereas the discussed characteristics nat-
urally do not consistute the answer to affect un-
derstanding, they may inform future search for it.
Deep understanding and continuous, as opposed
to static, computational development of affective
understanding remain crucial areas of future work
for expressive NLP applications.
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Abstract

In this paper, we introduce our recent work
on re-annotating the deep information, which
includes both the grammatical functional tags
and the traces, in a Chinese scientific tree-
bank. The issues with regard to re-annotation
and its corresponding solutions are discussed.
Furthermore, the process of the re-annotation
work is described.

1 Introduction

A Chinese scientific Treebank (called the NICT
Chinese Treebank) has been developed by the
National Institute of Information and Communi-
cations Technology of Japan (NICT). This tree-
bank annotates the word segmentation, pos-tags,
and bracketing structures according to the anno-
tation guideline of the Penn Chinese Treebank
(Xia, 2000(a); Xia, 2000(b); Xue and Xia,
2000). Contrary to the Penn Chinese Treebank
in news domain, the NICT Chinese Treebank
includes sentences that are manually translated
from Japanese scientific papers. Currently, the
NICT Chinese Treebank includes around 8,000
Chinese sentences. The annotation of more sen-
tences in the science domain is ongoing.

The current annotation of the NICT Chinese
Treebank is informative for some language
analysis tasks, such as syntactic parsing and
word segmentation. However, the deep informa-
tion, which includes both the grammatical func-
tional tags and the traces, are omitted in the an-
notation. Without grammatical functions, the
simple bracketing structure is not informative
enough to represent the semantics for Chinese.
Furthermore, the traces are critical elements in
detecting long-distance dependencies.

Gabbard et al. (2006) and Blaheta and
Charniak (2000) applied machine learning mod-
els to automatically assign the empty categories
and functional tags to an English treebank.

However, considering about the different do-
mains that the Penn Chinese Treebank and the
NICT Chinese Treebank belong to, the machine
learning model trained on the Penn Chinese
Treebank may not work successfully on the
NICT Chinese Treebank. In order to guarantee
the high annotation quality, in our work, we
manually re-annotate both the grammatical
functional tags and the traces to the NICT Chi-
nese Treebank. With the deep re-annotation, the
NICT Chinese Treebank could be used not only
for the shallow natural language processing
tasks, but also as a resource for deep applica-
tions, such as the lexicalized grammar develop-
ment from treebanks (Miyao 2006; Guo 2009;
Xia 1999; Hockenmaier and Steedman 2002).
Considering that the translation quality of the
sentences in the NICT Chinese Treebank may
affect the quality of re-annotation, in the current
phase, we only selected 2,363 sentences that are
of good translation quality, for re-annotation. In
the future, with the expansion of the NICT Chi-
nese Treebank, we will continue this re-
annotation work on large-scale sentences.

2  Content of Re-annotation

Because the NICT Chinese Treebank follows
the annotation guideline of the Penn Chinese
Treebank, our re-annotation uses similar annota-
tion criteria in the Penn Chinese Treebank.

Figure 1 exemplifies our re-annotation to a
sentence in the NICT Chinese Treebank. In this
example, we first re-annotate the trace (as indi-
cated by the italicized part in Figure 1(b)) for
the extracted head noun ‘id]/word’. Furthermore,
we re-annotate the functional tag of the trace (as
indicated by the dashed-box in Figure 1(b)), to
indicate that the extracted head noun should be
restored into the relative clause as a topic.

There are 26 functional tags in the Penn Chi-
nese Treebank (Xue and Xia, 2000), in which
seven functional tags describe the grammatical
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roles and one functional tag (i.e. LGS) indicates
a logical subject. Since the eight functional tags
are crucial for obtaining the grammatical func-
tion of constituents, we re-annotate the eight
functional tags (refer to Table 1) to the NICT
Chinese Treebank.

(NP (CP (IP (NP (NN #:ii)
(NN SR# )
(VP (VA H)))
(DEC 1))
(NP (NN ii)))
(the word of which the word cohesion is high)
(a) A relative clause in the NICT Chinese Treebank

(NP (CP (WHNP-1 (-NONE- *OP*)
(CP (IP (NPETP (-NONE- *T*-1))
(NP (NN FLii])
(NN SR )
(VP (VA %))
(DEC 1))
(NP (NN if)))
(b) The relative clause after re-annotation

Figure 1. Our re-annotation to a relative clause.

Functional Tag Description
10 indirect object
OBJ direct object
EXT post-verbal complement that describes

the extent, frequency, or quantity

object fronted to a pre-verbal but post-

Foc subject position
PRD non-verbal predicate
SBIJ surface subject

TPC topic

LGS logical subject

Table 1. Functional tags that we re-annotate.

(IP (NP-TPC-1 (NN 13 L))
(VP (ADVP (AD HL#2))
(VP (ADVP (AD % 5))
(VP (VV 3k1)
(NP-OBJ (-NONE- *T*-1))))))
(It is easier to obtain information.)
(a) A topic construction with long-distance dependency
after re-annotation of functional tag and trace

(IP (NP-TPC (DP (DT %))

(NP (NN $7%)))

(NP-SBJ (NP (PN 1))
(NP (NN &)

(VP (ADVP (AD )

(VP (VV 15351)
(VViE5)))
(The rationality of this algorithm has been verified.)
(b) A topic construction without long-distance dependency
after re-annotation of functional tag

Figure 2. Our re-annotation to topic constructions.

In addition, in the annotation guideline of the
Penn Chinese Treebank, four constructions are
annotated with traces: BA-construction, BEI-
construction, topic construction and relative
clause. The BEI-construction and relative

clause introduce long-distance dependency.
Therefore, we re-annotate the traces for the two
constructions. The topic construction introduces
the topic phrase. For the topic constructions that
contain long-distance dependency, we re-
annotate both the traces and the functional tags
(refer to the italicized part in Figure 2(a)). Some
topic constructions, however, do not include
long-distance dependency. In such cases, we
only re-annotate the functional tag to indicate
that it is a topic (refer to the italicized part in
Figure 2(b)). In addition, the BA-construction
moves the object to a pre-verbal position. Al-
though the BA-construction does not contain
long-distance dependency, we still re-annotate
the trace to acquire the original position of the
moved object in the sentence.

3 Issues and Solutions

3.1 Trace re-annotation in the BA/BEI

construction

The NICT Chinese Treebank follows the word
segmentation and pos-tag annotation guideline
of the Penn Chinese Treebank. Therefore, there
are some BA-constructions and BEI-
constructions that cannot be re-annotated with
traces. The principle reason for this is that the
moved object has semantic relations with only
part of the verb. For example, in the sentence
shown in Figure 3(a), the moved head noun ‘%
% /hometown’ is the object of ‘%/construct’,

but not for ‘& ili/construct to be’.

(VP (BA 1%
(IP (NP (NN % %))
(VP (VV # %)
(NP (NN 4£[d)))))
(construct the hometown to be a garden)
(a) The annotation in the NICT Chinese Treebank

(VP (BA %)
(IP (NP-SBJ-1 (NN %K %))
(VP (VV #)
(NP-OBJ (-NONE- *-1))
(AM HX)
(NP (NN 1£[H)))))
(b) Our proposed re-annotation of functional tag and trace

Figure 3. Our re-annotation to a BA construction with split
verb.

Our analysis of the Penn Chinese Treebank
shows that only a closed list of characters (such
as ‘fili/to be”) can be attached to verbs in such a
case. Therefore, we solve the problem by fol-
lowing four steps (for an example, refer to Fig-
ure 3(b)):
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(1) A linguist manually collects the characters
that can be attached to verbs in such a case from
the Penn Chinese Treebank and assigns them a
new pos-tag ‘AM (argument marker)’.

(2) The annotators use the character list as a
reference during the re-annotation. When the
verb in a BA/BEI construction ends with a char-
acter in the list, and the annotators think the
verb should be split, the annotators record the
sentence [D without performing any re-
annotation.

(3) The linguist collects all of the recorded
sentences, and defines pattern rules to automati-
cally split the verbs in the BA/BEI construc-
tions.

(4) The annotators annotate trace for the sen-
tences with the split verbs. This step will be fin-
ished in our future work.

3.2 Topic detection

In the annotation guideline of the Penn Chinese
Treebank, a topic is defined as ‘the element that
appears before the subject in a declarative sen-
tence’. However, the NICT Chinese Treebank
does not annotate the omitted subject. Therefore,
we could not use the position of the subject as a
criterion for topic detection.

In order to resolve this issue, we define some
heuristic rules based on both the meaning and
the bracketing structure of phrases, to help de-
tect the topic phrase. Only the phrase that satis-
fies all the rules will be re-annotated as a topic.
The following exemplifies some rules:

(1) If there is a phrase before a subject, the
phrase is probably a topic.

(2) A topic phrase must be parallel to the fol-
lowing verb phrase.

(3) The preposition phrase and localization
phrase describing the location or time are not
topics.

3.3 Inconsistent annotation in the NICT

Chinese Treebank

There are some inconsistent annotations in the
NICT Chinese Treebank, which makes our re-
annotation work difficult.

These inconsistencies include:

(1) Inconsistent word segmentation, such as
segmenting the word FH X} N /corresponding’
into two words ‘FHX]/opposite’ and ‘V/ought’.

(2) Inconsistent pos-tag annotation. For ex-
ample, when the word ‘9’ exists between two
noun phrases, it should be tagged as an associa-
tive marker (i.e. DEG), according to the guide-

line of the Penn Chinese Treebank. However, in
the NICT Chinese Treebank, sometimes it is
tagged as a nominalizer (i.e. DEC).

(3) Inconsistent bracketing annotation. Fig-
ure 4(a) shows the annotation of a relative
clause in the NICT Chinese Treebank. In this
annotation, the noun phrase ‘KPi/Osaka 8k
/subway’ is incorrectly treated as the extracted
head; furthermore, the adverb ‘A T./by hand’
that modifies the verb Hil{F/make’ is incor-
rectly annotated as an adjective that modifies the
noun ‘4% & [¥/deformation graph’. After cor-
recting these inconsistencies, the relative clause
should be annotated as shown in Figure 4(b).

(NP (QP (CD %))
(ADJP (JJ A1)
(DNP (NP (CP (IP (VP (VV #lf£)))
(DEC ff1))
(NP (NR KBR)
(NN Hh4%)))
(DEG 1))
(NP (NN 22T E)))
(many deformation graphs of Osaka subway that are made by hand)
(a) The inconsistent annotation of a relative clause
(NP (QP (CD %))
(NP (CP (IP (VP (ADVP (AD A 1))
(VP (VV Hil1E))))
(DEC 1))
(NP (DNP (NP (NR KF)
(NN Hh4k))
(DEG 1))
(NP (NN ZJEK))))
(b) The annotation after correcting the inconsistencies

Figure 4. An inconsistent annotation in the NICT Chinese
Treebank and its correction.

In our re-annotation, these inconsistently an-
notated sentences in the NICT Chinese Tree-
bank were recorded by the annotators. We then
sent them back to NICT for further verification.

4 Process of Re-annotation

4.1 Annotation Guideline

During the re-annotation, we basically follow
the annotation guideline of the Penn Chinese
Treebank (Xue and Xia, 2000). However, in
order to fit with the characteristics of scientific
sentences in the NICT Chinese Treebank, some
constraints are added to the guideline.

For example, in the science domain, the rela-
tive clause is often used to describe a phenome-
non, in which the extracted head noun is usually
an abstract noun, and the relative clause is an
appositive of the extracted head noun. Figure 5
shows an example in which the relative clause
‘R Yi/system 15 1F/stop TAE/working’ is a de-
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scription of the extracted head noun ‘I %

/phenomenon’. In such a case, the head noun
cannot be restored into the clause. Therefore, we
add the following restriction in our re-
annotation guideline: Do not re-annotate the
trace when the head noun of a relative clause is
an abstract noun and it is an appositive of the

relative clause.
(NP (CP (IP (NP (NN & %b))
(VP (VV {51k)
(NP (NN T.1E)))
(DEC 1))
(NP (NN 3l %))

(the phenomenon that the system stops working)

Figure 5. A relative clause in the NICT Chinese Treebank.
4.2  Quality Control

Several processes were undertaken to guarantee
the quality of our re-annotation:

(1) We chose graduate students who major in
Chinese for all of the annotators.

(2) A visualization tool - XConc Suite (Kim
et al.,, 2008) was used as assistance during the
re-annotation.

(3) Only 2,363 sentences with good transla-
tion quality in the NICT Chinese Treebank were
chosen for re-annotation in the current phase.

(4) Before starting the re-annotation, a lin-
guist selected 200 representative sentences,
which contain all the linguistic phenomena that
we want to re-annotate, from among the 2,363
sentences in the NICT Chinese Treebank. The
selected 200 sentences were manually re-
annotated by the linguist, and were split into
two sets for training the annotators sequentially.
We evaluated the annotation quality of the anno-
tators during training. The average annotation
quality of all the annotators after training is
shown in Table 2.

Annotation Quality
Precision Recall
70.71% 70.75%

Inter-annotator Consistency
Precision Recall
61.59% 61.59%

Table 2. The average annotation quality of the annotators
after training.

(5) After training, the remaining sentences
were split into several parts and assigned to the
annotators for re-annotation. In each part, there
were around 20% sentences that were shared by
all of the annotators. These shared sentences
were used to check and guarantee inter-
annotator consistency during the re-annotation.

5 Conclusion and Future Work

We re-annotated the deep information, which
includes eight types of grammatical functional

tags and the traces in four constructions, to a
Chinese scientific treebank, i.e. the NICT Chi-
nese Treebank. Since the NICT Chinese Tree-
bank is based on manually translated sentences,
only 2,363 sentences with good translation qual-
ity were re-annotated in the current phase to
guarantee the re-annotation quality.

In the future, we will finish the trace annota-
tion for the BA and BEI constructions with split
verbs. Furthermore, we will continue our re-
annotation on more sentences in the NICT Chi-
nese Treebank.
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Abstract

We propose a unified model of syntax and dis-
course in which text structure is viewed as a
tree structure augmented with anaphoric rela-
tions and other secondary relations. We de-
scribe how the model accounts for discourse
connectives and the syntax-discourse-seman-
tics interface. Our model is dependency-based,
ie, words are the basic building blocks in our
analyses. The analyses have been applied
cross-linguistically in the Copenhagen Depen-
dency Treebanks, a set of parallel treebanks
for Danish, English, German, Italian, and Spa-
nish which are currently being annotated with
respect to discourse, anaphora, syntax, mor-
phology, and translational equivalence.

1 Introduction

The Copenhagen Dependency Treebanks, CDT,
consist of five parallel open-source treebanks for
Danish, English, German, Italian, and Spanish.!
The treebanks are annotated manually with re-
spect to syntax, discourse, anaphora, morpho-
logy, as well as translational equivalence (word
alignment) between the Danish source text and
the target texts in the four other languages.

The treebanks build on the syntactic annota-
tion in the 100,000-word Danish Dependency
Treebank (Kromann 2003) and Danish-English
Parallel Dependency Treebank (Buch-Kromann
et al. 2007). Compared to these treebanks, which
are only annotated for syntax and word align-
ment, the new treebanks are also annotated for
discourse, anaphora, and morphology, and the
syntax annotation has been revised with a much
more fine-grained set of adverbial relations and a
number of other adjustments. The underlying
Danish PAROLE text corpus (Keson and
Norling-Christensen 1998) consists of a broad
mixture of 200-250 word excerpts from general-
purpose texts.” The texts were translated into the

"The treebanks, the annotation manual, and the relation hier-
archy can be downloaded from the web site:

http://code.google.com/p/copenhagen-dependency-treebank
’In practice, the use of text excerpts has not been a problem
for our discourse annotation: we mainly annotate text ex-

other languages by professional translators who
had the target language as their native language.

The final treebanks are planned to consist of
approximately 480 fully annotated parallel texts
for Danish and English, and a subset of approx-
imately 300 fully annotated parallel texts for
German, Italian, and Spanish, with a total of ap-
proximately 380,000 (2:100,000 + 3:60,000) an-
notated word or punctuation tokens in the five
treebanks in total. So far, the annotators have
made complete draft annotations for 67% of the
texts for syntax, 40% for word alignments, 11%
for discourse and anaphora, and 3% for morpho-
logy. The annotation will be completed in 2010.

In this paper, we focus on how the CDT tree-
banks are annotated with respect to syntax and
discourse, and largely ignore the annotation of
anaphora, morphology, and word alignments. In
sections 2 and 3, we present the syntax and dis-
course annotation in the CDT. In section 4, we
present our account of discourse connectives. In
section 5, we briefly discuss the syntax-discour-
se-semantics interface, and some criticisms
against tree-based theories of discourse.

2 The syntax annotation of the CDT

The syntactic annotation of the CDT treebanks is
based on the linguistic principles outlined in the
dependency theory Discontinuous Grammar
(Buch-Kromann 2006) and the syntactic annota-
tion principles described in Kromann (2003),
Buch-Kromann et al. (2007), and Buch-Kromann
et al (2009). All linguistic relations are represen-
ted as directed labelled relations between words
or morphemes. The model operates with a prima-
ry dependency tree structure in which each word
or morpheme is assumed to act as a complement
or adjunct to another word or morpheme, called
the governor (or head), except for the top node

cerpts that have a coherent discourse structure, which in-
cludes 80% of the excerpts in our text corpus. Moreover,
given the upper limit on the corpus size that we can afford
to annotate, small text excerpts allow our corpus to have a
diversity in text type and genre that may well offset the the-
oretical disadvantage of working with reduced texts.
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of the sentence or unit, typically the finite verb.
This structure is augmented with secondary rela-
tions, e.g., between non-finite verb forms and
their subjects, and in antecedent-anaphor rela-
tions. Primary relations are drawn above the
nodes and secondary below, all with directed ar-
rows pointing from governor to dependent. The
relation label is written at the arrow tip, or in the
middle of the arrow if a word has more than one
incoming arrow.

POV DD

subj vobj  dobj pobj vobj part dobj subj relr vobj pobj pnct

It had forced her to give up all she had worked for .
NV VvV NPV P NNV \Y P Pn
1 2 3 4 5 6 7 8 9 10 11 1213

[subj] [nobj]

Figure 1. Primary dependency tree (top) and sec-
ondary relations (bottom) for the sentence “It had
forced her to give up all she had worked for”.

An example is given in Figure 1 above. Here, the
arrow from “had,” to “It,” identifies “It” as the
subject of “had”, and the arrow from “forced;” to
“tos” identifies the phrase headed by “to” as the
prepositional object of “forced”. Every word de-
fines a unique phrase consisting of the words that
can be reached from the head word by following
the downward arrows in the primary tree.’ For
example, in Figure 1, “worked;;” heads the
phrase “worked;; for,”, which has a secondary
noun object nobj in “alls”; “hadi,” heads the
phrase “shes hadi, worked;; for;,”; and “It;”
heads the phrase “It;”. Examples of secondary
dependencies include the coreferential relation
between “hers” and “shes”, and the anaphoric re-
lation in Figure 2. Part-of-speech functions are
written in capital letters under each word. The in-
ventory of relations is described in detail in our
annotation manual (posted on the CDT web site).

Dependency arrows are allowed to cross, so
discontinuous word orders such as topicalisations
and extrapositions do not require special treat-
ment. This is exemplified by the discontinuous
dependency tree in Figure 2, in which the relat-
ive clause headed by “was;” has been extraposed
from the direct object and placed after the time

adverbial “todays”.*

*Because of this isomorphism between phrases and head
words, a dependency tree can always be represented as a
phrase-structure tree in which every phrase has a unique
lexical head; the resulting phrase-structure tree is allowed to
contain crossing branches.

“In our current syntax annotation, we analyze the initial con-
nective or conjunction as the head of the subordinate clause;

YT

subj dobj  nobj time subj relr vobj  agent nobj pnct

We discussed a book today which was written by Chomsky .
N \% N N Ad N Vv \ P N Pn
1 2 3 4 5 6 7 8 9 10 11

\re[—AISUbHJ
Figure 2. Primary dependency tree and second-
ary relations for the sentence “We discussed a
book today which was written by Chomsky™.

Buch-Kromann (2006) provides a detailed theory
of how the dependency structure can be used to
construct a word-order structure which provides
fine-grained control over the linear order of the
sentence, and how the dependency structure
provides an interface to compositional semantics
by determining a unique functor-argument struc-
ture given a particular modifier scope (ie, a spe-
cification of the order in which the adjuncts are
applied in the meaning construction).®

3 The discourse annotation of the CDT

Just like sentence structures can be seen as de-
pendency structures that link up the words and
morphemes within a sentence (or, more preci-
sely, the phrases headed by these words), so dis-
course structures can be viewed as dependency
structures that link up the words and morphemes
within an entire discourse. In Figures 1 and 2, the
top nodes of the analysed sentences (the only
words without incoming arrows) are the finite
verbs “had,” and “discussed,” respectively, and
these are shown in boldface. Basically, the CDT
discourse annotation consists in linking up each
such sentence top node with its nucleus (under-
stood as the unique word within another sentence
that is deemed to govern the relation) and la-
belling the relations between the two nodes.

The inventory of discourse relations in CDT is
described in the CDT manual. It borrows heavily
from other discourse frameworks, in particular
Rhetorical Structure Theory, RST (Mann and
Thompson, 1987; Tabaoda and Mann, 2006;
Carlson et al, 2001) and the Penn Discourse
Treebank, PDTB (Webber 2004; Dinesh et al.,
2005, Prasad et al.,, 2007, 2008), as well as
(Korzen, 2006, 2007), although the inventory
had to be extended to accommodate the great

in relative clauses, the relative verb functions as the head,
i.e., the arrow goes from “a (book)” to “was (written)”.

°In terms of their formal semantics, complements function
as arguments to their governor, whereas adjuncts function as
modifiers; i.e., semantically, the governor (type X) acts as
an argument with the modifier (type X/X) as its functor.
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e e e L I i S e

subj attr nobj

Two convicted executives of the July 6 Bank appealed their judgment on the spot from the Copenhagen Municipal Court with a demand for

AC VA NC SP PD NP AC NP VA PO NC

coref

I

pobj nobj nobj attr nobj dobj  possd time nobj nobj attr nobj nobj attr

nobj man nobj nobj pobj:dobj nobj  pnct
acquittal .
SP PD NC SP PD NP NP NP SP PI NC SP NC XP

-

assoc—const

o Y e e,

CONJ/(and) add vobj dobj  nobj

subj attr nobj

also reserved the possibility  of
AN VA PD NC SpP

The prosecuting authority has
PD VA NC VA

e [subj] -

pobj:subj nobj pnct subj nobj  pobj nobj

appeal .
NC XPPD NC SP PD NC VA

=

nobj +ELAB:exp dobj nobj loc nobj coord conj

board Teceived a year in jail and a
PI NC SPNC CC PI

The chairman of the

assoc—const

//‘

A TR AT N A A an e

nobj pobj attr numm nobj cause attr

fine of DKK one million for fraudulentabuse of authority .
NC SP NP AC AC SP AN NC SpP

coref—var

’/”’l/-’,/‘

nobj pobj nobj pnct subj nobj possd CONJ/(and) dobj nobj loc nobj coord conj nobj pobj nobj

NC XP PD NC

nobj pnet

The bank’s director received 6 months in jail and a fine of DKK 90,000 .

NC VA AC NC SPNC CC PI NC SP NP AC XP

Figure 3. The full CDT analysis of (1) wrt. syntax, discourse, and anaphora.

variety of text types in the CDT corpus other
than news stories. The inventory allows relation
names to be formed as disjunctions or conjunc-
tions of simple relation names, to specify mul-
tiple relations or ambiguous alternatives.

One of the most important differences be-
tween the CDT framework and other discourse
frameworks lies in the way texts are segmented.
In particular, CDT uses words as the basic build-
ing blocks in the discourse structure, while most
other discourse frameworks use clauses as their
atomic discourse units, including RST, PDTB,
GraphBank (Wolf and Gibson, 2005), and the
Pottsdam Commentary Corpus, PCC (Stede
2009).° This allows the nucleus and satellite in a
discourse relation to be identified precisely by
means of their head words, as in the example (1)
below from the CDT corpus, where the second
paragraph is analyzed as an elaboration of the de-
verbal noun phrase “their judgment” (words that
are included in our condensed CDT analysis in
Figure 4 are indicated with boldface and sub-
scripted with numbers that identify them):

®As noted by Carlson and Marcu (2001), the boundary be-
tween syntax and discourse is rather unclear: the same
meaning can be expressed in a continuum of ways that ran-
ge from clear discourse constructions (“He laughed. That
annoyed me.”) to clear syntactic constructions (“His laugh
annoyed me.”). Moreover, long discourse units may func-
tion as objects of attribution verbs in direct or indirect
speech, or as parenthetical remarks embedded within an oth-
erwise normal sentence. CDT's use of words as basic build-
ing blocks, along with a primary tree structure that spans
syntax and discourse, largely eliminates these problems.

(1) Two convicted executives of the July 6 Bank ap-
pealed; their, judgment on the spot from the
Copenhagen Municipal Court with a demand for
acquittal. The prosecuting authority has; also re-
served the possibility of appeal.

The chairman of the board received, a year in
jail and a fine of DKK one million for fraudulent
abuse of authority [...]. The bank’s director re-
ceiveds 6 months in jail and a fine of DKK
90,000. (Text 0531)

The full CDT analysis of (1) is given in Figure 3,
a more readable condensed version in Figure 4.
The last sentence of the first paragraph, “The
prosecuting authority has; also reserved the pos-
sibility of appeal”, is a conjunct to the first sen-
tence, and its top node “hass” is linked to the top
node of the first sentence, “appealed;”. The slash
after a relation name indicates an explicit or im-
plicit discourse connective used by the annotat-
ors to support their choice of relation type.

As in CDT's syntax annotation, the primary
syntax and discourse relations must form a tree
that spans all the words in the text, possibly sup-
plemented by secondary relations that encode
anaphoric relations and other secondary depen-
dencies. Apart from this, CDT does not place any
restrictions on the relations; in particular, a word

dobj CONJ/also +ELAB:exp
...appealedl... theirudgment)2 ...has3... ...received4... ...receiveds...

Figure 4. Condensed version of Figure 3.

CONJ/(and)
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may function as nucleus for several different
satellites, discourse relations may join non-adja-
cent clauses, and are allowed to cross; and sec-
ondary discourse relations are used to account
for the distinction between story line level and
speech level in attributions.

4 Discourse connectives

Discourse connectives play a prominent role in
PDTB, and inspire the analysis of connectives in
CDT. However, there are important differences
in analysis, which affect the way discourse struc-
tures are construed. In a construction of the form
“X C Y’ where X and Y are clauses and C is a
discourse connective (such as “because”, “sin-
ce”, “when”), three dependency analyses suggest

themselves, as summarized in Table 5.

Head Conjunction | Marker
Syntax .
comp  comp mod comp
XC Y X mcod IT?(]
Semantics|  C(X\Y) |[C(Y)](X) | [Y(C)] (X)

Table 5. Three analyses of discourse connectives.

When analyzed as the head of the construction,
C takes X and Y as its (discourse) complements;
semantically, the meaning C' of C acts as func-
tor, and the meanings X',Y' of X,Y act as argu-
ments of C'. When analyzed as a subordinating
conjunction, C subcategorizes for Y and modifies
X; semantically, C' computes a meaning C'(Y')
from Y', which acts as functor with X' as argu-
ment. Finally, analyzed as a marker, C modifies
Y which in turn modifies X; semantically, Y' se-
lects its meaning Y'(C') based on the marker C'
(i.e., the marker merely helps disambiguate Y');
Y'(C" then acts as functor with argument X".

The three analyses are markedly different in
terms of their headedness, but quite similar in
terms of their semantics. CDT opts for the mark-
er analysis, with the obvious benefit that there is
no need to postulate the presence of a phonetic-
ally empty head for implicit connectives. This
analysis also implies that since discourse markers
always modify the satellite, explicit and implicit
discourse markers can be used to determine the
discourse relation and its direction.

It is interesting that almost all theories of dis-
course structure, including RST, PDTB, Graph-
Bank, PCC, and the dependency-based discourse
analysis proposed by Mladova (2008), seem to
analyze connectives as heads — even in the case
where C+Y is an adverbial clause modifying X,

where virtually all mainstream theories of syntax
opt for one of the two other analyses. Perhaps
current theories of discourse structure perceive
discourse structure as a semantic rather than syn-
tactic structure. In any case, it is not clear that
this is the most fruitful analysis. A clear distinc-
tion between syntactic structure and semantic
structure has proved crucial to the understanding
of headedness in syntax (e.g. Croft 1995, Man-
ning 1995), and it is one of the hardwon insights
of syntax that semantic centrality or prominence
is not directly reflected in the syntactic surface
structure. Something similar might be true for
discourse structure as well.

5 Syntax-discourse-semantics interface

CDT models discourse structure as a primary de-
pendency tree supplemented by secondary rela-
tions. We believe that a tree-based view of dis-
course provides many important benefits, most
importantly a clear interface to syntax and com-
positional semantics. There has been several at-
tempts to refute the tree hypothesis on empirical
grounds, though, including Wolf and Gibson
(2005), Prasad et al (2005), Lee et al (2008), and
Stede (2009), who have put forward important
criticisms. Our framework addresses many of
these objections, including the many problems
related to attribution verbs, which do require a
complicated treatment in our framework with
secondary dependencies. A full discussion of this
topic is, however, beyond the scope of this paper.

6 Conclusion

In this paper, we have presented a dependency-
based view of discourse and syntax annotation
where the syntax and discourse relations in a text
form a primary dependency tree structure linking
all the words in the text, supplemented by ana-
phoric relations and other secondary dependen-
cies. The framework forms the basis for the an-
notation of syntax, discourse, and anaphora in
the Copenhagen Dependency Treebanks. In fu-
ture papers, we will address some of the criti-
cisms that have been raised against tree-based
theories of discourse.

7 Acknowledgments

This work was supported by a grant from the
Danish Research Council for the Humanities.
Thanks to Bonnie Webber, Henrik Hgeg Miiller,
Per Anker Jensen, Peter Colliander, and our three
reviewers for their valuable commments.

130



References

Matthias Buch-Kromann 2006. Discontinuous Gram-
mar. A dependency-based model of human parsing
and language learning. Copenhagen: Copenhagen
Business School.

Matthias Buch-Kromann, Igrn Korzen, and Henrik
Hgeg Miiller. 2009. Uncovering the ‘lost’ structure
of translations with parallel treebanks. Copen-
hagen Studies in Language 38: 199-224.

Matthias Buch-Kromann, Jirgen Wedekind, and
Jakob Elming. 2007. The Copenhagen Danish-
English Dependency Treebank v. 2.0. http:/code.-
google.com/p/copenhagen-dependency-treebank

Lynn Carlson and Daniel Marcu. 2001. Discourse
Tagging Reference Manual. ISI Technical Report
ISI-TR-545.

Lynn Carlson, Daniel Marcu, and Mary Ellen Okur-
owski. 2001. Building a Discourse-Tagged Corpus
in the Framework of Rhetorical Structure Theory.
In Proc. of the 2nd SIGdial Workshop on Dis-
course and Dialogue. Association for Computa-
tional Linguistics: 1-10.

William Croft. 1995. What's a head? In J. Rooryck
and L. Zaring (eds.). Phrase Structure and the Lex-
icon. Kluwer.

Nikhil Dinesh, Alan Lee, Eleni Miltsakaki, Rashmi
Prasad, Aravind Joshi, and Bonnie Webber. 2005.
Attribution and the (Non-)Alignment of Syntactic
and Discourse Arguments of Connectives. Proc. of
the Workshop on Frontiers in Corpus Annotation
II: Pie in the Sky, pp. 29-36.

Britt Keson and Ole Norling-Christensen. 1998. PA-
ROLE-DK. The Danish Society for Language and
Literature.

Iern Korzen. 2006. Endocentric and Exocentric Lan-
guages in Translation. Perspectives: Studies in
Translatology, 13 (1): 21-37.

Igrn Korzen. 2007. Linguistic typology, text structure
and appositions. In I. Korzen, M. Lambert, H. Vas-
siliadou. Langues d’Europe, I’Europe des langues.
Croisements linguistiques. Scolia 22: 21-42.

Matthias T. Kromann. 2003. The Danish Dependency
Treebank and the DTAG treebank tool. In Proc. of
Treebanks and Linguistic Theories (TLT 2003), 14-
15 November, Viixjé. 217-220.

Alan Lee, Rashmi Prasad, Aravind Joshi, and Bonnie
Webber 2008. Departures from Tree Structures in
Discourse: Shared Arguments in the Penn Dis-
course Treebank. Proceedings of the Constraints in
Discourse I1I Workshop.

131

Willliam C. Mann and Sandra A. Thompson 1987.
Rhetorical Structure Theory. A Theory of Text
Organization. ISI: Information Sciences Institute,
Los Angeles, CA, ISI/RS-87-190, 1-81.

Christopher D. Manning. 1995. Dissociating functor-
argument structure from surface phrase structure:
the relationship of HPSG Order Domains to LFG.
Ms., Carnegie Mellon University.

Lucie Mladové, Sarka Zikanova, and Eva Hajicova.
2008. From Sentence to Discourse: Building an
Annotation Scheme for Discourse Based on Prague
Dependency Treebank. In Proc. 6th International
Conference on Language Resources and Evalua-
tion (LREC 2008).

Rashmi Prasad, Eleni Miltsakaki, Nikhil Dinesh, Alan
Lee, Aravind Joshi, Livio Robaldo, and Bonnie
Webber. 2007. The Penn Discourse TreeBank 2.0.
Annotation Manual. The PDTB Research Group.
http://www.seas.upenn.edu/~pdtb/PDTBAPI/pdtb-anno-
tation-manual.pdf

Rashmi Prasad, Nikhil Dinesh, Alan Lee, Eleni Milt-
sakaki, Livio Robaldo, Aravind Joshi, and Bonnie
Webber. 2008. The Penn Discourse TreeBank 2.0.
In Proc. 6th Int. Conf. on Language Resources and
Evaluation, Marrakech, Morocco.

Manfred Stede. 2008. Disambiguating Rhetorical
Structure. Research on Language and Computa-
tion (6), pp. 311-332..

Maite Taboada and William C. Mann. 2006a. Rhetori-
cal Structure Theory: looking back and moving
ahead. Discourse Studies 8/3/423.

Maite Taboada and William C. Mann. 2006b. Appli-
cations of Rhetorical Structure Theory. Discourse
Studies 8/4/567. http://dis.sagepub.com

Bonnie Webber. 2004. D-LTAG: extending lexical-
ized TAG to discourse. Cognitive Science 28: 751-
779.

Bonnie Webber. 2006. Accounting for Discourse Re-
lation: Constituency and Dependency. M. Dalrym-
ple (ed.). Festschrift for Ron Kaplan. CSLI Publi-
cations.

Florian Wolf and Edward Gibson 2005. Representing
Discourse Coherence: A Corpus-Based Study.
Computational Linguistics 31(2), 249-287.



Identifying Sources of Inter-Annotator Variation:
Evaluating Two Models of Argument Analysis

Barbara White
The University of Western Ontario
London, ON, Canada N6A 3K7

bwhite6@uwo.ca

Abstract

This paper reports on a pilot study where two
Models of argument were applied to the Dis-
cussion sections of a corpus of biomedical re-
search articles. The goal was to identify
sources of systematic inter-annotator variation
as diagnostics for improving the Models. In
addition to showing a need to revise both
Models, the results identified problems result-
ing from limitations in annotator expertise. In
future work two types of annotators are re-
quired: those with biomedical domain exper-
tise and those with an understanding of rhe-
torical structure.

1 Introduction

Given the vast and growing body of biomedical
research literature being published there is a need
to develop automated text mining tools that will
assist in filtering out the information most useful
to researchers. Previous studies applying Argu-
mentative Zoning (AZ) (Teufel et al. 1999) and
Zone Analysis (ZA) (Mizuta et al. 2005) have
shown that an analysis of the argumentative
structure of a text can be of use in Information
Extraction (IE). As an alternative approach, it
was believed that Toulmin’s work on informal
logic and argument structure (1958/2003) could
reflect the rhetorical strategies used by the au-
thors of biomedical research articles.

In order to compare and evaluate these ap-
proaches two Models of argument were applied
to the same set of biomedical research articles.
Inter-annotator agreement/disagreement between
and within Models was examined. Given that
human-annotated data are ultimately to be used
for machine learning purposes, there is growing
recognition of the need to analyze coder dis-
agreements in order to differentiate between sys-
tematic variation and noise (e.g. Reidsma and
Carletta 2008). The goal of this study was to

identify systematic disagreements as diagnostics
for improving the Models of argument.

2 Annotation Project

The two Models of rhetoric (argument) in Tables
1 and 2 were applied to a corpus of 12 articles
downloaded at random from the BMC-series
(BioMed Central) of journals. The corpus cov-
ered nine different domains, with a total of 400
sentences; the three annotators worked inde-
pendently. Although the entire articles were read
by the annotators, only the sentences in the Dis-
cussion section were argumentatively catego-
rized. The annotators were the study coordinator
(B, a PhD student in Computational Linguistics
and current author) and two fourth year under-
graduate students from the Bachelor of Medical
Sciences program at The University of Western
Ontario (J and K).

Coders annotated one article at a time, apply-
ing each of the two Models; no sentence was al-
lowed to be left unannotated. In cases where an
annotator was conflicted between categories
guidelines for ‘trumping’ were provided with the
Models. (For details on the Models, trumping
systems, instructions to annotators, corpus data
and a sample annotated article please see
www.csd.uwo.ca/~mercer/White_Thesis09.pdf.)

The first model (Model 1) of argumentation to
be applied stems from work in AZ and ZA and
was adapted by White. It focuses on the content
of a text, essentially differentiating ‘new’ from
‘old’ information, and results from analysis (Ta-
ble 1). The second model is based on the con-
cepts and language of Toulmin (1958/2003). Jen-
icek applied Toulmin to create a guide for writ-
ing medical research articles (2006) and Graves
(personal communications 2008, 2009) further
adapted these ideas to work with our corpus
(Model 2). Its main focus is to identify ‘Claims’
being made by the authors, but it also differenti-
ates between internal and external evidence, as
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well as categories of explanation and implication
(Table 2).

variation) was broken down into its three possi-
bilities: J and K agreed, and differed from B
(JK~B), J and B agreed, and differed from K

Category Specifications (JB~K), or B and K agreed, and differed from J
BK~J) (Table 3).
CONTEXT (1) Background, accepted facts, (BK~J) (Table 3)
previous work, motivation
Methods, tools, processes, Model 1 Model 2
METHOD (2) experimental design All agree | 242 | 60.50% | 157 | 39.25%
CURRENT Findings of current All disagree | 15 | 3.75% | 33 | 8.25%
RESULTS (3) experiment JK~B 32 | 8.00% | 71 | 17.75%
RESULTS Current results support or JB~K 42 |1 10.50% | 68 | 17.00%
COMPARED (4) | contradict previous work BK~J 69 | 17.25% | 71 | 17.75%
Possible interpretations or Total 400 | 100% |400| 100%
implications of current or .
ANALYSIS (5) previous results, significance Table 3 Number of sentences in agreement
or limitations of their study groups

Table 1: Model 1 categories (White 2009)

Category Specifications
Statements extraneous to
EXTRANEOUS (0) | authors’ argumentation,
not related to a CLAIM
Proposition put forward
CLAIM (1) based on analysis of results
GROUNDS (2) Internal evidence from
current study
WARRANT/ Unt;jlerstandgng off the
BACKING (3) problem, or data, from
other studies
Possible explanations for
QUALIFIER (4) results, comparisons with
external evidence
PROBLEM IN Implications for the field,
CONTEXT (5) future research directions

Table 2: Model 2 categories (Toulmin 1958,
Jenicek 2006, Graves 2009)

2.1 Results

Data were compiled on individual annotator’s
argument category choices for each of the 400
sentences, for each Model of rhetoric. This al-
lowed comparisons to be made between the two
Models, within Model by category, and between
annotators. Although the coders had different
backgrounds, they were treated as equals i.e.
there was no ‘expert’” who served as a bench-
mark. There were three possible types of inter-
annotator agreement: we all agreed on a choice
of category, we all differed, or two annotators
agreed and the third disagreed. This latter group
of two-way agreement (also implying two-way
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The overall (three-way) inter-annotator agree-
ment was higher for Model 1 at 60.5%, with
Model 2 at 39.25%. All annotators were less fa-
miliar with Model 2 than Model 1, and the for-
mer had one more category, thus there was more
opportunity to disagree. Although there is no
guarantee that three-way agreement implies we
were all ‘right’, it does suggest a shared under-
standing of what the Model categories describe.
On the other hand, there were instances of sen-
tences under both Models where three different
categories had been chosen but they could all
seem to legitimately apply. In addition, in sen-
tences which are argumentatively and/or gram-
matically complex, where one is forced to choose
only one categorization, it is often difficult to
decide which is the most appropriate.

Given the difference in academic background
of the annotators, one hypothesis had been that J
and K would be more likely to agree with each
other and differ from B, the coder who was not
knowledgeable in the biomedical sciences. As
can be seen in Table 3, however, this did not turn
out to be the case.

3 Sources of Inter-Annotator Variation

It was crucial to examine inter-annotator dis-
agreements within each Model in order to deter-
mine the categories that were particular sources
of variation. As a reference point for this, and for
looking at individual annotator preferences, |
present in Tables 4 and 5 the overall distribution
of argument categories within Model. These are
calculated on the basis of all 1200 annotation
tokens (400 sentences * 3 annotators) across the
corpus.



3.1 Model 1
Category Tokens | Percent

CONTEXT (1) 337 28.0%
METHOD (2) 128 10.7%

CURRENT 0
RESULTS (3) 189 15.8%

RESULTS 0
COMPARED (4) 114 9.5%
ANALYSIS (5) 432 36.0%
Total 1200 100%

Table 4 Overall distribution by category —
Model 1

The CONTEXT category was developed in order
to filter out background (‘old’) material. Al-
though this seemed straightforward, the results
showed that CONTEXT was the largest source
of inter-annotator variation under Model 1: of the
158 sentences that had some degree of inter-
annotator variation, almost two-thirds (100) in-
volved some variation between CONTEXT and
another category. The primary reason for this
was that frequently sentences in our corpus that
included category (1) material also included ma-
terial suited to other categories (typically
ANALYSIS or RESULTS COMPARED) i.e.
they were complex sentences. There was also
inter-annotator disagreement between CUR-
RENT RESULTS (3) and RESULTS COM-
PARED (4); this was to be expected given the
potential overlap of content when discussing the
authors’ current study, especially in complex
sentences.

3.2 Model 2
Category Tokens | Percent

EXTRANEOUS (0) 250 20.8%
CLAIM (1) 185 15.4%
GROUNDS (2) 218 18.2%

WARRANT/ 0
BACKING (3) 215 18.0%
QUALIFIER (4) 256 21.3%

PROBLEM IN 0
CONTEXT (5) 76 6.3%
Total 1200 100%

Table 5 Overall distribution by category —
Model 2

The EXTRANEOUS category had been devel-
oped for sentences of a ‘background’ nature,
which did not fit into the Toulmin argument

structure i.e. they did not seem to relate directly
to any CLAIM. Of the 243 sentences with some
degree of inter-annotator variation under Model
2, 101 involved the EXTRANEOUS category.
This variation a) showed that there were prob-
lems in understanding argument structure, and b)
reflected the differences in annotator preferences
(Table 7).

Model 2 is crucially a CLAIMS-based sys-
tem, so variation between CLAIMS and other
categories is particularly significant, especially
since it is assumed that this might be the cate-
gory of greatest interest to biomedical research-
ers. There were 52 sentences which involved
some variation between CLAIM (1) and
QUALIFIER (4), a fact which revealed a need to
make clearer distinctions between these two
categories. Many sentences in our corpus seemed
to meet the specifications for both categories at
the same time i.e. they were both an explanation
and a conclusion. There were 46 sentences in-
volving some disagreement between (4) and
WARRANT/BACKING (3). The source of this
variation seemed to be the difficulty deciding
whether the ‘compare and contrast with external
evidence’ aspect of (4) or the straightforward
‘external evidence’ of (3) was more appropriate
for certain, especially complex, sentences.

3.3 Annotators

Under Model 1 the three annotator columns
show a relatively similar distribution (Table 6).
The exception is that J was less inclined to select
the CONTEXT category, and more inclined to
select RESULTS COMPARED, than either B or
K.

Category B J K | Total
CONTEXT (1) | 121 | 92 | 124 | 337
METHOD (2) | 39 | 43 | 46 | 128

CURRENT
RESULTS (3) | 5 | 67 | 63 | 189
RESULTS
COMPARED (4) | 36 | 57 | 21 | 114
ANALYSIS (5) | 145 | 141 | 146 | 432

Total 400 | 400 | 400 | 1200
Table 6 Category distribution by annotator —
Model 1

Under Model 2 we see an extreme range
among annotators in the number of sentences
they identified as EXTRANEOUS with J having
more than twice as many as B (Table 7). This
degree of annotator bias guaranteed that category
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(0) would be involved in considerable inter-
annotator disagreement. The other notable skew-
ing occurred in categories (1) and (4) where B
and J shared similar numbers as opposed to K: K
had 91 sentences as CLAIM, almost twice as
many as B or J, and only 50 sentences as
QUALIFIER, roughly half as many as B or J.

Category B J K | Total
EXTRANEOUS (0) | 54 | 116 | 80 | 250
CLAIM (1) 45 | 49 | 91 | 185
GROUNDS (2) 86 | 61 | 71 | 218
WARRANT/
BACKING (3) 81 | 49 | 85 | 215

QUALIFIER (4) [108 | 98 | 50 | 256

PROBLEM IN
CONTEXT (5) 26 | 21 | 23 76
Total 400 | 400 | 400 | 1200
Table 7 Category distribution by annotator —
Model 2

In addition to the systematic annotator prefer-
ences discussed above there were instances of
‘errors’, choices which appear to be violations of
category specifications. These may be the result
of haste or inattention, insufficient training or a
lack of understanding of the article’s content or
the Models.

3.4 Corpus Data

It was assumed that longer sentences would be
more likely to be complex and thus more likely
to involve inter-annotator variation. The results
showed that the articles with the smallest (19)
and largest (31) average number of words per
sentence did exhibit this pattern: the former
ranked highly in three-way annotator agreement
(first under Model 1 and second under Model 2)
and the latter second lowest under both Models.
However, between these extremes there was no
clear relationship between sentence length and
overall coder agreement under either Model.
The most striking finding was the wide range of
three-way coder agreement among the twelve
articles in the corpus: from 36% to 81% under
Model 1 and 8% to 69% under Model 2. The av-
erages in Table 3 mask this source of inter-
annotator variation.

4 Conclusion

The problem of choosing a single argument cate-
gory for a complex sentence was at the core of
much of the inter-annotator variation found un-
der both Models. The issue of sentences which

are rhetorically but not grammatically complex
e.g. those with a single tensed verb that seemed
to qualify as both a CLAIM and a QUALIFIER
under Model 2 should be dealt with where possi-
ble by revising the category specifications. How-
ever sentences that are grammatically complex
should be divided into clauses (one for each
tensed verb) as a pre-annotating process. Al-
though this creates more units and thus more op-
portunities for coders to disagree, it is believed
that reducing uncertainty by allowing a different
argument category for each clause would be
worth the trade-off.

Although Model 1 had higher average three-
way agreement at 60.5% than Model 2, this was
still relatively poor performance. As discussed
above the clear problem with this Model is the
CONTEXT (1) category. Research scientists are
always working within and building on previous
work — their own and others’; thus ‘old” and
‘new’ information are inherently intertwined.
Therefore this category needs to be revised, pos-
sibly separating specific previous studies from
statements related to the motivation for or goals
of the current experiment. As discussed above,
the EXTRANEOUS category of Model 2 needs
to be redefined, and the CLAIM and QUALI-
FIER categories must be clearly distinguished.
Despite the relatively poor performance of
Model 2, with the above improvements it is be-
lieved that a CLAIMS-based Model is still a
good candidate for developing future IE tools.

Annotator bias reflects the fact that coders did
not have sufficient understanding of rhetorical
techniques and structure, but also the problems
with category specifications noted above. The
extreme ‘inter-article’ variation (Section 3.4)
indicates that when texts are not clearly written,
an annotator’s lack of knowledge of biomedicine
and/or argument are even more problematic.
Since the quality of writing in a corpus is a factor
that cannot be controlled ‘team’ annotations are
recommended: a biomedical domain expert
should work together with an expert in rhetoric.

It must be admitted, however, that even with
improvements to the Models of argument and
using annotators with more domain expertise,
some degree of inter-annotator disagreement will
inevitably occur as a result of individual differ-
ences. Ultimately annotators are making judg-
ments — about texts and arguments that were cre-
ated by others — that are somewhat subjective.
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Abstract

In this paper, we present a PropBank of
clinical Finnish, an annotated corpus of
verbal propositions and arguments. The
clinical PropBank is created on top of a
previously existing dependency treebank
annotated in the Stanford Dependency
(SD) scheme and covers 90% of all verb
occurrences in the treebank.

We establish that the PropBank scheme
is applicable to clinical Finnish as well
as compatible with the SD scheme, with
an overwhelming proportion of arguments
being governed by the verb. This allows
argument candidates to be restricted to di-
rect verb dependents, substantially simpli-
fying the PropBank construction.

The clinical Finnish PropBank
is freely available at the address
http://bionlp.utu.fi.

1 Introduction

Natural language processing (NLP) in the clini-
cal domain has received substantial interest, with
applications in decision support, patient man-
aging and profiling, mining trends, and others
(see the extensive review by Friedman and John-
son (2006)). While some of these applications,
such as document retrieval and trend mining,
can rely solely on word-frequency-based methods,
others, such as information extraction and summa-
rization require a detailed linguistic analysis cap-
turing some of the sentence semantics. Among the
most important steps in this direction is an analysis
of verbs and their argument structures.

In this work, we focus on the Finnish lan-
guage in the clinical domain, analyzing its verbs
and their argument structures using the PropBank
scheme (Palmer et al., 2005). The choice of this

particular