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#### Abstract

Conjunctions are particularly difficult to parse in traditional, phrase-based grammars. This paper shows how 2 different representation, not based on tree structures, markedly innproves the parsing problent for conjunctions. It modifics the union of phrase marker model proposed by Giondall [1981], where conjunction is considered as the lincarization of a three-dimensional union of a non-tree based phrawe marker representation. A prolog grammar for conjunctions using this new approach is given. It is far simpler and more transparent than a recent phrase-based extraposition parser conjunctions by Dahl and McCord [1984]. Uulike the Dahl and McCorl or ATN sysconj approach, no special trail machinery is needed for conjunction, beyond that reçuired for analyzing simple sentences. While of comparable efficiency, the new approach unifies under a siugle analysis a host of related eonstructions: respectively sentences, right uode raising, or gapping. Another advantage is that, it is also completely reversible (without cuts), and therefore can be used to generate sentences.


## Introduction

The problem addressed in this paper is to construct a griummatical device for handling coordination in nataral language that is well founded in linguistic theory and yet coniputationally attractive. The linguistic theory should be powerful enough to describe all of the phenomenon in coorditation, but ajso constrained enourh to reject all ungrammatical examples without undue complications. It is difficult to adineve such a line balance - especially since the term grammatical itself is highly suljeclive. Sone exame ples of the kinds of phenomenon that must be handled are sho:wn in Gg. 1

The thenry should also be amenabie tes computer implestentation. For exampie, the representation of the phrase marker should be e:onducive to both clean process description and efficient implementation of the associaled operalions as defined in the linguistic theory.

John and Mary went to the pictures simple constituent coordination

The fox and the hound lived in the fox hole and
kennel respectively
Constituent coordination :with the 'respectively' reading

John and I like to program in Prolog and Hope Simple constituent coorrdination but can have a collective or respectively reading
John likes but I hate bananas
Non-constitnent coordination
Bill designs cars and Jack acroplanes Gapping with 'respectively' reading

The fox. the hound and the horse all went to market Multiple comjuncts

* Jolin sang loudly and a carol

Violation of coordination of likes
*Who did Peter see and the car?
Violation of equrdinate striertire constraint

* 1 will catch Peter and John might the car

Gapping, but component sentenres coutain unlike auxiliary verbs
?The president left before noon and at 2. Gorbachev

Fig 1: Example Sentences

The goal of the computer implementation is to produce a device that can both generate surface sentences given a plirase marker represicntation and derive a phrase marker representalion given a surface sentences. The implementation should be as efficient as possible whilst preserving the essential properties of the linguistic theory. We wiil present an implementation which is transparent to the grammar and perhaps cleaner \& more modular than other systems such as the interpreter for the Modifier Structure Cranmars (MSCis) of Dahl \& McCord [1983].

The MSG system will be compared with a simplified implementation of the proposed device. A table showing the execution time of hoth systems for some sample sen-
tences will be presented. Furthermore, the advantages and disadvantages of our device will be discussed in relation to the MSG implementation.

Finally we can show how the simplified device can be extended to deal with the issues of extending the systean to handle multiple conjuncts and strengthening the constraints of the system.

## The RPM Representation

The phrase marker representation used by the theory described in the next section is essentially that of the Reduced Phrase Marker (RPM) of Lasnik \& Kupin [1977]. A reduced phrase marker can be tbought of as a set consisting of monostrings and a terminal string satisfying cortain predicates. More formally, we have (fig. 2) :-

Let $\Sigma$ and $N$ denote the set of terminals and non-terminals respectively.

Let $\varphi, \psi, x \in(\Sigma \cup N)^{*}$.
Let $x, y, z \in \Sigma^{*}$.
Let $A$ be a single non-terminal.
Let $P$ be an arbitrary set.

Then $\varphi$ is a monostring w.r.t. $\mathbb{L} \& N$ if $\varphi \in$ $\Sigma^{\bullet} . N . \Sigma^{\bullet}$.

Suppose $\varphi=x A z$ and that $\varphi, \psi \in P$ where $P$ is a some set of strings. We can also define the following predicates :-
$y$ isa* $\varphi$ in $P$ if $x y z \in P$
$\varphi$ dominates $\psi$ in $P$ if $\psi=x \chi y . \chi \neq \theta$ and $\chi \neq A$.
$\varphi$ precedes $\dot{\psi}$ in $\mathcal{P}$ if $\exists y$ s.t. $y$ isa* $\varphi$ in $\mathcal{P}$. $\psi=x y \chi$ and $x \neq z$.

## Then :-

$P$ is an RPM if $\exists A, z$ s.t. $A, z \in P$ and $\forall\{\psi, \varphi\} \subseteq P$ then
$\dot{\psi}$ dominates $\varphi$ in $\rho$ or $\varphi$ dominates $\psi$ in $\rho$ or $\psi$ precedes $\varphi$ in $P$ or $\hat{\rho}$ precedes $\psi$ in $P$.

Fig 2: Definition of an RPM

This representation of a phrase marker is cquivalent to a proper subset of the more common syntactic tree representation. This means that some trees may not be representable by an RPM and all RPMs may be re-cast as trees. (For example, trees with shared nodes representing overlapping constituents are not allowed.) An exanple of a valid RPM is given in Gg. 3 :-

Sentence: Niice saw Bill

## RPM representation:

\{S. Alice.saw.Bill. NP.saw.Bill. Alice.V.Bill. Alice.VP.Alire.saw.NP\}

Fig 3: An example of RI'M representation

This RPM representation forms the basis of the linguistic theory described in the next section. The set representation has some desirable advantages over a tree reperentation in terms of both simplicity of description and implenentation of the operations.

## Goodall's Theory of Coordination

Gondall's idea in his draft thesis [Goodall?? was to extemd the definition of Lasnik and Kupin's RPM to cover coordimation. The main idea behind this theory is to apply the notion that coordination results from the union of phrase markers to the reduced phrase marker. Since R.PMs are sets, this has the desirable property that the union of RI'Ms wonld just be the familiar set union operation. For a computer implementation, the set union operation can be realized inexpensively. In contrast, the corresponding operation for trees would necessitate a much less simple and efficient union operation than set union.

However, the original definition of the RPM did not envisage the union operation necessary for coordination. The RI'M was used to represent 2-dimensional structure only. But under set union the RPM becomes a representation of 3 -dimensional structure. The admissibility predicates dominates and precedes defined on a set of monustrings with a single non-terminal string were inadequate to describe 3 -dimensional structure.

Basically, Goodall's original idea was to extend the dominates and precedes predicates to handle RPMs under the set union operation. This resulterl in the relations e-dominates and e-precedes as shown in fig. 4 :-

```
Assuming the definitions of fig. 2 and in addition
let \(\omega, \Omega, \Theta \in(\Sigma \cup N)^{*}\) and \(q, r, s, t, v \in \Sigma^{*}\). then
:-
\(\varphi\) edominates \(\psi\) in \(\rho\) if \(p\) dominates \(\psi^{\prime}\) in
\(P\). \(x \boldsymbol{x} \omega=\psi^{\prime} . \theta_{y} \Omega=\psi\) and \(x \equiv y\) in \(P\).
\(\varphi\) e-precedes \(\psi\) in \(P\) if \(y\) isa* \(\varphi\) in \(P, v\) isa \({ }^{*}\)
\(\psi\) in \(P . q y r \equiv s v t\) in \(P . y \neq q y r\) and \(v \neq\) sut
where the relation \(\equiv\) (terminal equivalence) is
defined as :-
\(x \equiv y\) in \(P\) if \(\chi x \omega \in P\) and \(\chi y \omega \in P\)
```

Figure 4: Extended definitions

This extended definition, in particular - the notion of eqnivalence forms the basis of the computational device described in the next section. However since the size of the RPM may be large, a direct implementation of the above definition of equivalence is not computationally feasible. In the actual system, an optimized but equivalent alternative definition is used.

Although these definitions suffice for most examples of coordination, it is not sufficiently constrained enough to reject some ungrammatical examples. For example, fig. 5 gives the RPM representation of "*John sang loudly and a carol" in terms of the union of the RPMs for the two coastituent sentences :-

John sang loudly $\left\{\begin{array}{l}\text { \{Joln.sang.loudly, S, } \\ \text { John.V.loudly, John.VP, } \\ \text { Johin.sang.AP, } \\ \text { NP.sang.loudly \} }\end{array}\right.$
John sang a carol $\left\{\begin{array}{l}\text { \{John.sang.a.carol, S, } \\ \text { John.V.a.carol, John.VP, } \\ \text { John.sang.NP, } \\ \text { NP.sang.a.carol\} }\end{array}\right.$
(When these two lRPMs are mergerl some of the elements of the set do not satisfy Lawnik \& Kupin': original defimition - these pairs are :-)
\{John.sang.loudly. John sang.a.carol\}
\{John.V.loudly, John.V.a.carol\}
\{NP.sang.loudly. NP.sang.a.carol\}
(None of the above pairs satisfy the n-dominates predicate - but Uhey all satisfy e-precedes and hence the senhence is accrpted as ann RI'M.)

Fig.5: An example of union of RPMs

The above example indicates that the extended RPM definition of Goodall allows some ungrammatical sentences to slip through. Nithough the device preseuted in the next section doesn't make direct use of the extended definitions, the notion of equivajence is central to the implementation. The basic system described in the next section does have this deficiency but, a less simplistic version described later is more constrained - al the cost of some computational efficiency.

## Linearization and Equivalence

Although a theory of coordination has been described in the previous sections - in order for the theory to be put into practice, there remain two important questions to be answered :-

- How to produce surface strings from a set of sentences to be conjoined?
- How to produce a set of simple sentences (i.e. sentences without conjunctions) from a conjoined surface string?

This section will show that the processes of linearization and finding equivalences provide an answer to both questions. For simplicity in the following discussion, we assume that the number of simple sentences to be conjoined is two only.

The processes of linearization and finding equivalences for generation can be defined as :-

Given a set of sentences and a set of candidates which represent the set of conjcinable pairs for those sentences. linearization will output one or more surface strings according to a fixed procedure.

Given a set of sentences. finding equivalences will produce a set of conjoinable pairs according to the definition of equivalence of the linguistic theory.

For generation the second process (finding equivalences) is called first to generate a sel of candidates which is then used in the first process (lincarization) to generate the surface strings. For parsing, the definitions still hold but the processes are applied in reverse order.

To illustrate the procedure for linearization, consider the following example of a set of simple sentences (fig. 6) :-
\{ John liked ice-cream. Mary liked chocolate\} set of simple sentences
\{\{Jolin. Mary \}. \{ice-cream. chocolate\}\} set of conjoinable pairs

Fig 6: Example of a set of simple sentences

Consider the plan view of the 3 -dimensional representation of the union of the two simple sentences shown in lig. 7 :-


Fig 7: Example of 3-dimensional structure

The procedure of linearization would take the following path shown by the arrows in fig. 8 :-


Fig 8: Example of linearization

Following the path shown we obtain the surface string "Joln and Mary liked ice-cream and chocolate".

The sct of conjoitable pairs is produced by the process of finding equivalences. The definition of expuivalence as given in the description of the extended RI'M requires the generation of the combined Rl'M of the constituent sentences. However it call be shown [fong??] by considering the constraints imposed by the definitions of equivalence aud linearization, that the same set of equivalent terminal strings can be procluced just hy using the terminal strings of the RI'M alone. There are considerable savings of compu-
tational resources in not having to compare every element of the set with every other element to generate all possible equivalent strings - which would take $O\left(n^{2}\right)$ time - where $n$ is the cardinality of the set. The corresponding term for the modified definition (given in the next section) is $O(1)$.

## The Implementation in Prolog

This section describes a runnable specification written in Prolog. The specification described also forms the basis for comparison with the MSG interpreter of Dahl and McCord. The syntax of the clauses to be presented is similar to the Dec-10 Prolog [Bowen et al. 1982] version. The main differences are :-

- The synabols ":-" and "," have been replaced by the more meaningful reserved words "if" and "and" respectively.
- The symbol "." is used as the list constructor and "till" is used to represent the empty list.
- An an example, a Prolog clause miay have the form :-

$$
a(X Y \ldots Z) \text { if } b(U \vee \ldots W) \text { and } c(R S \ldots T)
$$

where a, is \& care predicate names and $R, S, \ldots, 7$ may represent variables, constants or terms. (Variubles are distinguished by capitalization of the first character in the variable name.) The intended logical reading of the clause is :-

$$
\begin{aligned}
& \text { "2" holds if " } b \text { " and " } \mathrm{c} \text { " both hold } \\
& \text { for consistent bindings of the arguments } \\
& X, Y, \ldots, Z, U, V, \ldots, W, R, S, \ldots, T
\end{aligned}
$$

- Comments (shown in italics) may be interspersed between the arguments in a elanse.


## Parse and Gencrate

In the previous section the processes of lincarization and filding equivalences are described as the two components necessary for parsing and generating conjoined sentences. We will show how these processes can be combined to produce a parser and a generator. The device used for comparison with Dahl \& McCord schome is a simplifed version of the device presented in this section.

First, difference lists are used to represent strings in the following sections. For example, the pair (fig. 9) :-

## \{ join.liked.ice-crean. Coutinuation. Continuation\}

Fig 9: Example of a diference list
is a difference list representation of the sentence "John liked ice-cream".

We can now introduce two predicates linearize and equivalentpairs which correspond to the processes of lincarization and linding erpivalences respectively (fig. 10) :-

## linearize( pairs S1E1 and S2 E2 canilidates Set gives Sentence)

Linearize holds when a pair of difference lists ( $\{S 1 . E 1\} \&\{S 2 . E 2\}$ ) and a set of candidates (Set) are consistent with the string (Sentence) as defined by the procedure given in the previous section.
equivalentpairs ( $X$ Y from S1 S2)
Equivalentpairs holds when a sulbstring $X$ of $S 1$ is equivalent to a subsitring $Y$ or $S 2$ according to the delinition of equivalence in the linguistic theory.

Fig 10: Predicates linearize \& equivalent pairs

Aiditionally, let the meta-logical predicate setof as in "setof(Element Goal Set)" hold when Set is composed of eloments of the form Element and that Set contains all intiances of Element that satisfy the goal Goal. The predicates generate can now be defined in terms of these two processes as folluws (lig. 11) :-

```
gencrate(Sentence from S1 S2)
if sctof(X.Y.nil in equivalentpairs(X Y
    from S1 S2) is Set)
andlinearize( pair: S1 nil and S2 nil
                candidates Set gives Sentence)
parse! Sentence giving S1 El)
if linearize(pairs S1 E1 und S2 E2
            candidutes SubSet gives Sentence)
andsetol(X.Y nil in equivalentpairs(X Y
    jrom S1 S2) is Sct)
```

Fig II: Prolog definition for generate \& parse

The definitions for parsing aud gencrating are almost logically equivalent. However the sub-goals for parsing are in reverse order to the sub-goals for generating since the Prolog interproter would attempt to solve the sub-goids in a left to right manner. Furthermore, the subset relation rather than set equality is used in the definition for parsing. We can interpret the two definitions as folluws (lig. 12) :-

Generate holds when Sentence is the conjoined sentence resulting from the linearization of the pair of difference lists (S1. nil) and (S2. nil) using as candidate pairs for conjoining, the set of non-redundant pairs of equivalent terminal strings (Set).

Parse holds when Sentence is the conjoined sentence resulting from the linearization of the pair of difference lists (S1. E1) and (S2. E2) provided that the set of candidate pairs for conjoining (Subsct) is a subset of the set of pairs of equivalent terminal strings (Set).

Fig 12: Logical reading for generate \& parse

The subset relation is needed for the above definition of parsing because it can be shown [Fong?? that the process of linearization is more constrained (in terms of the promissible conjoinable pairs) than the process of finding equivalences.

## Linearize

We can also fashion a logic specification for the process of linearization in the same nianner. In this section we will describe the eases corresponding to each Prolog clause necessary in the specification of linearization. However, for simplicity the actual Prolog cotic is not shown here. (Sce Appendix $A$ for the definition of predicate linearize.)

In the following discussion we assume that the template for predicate linearize has the form "linearize( pairs S1 E1 and S2 E2 candidutes Set gives Sentence)" shown previously in fig. 10. There are three independent cases to considider liuring tincarization :-

## 1. The Вase Case.

If the two difference lists (\{S1. E1\} \& \{S2. E2 $\}$ ) are both empty then the conjoineil string (Sentence) is also emply. This simply states that if two empty strings are conjoined then the result is also an emepty string.
2. Identical Leading Substrings.

The secoud case occurs when the tiwo (non-empty) difference lists have identical leading non-emply substrings. Then the conjoined string is identical to the concatenation of that leading substring with the lincarization of the rest of the two difference lists. For example, consider the lincarization of the two fragments "likes Mary" and "likes Jill" as shown in Gig. 13 :-

```
\{likes Mary. likes Jill\}
which can be linearised as :-
```

```
{likes X }
where X is the linearization
of strings {Mary. Jill}
```

Fig.13: Example of identical loading substrings

## 3. Conjoining.

The lisl case nccurs when the two pairs of (nonentpty) difference lists have no common leading substring. Ilere, the conjoined string will be the concatenation of the conjunction of one of the pairs from the candidate set, with the conjoined string resulting from the linearimation of the two strings with their respective candidate substrings deleted. For example, consider the linearization of the two sentences "John likes Mary" and "Bill likes Jill" as shown in Gig. 14:-
\{John likes Mary. Bill likes Jill\}
Given that the welrcted randilute: pair is \{John. Bill\}, the: cuajuineal se:nlo nore mimulal be: :-
\{Jolin and Bill X \}
where $X$
is the finearization of strings \{likes Mary. likes Jill\}

Firg 14: Pxanpice of annjoining substrings

There are sonte implementation details that are different for parsing to gencriting. (See appendix A.) However the three cises are the sallue for both.

We can illustrate the above delinition by showing
what linearizations the system would produce for an example sentence. Consider the sentence "John and Bill liked Mary" (fig. 15) :-

```
{John and Bill liked Mary}
    would produce the strings:-
{John and Bill liked Mary.
    John and Bill liked Mary}
        with candidate set {}
{ John liked Mary, Bill liked Mary}
    with candidate set {(John, Bill)}
{Jolın Mary. Bill liked Mary}
    with candidate set {(John. Bill liked)}
{John. Bill liked Mary}
    with candidate set {(John. Bill liked Mary)}
```

Fig.15: Example of linearizations

All of the strings are then passed to the predicate findequivalences which should pick out the second pair of strings as the only grammatically correct linearization.

## Finding Equivalences

Goodall's definition of equivalence was that two terminal strings were said to be equivalent if they had the same left and right contexts. Purthermore we had previonsly asserted that the equivalent pairs could be produced without searching the whole RI'M. For example consider the equivalent terminal strings in the two sentences "Alice save Bill" and "Mary saw Bill" (fig. 16) :-
\{Alice saw Bill. Mary saw Bill\}
svomid produce the arquivalent pairs :-
\{Alice saw Bill. Mary saw Bill\}
\{Alicc, Mary
\{Alice saw. Mary saw\}
lig. 16: Example of equivalent pairs

We also make the following restrictions on Coodall's definition :-

- If there exists two terminal strings $X \& Y$ such that $X=\chi \times \Omega \& Y=\chi y \Omega$, then $\chi \& \Omega$ shonld be the strongest possible left \& right contexts respectively - provided $x \& y$ are both nonemply. In the above example, $\chi=$ nil and $\Omega=$ "saw Bill", so the first and the third pairs produced are redundant.
In general, a pair of terminal strings are redundant if they have the form ( $u v, u w$ ) or ( $u v, x v$ ), in which case - they may be replaced by the pairs ( $v, w$ ) and ( $u, x$ ) respectively.
- In Goodall's definition aay two terminal strings themselves are also a pair of equivalent terminal strings (when $\chi \& \Omega$ are both null). We exclude this case as it produces simple string concatenation of sentences.

The above restrictions imply that in fig. 16 the only remaining equivalent pair ( $\{$ Alice. Mary $\}$ ) is the correct one for this example.

However, before finding equivalent pairs for two simple sentences, the process of findiut equivalences must check that the two sentences are actually grammatical. We assume that a recognizer/parser (c.g. a predicate parse(S E)) already exists for determining the grammaticality of simple sentences. Since the process only reguires a yes/no answer to grammaticality, any passing or recognition system for simple semences can be used.

We can now sperify a predicate findenondidates $(X Y$ $S 1 S 2$ ) that holds when $\{X, Y\}$ is an equivalent pair from the two grammatical simple :centonces $\{S 1 . S 2\}$ as lillows (lis. 17) :-

```
findicandidates( \(X\) and \(Y\) in SI und S 2 )
if parsc(S1 nil)
and parse(S2 nil)
and \(\operatorname{cquiv(XYS1S2)}\)
where equiv is refine das:-
aquiv( \(X Y X 1 Y 1\) )
if append 3 (Chii \(X\) Omega \(X\) 1)
and terminals \((X)\)
and append3(C.hi Y Omena Y 1 )
and terminals( \(Y\) )
```




``` hohls whon \(X\) is a list of herminal symbuls ouly
```

Pig.17: Logic definition of Findeandidates

Then the predicate findequivalences is simply definct as (fig. 18) :-
findequivalences ( $X$ and $Y$ in $S 1$ and $S 2$ ) if findicandidates $(X$ and $Y$ in $S 1$ ard $S 2$ ) and nut redundant $(X Y$ )
whire redundant implements the two restrictions described.

Fig.18: Logic definition of Findequivalences

## Comparison with MSGs

The following table (fig. 19) gives the execution times in milliseconds for the parsing of some sample sentences mostly Laken from Dahl \& McCord [1983]. Both systems were excented using Dec-20 Prolog. The times shown for the MSC: interpreter is based on the time taken to parse and build the syntactic tree only - the time for the subsequent thansformations was not included.

| Sample sentences | MSG <br> system | IRPM device |
| :---: | :---: | :---: |
| Eath man ate an apple athd a pear | 662 | 292 |
| Johnt ats ath apple and a peatr | 613 | 233 |
| A manl imal a woman saw rawh train | 319 | 506 |
| Eiwh man and each woman ate an apple | 320 | 503 |
| Jolin waw and the woman heard is mant that laughed | 788 | 834 |
| John drove the car theorigh aud compledely demolishod a wiadow | 275 | 1032 |
| The womati who gave a book to John attel irove at car through a witulow liughed | 1007 | 3375 |
| Jolin saw the math that Mary satw and Bill gave a book to lamphed | 439 | 311 |
| Johns naw the man that heard the woman that Langherd and saw Bill | 630 | 323 |
| The man that Mary saw and heard save au apple to carla woman | 501 | 198.2 |
| Johme satw a ind Mary saw the red pear | 726 | 770 |

Fig.id: Timings for sonie sample sentences

From the timings we can conclucle that the proposed device is comparable to the MSC system in terms of computational efficiency. However, there are some other advantages such as :-

- Transparency of the grammar - There is no need for phrasal rules such as " $\mathrm{S} \rightarrow \mathrm{S}$ and S ". The device also allows non-phrasal conjunction.
- Since no special grammar or particular phrase marker representation is refuired, any parser can be used the device only requires an accept/rejert answer.
- The specification is not biased with respect to parsing or gencration. The implementation is reversible allowing it to generate any sentence it can parse and vice versa.
- Modularity of the clevice. The griummaticality of sentences with conjunction is determined by the definition of equivalence. For instance, if needed we can filter the equivalent terminals using semantics.


## A Note on SYSCONJ

It is worthwhile to compare the phrise marker approach to the ATN-based SYSCON.J mechanisin. like SYSCONJ, our analysis is extragrammatical: we do not tamper with the hasic grammar, but add a new component that handles ennjunction. Unlike SYSCONJ, our approach is based on a precise definition of "equivalent phrases" that attempts to unify under one analysis many diflerent types of coordinatinn phenomena. SYSCONJ relied ou a rather complicated, interrupt-driven method that restarted sentence analysis in soute previously recorded mareinine configuration, but with the input sequence following the conjunction. This captures part of the "multiple planes" analysis of the phrase marker approach, but without a precise notion of equivalent plirases. Perhaps as a result, SYSCONJ handled only ordinary conjunction, and not respectively or gapping readings. In our apprnath, a simple change to the lincarization process allows 11 : 10 liandle gapping.

## Extensions to the Basic Device

The device described in the previous section is a simplified version for rough comparison with the MSS interpreter. However, the system can easily be gencralized to haudle multiple eonjuncts. The only alditional plase required is to generate templates for multiple readings. Also, gappiug can be haudled just by adding clauses to the definition of linearize - which allows a different path from that of firg. 8 to be taken.

The simplilied device permits somu" examples of ungrammatical sentences t., he pared as if correct (tigs 5). The modularity of the system allows us to comstrain the delinition of equivalence still further. The extembed definitions in Ciomiall's draft thenry were not included in his thesis (:ondalledi presumably becanse it was not constrained enough. However in his thesis he proposese another definition of erammaticality using RIPMs. This definition can be used to constrain equivalence still further in our system at a losis of some e:fficiency and genorality. lor example, the reppired additional predicate will need to make explicit use
of the combined RPM. Therefore, a parser will need to produce a Rl'M representation as its phrase marker. The modifications necessary to produce the representation is shown in appendix B.
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## Appendix A: Linearization

The full Prolor sperification for the predicate linearize is given bilow.

[^0]and similar(S1 to S2 common Similar)
and not same(Similar as nil)
and remove(Siuilar from St lcuving NewSi)
and remove(Similar from S2 lenving NewS2)
and linearize(puirs NewS1 E1 und NewS2 E2
candidates List giving Rest:OfSicntence)
and append(Similar RestOtSentence Sentence)
/ conjoin two substrings /
linearize (pairs S1 E1 and S2 E2 candidates List giving Sentence)
if $\operatorname{var}$ (Sentence)
and member(Cand1.Cand2.nil of List)
and not same(Sl as E1)
and not same(S2 n.s E2)
and remove(Candt from Sl leaviny NewS1)
and remove: (Cand from S 2 lraving NewS2)
and coujoin(list Candl. (:and'.nil using 'and' giving Conjoine:l)
and delete(Candl.Cand2.nil from List leaving NewList)
and linearize(puiry NewS1 E1 and NewS2 E2
candidates New List yiving Restofsentence)
and append(Conjoined RestofSentener Sentence)
/ Linearize for parsing /
/ Terminating cuse /
liucarize(pairs nil nil and nil nil candidates List giving nil)
if var(List)
and same(tist an nil)
/ C'use for common substring !
lineatiac:(pairs Common.NewSl nil and Common.NewS2 nil enndidates List giving Sentener)
if nomvar (Sentener)

and limarime (pairs Nowsil hil and Nowsis nit candidates bist geming RusatotSentence)
/ Case for romjoin /
linearizelpuits St nil azed S2 nil remuldates Ehoment. Rows gininy Sonternce)
if menar(sentence)

and conjoun(list Elcment maing 'and gimeng Conjoinod)

and not same(Candl as nil)
amil not same(c:and an nil)
and lincori\%r(purs Nowsi nil ani Nowste nil


and apmolleamie Newtie sis)
! append is "apictul form of tupend such that
Uhe first list mest br neme-mphty



smilar!ailo nil rommon ail)
amilartheadt. raill to Itante. Taile rommon nil)


if amil:ar(Taill to Taily commen Rest)

```
/ conjoin is reversible /
conjoun(list First.Second.nil using Conjunct giving Conjoined)
if unnvar( First)
and nouvar(Second)
and append(First Conjunct.Secnnd Conjoined)
conjoin(list First.Second.nil using Conjunct giving Conjoined)
if unuvar(Conjoined)
and appond(lirst Conjunct. Second Conjoined)
remove(nil/rum List leaving List)
remove(Head. Tail from Hoad. Rest letving List)
if remove(Tail from Rest lenving List)
delete.(Ulead /rom nil lenving nil)
delete(Head from Ilead. Tial leaving Tail)
delete(Head frum First.Rewt leaviny First. Tail)
if not samer (llead as First)
and delete(Howd from Rest leaving Tail)
```


## Appendix B: Building the RPM

A BPM representadion an be bilt by alding three extea parancerery to cach gramuan min together with a call tos a conratenation romtine. For cxample, consider the veri, phrase "liked Mary" from the simple senienere "John liked Mary". The monostring corresponding to the non-terminal VP is constructed by taking the loft and right contexts of "liked Mary amp placing the nom-tarminal symbol VP introwern them. In gemeral, we have something of the form :-

```
phrase( from Point1 to Point2
    usiny Start to End yiminy MS.RPM)
if isphrase(Point1 tu Point2 RPM)
and bemildmonostring(Start Point1 plas 'VP'
Point2 End MS)
```

where dilference piairs \{Start. Pointt\}. \{Point2. End\} and \{Start. End\} reprexent the left context. the right context aud the rettener string respertively. The concatenation rontine buildmonostring is just :-

```
Buildmonostring (Start Point1 plus NonTerminal
            Point2 End MS)
if append(Point1 Left Start)
anth append(Point2 Right End)
amll uppend(Lelt NonTerminal.Kight MS)
```


## Point 2 End MS)

antl append (Point2 Right End)
atil append(Lelt NonTerminal. Kight MS)


[^0]:    / Lincarise far yrneration /
    / harminating cmulition /
    litwarize (parss sist ands se se
    rantidutes List !iminy nil) if momvar(List)
    /applicable when we have a common substring /
    linarize (pairs Si Ei and Sa Le2
    randidates List giviny Sontonese)
    if var(Sentence)
    and not same(Sl as E1)
    atul not same(S'? us E2)

