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Message from the General Chair

Welcome to NAACL-HLT 2015 – at its 14th edition! Computational Linguistics has grown into one
of the most exciting and diverse research communities, with an ever increasing number of researchers,
many big and small companies, and a vibrant community of learners eager to get prepared to take on
some of the fun and exciting challenges in the field. This year’s NAACL-HLT conference is a testimony
to the vibrancy and vitality of this community.

Some of the highlights of this year’s program include two excellent invited speakers – Lillian Lee
from Cornell and Fei-fei Li from Stanford – who will talk about the exciting research going on at the
intersection of our field with social sciences and computer vision; many interesting paper presentations
on cutting-edge research in computational linguistics, culminating with three best paper awards that
will be presented in a plenary session during the last day of the conference; several excellent student-
authored papers and dissertation proposals as part of the student research workshop; many exciting
demos showing the latest in terms of developed systems available in our field; six tutorials on some of
the most up-and-coming research topics in computational linguistics; several workshops on diverse
topics ranging from multiword expressions and metaphors to clinical psychology and educational
applications, including thirteen (!) one-day workshops and SEMEVAL as a two-day workshop; the
fourth joint conference on lexical and computational semantics *SEM as a collocated conference; and,
last but not least: a country line dance lesson!

As with any event of this scale, it would have not been possible without the hard work of a wonderful
group of people. I would like to thank Priscilla Rasmussen for the zillions of bits and pieces that she
has been doing on an everyday basis, to make sure that every single logistical detail of the forthcoming
NAACL-HLT was ironed out. It is no overstatement to say that the success (and fun!) of this year’s
conference is in large part due to Priscilla.

I am also grateful to Hal Daumé III for getting us started on this “NAACL-HLT 2015" journey, and
being always willing to help with advice and information from his experience from previous years.
Lucy Vanderwende and Daniel Marcu have also graciously agreed to "pass the baton" conversations
that were very helpful and informative.

I was extremely fortunate to have the chance to work with the best committee ever: Joyce Chai and
Anoop Sarkar (program chairs); Cornelia Caragea and Bing Liu (workshop co-chairs); Yang Liu and
Thamar Solorio (tutorial co-chairs); Shibamouli Lahiri, Karen Mazidi and Alisa Zhila (student co-
chairs) and Diana Inkpen and Smaranda Muresan (faculty advisors) for the student research workshop;
Matt Gerber, Catherine Havasi, and Finley Lacatusu (demo co-chairs); Annie Louise (student volunteer
coordinator); Kevin Cohen (local sponsorship chair); Saif Mohammad (publicity chair); Matt Post
and Adam Lopez (publication co-chairs); Peter Ljunglöf (website chair); Aurelia Bunescu (handbook
cover designer); Graeme Hirst and Joel Tetreault (treasurers); Asli Celikyilmaz and Julia Hockenmaier
(sponsorship co-chairs).

I am also grateful to our sponsors for their generous contributions, which made the conference possible:
A9, Baobab, Bloomberg, Digital Roots, Goldman Sachs, Google, IBM, Information Sciences Institute,
National Science Foundation, Nuance, SDL, University of Washington Computational Linguistics,
Yahoo Labs.
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Finally, my gratitude goes to everyone else who contributed to the success of the conference: area
chairs, workshop organizers, tutorial presenters, student mentors, and reviewers. And of course my
deepest thanks to you, the attendees: you are the life and spirit of this entire conference.

Here is to an enjoyable NAACL-HLT 2015, and many more exciting conferences to come!

Rada Mihalcea, University of Michigan
NAACL 2015 General Chair
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Message from the Program Chairs

Welcome to the 2015 Conference of the North American Chapter of the Association for Computational
Linguistics – Human Language Technologies or NAACL HLT 2015 for short.

This year, we received the largest number of submissions in the history of NAACL: a total of 714
submissions with 402 long paper submissions and 312 short papers submissions. From these, 117 long
papers (62 oral presentations and 55 poster presentations) and 69 short papers (24 oral presentations
and 45 poster presentations) were accepted to appear at the conference.

The submissions to NAACL HLT 2015 were assigned to 18 technical areas including a new topic area
called Language and Vision. This track was introduced with an intent to broaden research on natural
language processing that is situated in a rich visual and perceptual context. We received 16 submissions
for this area and seven of them will be presented at the conference.

For NAACL HLT 2015 we initiated a meta review process, where each paper received an analysis of
the merits of the paper from the area chair’s perspective that was based on the reviewer comments, the
reviewer discussion and the author rebuttal. We found the meta reviews very helpful in consolidating
the reviews and providing justifications for final decisions. As this was an experiment this year, the
meta reviews were not sent to the authors.

Based on comments from reviewers, nominations from area chairs, and rankings from the best paper
committee, three papers were selected to receive the best paper awards at the conference.

Continuing the tradition, NAACL HLT 2015 will feature 19 papers which were accepted for publication
in the Transactions of the Association for Computational Linguistics (TACL). The TACL papers were
split into 10 oral presentations and 9 poster presentatons.

We are very pleased to have two exciting keynote talks: one by Professor Lillian Lee (Cornell
University) and the other by Professor Fei-fei Li (Stanford University).

There are many people to thank for who have worked diligently to make NAACL HLT 2015 possible.
Thanks to the 32 area chairs for their hard work on recruiting reviewers, managing reviews, leading
discussions, and making recommendations. All the area chairs are listed in the Program Committee
section of the Front Matter. Thanks to Chris Callison-Burch, David Mimno, Sameer Pradhan, and
Philip Resnik for stepping in to serve as area co-chairs at the last minute when we were faced with an
unexpectedly large number of submissions in some tracks.

Following what was done in the last NAACL conference, we used the paper assignment tool developed
by Mark Dredze to assign papers to reviewers. Thanks to Mark Dredze and Jiang Guo for their hard
work on assigning papers to reviewers based on their preferences. We had to especially rely on this tool
this year because the distribution of submissions across areas was very different from past trends.

This program certainly would not be possible without the help of the 460 reviewers. Their names are
listed in the Program Committee section. In particular, 116 reviewers from this list were recognized by
the area chairs as best reviewers who have turned in exceptionally well-written and constructive reviews
and who have actively engaged in the post-rebuttal discussions. The names of the best reviewers are
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marked with * in the list of reviewers.

We are also indebted to the best paper award committee which consists of Claire Cardie, Daniel Gildea,
Daniel Marcu, and Fernando Pereira. Their time and effort in recommending the best paper awards is
much appreciated.

We also would like to thank Hal Daumé III, Kristina Toutanova, and Lucy Vanderwende for generously
sharing their experience in organizing prior NAACL/ACL conferences and for their advice. We are
grateful for the guidance and the support of the NAACL president Hal Daumé III, and the NAACL
board. We also would like to thank the publication co-chairs Matt Post and Adam Lopez for putting
together the proceedings and the conference handbook; and Paolo Gai and Rich Gerber from Softconf
for always being responsive to our requests.

We would like to thank the ACL Business Manager Priscilla Rasmussen. She was our go to person who
knew all details of the conference in and out. We are very grateful for her help.

Finally, this conference could not have happened without the efforts of the general chair, Rada Mihalcea.
She made sure the various sections of NAACL organization worked well together. Her monthly
newsletters informed all the organizers about what was being done by everyone else. We are very
thankful for her leadership in the organization of NAACL HLT 2015.

We hope you will enjoy NAACL HLT 2015!

NAACL HLT 2015 Program Co-Chairs
Joyce Chai, Michigan State University
Anoop Sarkar, Simon Fraser University
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Invited Talk: “Big data pragmatics!”, or, “Putting the ACL in
computational social science”, or, if you think these title alternatives

could turn people on, turn people off, or otherwise have an effect, this
talk might be for you.

Lillian Lee

Cornell University

Abstract

What effect does language have on people?

You might say in response, "Who are you to discuss this problem?" and you would be right to do so;
this is a Major Question that science has been tackling for many years. But as a field, I think natural
language processing and computational linguistics have much to contribute to the conversation, and I
hope to encourage the community to further address these issues.

This talk will focus on the effect of phrasing, emphasizing aspects that go beyond just the selection of
one particular word over another. The issues we’ll consider include: Does the way in which something
is worded in and of itself have an effect on whether it is remembered or attracts attention, beyond its
content or context? Can we characterize how different sides in a debate frame their arguments, in a way
that goes beyond specific lexical choice (e.g., "pro-choice" vs. "pro-life")? The settings we’ll explore
range from movie quotes that achieve cultural prominence; to posts on Facebook, Wikipedia, Twitter,
and the arXiv; to framing in public discourse on the inclusion of genetically-modified organisms in
food.

Joint work with Lars Backstrom, Justin Cheng, Eunsol Choi, Cristian Danescu-Niculescu-Mizil, Jon
Kleinberg, Bo Pang, Jennifer Spindel, and Chenhao Tan.

Biography

Lillian Lee is a professor of computer science and of information science at Cornell University, and
the co-Editor-in-Chief, together with Michael Collins, of Transactions of the ACL. Her research in-
terests include natural language processing and computational social science. She is the recipient of
the inaugural Best Paper Award at HLT-NAACL 2004 (joint with Regina Barzilay), a citation in “Top
Picks: Technology Research Advances of 2004” by Technology Research News (also joint with Regina
Barzilay), and an Alfred P. Sloan Research Fellowship; and in 2013, she was named a Fellow of the
Association for the Advancement of Artificial Intelligence (AAAI). Her group’s work has received sev-
eral mentions in the popular press, including The New York Times, NPR’s All Things Considered, and
NBC’s The Today Show, and one of her co-authored papers was publicly called “boring” by Youtubers
Rhett and Link, in a video viewed over 1.8 million times.
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Invited Talk: A Quest for Visual Intelligence in Computers
Fei-Fei Li

Stanford University

Abstract

More than half of the human brain is involved in visual processing. While it took mother nature bil-
lions of years to evolve and deliver us a remarkable human visual system, computer vision is one of
the youngest disciplines of AI, born with the goal of achieving one of the loftiest dreams of AI. The
central problem of computer vision is to turn millions of pixels of a single image into interpretable and
actionable concepts so that computers can understand pictures just as well as humans do, from objects,
to scenes, activities, events and beyond. Such technology will have a fundamental impact in almost
every aspect of our daily life and the society as a whole, ranging from e-commerce, image search and
indexing, assistive technology, autonomous driving, digital health and medicine, surveillance, national
security, robotics and beyond. In this talk, I will give an overview of what computer vision technology
is about and its brief history. I will then discuss some of the recent work from my lab towards large
scale object recognition and visual scene story telling. I will particularly emphasize on what we call
the "three pillars" of AI in our quest for visual intelligence: data, learning and knowledge. Each of
them is critical towards the final solution, yet dependent on the other. This talk draws upon a number
of projects ongoing at the Stanford Vision Lab.

Biography

Dr. Fei-Fei Li is an Associate Professor in the Computer Science Department at Stanford, and the
Director of the Stanford Artificial Intelligence Lab and the Stanford Vision Lab. Her research areas are
in machine learning, computer vision and cognitive and computational neuroscience, with an emphasis
on Big Data analysis. Dr. Fei-Fei Li has published more than 100 scientific articles in top-tier journals
and conferences, including Nature, PNAS, Journal of Neuroscience, CVPR, ICCV, NIPS, ECCV, IJCV,
IEEE-PAMI, etc. Dr. Fei-Fei Li obtained her B.A. degree in physics from Princeton in 1999 with
High Honors, and her PhD degree in electrical engineering from California Institute of Technology
(Caltech) in 2005. She joined Stanford in 2009 as an assistant professor, and was promoted to associate
professor with tenure in 2012. Prior to that, she was on faculty at Princeton University (2007-2009) and
University of Illinois Urbana-Champaign (2005-2006). Dr. Fei-Fei Li is a speaker at TED2015 main
conference, a recipient of the 2014 IBM Faculty Fellow Award, 2011 Alfred Sloan Faculty Award,
2012 Yahoo Labs FREP award, 2009 NSF CAREER award, the 2006 Microsoft Research New Faculty
Fellowship and a number of Google Research awards. Work from Fei-Fei’s lab have been featured in a
number of popular press magazines and newspapers including New York Times, Wired Magazine, and
New Scientists.
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Abstract

We introduce a new approach to unsupervised
estimation of feature-rich semantic role la-
beling models. Our model consists of two
components: (1) an encoding component: a
semantic role labeling model which predicts
roles given a rich set of syntactic and lexi-
cal features; (2) a reconstruction component:
a tensor factorization model which relies on
roles to predict argument fillers. When the
components are estimated jointly to minimize
errors in argument reconstruction, the induced
roles largely correspond to roles defined in an-
notated resources. Our method performs on
par with most accurate role induction methods
on English and German, even though, unlike
these previous approaches, we do not incorpo-
rate any prior linguistic knowledge about the
languages.

1 Introduction

Shallow semantic representations, and semantic role
labels in particular, have a long history in linguis-
tics (Fillmore, 1968). More recently, with an emer-
gence of large annotated resources such as Prop-
Bank (Palmer et al., 2005) and FrameNet (Baker et
al., 1998), automatic semantic role labeling (SRL)
has attracted a lot of attention (Gildea and Jurafsky,
2002; Carreras and Màrquez, 2005; Surdeanu et al.,
2008; Hajič et al., 2009; Das et al., 2010).

Semantic role representations encode the under-
lying predicate-argument structure of sentences, or,
more specifically, for every predicate in a sentence
they identify a set of arguments and associate each
argument with an underlying semantic role, such

as an agent (an initiator or doer of the action) or
a patient (an affected entity). Semantic roles have
many potential applications in NLP and have been
shown to benefit question answering (Shen and Lap-
ata, 2007; Kaisser and Webber, 2007), textual entail-
ment (Sammons et al., 2009), machine translation
(Wu and Fung, 2009; Liu and Gildea, 2010; Wu et
al., 2011; Gao and Vogel, 2011), and dialogue sys-
tems (Basili et al., 2009; van der Plas et al., 2009),
among others.

Most current statistical approaches to SRL are su-
pervised, requiring large quantities of human an-
notated data to estimate model parameters. How-
ever, such resources are expensive to create and only
available for a small number of languages. More-
over, when moved to a new domain (e.g., from news
corpora to blogs or biomedical texts), the perfor-
mance of these models tends to degrade substan-
tially (Pradhan et al., 2008). The scarcity of an-
notated data has motivated the research into unsu-
pervised learning of semantic representations (Swier
and Stevenson, 2004; Grenager and Manning, 2006;
Lang and Lapata, 2010; Lang and Lapata, 2011a;
Lang and Lapata, 2011b; Titov and Klementiev,
2012a; Fürstenau and Rambow, 2012; Garg and
Henderson, 2012). The existing methods have a
number of serious shortcomings. First, they make
very strong assumptions, for example, assuming that
arguments are conditionally independent of each
other given the predicate. Second, unlike state-of-
the-art supervised parsers, they rely on a very sim-
plistic set of features of a sentence. These fac-
tors lead to models being insufficiently expressive to
capture the syntax-semantics interface, inadequate
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handling of language ambiguity and, overall, in-
troduces a restrictive upper bound on their perfor-
mance. Moreover, these approaches are especially
problematic for languages with freer word order
than English, where richer features are necessary
to account for interactions between surface realiza-
tions, syntax and semantics. For example, the two
most accurate previous models (Titov and Klemen-
tiev, 2012a; Lang and Lapata, 2011a) both treat the
role induction task as clustering of argument signa-
tures: an argument signature encodes key syntactic
properties of an argument realization and consists of
a syntactic function of an argument along with ad-
ditional information such as an argument position
with respect to the predicate. Though it is possible
to design signatures which mostly map to a single
role, this set-up limits oracle performance even for
English, and can be quite restrictive for languages
with freer word order. These shortcomings are in-
herent limitations of the modeling frameworks used
in previous work (primarily generative modeling or
agglomerative clustering), and cannot be addressed
by simply incorporating more features or relaxing
some of the modeling assumptions.

In this work, we propose a method for effective
unsupervised estimation of feature-rich models of
semantic roles. We demonstrate that reconstruction-
error objectives, which have been shown to be effec-
tive primarily for training neural networks, are well
suited for inducing feature-rich log-linear models of
semantics. Our model consists of two components:
a log-linear feature-rich semantic role labeler and
a tensor-factorization model which captures inter-
action between semantic roles and argument fillers.
When estimated jointly on unlabeled data, roles in-
duced by the model mostly corresponds to roles de-
fined in existing resources by annotators.

Our method rivals the most accurate semantic
role induction methods on English and German
(Titov and Klementiev, 2012a; Lang and Lapata,
2011a). Importantly, no prior knowledge about
the languages was incorporated in our feature-rich
model, whereas the clustering counterparts relied
on language-specific argument signatures. These
languages-specific priors were crucial for their suc-
cess. For example, using English-specific argument
signatures for German with the Bayesian model of
Titov and Klementiev (2012a) results in a drop of

performance from clustering F1 of 80.9% to consid-
erably lower 78.3% (our model yields 81.4%). This
confirms the intuition that using richer features helps
to capture the syntax-semantics interface in multi-
lingual settings, reducing the need for language-
specific model engineering, as is highly desirable in
unsupervised learning.

The rest of the paper is structured as follows. Sec-
tion 2 begins with a definition of the semantic role
labeling task and discusses some specifics of the un-
supervised setting. In Section 3, we describe our ap-
proach, starting with a general motivation and pro-
ceeding to technical details of the model (Section
3.3) and the learning procedure (Section 3.4). Sec-
tion 4 provides both evaluation and analysis. Finally,
additional related work is presented in Section 5.

2 Task Definition

The SRL task involves prediction of predicate argu-
ment structure, i.e. both identification of arguments
and assignment of labels according to their under-
lying semantic role. For example, in the following
sentences:

(a) [Agent Mary] opened [Patient the door].

(b) [Patient The door] opened.

(c) [Patient The door] was opened [Agent by Mary].

Mary always takes an agent role for the predicate
open, and door is always a patient.

In this work we focus on the labeling stage of
semantic role labeling. Identification, though an
important problem, can be tackled with heuris-
tics (Lang and Lapata, 2011a; Grenager and Man-
ning, 2006; de Marneffe et al., 2006), with unsuper-
vised techniques (Abend et al., 2009) or potentially
by using a supervised classifier trained on a small
amount of data.

3 Approach

At the core of our approach is a statistical model en-
coding an interdependence between a semantic role
structure and its realization in a sentence. In the un-
supervised learning setting, sentences, their syntac-
tic representations and argument positions (denoted
by x) are observable whereas the associated seman-
tic roles r are latent and need to be induced by the
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model. The idea which underlines much of latent
variable modeling is that a good latent representa-
tion is the one which helps us to reconstruct x. In
practice, we are not interested in predicting x, as x
is observable, but rather interested in inducing ap-
propriate latent representations (i.e. r). Thus, it
is crucial to design the model in such a way that
the good r (the one predictive of x) indeed encodes
roles, rather than some other form of abstraction.

In what follows, we will refer to roles using
their names, though, in the unsupervised setting, our
method, as any other latent variable model, will not
yield human-interpretable labels for them. We will
use the following sentence as a motivating example
in our discussion of the model:

[Agent The police] charged [Patient the
demonstrators] [Instrument with batons].

The model consists of two components. The first
component is responsible for prediction of argument
tuples based on roles and the predicate. In our exper-
iments, in this component, we represent arguments
as lemmas of their lexical heads (e.g., baton instead
of with batons). We also restrict ourselves to only
verbal predicates. Intuitively, we can think of pre-
dicting one argument at a time (see Figure 1(b)):
an argument (e.g., demonstrator in our example) is
predicted based on the predicate lemma (charge),
the role assigned to this argument (i.e. Patient)
and other role-argument pairs ((Agent, police) and
(Instrument, baton)). While learning to predict
arguments, the inference algorithm will search for
role assignments which simplify this prediction task
as much as possible. Our hypothesis is that these
assignments will correspond to roles accepted in lin-
guistic theories (or, more importantly, useful in prac-
tical applications). Why is this hypothesis plausi-
ble? Primarily because these semantic representa-
tions were introduced as an abstraction capturing the
essence of a situation (or a event). And the underly-
ing situation and participant roles in this situation
(rather than surface linguistic details like argument
order or syntactic functions) are precisely what im-
pose constraints on admissible argument tuples.

The reconstruction component is not the only part
of the model. Crucially, what we referred to above
as ‘searching for role assignments to simplify ar-
gument prediction’ would actually correspond to

learning another component: a semantic role labeler
which predicts roles relying on a rich set of sentence
features. These two components will be estimated
jointly in such a way as to minimize errors in recov-
ering arguments. The role labeler will be the end-
product of learning: it will be used to process new
sentences, and it will be compared to existing meth-
ods in our evaluation.

3.1 Shortcomings of generative modeling

The above paragraph can be regarded as our desider-
ata; now we discuss how to achieve them. The stan-
dard way to approach latent variable modeling is
to use the generative framework: that is to define
a family of joint models p(x, y|θ) and estimate the
parameters θ by, for example, maximizing the likeli-
hood. Generative models of semantics (Titov and
Klementiev, 2012a; Titov and Klementiev, 2011;
Modi et al., 2012; O’Connor, 2013; Kawahara et al.,
2014) necessarily make very strong independence
assumptions (e.g., arguments are conditionally inde-
pendent of each other given the predicate) and use
simplistic features of x and y. Thus, they cannot
meet the desiderata stated above. Importantly, they
are also much more simplistic in their assumptions
than state-of-the-art supervised role labelers (Erk
and Pado, 2006; Johansson and Nugues, 2008; Das
et al., 2010).

3.2 Reconstruction error minimization

Generative modeling is not the only way to learn la-
tent representations. One alternative, popular in the
neural network community, is to instead use autoen-
coders and optimize the reconstruction error (Hin-
ton, 1989; Vincent et al., 2008). In autoencoders,
a latent representation y (their hidden layer) is pre-
dicted from x by an encoding model and then this y
is used to recover x̃with a reconstruction model (see
Figure 1(a)). Parameters of the encoding and recon-
struction components are chosen so as to minimize
some form of the reconstruction error, for example,
the Euclidean distance ∆(x, x̃) = ||x−x̃||2. Though
currently popular only within the deep learning com-
munity, latent variable models other than neural net-
works can also be trained this way, moreover:

• the encoding and reconstruction models can be-
long to different model families;
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Figure 1: (a) An autoencoder from Rm to Rp (typically p < m). (b) Modeling roles within the reconstruction-error
minimization framework.

• the reconstruction component may be focused
on recovering a part of x rather than the entire
x, and, in doing so, can rely not only on y but
on the remaining part of x.

These observations are crucial as they allow us to
implement our desiderata. More specifically, the en-
coding model will be a feature-rich classifier which
predicts semantic roles for a sentence, and the re-
construction model is the model which predicts an
argument given its role, and given the rest of the ar-
guments and their roles. The idea of training linear
models by minimizing the reconstruction error was
previously explored by Daumé (2009) and very re-
cently by Ammar et al. (2014).

3.3 Modeling semantics within the
reconstruction-error framework

There are several possible ways to translate the ideas
above into a specific method, and we consider one
of the simplest instantiations. For simplicity, in the
discussion (but not in our experiments), we assume
that exactly one predicate is realized in each sen-
tence x. As we mentioned above, we focus only
on argument labeling: we assume that arguments
a = (a1, . . . , aN ), ai ∈ A, are known, and only
their roles r = (r1, . . . , rN ), ri ∈ R need to be
induced. For the encoder (i.e. the semantic role la-
beler), we use a log-linear model:

p(r|x,w) ∝ exp(wTg(x, r)),

where g(x, r) is a feature vector encoding interac-
tions between sentence x and the semantic role rep-

resentation r. Any model can be used here as long
as the posterior distributions of roles ri can be effi-
ciently computed or approximated (we will see why
in Section 3.4). In our experiments, we used a model
which factorizes over individual arguments (i.e. a set
of independent logistic regression classifiers).

The reconstruction component predicts an argu-
ment (e.g., the ith argument ai) given the seman-
tic roles r, the predicate v and other arguments
a−i = (a1, . . . , ai−1, ai+1, . . . , aN ) with a bilinear
softmax model:

p(ai|a−i, r,v,C,u)=

exp(uTai
CTv,ri

∑
j 6=iCv,rjuaj)

Z(r, v, i)
, (1)

ua ∈ Rd (for every a ∈ A) and Cv,r ∈ Rk×d (for
every verb v and every role r ∈ R) are model pa-
rameters, Z(r, v, i) is the partition function ensur-
ing that the probabilities sum to one. Intuitively,
embeddings ua, when learned from data, will en-
code semantic properties of an argument: for ex-
ample, embeddings for the words demonstrator and
protestor should be somewhere near each other in
Rd space, and further away from that for the word
cat. The product Cv,rua is a k-dimensional vec-
tor encoding beliefs about other arguments based on
the argument-role pair (a, r). For example, seeing
the argument demonstrator in the Patient posi-
tion for the predicate charge, one would predict that
the Agent is perhaps the word police, and the role
Instrument is filled by the word baton or perhaps
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(a water) cannon. On the contrary, if the Patient
is cat then the Agent is more likely to be dog than
police. In turn, the dot product (Cv,riuai)

TCv,rjuaj

is large if these expectations are met for the argu-
ment pair (ai, aj), and small otherwise. Intuitively,
this objective corresponds to scoring argument tu-
ples according to

h(a, r, v, C,u) =
∑
i 6=j
uTai

CTv,riCv,rjuaj , (2)

hinting at connections to (coupled) tensor and matrix
factorization methods (Nickel et al., 2011; Yılmaz
et al., 2011; Bordes et al., 2011; Riedel et al., 2013)
and distributional semantics (Mikolov et al., 2013;
Pennington et al., 2014). Note also that the recon-
struction model does not have access to any fea-
tures of the sentence (e.g., argument order or syn-
tax), forcing the roles to convey all the necessary
information.

This factorization can be thought of as a general-
ization of the notion of selection preferences. Selec-
tional preferences characterize the set of arguments
licensed for a given role of a given predicate: for ex-
ample, Agent for the predicate charge can be police
or dog but not table or idea. In our generalization,
we model soft restrictions imposed not only by the
role itself but also by other arguments and their as-
signment to roles.

In practice, we extend the model slightly: (1) we
introduce a word-specific bias (a scalar ba for ev-
ery a ∈ A) in the argument prediction model (equa-
tion (1)); (2) we smooth the model by using a sum
of predicate-specific and cross-predicate projection
matrices (Cv,r + Cr) instead of just Cv,r.

3.4 Learning
Parameters of both model components (w, u and C)
are learned jointly: the natural objective associated
with every sentence would be the following:

N∑
i=1

log
∑
r

p(ai|a−i, r, v, C,u)p(r|x,w). (3)

However optimizing this objective is not practical
in its exact form for two reasons: (1) marginaliza-
tion over r is exponential in the number of argu-
ments; (2) the partition function Z(r, v, i) requires
summation over the entire set of potential argument

lemmas. We use existing techniques to address both
challenges.

In order to deal with the first challenge, we use
a basic mean-field approximation. Namely, instead
of computing an expectation of p(ai|a−i, r,v,C,u)
under p(r|x,w), as in (3), we use the posterior dis-
tributions µis = p(ri = s|x,w) and score the argu-
ment predictions as

p(ai|a−i,µ,v,C,u) =
exp (φi(ai,a−i))

Z(µ, v, i)
(4)

φi(ai,a−i) = uTai
(
∑
s

µisCv,s)T

×
∑
j 6=i

(
∑
s

µjsCv,s)uaj ,

where µ are the posteriors for all the arguments,
and φi(a,a−i) is the score associated with predict-
ing lemma a for the argument i.

In order to address the second problem, the com-
putation of Z(µ, v, i), we use a negative sampling
technique (see, e.g., Mikolov et al. (2013)). More
specfically, we get rid of the softmax in equation (4)
and optimize the following sentence-level objective:

N∑
i=1

[log σ(φi(ai,a−i))

−
∑
a′∈S

log σ(φi(a′,a−i))], (5)

where S is a random sample of n elements from the
unigram distribution of lemmas, and σ is the logistic
sigmoid function.

Assuming that the posteriors µ can be derived in
a closed form, the gradients of the objective (5) with
respect to parameters of both the encoding compo-
nent (w) and the reconstruction component (C, u
and b) can be computed using back propagation.
In our experiments, we used the AdaGrad algo-
rithm (Duchi et al., 2011) to perform the optimiza-
tion.

The learning algorithm is quite efficient, as the
reconstruction computation is bilinear, whereas the
computation of the posteriors µ (and the computa-
tion of their gradients) from the semantic roler la-
beling component (encoder) is not much more ex-
pensive than discriminative supervised learning of
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the role labeler. Moreover, the computations can
be sped up substantially by observing that the sum∑

s µisCv,s in expression (4) can be precomputed
for all i, and reused across predictions of different
arguments of the same predicate. At test time, only
the linear semantic role labeler is used, so the infer-
ence is straightforward.

4 Experiments

4.1 Data and evaluation metrics

We considered English and German in our experi-
ments. For each language, we replicated experimen-
tal set-ups used in previous work.

For English, we followed Lang and Lap-
ata (2010) and used the dependency version of Prop-
Bank (Palmer et al., 2005) released for the CoNLL
2008 shared task (Surdeanu et al., 2008). The
dataset is divided into three segments. As in the pre-
vious work on unsupervised role labeling, we used
the largest segment (the original CoNLL training set,
sections 2-21) both for evaluation and learning. This
is permissible as unsupervised models do not use
gold labels in training. The two small segments (sec-
tions 22 and 23) were used for model development.
In our experiments, we relied on gold standard syn-
tax and gold standard argument identification, as this
set-up allows us to evaluate against much of the pre-
vious work. We refer the reader to Lang and Lap-
ata (2010) for details of the experimental set-up.

There has not been much work on unsupervised
induction of roles for languages other than English,
perhaps primarily because of the above-mentioned
model limitations. For German, we replicate the
set-up considered in Titov and Klementiev (2012b).
They used the CoNLL 2009 version (Hajič et al.,
2009) of the SALSA corpus (Burchardt et al., 2006).
Instead of using syntactic parses provided in the
CoNLL dataset, they re-parsed it with the MALT
dependency parser (Nivre et al., 2004). Similarly,
rather than relying on gold standard annotations for
argument identification, they used a supervised clas-
sifier to predict argument positions. Details of the
preprocessing can be found in Titov and Klemen-
tiev (2012b).

As in most previous work on unsupervised SRL,
we evaluate our model using purity, collocation and
their harmonic mean F1. Purity (PU) measures the

average number of arguments with the same gold
role label in each cluster, collocation (CO) measures
to what extent a specific gold role is represented by
a single cluster. More formally:

PU =
1
N

∑
i

max
j
|Gj ∩ Ci|

where if Ci is the set of arguments in the i-th in-
duced cluster, Gj is the set of arguments in the jth
gold cluster, andN is the total number of arguments.
Similarly, for collocation:

CO =
1
N

∑
j

max
i
|Gj ∩ Ci|

We compute the aggregate PU, CO, and F1 scores
over all predicates in the same way as Lang and La-
pata (2010): we weight the scores for each predi-
cate by the number of times its arguments occur and
compute the weighted average.

4.2 Parameters and features

For the semantic role labeling (encoding) compo-
nent, we relied on 14 feature patterns used for ar-
gument labeling in a popular supervised role la-
beler (Johansson and Nugues, 2008). These patterns
include non-trivial syntactic features, such as a de-
pendency path between the target predicate and the
considered argument. The resulting feature space
is quite large (49,474 feature instantiations for our
English dataset) and arguably sufficient to accu-
rately capture syntax-semantics interface for most
languages. We refer the reader to the original publi-
cation for details (Johansson and Nugues, 2008: Ta-
ble 2). Importantly, the dimensionality of the fea-
ture space is very different from the one used typi-
cally in unsupervised SRL. In principle, any features
could be used here but we chose these 14 feature pat-
terns, as they all are fairly simple and generic. They
can also be easily extracted from any treebank. We
used the same feature patterns both for English and
German. However, there is little doubt that some
language-specific feature engineering and the use
of language-specific priors or constraints (e.g., pos-
terior regularization (Ganchev et al., 2010)) would
benefit the performance. Faithful to our goal of con-
structing the simplest possible feature-rich model,
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we use logistic classifiers independently predicting
role distribution for every argument.

For the reconstruction component, both for En-
glish and German, we set the embedding dimension-
ality d, the projection dimensionality k and the num-
ber of negative samples n to 30, 15 and 20, respec-
tively. The model was not sensitive to the parameter
|R|, defining the number of roles as long it was large
enough (see Section 4.3 for more discussion). For
training, we used uniform random initialization and
AdaGrad (Duchi et al., 2011). Any model selections
(e.g., choosing the number of epochs) was done on
the basis of the respective held-out set.

4.3 Results

4.3.1 English

Table 1 summarizes the results of our method, as
well as those of alternative approaches and base-
lines.

Following (Lang and Lapata, 2010), we use a
baseline (SyntF) which simply clusters predicate ar-
guments according to the dependency relation to
their head. A separate cluster is allocated for each
of 20 most frequent relations in the dataset and an
additional cluster is used for all other relations. As
observed in the previous work (Lang and Lapata,
2011a), this is a hard baseline to beat.

We also compare with previous approaches: the
latent logistic classification model (Lang and La-
pata, 2010) (labeled LLogistic), the agglomerative
clustering method (Lang and Lapata, 2011a) (Ag-
glom), the graph partitioning approach (Lang and
Lapata, 2011b) (GraphPart), the global role order-
ing model (Garg and Henderson, 2012) (RoleOrder-
ing). We also report results of an improved ver-
sion of Agglom, recently reported by Lang and La-
pata (2014) (Agglom+). The strongest previous
model is Bayes: Bayes is the most accurate (‘cou-
pled’) version of the Bayesian model of Titov and
Klementiev (2012a), estimated from the CoNLL
dataset without relying on any external data. Titov
and Klementiev (2012a) also showed that using
Brown clusters induced from a large external cor-
pus resulted in an 0.5% improvement in F1 but that
version is not entirely comparable to other systems
induced solely from the CoNLL text.

Our model outperforms or performs on par with

PU CO F1
Our Model 79.7 86.2 82.8
Bayes 89.3 76.6 82.5
Agglom+ 87.9 75.6 81.3
RoleOrdering 83.5 78.5 80.9
Agglom 88.7 73.0 80.1
GraphPart 88.6 70.7 78.6
LLogistic 79.5 76.5 78.0
SyntF 81.6 77.5 79.5

Table 1: Results on English (PropBank / CoNLL 2008).

best previous models in terms of F1. Interestingly,
the purity and collocation balance is very different
for our model and for the rest of the systems. In
fact, our model induces at most 4-6 roles (even if
|R| is much larger). On the contrary, Bayes predicts
more than 30 roles for the majority of frequent pred-
icates (e.g., 43 roles for the predicate include or 35
for say). Though this tendency reduces the purity
scores for our model, this also means that our roles
are more human interpretable. For example, agents
and patients are clearly identifiable in the model pre-
dictions. Our model has similar purity to the syntac-
tic baseline but outperforms it vastly according to
the collocation metric, suggesting that we go sub-
stantially beyond recovering syntactic relations.

In additional experiments, we observed that our
model, in some regimes, starts to induce roles spe-
cific to individual verb senses or specific to groups of
semantically similar predicates. This suggests that
adding a latent variable capturing predicate senses
and conditioning the reconstruction component on
this variable may not only result in a more infor-
mative semantic representation (i.e. include verb
senses) but also improve the role induction perfor-
mance. We leave this exploration for future work.

4.3.2 German

For German, we replicate the experimental set-up
previously used by Titov and Klementiev (2012b).
As for English, we report results of the syntactic
baseline (SyntF). The results for all approaches are
presented in Table 2. We compare against Bayes
(De) – the Bayes model with argument signatures
specialized for German (as reported in Titov and
Klementiev (2012b)). We also consider the original
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PU CO F1
Our Model 76.4 87.0 81.4
Bayes (De) 86.8 75.7 80.9
Bayes (En) 80.6 76.0 78.3
SyntF 83.1 79.3 81.2

Table 2: Results on German (SALSA / CoNLL 2009).

version of the Bayes model (denoted as Bayes (En)).
Recently, Lang and Lapata (2014) evaluated their

Agglom+ on a version of the same German SALSA
dataset. Their best result is F1 of 79.2%, however,
this score and our results are not directly compara-
ble. Instead of using the CoNLL dataset, they pro-
cessed the corpus themselves. They also relied on
syntactic features from a constituent parser whereas
we used dependency representations.

The overall picture for German closely resembles
the one for English. Our method achieves results
comparable to the best method evaluated in this set-
ting. Importantly, parameters and features of our
model for German and English are identical. On
the contrary, one can see that specialization of argu-
ment signatures was crucial for the Bayesian model.
Also, similarly to English, our method induces less
fine-grain sets of semantic roles but achieves much
higher collocation scores.

5 Additional Related Work

In recent years, unsupervised approaches to seman-
tic role induction have attracted considerable atten-
tion. However, there exist other ways to address
lack of coverage provided by existing semantically-
annotated resources.

One natural direction is semi-supervised role
labeling, where both annotated and unannotated
data is used to estimate a model. Previous semi-
supervised approaches to SRL can be mostly re-
garded as extensions to supervised learning by ei-
ther incorporating word features induced from un-
nannoted texts (Collobert and Weston, 2008; De-
schacht and Moens, 2009) or creating some form
of ‘surrogate’ supervision (He and Gildea, 2006;
Fürstenau and Lapata, 2009). Benefits from using
unlabeled data were moderate, and more significant
for the harder SRL version, frame-semantic pars-
ing (Das and Smith, 2011).

Another important direction includes cross-
lingual approaches (Pado and Lapata, 2009; van der
Plas et al., 2011; Kozhevnikov and Titov, 2013)
which leverage resources from resource-rich lan-
guages, as well as parallel data, to produce anno-
tation or models for resource-poor languages. How-
ever, both translation shifts and noise in word align-
ments harm the performance of cross-lingual meth-
ods. Nevertheless, even joint unsupervised induc-
tion across languages appears to be beneficial (Titov
and Klementiev, 2012b).

Unsupervised learning has also been one of the
central paradigms for the closely-related area of
relation extraction (RE), where several techniques
have been proposed to cluster semantically similar
verbalizations of relations (Lin and Pantel, 2001;
Banko et al., 2007; Yao et al., 2011). Similarly to
SRL, unsupervised methods for RE mostly rely on
generative modeling and agglomerative clustering.

From the learning perspective, methods which use
the reconstruction-error objective to estimate linear
models (Ammar et al., 2014; Daumé III, 2009) are
certainly related. However, they do not consider
learning factorization models, and they also do not
deal with semantics. Tensor factorization methods
used in the context of modeling knoweldge bases
(e.g., (Bordes et al., 2011)) are also close in spirit.
However, they do not deal with inducing semantics
but rather factorize existing relations (i.e. rely on
semantics).

6 Conclusions and Discussion

This work introduces a method for inducing feature-
rich semantic role labelers from unannoated text. In
our approach, we view a semantic role representa-
tion as an encoding of a latent relation between a
predicate and a tuple of its arguments. We capture
this relation with a probabilistic tensor factorization
model. The factorization model (relying on seman-
tic roles) and a feature-rich model (predicting the
roles) are jointly estimated by optimizing an objec-
tive which favours accurate reconstruction of argu-
ments given the latent semantic representation (and
other arguments). Our estimation method yields a
semantic role labeler which achieves state-of-the-art
results both on English and German.

Unlike previous work on role induction, in our
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approach, virtually any computationally tractable
structured model can be used as a role labeler, in-
cluding almost any semantic role labeler introduced
in the context of supervised SRL (see, e.g., CoNLL
shared tasks (Carreras and Màrquez, 2005; Sur-
deanu et al., 2008; Hajič et al., 2009)). This opens
interesting possibilities to extend our approach to
the semi-supervised setting. Previous unsupervised
SRL models make too strong assumption and use too
limited features to effectively exploit labeled data.
For our model, the reconstruction objective can be
easily combined with the likelihood objective, yield-
ing a potentially powerful semi-supervised method.
We leave this direction for future work.
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J. Hajič, M. Ciaramita, R. Johansson, D. Kawahara, M.A.
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Abstract

We present a joint model for predicate argu-
ment alignment. We leverage multiple sources
of semantic information, including temporal
ordering constraints between events. These
are combined in a max-margin framework
to find a globally consistent view of entities
and events across multiple documents, which
leads to improvements over a very strong local
baseline.

1 Introduction

Natural language understanding (NLU) requires
analysis beyond the sentence-level. For example,
an entity may be mentioned multiple times in a dis-
course, participating in various events, where each
event may itself be referenced elsewhere in the
text. Traditionally the task of coreference resolution
has been defined as finding those entity mentions
within a single document that co-refer, while cross-
document coreference resolution considers a wider
discourse context across many documents, yet still
pertains strictly to entities.

Predicate argument alignment, or entity-event
cross-document coreference resolution, enlarges the
set of possible co-referent elements to include the
mentions of situations in which entities participate.
This expanded definition drives practitioners to-
wards a more complete model of NLU, where sys-
tems must not only consider who is mentioned, but
also what happened. However, despite the drive to-
wards an expanded notion of discourse, models typ-
ically are formulated with strong notions of local-
independence: viewing a multi-document task as
one limited to individual pairs of sentences. This
creates a mis-match between the goals of such work
– considering entire documents – with the systems –
consider individual sentences.

In this work, we consider a system that takes a
document level view in considering coreference for
entities and predictions: the task of predicate ar-
gument linking. We treat this task as a global in-
ference problem, leveraging multiple sources of se-
mantic information identified at the document level.
Global inference for this problem is mostly unex-
plored, with the exception of Lee et al. (2012) (dis-
cussed in § 8). Especially novel here is the use of
document-level temporal constraints on events, rep-
resenting a next step forward on the path to full un-
derstanding.

Our approach avoids the pitfalls of local infer-
ence while still remaining fast and exact. We use
the pairwise features of a very strong predicate argu-
ment aligner (Wolfe et al., 2013) (competitive with
the state-of-the-art (Roth, 2014)), and add quadratic
factors that constrain local decisions based on global
document information. These global factors lead
to superior performance compared to the previous
state-of-the-art. We release both our code and data.1

2 Model

Consider the two sentences from the document pair
shown in Figure 1. These sentences describe the
same event, although with different details. The
source sentence has four predicates and four ar-
guments, while the target has three predicates and
three arguments. In this case, one of the predicates
from each sentence aligns, as do three of the argu-
ments. We also show additional information poten-
tially helpful to determining alignments: temporal
relations between the predicates. The goal of predi-
cate argument alignment is to assign these links in-
dicating coreferent predicates and arguments across
a document pair (Roth and Frank, 2012).

Previous work by Wolfe et al. (2013) formulated

1https://github.com/hltcoe/parma2
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Figure 1: An example analysis and predicate argument alignment task between a source and target document.
Predicates appear as hollow ovals, have blue mentions, and are aligned considering their arguments (dashed lines).
Arguments, in black diamonds with green mentions, represent a document-level entity (coreference chain), and are
aligned using their predicate structure and mention-level features. The alignment choices appear in the middle in red.
Temporal relation information is lifted into the global inference over alignments.

this as a binary classification problem: given a pair
of arguments or predicates, construct features and
score the pair, where scores above threshold indi-
cate links. A binary classification framework has ad-
vantages: it’s fast since individual decisions can be
made quickly, but it comes at the cost of global in-
formation across links. The result may be links that
conflict in their interpretation of the document. Fig-
ure 1 makes clear that jointly considering all links at
once can aid individual decisions, for example, by
including temporal ordering of predicates.

The global nature of this task is similar to word
alignment for machine translation (MT). Many sys-
tems consider alignment links between words indi-
vidually, selecting the best link for each word inde-
pendently of the other words in the sentence. Just as
with an independent linking strategy in predicate ar-
gument alignment, this can lead to inconsistencies in
the output. Lacoste-Julien et al. (2006) introduced a
model that jointly resolved word alignments based
on the introduction of quadratic variables, factors
that depend on two alignment decisions which char-
acterize patterns that span word-word links. Their
approach achieved improved results even in the pres-
ence of little training data.

We present a global predicate argument alignment
model based on considering quadratic interactions
between alignment variables to captures patterns we
expect in coherent discourse. We introduce factors
which are comprised of a binary variable, multiple
quadratic constraints on that variable, and features
that determine the cost associated with that vari-
able in order to characterize the dependence between
alignment decisions.

While the mathematical framework we use is sim-
ilar to Lacoste-Julien et al. (2006), predicate argu-
ment alignment greatly differs from word alignment;
thus our joint factors are based on different sources
of regularity. Word alignment favors monotonic-
ity in word order, but this effect is very weak in
predicate argument alignment: aligned items can be
spread throughout a document, and are often nested,
gapped, or shuffled. Instead, we encode assump-
tions about consistency of temporal relations be-
tween coreferent events, coherence between predi-
cates and arguments that appear in both documents,
and fertility (to prevent over-alignment). We also
note that our setting has much less data than typical
word alignment tasks, as well as richer features that
utilize semantic resources.
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Notation An alignment between an item indexed
by i in the source document and j in the target docu-
ment is represented by variable zij ∈ {0, 1}, where
zij = 1 indicates that items i and j are aligned. In
some cases, we will explicitly indicate when the two
items are predicates as zpij ; an argument alignment
will be zaij . We represent all alignments for a docu-
ment pair as matrix z.

For clarity, we omit any variable representing
observed data when discussing feature functions;
alignment variables are endowed with this informa-
tion. For each pair of items we use “local” fea-
ture functions f(·) and corresponding parameters
w, which capture the similarity between two items
without the context of other alignments.

sij = w · f(zij) (1)

where sij is the score of linking items i and j.
Using only local features, our system would

greedily select alignments. To capture global as-
pects we add joint factors that capture effects be-
tween alignment variables. Each joint factor φ is
comprised of a constrained binary variable zφ asso-
ciated with features f(φ) that indicates when the fac-
tor is active. Together with parameters w these form
additional scores sφ for the objective:

sφ = w · f(φ) (2)

The full linear scoring function on alignments
sums over both local similarity and joint factors:∑

ij

sijzij +
∑
φ∈Φ

sφzφ. (3)

Lastly, it is convenient to describe the local fea-
ture functions and their corresponding alignment
variable as factors with no constraints, and we will
do so when describing the full score function.

3 Local Factors

Local factors encode features based on the men-
tion pair, which include a wide variety of simi-
larity measures, e.g. whether two headwords ap-
pear as synonyms in WordNet, gender agreement
based on possessive pronouns. We adopt the fea-
tures of Wolfe et al. (2013), a strong baseline system

which doesn’t use global inference.2 These features
are built on top of a variety of semantic resources
(PPDB (Ganitkevitch et al., 2013), WordNet (Miller,
1995), FrameNet (Baker et al., 1998)) and methods
for comparing mentions (tree edit distance (Yao et
al., 2013), string transducer (Andrews et al., 2012)).

4 Joint Factors

Our goal is to develop joint factors that improve over
the feature rich local factors baseline by considering
global information.

Fertility A common mistake when making inde-
pendent classification decisions is to align many
source items to a single target item. While each link
looks promising on its own, they clearly cannot all
be right. Empirically, the training set reveals that
many to one alignments are uncommon; thus many
to one predictions are likely errors. We add a fertility
factor for predicates and arguments, where fertility
is defined as the number of links to an item. Higher
fertilities are undesired and are thus penalized. For-
mally, for matrix z, the fertility of a row i or column
j is the sum of that row or column. We discuss fer-
tility in terms of rows below.

We include two types of fertility factors. First,
factor φfert1 distinguishes between rows with at least
one link from those with none. For row i, we add one
instance of the linear factor φfert1 with constraints

zφfert1 ≥ zij ∀j (4)

The cost associated with zφfert1 , which we will re-
fer to as sfert1, will be incurred any time an item is
mentioned in both documents. For data sets with
many singletons, sfert1 more strongly penalizes non-
singleton rows, reflecting this pattern in the training
data. We make sfert1 parametric, where the features
of the φfert1 factor allow us to learn different weights
for predicates and arguments, as well as the size of
the row, i.e. number of items in the pairing.

The second fertility factory φfert2 considers items
with a fertility greater than one, penalizing items for
having too many links. Its binary variable has the

2Some features inspect the apparent predicate argument
structure, based on things like dependency parses, but the model
may not inspect more than one of its own decisions (joint fac-
tors) while scoring an alignment.
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quadratic constraints:

zφfert2 ≥ zijzik ∀j < k (5)

This factor penalizes rows that have fertility of at
least two, but does not distinguish beyond that. An
alternative would be to introduce a factor for every
pair of variables in a row, each with one constraint.
This would heavily penalize fertilities greater than
two. We found that the resulting quadratic program
took longer to solve and gave worse results.

Since documents have been processed to identify
in-document coreference chains, we do not expect
multiple arguments from a source document to align
to a single target item. For this reason, we expect
φfert2 for arguments to have a large negative weight.
In contrast, since predicates do not form chains, we
may have multiple source predicates for one target.

We note an important difference between our
fertility factor compared with Lacoste-Julien et al.
(2006). We parameterize fertility for only two cases
(1 and 2) whereas they consider fertility factors from
2 to D. We do not parameterize fertilities higher
than two because they are not common in our dataset
and come at a high computational cost.

The features f(φ) for both φfert1 and φfert2 are an
intercept feature (which always fires), indicator fea-
tures for whether this row corresponds to an argu-
ment or a predicate, and a discretized feature for how
many alignments are in this row.

Predicate Argument Structure We expect struc-
ture among links that involve a predicate and its as-
sociated arguments. Therefore, we add joint factors
that consider a predicate and its associated align-
ments: the predicate argument structure. We deter-
mine this structure from a dependency parse, though
the idea is general to any semantic binding, e.g.
FrameNet or Propbank style parses. Given a co-
herent discourse, there are several expected types of
patterns in the PAS; we add factors for these.

Predicate-centric We begin with a predicate-
centric factor, which views scores an alignment be-
tween predicates based on their arguments, i.e. the
two predicates share the same arguments. Ideally,
two predicates can only align when their arguments
are coreferent. However, in practice we may in-
correctly resolve argument links, or there may be

implicit arguments that do not appear as syntactic
dependencies of the predicate trigger. Therefore,
we settle for a weaker condition, that there should
be some overlap in the arguments of two coreferent
predicates.

For every predicate alignment zpij , we add a factor
φpsa whose score spsa is a penalty for having no ar-
gument overlap; predicates share arguments (psa).
To constrain the variable of φpsa, we add a quadratic
constraint that considers every possible pair of argu-
ment alignments that might overlap:

zφpsa ≥ zpij
(
1− max

k∈args(pi)
l∈args(pj)

zakl
)

(6)

where args(pi) finds the indices of all arguments
governed by the predicate pi.

Entity-centric We expect similar behavior from
arguments (entities). If an entity appears in two doc-
uments, it is likely that this entity will be mentioned
in the context of a common predicate, i.e. arguments
share predicates (asp). For a given argument align-
ment zaij we add quadratic constraints so that zφasp

represents a penalty for two arguments not sharing a
single predicate:

zφasp ≥ zaij
(
1− max

k∈preds(ai)
l∈preds(aj)

zpkl
)

(7)

where preds(ai) finds the indices of all predicates
that govern any mention of argument ai.

The features f(φ) for both psa and asp are an
intercept feature and a bucketed count of the size of
args(pi)× args(pj) or preds(ai)×preds(aj) respec-
tively.

Temporal Information Temporal ordering, in
contrast to textual ordering, can indicate when pred-
icates cannot align: we expect aligned predicates
in both documents to share the same temporal re-
lations. SemEval 2013 included a task on predict-
ing temporal relations between events (UzZaman et
al., 2013). Many systems produced partial rela-
tions of events in a document based on lexical as-
pect and tense, as well as discourse connectives like
“during” or “after”. We obtain temporal relations
with CAEVO, a state-of-the-art sieve-based system
(Chambers et al., 2014).
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TimeML (Pustejovsky et al., 2003), the format for
specifying temporal relations, defines relations be-
tween predicates (e.g. immediately before and si-
multaneous), each with an inverse (e.g. immediately
after and simultaneous respectively). We will refer
to a relation as R and its inverse as R−1. Suppose
we had pa and pb in the source document, px and py
in the target document, and paR1pb, pxR2py. Given
this configuration the following alignments conflict
with the in-doc relations:

zax zby zay zbx In-Doc Relations
* * 1 1 R1 = R2

1 1 * * R1 = R−1
2

where 1 means there is a link and * means there is
a link or no link (wildcard). The simplest example
that fits this pattern is: ‘a before b’, ‘x before y’, ‘a
corefers with y’, and ‘b corefers with x’ implies a
conflict.

We introduce a factor that penalizes these conflict-
ing configurations. In every instance where the pre-
dicted temporal relation for a pair of predicate align-
ments matches one of the conflict patterns above, we
add a factor using zφtemp :

zφtemp ≥ zayzbx
if paR1pb, pxR2py, R1 = R2

zφtemp ≥ zaxzby
if paR1pb, pxR2py, R1 = R−1

2

(8)

Thus sφtemp is the cost of disagreeing with the in-
doc temporal relations. This is a general technique
for incorporating relational information into coref-
erence decisions. It only requires specifying when
two relations are incompatible, e.g. spouseOf and
siblingOf are incompatible relations (in most
states). We leave this for future work.

Since CAEVO gives each relation prediction a
probability, we incorporate this into the feature by
indicating the probability of a conflict not arising:

f(φtemp) = log
(
1− p(R1)p(R2) + ε

)
(9)

ε avoids large negative values since CAEVO proba-
bilities are not perfectly calibrated. We use ε = 0.1,
allowing feature values of at most −2.3.

Summary The objective is a linear function over
binary variables. There is a local similarity score

def train(alignments):
w = init_weights()
working_set = set()
while True:
xi = solve_ILP(w, working_set)
c = most_violated_constraint(w, alignments)
working_set.add(c)
if hinge(c, w) < xi:
break

def most_violated_constraint(w, alignments):
delta_features = vector()
loss = 0
for z in alignments:
z_mv = make_ILP(z)
for phi in factors:
costs = dot(w, phi.features)
z_mv.add_terms(costs, phi.vars)
z_mv.add_constraints(phi.constraints)

solve_ILP(z_mv)
mu = (z.size + k) / (avg_z_size + k)
delta_features += mu * (f(z) - f(z_mv))
loss += mu * Delta(z, z_mv)

return Constraint(delta_features, loss)

def hinge(c, w):
return max(0, c.loss - dot(w, c.delta_features))

Figure 2: Learning algorithm (caching and ILP solver
not shown). The sum in each constraint is performed once
when finding the constraint, and implicitly thereafter.

coefficient on every alignment variable, and a joint
factor similarity score on every quadratic variable.
These quadratic variables are constrained by prod-
ucts of the original alignment variables. Decoding
an alignment requires solving this quadratically con-
strained integer program; in practice is can be solved
quickly without relations.

5 Inference

Learning We use the supervised structured SVM
formulation of Joachims et al. (2009). As is common
in structure prediction we use margin rescaling and
1 slack variable, with the structural SVM objective:

min
w
||w||22 + Cξ

s.t. ξ ≥ 0

ξ +
N∑
i=1

w · f(zi) ≥
N∑
i=1

w · f(ẑi) + ∆(zi, ẑi)

∀ẑi ∈ Zi
(10)

where Zi is the set of all possible alignments that
have the same shape as zi.
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The score function for an alignment uses three
types of terms: weights, features, and alignment
variables. When we decode, we take the product
of the weights and the features to get the costs for
the ILP (e.g. sφ = w · f(φ)). When we optimize our
SVM objective, we take the product of the alignment
variables and the features to get modified features
for the SVM:

f(z) =
∑
ij

zijf(zij) +
∑
φ∈Φ

zφf(φ) (11)

Since we cannot iterate over the exponentially
many margin constraints, we solve for this optimiza-
tion using the cutting-plane learning algorithm. This
algorithm repeatedly asks the “separation oracle” for
the most violated SVM constraint, which finds this
constraint by solving:

arg max
ẑ1...ẑN

∑
i

w · f(ẑi) + ∆(zi, ẑi) (12)

subject to the constraints defined by the joint fac-
tors. When the separation oracle returns a constraint
that is not violated or is already in the working set,
then we have a guarantee that we solved the original
SVM problem with exponentially many constraints.
This is the most time-consuming aspect of learning,
but since the problem decomposes over document
alignments, we cache solutions on a per document
alignment basis. With caching, we only call the sep-
aration oracle around 100-300 times.

We implement the separation oracle using an ILP
solver, CPLEX,3 due to complexity of the discrete
optimization problem: there are 2m

n
possible align-

ments for and m×n alignment grid. In practice this
is solved very efficiently, taking less than a third of
a second per document alignment on average. We
would like ∆ to be F1, but we need a decomposable
loss to include it in a linear objective (Taskar et al.,
2003). Instead, we use Hamming loss as a surrogate,
as in Lacoste-Julien et al. (2006).

Our training data is heavily biased towards nega-
tive examples, performing poorly on F1 since preci-
sion and recall are unbalanced. We use an asym-
metric version of Hamming loss that incurs cFP
cost for predicting an alignment for two unaligned

3http://www-01.ibm.com/software/
commerce/optimization/cplex-optimizer/

items and cFN for predicting no alignment for two
aligned items. We fixed cFP = 1 and tuned cFN ∈
{1, 2, 3, 4} on dev data. Additionally we found it
useful to tune the scale of the loss function across
{1

2 , 1, 2, 4}. Previous work, such as Joachims et al.
(2009), use a hand-chosen constant for the scale of
the Hamming loss, but we observe some sensitivity
in this parameter and choose to optimize it.

Decoding Following Wolfe et al. (2013), we tune
the threshold for classification τ on dev data to max-
imize F1 (via linesearch). For SVMs τ is typically
fixed at 0: this is not necessarily good practice when
your training loss differs from test loss (Hamming
vs F1). In our case this extra parameter is worth al-
locating a portion of training data to enable tuning.
Tuning τ addresses the same problem as using an
asymmetric Hamming loss, but we found that do-
ing both led to better results.4 Since we are using a
global scoring function rather than a set of classifi-
cations, τ is implemented as a test-time unary factor
on every alignment.

6 Experiments

Data We consider two datasets for evaluation. The
first is a cross-document entity and event corefer-
ence resolution dataset called the Extended Event
Coref Bank (EECB) created by Lee et al. (2012) and
based on a corpus from Bejan and Harabagiu (2010).
The dataset contains clusters of news articles taken
from Google News with annotations about corefer-
ence over entities and events. Following the proce-
dure of Wolfe et al. (2013), we select the first doc-
ument in every cluster and pair it with every other
document in the cluster.

The second dataset (RF) comes from Roth and
Frank (2012). The dataset contains pairs of news
articles that describe the same news story, and are
annotated for predicate links between the document
pairs. Due to the lack of annotated arguments, we
can only report predicate linking performance and
the psa and asp factors do not apply. Lastly, the
size of the RF data should be noted as it is much
smaller than EECB: the test set has 60 document
pairs and the dev set has 10 document pairs.

4Only tuning τ performed almost as well as tuning τ and
the Hamming loss, but not tuning τ performed much worse than
only tuning the Hamming loss at train time.
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Both datasets are annotated with parses and in-
document coreference labels provided by the toolset
of Napoles et al. (2012)5 and are available with our
code release. Due to the small data size, we use k-
fold cross validation for both datasets. We choose
k = 10 for RF due to its very small size (more
folds give more training examples) and k = 5 on
EECB to save computation time (amount of training
data in EECB is less of a concern). Hyperparam-
eters were chosen by hand using using cross vali-
dation on the EECB dataset using F1 as the crite-
ria (rather than Hamming). Figures report averages
across these folds.

Systems Following Roth and Frank (2012) and
Wolfe et al. (2013) we include a Lemma baseline
for identifying alignments which will align any two
predicates or arguments that have the same lemma-
tized head word.6 The Local baseline uses the same
features as Wolfe et al., but none of our joint fac-
tors. In addition to running our joint model with all
factors, we measure the efficacy of each individual
factor by evaluating each with the local features.

For evaluation we use a generous version of F1
that is defined for alignment labels composed of
sure, Gs, and possible links, Gp and the system’s
proposed links H (following Cohn et al. (2008),
Roth and Frank (2012) and Wolfe et al. (2013)).

P =
|H ∩Gp|
|H| R =

|H ∩Gs|
|Gs| F =

2PR
P +R

Note that the EECB data does not have a sure and
possible distinction, so Gs = Gp, resulting in stan-
dard F1. In addition to F1, we separately measure
predicate and argument F1 to demonstrate where our
model makes the largest improvements.

We performed a one-sided paired-bootstrap test
where the null hypothesis was that the joint model
was no better than the Local baseline (described in
Koehn (2004)). Cases where p < 0.05 are bolded.

5https://github.com/cnap/anno-pipeline
6The lemma baseline is obviously sensitive to the lemma-

tizer used. We used the Stanford CoreNLP lemmatizer (Man-
ning et al., 2014) and found it yielded slightly better results than
previously reported as the lemma baseline (Roth and Frank,
2012), so we used it for all systems to ensure fairness and that
the baseline is as strong as it could be.

7 Results

Results for EECB and RF are reported in Table 7. As
previously reported, using just local factors (features
on pairs) improves over lemma baselines (Wolfe et
al., 2013). The joint factors make statistically sig-
nificant gains over local factors in almost all experi-
ments. Fertility factors provide the largest improve-
ments from any single constraint. A fertility penalty
actually allows the pairwise weights to be more op-
timistic in that they can predict more alignments
for reasonable pairs, allowing the fertility penalty to
ensure only the best is chosen. This penalty also
prevents the “garbage collecting” effect that arises
for instances that have rare features (Brown et al.,
1993).

Temporal constraints are relatively sparse, ap-
pearing just 2.8 times on average. Nevertheless,
it was very helpful across all experiments, though
only statistically significantly on the RF dataset.
This is one of the first results to demonstrate ben-
efits of temporal relations affecting an downstream
task. Perhaps surprisingly, these improvements re-
sult from a a temporal relation system that has rela-
tively poor absolute performance. Despite this, im-
provements are possibly due to the orthogonal na-
ture of temporal information; no other feature cap-
tures this signal. This suggests that future work on
temporal relation prediction may yield further im-
provements and deserves more attention as a useful
feature for semantic tasks in NLP.

The predicate-centric factors improved perfor-
mance significantly on both datasets. For the
predicate-centric factor, when a predicate was
aligned there is a 72.3% chance that there was
at least one argument aligned as well, compared
to only 14.1% of case of non-aligned predicates.
As mentioned before, the reason the former num-
ber isn’t 100% is primarily due to implicit argu-
ments and errors in argument identification. The
argument-centric features helped almost as much as
the predicate-centric version, but the improvements
were not significant on the EECB dataset. Run-
ning the same diagnostic as the predicate-centric
feature reveals similar support: in 57.1% of the cases
where an argument was aligned, at least one pred-
icate it partook in was aligned too, compared to
7.6% of cases for non-aligned arguments. Both the
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EECB
F1 P R Arg F1 Arg P Arg R Pred F1 Pred P Pred R

Lemma 68.1 79.3 * 59.6 61.7 79.1 * 50.6 75.0 87.3 * 65.7
Local 73.0 75.8 70.5 67.7 76.3 60.8 78.7 81.4 76.2
+Fertility 77.1 * 83.9 * 71.3 66.6 80.9 * 56.6 82.8 * 87.4 * 78.7 *
+Predicate-centric 74.1 * 80.7 * 68.6 67.4 81.6 * 57.3 79.7 * 85.0 * 75.1
+Argument-centric 73.7 81.2 * 67.5 66.8 83.0 * 55.9 79.3 85.1 * 74.3
+Temporal 73.7 78.2 * 69.7 67.9 80.6 * 58.7 79.0 82.1 76.1
+All Factors 77.5 * 86.3 * 70.3 65.8 83.1 * 54.5 83.7 * 89.7 * 78.4 *

RF
Pred F1 Pred P Pred R

Lemma 52.4 47.6 58.2 *
Local 58.1 63.5 53.6
+Fertility 60.0 57.4 62.4 *
+Predicate-centric NA NA NA
+Argument-centric NA NA NA
+Temporal 59.0 57.4 60.6 *
+All factors 59.4 56.9 62.2 *

Figure 3: Cross validation results for EECB (above)
(Lee et al., 2012) and RF (left) (Roth and Frank,
2012). Statistically significant improvements from Lo-
cal marked * (p < 0.05 using a one-sided paired-
bootstrap test) and best results are bolded.

predicate- and argument-centric improve similarly
across both predicates and arguments on EECB.

While each of the joint factors all improve over
the baselines on RF, the full model with all the joint
factors does not perform as well as with some fac-
tors excluded. Specifically, the fertility model per-
forms the best. We attribute this small gap to lack
of training data (RF only contains 64 training docu-
ment pairs in our experiments), as this is not a prob-
lem on the larger EECB dataset.

Additionally, the joint models seem to trade pre-
cision for recall on the RF dataset compared to the
Local baseline. Note that both models are tuned to
maximize F1, so this tells you more about the shape
of the ROC curve as opposed to either models’ abil-
ity to achieve either high precision or recall. Since
we don’t see this behavior on the EECB corpus, it is
more likely that this is a property of the data than the
model.

8 Related Work

The task of predicate argument linking was intro-
duced by Roth and Frank (2012), who used a graph
parameterized by a small number of semantic fea-
tures to express similarities between predicates and
used min-cuts to produce an alignment. This was
followed by Wolfe et al. (2013), who gave a locally-
independent, feature-rich log-linear model that uti-
lized many lexical semantic resources, similar to the

sort employed in RTE challenges.
Lee et al. (2012) considered a similar problem

but sought to produce clusters of entities and events
rather than an alignment between two documents
with the goal of improving coreference resolution.
They used features which consider previous event
and entity coreference decisions to make future
coreference decisions in a greedy manner. This dif-
fers from our model which is built on non-greedy
joint inference, but much of the signal indicating
when two mentions corefer or are aligned is similar.

In the context of in-document coreference reso-
lution, Recasens et al. (2013) sought to overcome
the problem of opaque mentions7 by finding high-
precision paraphrases of entities by pivoting off
verbs mentioned in similar documents. We address
the issue of opaque mentions not by building a para-
phrase table, but by jointly reasoning about entities
that participate in coreferent events (c.f. §4); the ap-
proaches are complementary.

In this work we incorporate ordering information
of events. Though we consider it an upstream task,
there is a line of work trying to predict temporal rela-
tions between events (Pustejovsky et al., 2003; Mani
et al., 2006; Chambers et al., 2014). Our results in-
dicate this is a useful source of information, one of
the first results to show an improvement from this

7A lexically disparate description of an entity.
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type of system (Glavaš and Šnajder, 2013).
We utilize an ILP to improve upon a pipelined

system, similar to Roth and Yih (2004), but our work
differs in that we do not use piecewise-trained clas-
sifiers. Our local similarity scores are calibrated ac-
cording to a global objective by propagating the gra-
dient back from the loss to every parameter in the
model. When using piecewise training, local clas-
sifiers must focus more on recall (in the spirit of
Weiss and Taskar (2010)) than they would for an or-
dinary classification task with no global objective.
Our method trains classifiers jointly with a global
convex objective. While our training procedure re-
quires decoding an integer program, the parameters
we learn are globally optimal.

9 Conclusion

We presented a max-margin quadratic cost model
for predicate argument alignment, seeking to ex-
ploit discourse level semantic features to improve
on previous, locally independent approaches. Our
model includes factors that consider fertility of pred-
icates and arguments, the predicate argument struc-
ture present in coherent discourses, and soft con-
straints on predicate coreference determined by a
temporal relation classifier. We have shown that this
model significantly improves upon prior work which
uses extensive lexical resources but without the ben-
efit of joint inference. Additionally, this is one of the
first demonstrations of the benefits of temporal rela-
tion identification. Overall, this work demonstrates
the benefits of considering global document infor-
mation as part of natural language understanding.

Future work should extend the problem formu-
lation of predicate argument alignment to consider
incremental linking: starting with a pair of docu-
ments, perform linking, and then continue to add
in documents over time. This problem formula-
tion would capture the evolution of a breaking news
story, which closely matches the type of data (news
articles) considered in this work (EECB and RF
datasets). This formulation ties into existing work
on news summarization, topic detection and track-
ing, an multi-document NLU. This goes hand with
work on better intra-document relation prediction
methods, such as the temporal relation model used
in this work, to lead to better joint linking decisions.
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Abstract

Most recent unsupervised methods in vector
space semantics for assessing thematic fit (e.g.
Erk, 2007; Baroni and Lenci, 2010; Sayeed
and Demberg, 2014) create prototypical role-
fillers without performing word sense disam-
biguation. This leads to a kind of sparsity
problem: candidate role-fillers for different
senses of the verb end up being measured by
the same “yardstick”, the single prototypical
role-filler.

In this work, we use three different feature
spaces to construct robust unsupervised mod-
els of distributional semantics. We show that
correlation with human judgements on the-
matic fit estimates can be improved consis-
tently by clustering typical role-fillers and
then calculating similarities of candidate role-
fillers with these cluster centroids. The sug-
gested methods can be used in any vector
space model that constructs a prototype vec-
tor from a non-trivial set of typical vectors.

1 Introduction

Thematic fit estimations can be quite useful for
many NLP applications and also for cognitive mod-
els of human language processing difficulty, since
human processing difficulty is highly sensitive to
semantic plausibilities (Ehrlich and Rayner, 1981).
For example, we expect that after the word mash,
banana would be easier to process because it fits
well as the patient, or direct object, of mash, but
milk would be harder to process because it does not
fit well.

A common method for estimating the thematic fit
between a verb and a proposed role filler involves
computing a centroid, or vector average, over the
most typical role fillers for that verb, and then cal-
culating the cosine similarity between this centroid
and the proposed role filler (Baroni and Lenci, 2010;
Blacoe and Lapata, 2012; Erk, 2012). For instance,
we use the cosine of the angle between the banana
vector and a vector average of the 20 nouns that,
according to training data, are most likely to be
mashed as a score for how well banana fits as the
patient of mash. Hopefully, the banana vector will
be closer to the centroid than milk, so banana will
have a higher cosine similarity to the centroid, and
thus a higher thematic fit score, than milk.

This conceptualization assumes that the most typ-
ical fillers for a verb-role will all be variants of a
single prototype, i.e. distributionally similar to each
other. However, such an assumption may not be
true for ambiguous verbs. A verb with many dif-
ferent senses may have typical fillers for each sense,
which fit relatively equally well, but are distribution-
ally very different from one another. This means that
the calculated prototypical filler will be a mixture
of the arguments that are typical role fillers for the
main senses of the verb. For example, consider the
verb serve, for which the 24 most typical preposi-
tional arguments related via the preposition with fall
into three different senses, as illustrated in Figure 1.

Supposing that the centroid occupies a part of the
vector space between two typical role fillers, but is
relatively far from any one of the typical role fillers
from which it was composed, as in Figure 1, none of
the original typical role fillers will achieve high the-

21



overall	  	  
centroid	  

regiment	  

Verb	  serve,	  “with”-‐preposi9onal	  object	  

ba;alion	  
squadron	  

army	  
no
9c
e	  

or
de
r	  

sauce	  
salad	  

meal	  

wine	   cluster	  3	  
centroid	  

cluster	  2	  
centroid	  

cluster	  1	  
centroid	  

Figure 1: Illustration of TypeDM centroid for with-PP
arguments of the verb serve.

matic fit scores. Also, verbs will be “penalized” for
having many senses in that it will seem as though no
role filler fits as well as they do with unambiguous
verbs. This may produce inconsistent judgements
when comparing one verb that is highly polysemous
with a second, more restrictive verb whose mean-
ing overlaps with the most dominant meanings of
the first verb. For example, cut can be used in the
sense of “cutting costs,” which carries with it re-
strictions on instruments, locations, and so on that
somewhat overlap with eliminate as in “eliminating
costs.” Things that are plausible to be eliminated
are also plausible to be cut. But cut is also used in
the sense of “cutting a cake” or “cutting (editing) a
film.” Without taking word sense into account, costs
would be judged by the model as being less appro-
priate as a patient of cut than it should, and also its
score for filling the patient role of eliminate would
be infelicitously higher than its score for filling the
patient role of cut.

One possible solution to this problem would be
to do full word sense disambiguation on the re-
sources from which these vector spaces are con-
structed. Then, there would be separate entries in
the space for each meaning. This would however
increase the overall size of the vector space by a sig-
nificant factor and also cause an additional burden
on corpus construction and annotation, even if auto-
matic.

In this paper, we will approach the verb-role sense
problem by clustering the most typical role-filler
vectors and calculating the maximal cosine similar-
ity for a candidate role filler with respect to each

cluster prototype vector. So, to estimate the the-
matic fit of salad as an item with which something
is served, in the vector space represented by Fig-
ure 1, we would use the cosine similarity with the
nearest cluster centroid, the cluster 1 centroid. For
a thematic fit task, the correlation between calcu-
lated estimates and human judgements can be ex-
pected to improve. In particular, good role fillers
that are very different from one another and belong
to different senses of a verb can all be assigned the-
matic fit scores as high as those of good role fillers
of monosemous verbs.

We will evaluate our system using three distribu-
tional spaces: TypeDM (Baroni and Lenci, 2010),
which is based on a syntactic dependency parser,
SDDM (Sayeed and Demberg, 2014), which uses
features obtained from the semantic role labeller
SENNA (Collobert et al., 2011), and SDDMX , a
novel extension of SDDM . This way, we can draw
conclusions about feature space-specific and feature
space-general trends.

The effects of clustering and choice of distri-
butional space will be evaluated against the Padó
(2007) and McRae et al. (1998) datasets of hu-
man judgements on thematic fit of agent and patient
roles, and the Ferretti et al. (2001) datasets of human
judgements on thematic fit of instrument and loca-
tion roles. These different roles are conceptually in-
teresting to compare, as instruments tend to be more
strongly constrained by verbs than locations.

2 Background and related work

2.1 Thematic fit

The fit of a filler of a thematic role can be character-
ized as a semantic constraint on what can fill poten-
tially available syntactic slots for a given predicate.
For example, not every noun can satisfy the agent
or patient roles of the typically transitive verb eat.
There must be a valid “eater” for the agent and a
valid “eatee” for the patient. Some nouns are simply
more plausible than others in these positions: lunch
is eaten, but rarely ever eats. But there can also be
optional role assignments: there are certain utensils
with which one is more or less likely to eat (i.e.,
appropriate instrument role-fillers) and even places
where one is more or less likely to eat (i.e., location
roles).
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Verb Noun Semantic role Score
advise doctor agent 6.8
advise doctor patient 4.0
confuse baby agent 3.7
confuse baby patient 6.0
eat lunch agent 1.1
eat lunch patient 6.9
kill lion agent 2.7
kill lion patient 4.9
kill man agent 3.4
kill man patient 5.4

Table 1: Sample of judgements from Padó (2007).

In order to model thematic roles, we use the in-
sight that thematic fit correlates with human plau-
sibility judgements (Padó et al., 2009; Vandekerck-
hove et al., 2009). Therefore, we can use datasets
of human plausibility judgements to evaluate com-
putational thematic fit estimates. One such dataset
by Padó (2007) includes 18 verbs with up to 12 can-
didate nominal arguments and totals 414 verb-noun-
role triples. The words were chosen based on their
frequencies in the Penn Treebank and FrameNet.
Human participants were asked to rate the appropri-
ateness of given nouns as agents and as patients for
given verbs on a scale from 1 to 7. The judgements
were then averaged. We provide a small sample of
these judgements in Table 1.

We use three other datasets as well. Ferretti et al.
(2001) provide two datasets, one with 248 verb-
instrument pairs and one with 274 verb-location
pairs. Additionally, McRae et al. (1998) give a
dataset of 1444 more agent/patient judgements. We
write agent/patient as such because like Padó (2007),
the agent plausibility and patient plausibility are
given in the same dataset, albeit separately. Once
again, human participants were asked to rate the ap-
propriateness of given nouns as locations, instru-
ments, and agents/patients, respectively, of the verbs
in each dataset on a scale from 1 to 7. We will make
use of these in our evaluation in order to see how
well the models and algorithms we propose apply to
various thematic roles, not just the most commonly
tested and to-date most accurately estimated roles of
agent and patient.

2.2 Distributional Semantics
2.2.1 Distributional Memory

Our semantic modeling technique comes from
Baroni and Lenci (2010), who developed an explic-
itly multifunctional, i.e. not tightly bound to a par-
ticular task, framework for recording distributional
information about linguistic co-occurrence. Distri-
butional Memory (DM) records frequency informa-
tion about links between words in a sentence as a
third order tensor, in which words or lemmata are
represented as two of the tensor axes and the syntac-
tic or semantic link between them is the third axis.

The following corpora were used to construct the
Baroni and Lenci (2010) version of DM:

• ukWaC, a corpus of about two billion words
collected by crawling the .uk web domain
(Ferraresi et al., 2008).

• WackyPedia, a snapshot selection of Wikipedia
articles.

• The British National Corpus (BNC), a 100-
million word corpus including documents such
as books and periodicals.

The sentences from these sources were first run
through MaltParser (Nivre et al., 2007). The
dependency links (e.g. SBJ, NMOD) were run
through a set of hand-crafted patterns to identify
higher-level lexicalized links (e.g. as-long-as,
in-a-kind-of). They then counted link type fre-
quencies, so that links that involve the same lexi-
cal item (e.g. long, kind, as in the lexicalized
links just mentioned) were collapsed into a single
link, and the number of surface form realizations
was used as the frequency count. All words were
lemmatized and stored with basic part of speech in-
formation.

All these counts were then adjusted by Local Mu-
tual Information (Baroni and Lenci, 2010), which is
given by

LMI(i, j, k) = Oijk log
Oijk
Eijk

(1)

where i, j are words, k is the link between them,
O is the observed frequency, and E is the expected
frequency under independence. Tuples with nonpos-
itive LMI values were removed. They called this
tensor TypeDM .
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2.2.2 DM Based on Semantic Role Labels
In order to create a competitor to the much

less manually pruned cousin of TypeDM named
DepDM, Sayeed and Demberg (2014) based SDDM
(short for SENNA-DepDM) on similar corpora but
used alternative features. Namely, this tensor was
built from ukWaC and BNC, but the features came
from a semantic role labelling (SRL) system called
SENNA (Collobert and Weston, 2007; Collobert
et al., 2011). SENNA uses a multi-layer neural net-
work architecture that learns in a sliding window
over token sequences working on raw text instead of
syntactic parses, as other semantic role labellers do
(Bohnet, 2010). SENNA extracts word features re-
lated to identity, capitalization, and suffix/tense (ap-
proximated by the last two characters of the word).
From these features, in a process similar to decod-
ing a conditional random field, the network derives
features related to verb position, part of speech, and
chunk membership.

SENNA was trained on PropBank and large
amounts of unlabelled data. It achieves a role la-
belling F-score of 75.49% (in this case, tested on
CoNNL 2005 data), which is slightly lower than
state of the art SRL systems which use parse trees
as input.

SDDM was built by running the sentences from
the input corpora through SENNA and using the role
labels as links between predicates and role-fillers.
Unlike TypeDM , SDDM required almost no fur-
ther processing; the raw frequency counts of triples
were used in the LMI calculation.

In this paper, we present SDDMX , an extended
version of the SDDM model1. SDDMX contains
the same links as SDDM and also contains links be-
tween nouns that belong to the same predicate in-
stance, using the predicate as a link label. For exam-
ple, supposing that during training the system en-
countered the man eats a donut with a role link be-
tween man and eat and another role link between
donut and eat, then in SDDMX , a link was cre-
ated between man and donut. This link was labelled
with the verb lemma for the 400 most frequent verbs
(eat in our example), and vb otherwise.

Sayeed and Demberg (2014) found that although

1We provide SDDM and SDDMX at
http://rollen.mmci.uni-saarland.de/.

the donut was eaten by Bob

NMOD

SBJ

VC

LGS

PMOD

the donut was eaten by Bob

ARG1 V ARG0

Figure 2: The same sentence with MaltParser (above)
and SENNA (below) labels. Sayeed and Demberg (2014)
used a simplified approach similar to the head percola-
tion table of Magerman (1994) to find head nouns from
SENNA annotation.

SDDM is an arguably simpler DM model than
TypeDM , it performs nearly as well as TypeDM on
a thematic fit estimation task using the Padó (2007)
and McRae et al. (1998) agent/patient datasets. They
also found that averaging the thematic fit scores
of SDDM with those of TypeDM outperforms
TypeDM alone and nearly reaches the performance
of a supervised model (Herdağdelen and Baroni,
2009). This suggests that TypeDM and SDDM
cover different aspects of the corpora on which
they were trained. Links generated by SENNA
may directly access semantic role features that
the MaltParser-based TypeDM must infer through
hand-crafted rules, such as tagging the subject as a
patient instead of an agent in passive-voice contexts.
Figure 2 illustrates the differences between the la-
belling approaches.

We make use of the SDDM , SDDMX , and
TypeDM tensors in our experiments to demonstrate
how our techniques improve performance in the-
matic fit modelling across different feature spaces.

2.2.3 Centroid-based thematic fit calculation in
DM

Investigating alternative ways to calculate the-
matic fit over the DM framework is a major goal of
this work, so we now describe the baseline process.

Baroni and Lenci (2010) used the following ap-
proach to estimate thematic fit on the Padó (2007)
agent/patient dataset: To assess the fit of a noun w1

in a role r for a verb w2, they construct a centroid
from the 20 highest-ranked fillers for r with w2 se-
lected by LMI, using the relevant syntactic depen-
dency links, such as subject and object, instead of
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thematic roles. To illustrate, in order to determine
how well workshop fits as a location for eat, they
would construct a centroid of other locations for eat
that appear in the DM, e.g. kitchen, restaurant, cafe-
teria up to 20.

Each of these top 20 represent a “slice” of the ten-
sor along one of the word axes. One such slice, cor-
responding to w1, is a matrix of links and words to
whichw1 is connected. This tensor slice is collapsed
into a vector whose components are word-link pairs.
This is the vector of w1.

All 20 such vectors are added up and the sum is
the centroid that represents, e.g., the typical loca-
tions of eat. Then a vector is constructed from the
slice of the tensor corresponding to workshop. The
thematic fit score is the cosine of the location cen-
troid of eat and the vector of workshop.

Accessing thematic roles in SDDM and
SDDMX is straightforward, as the links in these
models are PropBank roles. Agent is ARG0, patient
is ARG1, location is ARGM-LOC, and we use a
combination of ARGM-MNR, ARG2, and ARG3 to
represent instruments, based on a translation of
the roles used by Ferretti et al. (2001). The role
mapping for TypeDM involves a combination of
sbj tr and subj intr (transitive and intran-
sitive subjects) for agents, obj for patients, the
prepositional links in, at, and on for locations,
and with for instruments.

2.3 Word Sense Disambiguation in
Distributional Models

While distributional models carry important infor-
mation about the relative frequencies of word us-
ages, and perhaps even phrase usages, they often
must collapse such usages into one representation.
For example, suppose within the domain of cooking
recipes, serve occurs in its food sense (see cluster
1 in Figure 1) 97% of the time. The other senses
will have negligible effect on the representation of
serve because their frequencies are so much lower.
But in a web crawl, the distribution is quite likely to
be more uniform, which means the senses will “split
the difference” in the representation and end up not
being that similar to any instance of serve.

Many systems work to alleviate this problem by
performing manipulations on words as they occur in
training corpora (e.g., Thater et al., 2011). Namely,

the base vector for the potentially ambiguous word
is contextualized, as in scaled element-wise, by the
vectors of the neighboring words for that instance.
This is quite intuitive because if serve and cake oc-
cur next to each other, the chance that a non-food
sense of the word serve was intended would be ex-
tremely small, in fact much smaller than a corpus-
wide distribution would predict. These systems have
been effective at improving correlation with human
judgements for a verb-object composition model,
i.e. approximating a vector for serve cake given
a vector for serve and a vector for cake (Kartsak-
lis et al., 2014), and also reducing noise in simi-
larity scores for a nearest neighbor-based preposi-
tional phrase attachment disambiguator (Greenberg,
2014).

It remains a choice of the system whether to store
explicit senses separately, and relatedly, whether to
consult a knowledge base for the number of senses
for each word, or even for meaning representations
of those senses. Using a task-general knowledge
base, in addition to the inherent cost of building
one, is not particularly suited for our task because
the items to be disambiguated are verb-role pairs, as
opposed to just verbs, and usually such knowledge
bases do not handle individual thematic roles sepa-
rately. For instance, it may be optimal to analyze
serve as having three senses with respect to instru-
ments, two senses with respect to patients, and one
sense with respect to agents.

Assigning semantic categories to the slots of a
verb subcategorization frame harks back to work by
Resnik (1996) and Rooth et al. (1999). Resnik’s
work presupposes predefined noun classes obtained
from WordNet. Rooth et al. induced latent role-filler
classes via expectation maximization. Erk et al.
(2010) found that neither are good models of the-
matic fit. Padó et al. (2009) provided thematic fit
scores that take into account verb class using a su-
pervised model. In the vector space context, in-
ducing different vectors for multiple verb senses has
been investigated recently by Reisinger and Mooney
(2010), Huang et al. (2012), and Neelakantan et al.
(2014), although these were not focused on role-
fillers for verbs. Our contribution is to make use of a
large-scale, unsupervised vector space model to pro-
vide thematic fit scores after inducing implicit verb
sense classes relative to thematic role.
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3 Methods

We begin our discussion of sense disambiguation for
thematic fit with the following insight: the baseline
(Centroid ) method takes as input a set of typical
role-fillers, the highest-ranked ones according to the
DM, and returns a single prototype vector. How-
ever, if we allow the system to return a set of proto-
type vectors, then the framework gains the capacity
to handle multiple senses of the verb-role pair.

The first choice is how to handle the output. Now
instead of one cosine similarity, we would have a set
of cosines corresponding to the similarities between
the test role-filler and each prototype vector in the
set. But if we make the theoretical assumption that
each prototype corresponds to a sense, then roughly
only one should apply at a time. So, we choose to
use the one that is most relevant, i.e. similar, to the
test role-filler. Therefore, we use the maximum of
the cosine similarities as the thematic fit score.

3.1 One best or nearest

In the extreme case, we can just use the unaltered set
of highly-ranked role-fillers as our set of prototypes.
For example, if we query TypeDM for the top four
instrument-fillers of eat, we would retrieve spoon,
hand, bread, and sauce. Then, to assign a thematic
fit score for fork as an instrument-filler, we compute
the cosine similarities of (fork, spoon), (fork, hand),
(fork, bread), and (fork, sauce). The cosine simi-
larity of (fork, spoon) is the highest, so this cosine
determines the score. We refer to this method as
OneBest . Note that OneBest requires the calcu-
lation of a large number of cosines, which is a rel-
atively expensive operation given the sparse repre-
sentations of words in DM spaces.

The number of retrieved top role-fillers (n) ap-
pears to be the only parameter for OneBest . Yet,
this method poses a few theoretical questions. First,
there most likely should be an upper bound on the
number of role-fillers that the system can retrieve at
once. Mathematically, allowing the system to re-
trieve the entire relevant cross-section of the ten-
sor would be equivalent to reducing the thematic fit
evaluation task to a binary decision, i.e. whether the
verb-role has occurred with the test role-filler in the
training data. So, we would not be able to model any
graded effect on the fit of two seen role-fillers, even

if one of them fits with the verb-role better than the
other. Also, psycholinguistically, it seems implausi-
ble that one must remember all of the times that one
has encountered a word in order to use it. Therefore,
we impose 50 as an arbitrary upper bound on n. We
also set a lower bound of 10 on n because values
smaller than this generated quite erratic sets of top
role-fillers.

Second, OneBest might return a cosine of 1.0 if
the DM retrieves the test role-filler itself as one of
the top role-fillers. This could unfairly help the cor-
relation between the cosines returned by the system
and human judgements because the good role-fillers
would all have the same cosine value, thus reducing
the effect of the cosine ratings produced for the more
distant (interesting) role-fillers. Therefore, we pro-
hibit our system from returning any cosines of 1.0.
The test role-filler thus achieves a high score by hav-
ing a closely related role-filler in the prototype set,
not by being present itself.

3.2 Clustering

In order to reduce noise from OneBest , we cluster
similar top role-fillers together, calculate centroids
for each cluster, and use these cluster centroids as
the prototype set. This way, the presence of an
anomalous vector in the centroid set has less effect.
We use the group average agglomerative clustering
package within NLTK (Bird et al., 2009). This algo-
rithm works by initializing each top role-filler in its
own cluster and iteratively combining the two most
similar clusters.

For the stopping criterion, which determines the
final number of clusters for the verb-role, we use the
Variance Ratio Criterion (V RC) method (Caliński
and Harabasz, 1974). Let c be the baseline centroid
of all top role-fillers retrieved, f be a top role-filler,
and cf be the cluster centroid of the cluster to which
f is assigned. Then, this method works by (a) calcu-
lating the V RC metric for each number of clusters
(k), given by

V RC(k) =
SSB
k − 1

/
SSW
n− k (2)

where we define

SSB =
∑

f
(1− cos2(cf , c)) (3)
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and

SSW =
∑

f
(1− cos2(f, cf )) (4)

and then (2) choosing the final number of clusters
such that

ωk = (V RCk+1 − V RCk)− (V RCk − V RCk−1)
(5)

is minimized. Intuitively, this procedure is meant
to find the number of clusters for which adding
another cluster does not explain significantly more
variance in the data. Also, note that the V RC metric
is equivalent to the F-score in a one way ANOVA.

The main drawback of the V RC method is that it
cannot evaluate fewer than three clusters, due to hav-
ing both a V RCk+1 and a V RCk−1 term in Equa-
tion (5). However, as long as enough top role-fillers
are retrieved, it should not hurt the system. Equiva-
lently, we set V RC0 and V RC1 equal to V RC2. To
examine the effect of this choice, we evaluate two
clustering methods: 2Clusters , which chooses two
clusters for every verb-role, and kClusters , which
dynamically chooses a number of clusters between
3 and 10 based on the above criterion.

Once again, the system is prohibited from return-
ing a cosine of 1.0. This means that if the DM re-
trieves the test role-filler itself as one of the top role-
fillers, the system would skip comparing the test
role-filler against itself if it were in a singleton clus-
ter, but would not skip it if it were a member of a
cluster of size two or greater. The alternative to this
would have been removing the test role-filler before
clustering, but we saw these role-filler-specific par-
titions as a form of supervision.

3.3 Evaluation procedure
The Centroid , OneBest , 2Clusters , and kClusters
methods each determine their own prototype vector
set for a verb-role, and then return the maximum co-
sine similarity value for each test role-filler. Proto-
type sets are stored in a dictionary so they can be
reused. It is necessary to expand the sparse data
structure of each vector in order to efficiently com-
pute all of the necessary cosine similarities. Finally,
we calculate Spearman’s ρ values to measure the
correlations between these sets of thematic fit scores
and the four datasets of human judgements.

Dataset SDDM (X ) TypeDM
Padó (2007) 98.6 100.0

McRae et al. (1998) 96.0 95.2
Ferretti et al. (2001) inst. 94.0 93.1
Ferretti et al. (2001) loc. 99.6 98.9

Table 2: Coverage (%) by dataset for each DM model.
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Figure 3: Spearman’s ρ values for Ferretti et al. (2001)
instruments vs. the number of vectors retrieved.

For our main experiment, we always retrieve the
top 20 highest-ranked role-fillers for the verb-role
pair to compute the prototype set. This allows our
work to be more directly comparable with other im-
plementations. Also, choosing a value of n that
maximizes ρ would make this unsupervised system
more supervised. However, it is useful to know
how the number of top role-fillers retrieved affects
the correlation with human judgements, so as a
follow-up experiment, we evaluate versions of the
Centroid , OneBest , and kClusters methods, with
the SDDMX and TypeDM models, retrieving from
10 to 50 top role-fillers, against the Ferretti et al.
(2001) instruments dataset.

4 Results

In Table 2, we report the coverage percentages for
the DM models on each of the thematic fit datasets.
Note that since SDDM and SDDMX differ only in
the additional links added between existing pairs of
words, their coverages are the same.

Figure 3 shows the relationship between the num-
ber of vectors retrieved from the DM model and the
correlation of the system with human judgements.
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Padó (2007) agents McRae et al. (1998) agents Ferretti et al. (2001) instruments
SDDM SDDMX TypeDM SDDM SDDMX TypeDM SDDM SDDMX TypeDM

Centroid 0.515 0.528 0.535 0.371 0.394 0.359 0.193 0.274 0.357
OneBest 0.321 0.324 0.464 0.375 0.376 0.431 0.274 0.336 0.394
2Clusters 0.489 0.412 0.522 0.367 0.373 0.370 0.252 0.331 0.388
kClusters 0.281 0.322 0.460 0.396 0.394 0.416 0.335 0.344 0.422

Padó (2007) patients McRae et al. (1998) patients Ferretti et al. (2001) locations
SDDM SDDMX TypeDM SDDM SDDMX TypeDM SDDM SDDMX TypeDM

Centroid 0.511 0.505 0.525 0.133 0.131 0.343 0.187 0.248 0.230
OneBest 0.447 0.467 0.509 0.214 0.233 0.307 0.234 0.276 0.244
2Clusters 0.526 0.498 0.551 0.175 0.166 0.353 0.294 0.249 0.235
kClusters 0.401 0.428 0.555 0.212 0.227 0.350 0.293 0.326 0.289

All from Padó (2007) All from McRae et al. (1998) All datasets
SDDM SDDMX TypeDM SDDM SDDMX TypeDM SDDM SDDMX TypeDM

Centroid 0.512 0.521 0.530 0.237 0.251 0.325 0.258 0.296 0.354
OneBest 0.385 0.395 0.482 0.273 0.287 0.345 0.275 0.304 0.359
2Clusters 0.508 0.458 0.532 0.252 0.256 0.336 0.287 0.289 0.366
kClusters 0.343 0.375 0.503 0.287 0.294 0.359 0.294 0.317 0.385

Table 3: Spearman’s ρ for each method on each dataset and on all datasets together, using the 20 highest ranked words
per verb-role.

The first six sections of Table 3 give the Spear-
man’s ρ values for our four centroid set construction
methods evaluated against the four datasets of hu-
man judgements, organized by thematic role, all us-
ing the 20 highest-ranked words per verb-role. We
note that the ρ value for the Padó (2007) dataset us-
ing TypeDM and the Centroid method is slightly
higher than the value reported in Baroni and Lenci
(2010) due to correcting some transpositions in the
original file. Finally, the last three sections of Table
3 give the performance of each method on the two
whole agent/patient datasets (for comparison with
previous work), as well as on all datasets merged
together.

5 Discussion

While SDDM and SDDMX have marginally bet-
ter coverage than TypeDM , we do not expect that
this had an effect on our results. Figure 3 shows
that for the various numbers of vectors retrieved
from the DM models, kClusters consistently out-
performs OneBest , which consistently outperforms
Centroid on the Ferretti et al. (2001) instruments
dataset. So, using just a single centroid that is a mix-
ture of all possible good role-fillers for a verb leads
to problems due to conflating different word mean-

ings. But at the other extreme, we see how the ρ
values for the OneBest method peak (at n = 13 for
SDDMX and n = 34 for TypeDM ) and then de-
crease instead of increasing monotonically. This is
because we disallowed cosines of 1.0 and because
as we increase the number of vectors retrieved, the
easier it becomes to be close to one of the prototype
vectors, regardless of thematic fit distinctions within
the prototype set.

For the model comparison, we see that while
TypeDM generally performs better than SDDMX
on instruments, clustering reduces the gap consider-
ably. Also SDDMX outperforms TypeDM for all
methods on locations as shown in Table 3. This dif-
ference suggests that locations appear in sufficiently
diverse syntactic configurations such that the hand-
crafted rules from TypeDM do not work well.

From the All datasets section of Table 3, we see
that both OneBest and kClusters improve the ρ val-
ues over the Centroid baseline for all three DM
models. This holds, too, for the individual instru-
ments and locations datasets. Also, the two cluster-
ing methods perform better than Centroid on Padó
(2007) patients with all DM models and on McRae
et al. (1998) patients with TypeDM . The fact that
Centroid performs best on Padó (2007) agents con-
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firms previous analyses that have shown that the dis-
tribution of objects is more sensitive to verb sense
than subjects. kClusters outperforming OneBest
in a majority of cases suggests that clustering has
successfully smoothed the top role-fillers, thus cap-
turing sense-like patterns in the verb-roles.

As an example of the effect of the kClusters
method, we obtained the following top 20
instrument-fillers for the verb “eat” in 4 clusters us-
ing TypeDM :

• gusto, relish

• family, friend

• chopstick, finger, fork, hand, knife, spoon

• appetite, bread, butter, cheese, food, meal,
meat, mouth, rice, sauce

The V RC method selected 7 to 9 clusters a little
more often than 3 to 6, which is perhaps more clus-
ters than the number of senses we could expect from
a task general knowledge base. We can see from this
example that the four clusters do not all correspond
to separate senses, but instead, they rather nicely
separate out noise from true instruments. Note that
since these role-fillers came from TypeDM , they ap-
peared as the object of “with,” as a proxy for finding
instruments. The true instruments ended up all in the
third cluster, which created a cluster centroid that is
less affected by noise and errors from the syntactic
or semantic parse. So, the higher number of senses
seems appropriate for this task and data.

We attribute the differences in results between
the Padó (2007) and McRae et al. (1998) datasets
to the differences in how these datasets were con-
structed. First, the Padó (2007) dataset contains only
frequent verbs and most, but not all, of the verb-
role pairs contain well-fitting and poorly-fitting role-
fillers. The latter point is especially important be-
cause if the range of human judgements is small
for a certain verb, then it is much more difficult to
achieve a large ρ value regardless of the general per-
formance level of the system. McRae et al. (1998),
however, selected role-fillers much more automat-
ically for their psycholinguistic study, so the data
points do not necessarily reflect a typical sample of
thematic role fitness decisions that occur in natu-
ralistic language samples. So, it makes sense that

the McRae et al. (1998) ρ values are systematically
lower than those of Padó (2007). In fact, the Padó
(2007) ρ values approach the ceiling of 0.6 as ap-
proximated by the supervised system.

Lastly, the effect of clustering was larger on in-
struments and locations than on agents and patients.
A possible explanation is that instruments and lo-
cations are less-precisely defined thematic roles and
better explained by several subclasses, i.e. clusters.
In addition it could be that clustering helps to com-
bat SRL inconsistencies.

6 Conclusions and future work

We show that clustering verb-roles into “senses”
within a vector space framework achieves a higher
correlation with human judgements on thematic fit
over pure Centroid and OneBest methods. While
we demonstrated this using the Distributional Mem-
ory technique by Baroni and Lenci (2010), the
method will also be applicable to other vector space
models.

This task has also been useful for comparing
among DM models and the different thematic fit
datasets. In particular, we can qualitatively eval-
uate how reliable syntax can be for determining
the semantic notion of thematic fit, and the rela-
tive strength of human intuitions on verb-imposed
restrictions on the various roles (agent, patient, in-
strument, and location).

In future work, we can investigate more sophisti-
cated methods of vector clustering (such as expec-
tation maximization and non-negative matrix factor-
ization), interactions with verb and noun frequency,
and interactions with number of word senses from
a task-general knowledge-base such as WordNet. It
would be especially useful to evaluate this system
of a dataset of human judgements with verbs that
systematically vary in polysemy, as this would more
clearly expose the general trends we wish to model
computationally.
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Abstract

Vector Space Models (VSMs) of Semantics
are useful tools for exploring the semantics of
single words, and the composition of words
to make phrasal meaning. While many meth-
ods can estimate the meaning (i.e. vector) of
a phrase, few do so in an interpretable way.
We introduce a new method (CNNSE) that al-
lows word and phrase vectors to adapt to the
notion of composition. Our method learns a
VSM that is both tailored to support a chosen
semantic composition operation, and whose
resulting features have an intuitive interpreta-
tion. Interpretability allows for the exploration
of phrasal semantics, which we leverage to an-
alyze performance on a behavioral task.

1 Introduction
Vector Space Models (VSMs) are models of word
semantics typically built with word usage statistics
derived from corpora. VSMs have been shown to
closely match human judgements of semantics (for
an overview see Sahlgren (2006), Chapter 5), and
can be used to study semantic composition (Mitchell
and Lapata, 2010; Baroni and Zamparelli, 2010;
Socher et al., 2012; Turney, 2012).

Composition has been explored with different
types of composition functions (Mitchell and La-
pata, 2010; Mikolov et al., 2013; Dinu et al.,
2013) including higher order functions (such as ma-
trices) (Baroni and Zamparelli, 2010), and some
have considered which corpus-derived information
is most useful for semantic composition (Turney,
2012; Fyshe et al., 2013). Still, many VSMs act

like a black box - it is unclear what VSM dimen-
sions represent (save for broad classes of corpus
statistic types) and what the application of a com-
position function to those dimensions entails. Neu-
ral network (NN) models are becoming increas-
ingly popular (Socher et al., 2012; Hashimoto et al.,
2014; Mikolov et al., 2013; Pennington et al., 2014),
and some model introspection has been attempted:
Levy and Goldberg (2014) examined connections
between layers, Mikolov et al. (2013) and Penning-
ton et al. (2014) explored how shifts in VSM space
encodes semantic relationships. Still, interpreting
NN VSM dimensions, or factors, remains elusive.

This paper introduces a new method, Composi-
tional Non-negative Sparse Embedding (CNNSE).
In contrast to many other VSMs, our method learns
an interpretable VSM that is tailored to suit the se-
mantic composition function. Such interpretability
allows for deeper exploration of semantic composi-
tion than previously possible. We will begin with an
overview of the CNNSE algorithm, and follow with
empirical results which show that CNNSE produces:

1. more interpretable dimensions than the typical
VSM,

2. composed representations that outperform pre-
vious methods on a phrase similarity task.

Compared to methods that do not consider composi-
tion when learning embeddings, CNNSE produces:

1. better approximations of phrasal semantics,
2. phrasal representations with dimensions that

more closely match phrase meaning.
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2 Method
Typically, word usage statistics used to create a
VSM form a sparse matrix with many columns, too
unwieldy to be practical. Thus, most models use
some form of dimensionality reduction to compress
the full matrix. For example, Latent Semantic Anal-
ysis (LSA) (Deerwester et al., 1990) uses Singular
Value Decomposition (SVD) to create a compact
VSM. SVD often produces matrices where, for the
vast majority of the dimensions, it is difficult to in-
terpret what a high or low score entails for the se-
mantics of a given word. In addition, the SVD fac-
torization does not take into account the phrasal re-
lationships between the input words.

2.1 Non-negative Sparse Embeddings
Our method is inspired by Non-negative Sparse Em-
beddings (NNSEs) (Murphy et al., 2012). NNSE
promotes interpretability by including sparsity and
non-negativity constraints into a matrix factoriza-
tion algorithm. The result is a VSM with extremely
coherent dimensions, as quantified by a behavioral
task (Murphy et al., 2012). The output of NNSE
is a matrix with rows corresponding to words and
columns corresponding to latent dimensions.

To interpret a particular latent dimension, we can
examine the words with the highest numerical val-
ues in that dimension (i.e. identify rows with the
highest values for a particular column). Though the
representations in Table 1 were created with our new
method, CNNSE, we will use them to illustrate the
interpretability of both NNSE and CNNSE, as the
form of the learned representations is similar. One
of the dimensions in Table 1 has top scoring words
guidance, advice and assistance - words related to
help and support. We will refer to these word list
summaries as the dimension’s interpretable sum-
marization. To interpret the meaning of a particu-
lar word, we can select its highest scoring dimen-
sions (i.e. choose columns with maximum values
for a particular row). For example, the interpretable
summarizations for the top scoring dimensions of
the word military include both positions in the mil-
itary (e.g. commandos), and military groups (e.g.
paramilitary). More examples in Supplementary
Material (http://www.cs.cmu.edu/˜fmri/
papers/naacl2015/).

NNSE is an algorithm which seeks a lower di-

mensional representation for w words using the c-
dimensional corpus statistics in a matrixX ∈ Rw×c.
The solution is two matrices: A ∈ Rw×` that is
sparse, non-negative, and represents word semantics
in an `-dimensional latent space, and D ∈ R`×c:
the encoding of corpus statistics in the latent space.
NNSE minimizes the following objective:

argmin
A,D

1
2

w∑
i=1

∥∥Xi,: −Ai,: ×D
∥∥2 + λ1

∥∥Ai,:∥∥1

(1)

st: Di,:D
T
i,: ≤ 1,∀ 1 ≤ i ≤ ` (2)

Ai,j ≥ 0, 1 ≤ i ≤ w, 1 ≤ j ≤ ` (3)

where Ai,j indicates the entry at the ith row and jth
column of matrix A, and Ai,: indicates the ith row
of the matrix. The L1 constraint encourages sparsity
in A; λ1 is a hyperparameter. Equation 2 constrains
D to eliminate solutions where the elements of A
are made arbitrarily small by making the norm of D
arbitrarily large. Equation 3 ensures that A is non-
negative. Together, A and D factor the original cor-
pus statistics matrix X to minimize reconstruction
error. One may tune ` and λ1 to vary the sparsity of
the final solution.

Murphy et al. (2012) solved this system of con-
straints using the Online Dictionary Learning algo-
rithm described in Mairal et al. (2010). Though
Equations 1-3 represent a non-convex system, when
solving for A with D fixed (and vice versa) the loss
function is convex. Mairal et al. break the prob-
lem into two alternating optimization steps (solv-
ing for A and D) and find the system converges
to a stationary solution. The solution for A is
found with a LARS implementation for lasso regres-
sion (Efron et al., 2004); D is found via gradient de-
scent. Though the final solution may not be globally
optimal, this method is capable of handling large
amounts of data and has been shown to produce use-
ful solutions in practice (Mairal et al., 2010; Murphy
et al., 2012).

2.2 Compositional NNSE
We add an additional constraint to the NNSE loss
function that allows us to learn a latent representa-
tion that respects the notion of semantic composi-
tion. As we will see, this change to the loss function
has a huge effect on the learned latent space. Just as

2
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Table 1: CNNSE interpretable summarizations for the top 3 dimensions of an adjective, noun and adjective-
noun phrase.

military aid military aid (observed)
servicemen, commandos, guidance, advice, assistance servicemen, commandos,

military intelligence military intelligence
guerrilla, paramilitary, anti-terrorist mentoring, tutoring, internships guidance, advice, assistance
conglomerate, giants, conglomerates award, awards, honors compliments, congratulations, replies

the L1 regularizer can have a large impact on spar-
sity, our composition constraint represents a consid-
erable change in composition compatibility.

Consider a phrase p made up of words i and j. In
the most general setting, the following composition
constraint could be applied to the rows of matrix A
corresponding to p, i and j:

A(p,:) = f(A(i,:), A(j,:)) (4)

where f is some composition function. The com-
position function constrains the space of learned la-
tent representations A ∈ Rw×` to be those solutions
that are compatible with the composition function
defined by f . Incorporating f into Equation 1 we
have:

argmin
A,D,Ω

w∑
i=1

1
2

∥∥Xi,: −Ai,: ×D
∥∥2 + λ1

∥∥Ai,:∥∥1
+

λc
2

∑
phrase p,
p=(i,j)

(
A(p,:) − f(A(i,:), A(j,:))

)2 (5)

Where each phrase p is comprised of words (i, j)
and Ω represents all parameters of f to be optimized.
We have added a squared loss term for composition,
and a new regularization parameter λc to weight
the importance of respecting composition. We call
this new formulation Compositional Non-Negative
Sparse Embeddings (CNNSE). Some examples of
the interpretable representations learned by CNNSE
for adjectives, nouns and phrases appear in Table 1.

There are many choices for f : addition, multi-
plication, dilation, etc. (Mitchell and Lapata, 2010).
Here we choose f to be weighted addition because it
has has been shown to work well for adjective noun
composition (Mitchell and Lapata, 2010; Dinu et al.,
2013; Hashimoto et al., 2014), and because it lends
itself well to optimization. Weighted addition is:

f(A(i,:), A(j,:)) = αA(i,:) + βA(j,:) (6)

This choice of f requires that we simultaneously op-
timize forA,D,α and β. However, α and β are sim-
ply constant scaling factors for the vectors in A cor-
responding to adjectives and nouns. For adjective-
noun composition, the optimization of α and β can
be absorbed by the optimization of A. For models
that include noun-noun composition, if α and β are
assumed to be absorbed by the optimization of A,
this is equivalent to setting α = β.

We can further simplify the loss function by con-
structing a matrix B that imposes the composition
by addition constraint. B is constructed so that for
each phrase p = (i, j): B(p,p) = 1, B(p,i) = −α,
and B(p,j) = −β. For our models, we use α = β =
0.5, which serves to average the single word repre-
sentations. The matrix B allows us to reformulate
the loss function from Eq 5:

argmin
A,D

1
2

∥∥X −AD∥∥2

F
+ λ1

∥∥A∥∥
1

+
λc
2

∥∥BA∥∥2

F

(7)

where F indicates the Frobenius norm. B acts as a
selector matrix, subtracting from the latent represen-
tation of the phrase the average latent representation
of the phrase’s constituent words.

We now have a loss function that is the sum of
several convex functions of A: squared reconstruc-
tion loss for A, L1 regularization and the composi-
tion constraint. This sum of sub-functions is the for-
mat required for the alternating direction method of
multipliers (ADMM) (Boyd, 2010). ADMM substi-
tutes a dummy variable z for A in the sub-functions:

argmin
A,D

1
2

∥∥X −AD∥∥2

F
+ λ1

∥∥z1

∥∥
1

+
λc
2

∥∥Bzc∥∥2

F

(8)

and, in addition to constraints in Eq 2 and 3, incor-
porates constraints A = z1 and A = zc to ensure
dummy variables match A. ADMM uses an aug-
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mented Lagrangian to incorporate and relax these
new constraints. We optimize for A, z1 and zc sep-
arately, update the dual variables and repeat until
convergence (see Supplementary material for La-
grangian form, solutions and updates). We modi-
fied code for ADMM, which is available online1.
ADMM is used when solving for A in the Online
Dictionary Learning algorithm, solving for D re-
mains unchanged from the NNSE implementation
(see Algorithms 1 and 2 in Supplementary Material).

We use the weighted addition composition func-
tion because it performed well for adjective-noun
composition in previous work (Mitchell and Lap-
ata, 2010; Dinu et al., 2013; Hashimoto et al., 2014),
maintains the convexity of the loss function, and is
easy to optimize. In contrast, an element-wise mul-
tiplication, dilation or higher-order matrix compo-
sition function will lead to a non-convex optimiza-
tion problem which cannot be solved using ADMM.
Though not explored here, we hypothesize that A
could be molded to respect many different compo-
sition functions. However, if the chosen composi-
tion function does not maintain convexity, finding a
suitable solution for A may prove challenging. We
also hypothesize that even if the chosen composi-
tion function is not the “true” composition function
(whatever that may be), the fact that A can change
to suit the composition function may compensate for
this mismatch. This has the flavor of variational in-
ference for Bayesian methods: an approximation in
place of an intractable problem often yields better
results with limited data, in less time.

3 Data and Experiments
We use the semantic vectors made available by
Fyshe et al. (2013), which were compiled from a 16
billion word subset of ClueWeb09 (Callan and Hoy,
2009). We used the 1000 dependency SVD dimen-
sions, which were shown to perform well for compo-
sition tasks. Dependency features are tuples consist-
ing of two POS tagged words and their dependency
relationship in a sentence; the feature value is the
pointwise positive mutual information (PPMI) for
the tuple. The dataset is comprised of 54,454 words
and phrases. We randomly split the approximately
14,000 adjective noun phrases into a train (2/3) and

1http://www.stanford.edu/˜boyd/papers/
admm/

Table 2: Median rank, mean reciprocal rank (MRR)
and percentage of test phrases ranked perfectly (i.e.
first in a sorted list of approx. 4,600 test phrases)
for four methods of estimating the test phrase vec-
tors. w.addSVD is weighted addition of SVD vectors,
w.addNNSE is weighted addition of NNSE vectors.

Model Med. Rank MRR Perfect
w.addSVD 99.89 35.26 20%
w.addNNSE 99.80 28.17 16%
Lexfunc 99.65 28.96 20%
CNNSE 99.91 40.65 26%

test (1/3) set. From the test set we removed 200 ran-
domly selected phrases as a development set for pa-
rameter tuning. We did not lexically split the train
and test sets, so many words appearing in training
phrases also appear in test phrases. For this reason
we cannot make specific claims about the generaliz-
ability of our methods to unseen words.

NNSE has one parameter to tune (λ1); CNNSE
has two: λ1 and λc. In general, these methods are
not overly sensitive to parameter tuning, and search-
ing over orders of magnitude will suffice. We found
the optimal settings for NNSE were λ1 = 0.05, and
for CNNSE λ1 = 0.05, λc = 0.5. Too large λ1

leads to overly sparse solutions, too small reduces
interpretability. We set ` = 1000 for both NNSE
and CNNSE and altered sparsity by tuning only λ1.

3.1 Phrase Vector Estimation

To test the ability of each model to estimate phrase
semantics we trained models on the training set, and
used the learned model and the composition function
to estimate vectors of held out phrases. We sort the
vectors for the test phrases, Xtest, by their cosine
distance to the predicted phrase vector X̂(p,:).

We report two measures of accuracy. The first is
median rank accuracy. Rank accuracy is: 100×(1−
r
P ), where r is the position of the correct phrase
in the sorted list of test phrases, and P = |Xtest|
(the number of test phrases). The second measure
is mean reciprocal rank (MRR), which is often used
to evaluate information retrieval tasks (Kantor and
Voorhees, 2000). MRR is

100× (
1
P

P∑
i=1

(
1
r

)). (9)
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For both rank accuracy and MRR, a perfect score is
100. However, MRR places more emphasis on rank-
ing items close to the top of the list, and less on dif-
ferences in ranking lower in the list. For example,
if the correct phrase is always ranked 2, 50 or 100
out of list of 4600, median rank accuracy would be
99.95, 98.91 or 97.83. In contrast, MRR would be
50, 2 or 1. Note that rank accuracy and reciprocal
rank produce identical orderings of methods. That
is, whatever method performs best in terms of rank
accuracy will also perform best in terms of recip-
rocal rank. MRR simply allows us to discriminate
between very accurate models. As we will see, the
rank accuracy of all models is very high (> 99%),
approaching the rank accuracy ceiling.

3.1.1 Estimation Methods

We will compare to two other previously
studied composition methods: weighted addition
(w.addSVD), and lexfunc (Baroni and Zamparelli,
2010). Weighted addition finds α, β to optimize

(X(p,:) − (αX(i,:) + βX(j,:)))
2

Note that this optimization is performed over the
SVD matrix X , rather than on A. To estimate X
for a new phrase p = (i, j) we compute

X̂(p,:) = αX(i,:) + βX(j,:)

Lexfunc finds an adjective-specific matrix Mi that
solves

X(p,:) = MiX(j,:)

for all phrases p = (i, j) for adjective i. We solved
each adjective-specific problem with Matlab’s par-
tial least squares implementation, which uses the
SIMPLS algorithm (Dejong, 1993). To estimate X
for a new phrase p = (i, j) we compute

X̂(p,:) = MiX(j,:)

We also optimized the weighted addition compo-
sition function over NNSE vectors, which we call
w.addNNSE. After optimizing α and β using the
training set, we compose the latent word vectors to
estimate the held out phrase:

Â(p,:) = αA(i,:) + βA(j,:)

For CNNSE, as in the loss function, α = β = 0.5
so that the average of the word vectors approximates

the phrase.

Â(p,:) = 0.5× (A(i,:) +A(j,:))

Crucially, w.addNNSE estimates α, β after learning
the latent space A, whereas CNNSE simultaneously
learns the latent space A, while taking the compo-
sition function into account. Once we have an esti-
mate Â(p,:) we can use the NNSE and CNNSE solu-
tions for D to estimate the corpus statistics X.

X̂(p,:) = Â(p,:)D

Results for the four methods appear in Table 2.
Median rank accuracies were all within half a per-
centage point of each other. However, MRR shows
a striking difference in performance. CNNSE has
MRR of 40.64, more than 5 points higher than the
second highest MRR score belonging to w.addSVD
(35.26). CNNSE ranks the correct phrase in the
first position for 26% of phrases, compared to 20%
for w.addSVD. Lexfunc ranks the correct phrase
first for 20% of the test phrases, w.addNNSE 16%.
So, while all models perform quite well in terms
of rank accuracy, when we use the more discrim-
inative MRR, CNNSE is the clear winner. Note
that the performance of w.addNNSE is much lower
than CNNSE. Incorporating a composition con-
straint into the learning algorithm has produced a la-
tent space that surpasses all methods tested for this
task.

We were surprised to find that lexfunc performed
relatively poorly in our experiments. Dinu et al.
(2013) used simple unregularized regression to es-
timate M . We also replicated that formulation, and
found phrase ranking to be worse when compared
to the Partial Least Squares method described in Ba-
roni and Zamparelli (2010). In addition, Baroni and
Zamparelli use 300 SVD dimensions to estimateM .
We found that, for our dataset, using all 1000 dimen-
sions performed slightly better.

We hypothesize that our difference in perfor-
mance could be due to the difference in input cor-
pus statistics (in particular the thresholding of infre-
quent words and phrases), or due to the fact that we
did not specifically create the training and tests sets
to evenly distribute the phrases for each adjective.
If an adjective i appears only in phrases in the test
set, lexfunc cannot estimate Mi using training data
(a hindrance not present for other methods, which
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require only that the adjective appear in the train-
ing data). To compensate for this possibly unfair
train/test split, the results in Table 2 are calculated
over only those adjectives which could be estimated
using the training set.

Though the results reported here are not as high
as previously reported, lexfunc was found to be
only slightly better than w.addSVD for adjective noun
composition (Dinu et al., 2013). CNNSE outper-
forms w.addSVD by a large margin, so even if Lex-
func could be tuned to perform at previous levels on
this dataset, CNNSE would likely still dominate.

3.1.2 Phrase Estimation Errors
None of the models explored here are perfect.

Even the top scoring model, CNNSE, only identi-
fies the correct phrase for 26% of the test phrases.
When a model makes a “mistake”, it is possible that
the top-ranked phrase is a synonym of, or closely
related to, the actual phrase. To evaluate mistakes,
we chose test phrases for which all 4 models are in-
correct and produce a different top ranked phrase
(likely these are the most difficult phrases to es-
timate). We then asked Mechanical Turk (Mturk
http://mturk.com) users to evaluate the mis-
takes. We presented the 4 mistakenly top-ranked
phrases to Mturk users, who were asked to choose
the one phrase most related to the actual test phrase.

We randomly selected 200 such phrases and asked
5 Mturk users to evaluate each, paying $0.01 per an-
swer. We report here the results for questions where
a majority (3) of users chose the same answer (82%
of questions). For all Mturk experiments described
in this paper, a screen shot of the question appears in
the Supplementary Material.

Table 3 shows the Mturk evaluation of model mis-
takes. CNNSE and lexfunc make the most reason-
able mistakes, having their top-ranked phrase cho-
sen as the most related phrase 35.4% and 31.7% of
the time, respectively. This makes us slightly more
comfortable with our phrase estimation results (Ta-
ble 2); though lexfunc does not reliably predict the
correct phrase, it often chooses a close approxima-
tion. The mistakes from CNNSE are chosen slightly
more often than lexfunc, indicating that CNNSE
also has the ability to reliably predict the correct
phrase, or a phrase deemed more related than those
chosen by other methods.

Table 3: A comparison of mistakes in phrase rank-
ing across 4 composition methods. To evaluate mis-
takes, we chose phrases for which all 4 models rank
a different (incorrect) phrase first. Mturk users were
asked to identify the phrase that was semantically
closest to the target phrase.

Predicted phrase deemed
Model closest match to actual phrase

w.addSVD 21.3%
w.addNNSE 11.6%
Lexfunc 31.7%
CNNSE 35.4%

3.2 Interpretability
Though our improvement in MRR for phrase vec-
tor estimation is compelling, we seek to explore the
meaning encoded in the word space features. We
turn now to the interpretation of phrasal semantics
and semantic composition.

3.2.1 Interpretability of Latent Dimensions
Due to the sparsity and non-negativity constraints,

NNSE produces dimensions with very coherent se-
mantic groupings (Murphy et al., 2012). Murphy
et al. used an intruder task to quantify the inter-
pretability of semantic dimensions. The intruder
task presents a human user with a list of words, and
they are to choose the one word that does not belong
in the list (Chang et al., 2009). For example, from
the list (red, green, desk, pink, purple, blue), it is
clear to see that the word “desk” does not belong in
the list of colors.

To create questions for the intruder task, we se-
lected the top 5 scoring words in a particular di-
mension, as well as a low scoring word from that
same dimension such that the low scoring word is
also in the top 10th percentile of another dimen-
sion. Like the word “desk” in the example above,
this low scoring word is called the intruder, and the
human subject’s task is to select the intruder from a
shuffled list of 6 words. Five Mturk users answered
each question, each paid $0.01 per answer. If Mturk
users identify a high percentage of intruders, this in-
dicates that the latent representation groups words in
a human-interpretable way. We chose 100 questions
for each of the NNSE, CNNSE and SVD represen-
tations. Because the output of lexfunc is the SVD
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Table 4: Quantifying the interpretability of learned
semantic representations via the intruder task. In-
truders detected: % of questions for which the ma-
jority response was the intruder. Mturk agreement:
the % of questions for which a majority of users
chose the same response.

Method Intruders Detected Mturk Agreement
SVD 17.6% 74%

NNSE 86.2% 94%
CNNSE 88.9% 90%

representationX , SVD interpretability is a proxy for
lexfunc interpretability.

Results for the intruder task appear in Table 4.
Consistent with previous studies, NNSE provides a
much more interpretable latent representation than
SVD. We find that the additional composition con-
straint used in CNNSE has maintained the inter-
pretability of the learned latent space. Because in-
truders detected is higher for CNNSE, but agreement
amongst Mturk users is higher for NNSE, we con-
sider the interpretability results for the two methods
to be equivalent. Note that SVD interpretability is
close to chance (1/6 = 16.7%).

3.2.2 Coherence of Phrase Representations
The dimensions of NNSE and CNNSE are com-

parably interpretable. But, has the composition con-
straint in CNNSE resulted in better phrasal repre-
sentations? To test this, we randomly selected 200
phrases, and then identified the top scoring dimen-
sion for each phrase in both the NNSE and CNNSE
models. We presented Mturk users with the inter-
pretable summarizations for these top scoring di-
mensions. Users were asked to select the list of
words (interpretable summarization) most closely
related to the target phrase. Mturk users could
also select that neither list was related, or that the
lists were equally related to the target phrase. We
paid $0.01 per answer and had 5 users answer each
question. In Table 5 we report results for phrases
where the majority of users selected the same an-
swer (78% questions). CNNSE phrasal represen-
tations are found to be much more consistent, re-
ceiving a positive evaluation almost twice as often
as NNSE.

Together, these results show that CNNSE repre-
sentations maintain the interpretability of NNSE di-

Table 5: Comparing the coherence of phrase rep-
resentations from CNNSE and NNSE. Mturk users
were shown the interpretable summarization for the
top scoring dimension of target phrases. Represen-
tations from CNNSE and NNSE were shown side by
side and users were asked to choose the list (summa-
rization) most related to the phrase, or that the lists
were equally good or bad.

Model representation deemed
Model most consistent with phrase

CNNSE 54.5%
NNSE 29.5%
Both 4.5%

Neither 11.5%

mensions, while improving the coherence of phrase
representations.

3.3 Evaluation on Behavioral Data

We now compare the performance of various com-
position methods on an adjective-noun phrase sim-
ilarity dataset (Mitchell and Lapata, 2010). This
dataset is comprised of 108 adjective-noun phrase
pairs split into high, medium and low similarity
groups. Similarity scores from 18 human subjects
are averaged to create one similarity score per phrase
pair. We then compute the cosine similarity between
the composed phrasal representations of each phrase
pair under each compositional model. As in Mitchell
and Lapata (2010), we report the correlation of the
cosine similarity measures to the behavioral scores.
We withheld 12 of the 108 questions for parame-
ter tuning, four randomly selected from each of the
high, medium and low similarity groups.

Table 6 shows the correlation of each model’s
similarity scores to behavioral similarity scores.
Again, Lexfunc performs poorly. This is proba-
bly attributable to the fact that there are, on aver-
age, only 39 phrases available for training each ad-
jective in the dataset, whereas the original Lexfunc
study had at least 50 per adjective (Baroni and Zam-
parelli, 2010). CNNSE is the top performer, fol-
lowed closely by weighted addition. Interestingly,
weighted NNSE correlation is lower than CNNSE
by nearly 0.15, which shows the value of allowing
the learned latent space to conform to the desired
composition function.

7
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3.3.1 Interpretability and Phrase Similarity

CNNSE has the additional advantage of inter-
pretability. To illustrate, we created a web page
to explore the dataset under the CNNSE model.
The page http://www.cs.cmu.edu/˜fmri/
papers/naacl2015/cnnse_mitchell_
lapata_all.html displays phrase pairs sorted
by average similarity score. For each phrase
in the pair we show a summary of the CNNSE
composed phrase meaning. The scores of the 10
top dimensions are displayed in descending order.
Each dimension is described by its interpretable
summarization. As one scrolls down the page, the
similarity scores increase, and the number of dimen-
sions shared between the phrase pairs (highlighted
in red) increases. Some phrase pairs with high
similarity scores share no top scoring dimensions.
Because we can interpret the dimensions, we can
begin to understand how the CNNSE model is
failing, and how it might be improved.

For example, the phrase pair judged most similar
by the human subjects, but that shares none of the
top 10 dimensions in common, is “large number”
and “great majority” (behavioral similarity score
5.61/7). Upon exploration of CNNSE phrasal repre-
sentations, we see that the representation for “great
majority” suffers from the multiple word senses of
majority. Majority is often used in political settings
to describe the party or group with larger member-
ship. We see that the top scoring dimension for
“great majority” has top scoring words “candidacy,
candidate, caucus”, a politically-themed dimension.
Though the CNNSE representation is not incorrect
for the word, the common theme between the two
test phrases is not political.

The second highest scoring dimension for “large
number” is “First name, address, complete address”.
Here we see another case of the collision of multiple
word senses, as this dimension is related to identify-
ing numbers, rather than the quantity-related sense
of number. While it is satisfying that the word senses
for majority and number have been separated out
into different dimensions for each word, it is clear
that both the composition and similarity functions
used for this task are not gracefully handling multi-
ple word senses. To address this issue, we could par-
tition the dimensions of A into sense-related groups

Table 6: Correlation of phrase similarity judgements
(Mitchell and Lapata, 2010) to pairwise distances in
several adjective-noun composition models.

Correlation to
Model behavioral data

w.addSVD 0.5377
w.addNNSE 0.4469
Lexfunc 0.1347
CNNSE 0.5923

and use the maximally correlated groups to score
phrase pairs. CNNSE interpretability allows us to
perform these analyses, and will also allow us to it-
erate and improve future compositional models.

4 Conclusion
We explored a new method to create an interpretable
VSMs that respects the notion of semantic compo-
sition. We found that our technique for incorporat-
ing phrasal relationship constraints produced a VSM
that is more consistent with observed phrasal repre-
sentations and with behavioral data.

We found that, compared to NNSE, human eval-
uators judged CNNSE phrasal representations to be
a better match to phrase meaning. We leveraged this
improved interpretability to explore composition in
the context of a previously published compositional
task. We note that the collision of word senses of-
ten hinders performance on the behavioral data from
Mitchell and Lapata (2010).

More generally, we have shown that incorporat-
ing constraints to represent the task of interest can
improve a model’s performance on that task. Ad-
ditionally, incorporating such constraints into an in-
terpretable model allows for a deeper exploration of
performance in the context of evaluation tasks.
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Abstract

In this paper, we introduce a new approach
for joint segmentation, POS tagging and de-
pendency parsing. While joint modeling of
these tasks addresses the issue of error prop-
agation inherent in traditional pipeline archi-
tectures, it also complicates the inference task.
Past research has addressed this challenge by
placing constraints on the scoring function.
In contrast, we propose an approach that can
handle arbitrarily complex scoring functions.
Specifically, we employ a randomized greedy
algorithm that jointly predicts segmentations,
POS tags and dependency trees. Moreover,
this architecture readily handles different seg-
mentation tasks, such as morphological seg-
mentation for Arabic and word segmentation
for Chinese. The joint model outperforms the
state-of-the-art systems on three datasets, ob-
taining 2.1% TedEval absolute gain against
the best published results in the 2013 SPMRL
shared task.1

1 Introduction

Parsing accuracy is greatly impacted by the qual-
ity of preprocessing steps such as tagging and word
segmentation. Li et al. (2011) report that the dif-
ference between using the gold POS tags and us-
ing the automatic counterparts reaches about 6% in
dependency accuracy. Prior research has demon-
strated that joint prediction alleviates error propaga-
tion inherent in pipeline architectures, where mis-
takes cascade from one task to the next (Bohnet et

1The source code is available at https://github.
com/yuanzh/SegParser.

al., 2013; Tratz, 2013; Hatori et al., 2012; Zhang
et al., 2014a). However, jointly modeling all the
processing tasks inevitably increases inference com-
plexity. Prior work addressed this challenge by in-
troducing constraints on scoring functions to keep
inference tractable (Qian and Liu, 2012).

In this paper, we propose a method for joint pre-
diction that imposes no constraints on the scoring
function. The method is able to handle high-order
and global features for each individual task (e.g.,
parsing), as well as features that capture interactions
between tasks. The algorithm achieves this flexibil-
ity by operating over full assignments that specify
segmentation, POS tags and dependency tree, mov-
ing from one complete configuration to another.

Our approach is based on the randomized greedy
algorithm from our earlier dependency parsing sys-
tem (Zhang et al., 2014b). We extend this algorithm
to jointly predict the segmentation and the POS tags
in addition to the dependency parse. The search
space for the algorithm is a combination of parse
trees and lattices that encode alternative morpho-
logical and POS analyses. The inference algorithm
greedily searches over this space, iteratively mak-
ing local modifications to POS tags and dependency
trees. To overcome local optima, we employ multi-
ple restarts.

This simple, yet powerful approach can be eas-
ily applied to a range of joint prediction tasks. In
prior work, joint models have been designed for a
specific language. For instance, joint models for
Chinese are designed with word segmentation in
mind (Hatori et al., 2012), while algorithms for pro-
cessing Semitic languages are tailored for morpho-
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logical analysis (Tratz, 2013; Goldberg and Elhadad,
2011). In contrast, we show that our algorithm
can be effortlessly applied to all these distinct lan-
guages. Language-specific characteristics drive the
lattice construction and the feature selection, while
the learning and inference methods are language-
agnostic.

We evaluate our model on three datasets: SPMRL
(Modern Standard Arabic), classical Arabic and
CTB5 (Chinese). Our model consistently outper-
forms state-of-the-art systems designed for these
languages. We obtain a 2.1% TedEval gain against
the best published results in the 2013 SPMRL shared
task (Seddah et al., 2013). The joint model results
in significant gains against its pipeline counterpart,
yielding 2.4% absolute F-score increase in depen-
dency parsing on the same dataset. Our analysis re-
veals that most of this gain comes from the improved
prediction on OOV words.

2 Related Work

Joint Segmentation, POS tagging and Syntactic
Parsing It has been widely recognized that joint
prediction is an appealing alternative for pipeline ar-
chitectures (Goldberg and Tsarfaty, 2008; Hatori et
al., 2012; Habash and Rambow, 2005; Gahbiche-
Braham et al., 2012; Zhang and Clark, 2008; Bohnet
and Nivre, 2012). These approaches have been par-
ticularly prominent for languages with difficult pre-
processing, such as morphologically rich languages
(e.g., Arabic and Hebrew) and languages that re-
quire word segmentation (e.g., Chinese). For the for-
mer, joint prediction models typically rely on a lat-
tice structure to represent alternative morphological
analyses (Goldberg and Tsarfaty, 2008; Tratz, 2013;
Cohen and Smith, 2007). For instance, transition-
based models intertwine operations on the lattice
with operations on a dependency tree. Other joint
architectures are more decoupled: in Goldberg and
Tsarfaty (2008), a lattice is used to derive the best
morphological analysis for each part-of-speech al-
ternative, which is in turn provided to the pars-
ing algorithm. In both cases, tractable inference is
achieved by limiting the representation power of the
scoring function. Our model also uses a lattice to
encode alternative analyses. However, we employ
this structure in a different way. The model samples

the full path from the lattice, which corresponds to
a valid segmentation and POS tagging assignment.
Then the model improves the path and the corre-
sponding tree via a hill-climbing strategy. This ar-
chitecture allows us to incorporate arbitrary features
for segmentation, POS tagging and parsing.

In joint prediction models for Chinese, lattice
structures are not typically used. Commonly these
models are formulated in a transition-based frame-
work at the character level (Zhang and Clark, 2008;
Zhang et al., 2014a; Wang and Xue, 2014). While
this formulation can handle a large space of possible
word segmentations, it can only capture features that
are instantiated based on the stack and queue status.
Our approach offers two advantages over prior work:
(1) we can incorporate arbitrary features for word
segmentation and parsing; (2) we demonstrate that
a lattice-based approach commonly used for other
languages can be effectively utilized for Chinese.

Randomized Greedy Inference Our prior work
has demonstrated that a simple randomized greedy
approach delivers near optimal dependency pars-
ing (Zhang et al., 2014b). Our analysis explains
this performance with the particular properties of the
search space in dependency parsing. We show how
to apply this strategy to a more challenging infer-
ence task and demonstrate that a randomized greedy
algorithm achieves excellent performance in a sig-
nificantly larger search space.

3 Randomized Greedy System for Joint
Prediction

In this section, we introduce our model for joint mor-
phological segmentation, tagging and parsing. Our
description will first assume that word boundaries
are provided (e.g., the case of Arabic). Later, we
will describe how this model can be applied to a
joint prediction task that involves word segmenta-
tion (e.g., Chinese).

3.1 Notation
Let x = {xi}|x|i=1 be a sentence of length |x| that
consists of tokens xi. We use s = {si}|x|i=1 to de-
note a segmentation of all the tokens in sentence x,
and si = {si,j}|si|

j=1 to denote a segmentation of the
token xi, where si,j is the jth morpheme of the to-
ken xi. Similarly, we use t, ti and ti,j for the POS
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Ti = Ti,1 ⇥ Ti,2

1

Figure 1: Example lattice structures for the Arabic
token “wkAn”. It has two candidate segmentations:
w+kAn or w+k+An. The first segmentation consists
of two morphemes. The first morpheme w has two
candidate POS.

tags for each sentence, token and morpheme. We
use y to denote a dependency tree over morphemes,
and yi,j to denote the head of morpheme si,j . Dur-
ing training, the algorithm is provided with tuples
that specify ground truth values for all the variables
D = {(x, ŝ, t̂, ŷ)}.

We also assume access to a morphological ana-
lyzer and a POS tagger that provide candidate anal-
yses. Specifically, for each token xi, the algorithm is
provided with candidate segmentations Si, and can-
didate POS tags Ti and Ti,j . These alternative anal-
yses are captured in the lattice structure (see Fig-
ure 1 for an example). Finally, we use Y to denote
the set of all valid dependency trees defined over
morphemes.

3.2 Decoding

We parameterize the scoring function as

score(x, s, t, y) = θ · f(x, s, t, y) (1)

where θ is the parameter vector and f(x, s, t, y) is
the feature vector associated with the sentence and
all variables.

The goal of decoding is to find a set of valid val-
ues for (s, t, y) ∈ S × T × Y that maximizes the
score defined in Eq. 1. Our randomized greedy al-
gorithm finds a high scoring assignment for (s, t, y)
via a hill-climbing process with multiple random
restarts. (Section 3.3 describes how the parameters
θ are learned.)

Figure 2 shows the framework of our random-
ized greedy algorithm. First, we draw a full path
from the lattice structure in two steps: (1) sampling
a morphological segmentation s from S; (2) sam-
pling POS tags t for each morpheme. Next, we

sample a dependency tree y from the parse space.
Based on this random starting point, we iteratively
hill-climb t and y in a bottom-up order.2 In our
earlier work (Zhang et al., 2014b), we showed this
strategy guarantees that we can climb to any target
tree in a finite number of steps. We repeat the sam-
pling and the hill-climbing processes above until we
do not find a better solution for K iterations. We
introduce the details of this process below.

SampleSeg and SamplePOS: Given a sentence
x, we first draw segmentations s and POS tags t(0)

from the first-order distribution using the current
learned parameter values. For segmentation, first-
order features only depend on each token xi and its
morphemes si,j . Similarly, for POS, first-order fea-
tures are defined based on si,j and ti,j . The sam-
pling process is straightforward due to the fact that
the candidate sets |Si| and |Ti,j | are both small. We
can enumerate and compute the probabilities propor-
tional to the exponential of the first-order scores as
follows.3

p(si) ∝ exp{θ · f(x, si)}
p(ti,j) ∝ exp{θ · f(x, si, ti,j)}

(2)

SampleTree: Given a random sample of the seg-
mentations s and the POS tags t(0), we draw a ran-
dom tree y(0) from the first-order distribution using
Wilson’s algorithm (Wilson, 1996).4

HillClimbPOS: After sampling the initial values
s, t(0) and y(0), the hill-climbing algorithm improves
the solution via locally greedy changes. The hill-
climbing algorithm iterates between improving the
POS tags and the dependency tree. For POS tagging,
it updates each ti,j in a bottom-up order as follows

ti,j ← arg max
ti,j∈Ti,j

score(x, s, ti,j , t−(i,j), y) (3)

where t−(i,j) are the rest of the POS tags when we
update ti,j .

2We do not hill-climb segmentation, or else we have to
jointly find the optimal t and y, and the resulting computational
cost is too high.

3We notice that the distribution becomes significantly
sharper after training for several epochs. Therefore, we also
smooth the distribution by multiplying the score with a scaling
factor.

4We also smooth the distribution in the same way as in seg-
mentation and POS tagging.
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Input: parameter θ, sentence x
Output: segmentations s, POS tags t and depen-

dency tree y

1: s← SampleSeg(x)
2: t(0) ← SamplePos(x, s)
3: y(0) ← SampleTree(x, s, t(0))
4: k = 0
5: repeat
6: t(k+1) ← HillClimbPOS(x, s, t(k), y(k))
7: y(k+1) ← HillClimbTree(x, s, t(k+1), y(k))
8: k ← k + 1
9: until no change in this iteration

10: return (s, t(k), y(k))

Figure 2: The hill-climbing algorithm with random
initializations. Details of the sampling and hill-
climbing functions in Line 1-3 and 6-7 are provided
in Section 3.2.

HillClimbTree: We improve the dependency tree
y via a similar hill-climbing process. Specifically,
we greedily update the head yi,j of each morpheme
in a bottom-up order as follows

yi,j ← arg max
yi,j∈Yi,j

score(x, s, t, yi,j , y−(i,j)) (4)

where Yi,j is the set of candidate heads such that
changing yi,j to any candidate does not violate the
tree constraint.

3.3 Training

We learn the parameters θ in a max-margin frame-
work, using on-line updates. For each update, we
need to compute the segmentations, POS tags and
the tree that maximize the cost-augmented score:

(s̃, t̃, ỹ) = arg max
s∈S,t∈T ,y∈Y

{θ·f(x, s, t, y)+Err(s, t, y)}
(5)

whereErr(s, t, y) is the number of errors of (s, t, y)
against the ground truth (ŝ, t̂, ŷ). The parameters are
then updated to guide the selection against the vio-
lation. This is done via standard passive-aggressive
updates (Crammer et al., 2006).

3.4 Adapting to Chinese Joint Prediction

In this section we describe how the proposed model
can be adapted to languages that do not delineate

!
Xinhua News Agency

!
Xinhua

!
society

 !
February  13th

 !
February

!
13th

!
Beijing

!
report

Figure 3: Example lattice structures for the Chi-
nese sentence “新华社北京二月十三日电” (Xin-
hua Press at Beijing reports on February 13th). The
token新华社 has two candidate segmentations: 新
华社 or新华 +社.

words with spaces, and thus require word segmen-
tation. The main difference lies in the construction
of the lattice structure. We employ a state-of-the-art
word segmenter to produce candidate word bound-
aries. We consider boundaries common across all
the top-k candidates as true word boundaries. The
remaining tokens (i.e., strings between these bound-
aries) are treated as words to be further segmented
and labeled with POS tags. Figure 3 shows an ex-
ample of the Chinese word lattice structure we con-
struct. Once the lattice is constructed, the joint pre-
diction model is applied as described above.

4 Features

Segmentation Features For both Arabic and Chi-
nese, each segmentation is represented by its score
from the preprocessing system, and by the corre-
sponding morphemes (or words in Chinese). Fol-
lowing previous work (Zhang and Clark, 2010), we
also add character-based features for Chinese word
segmentation, including the first and the last charac-
ters in the word, and the length of the word.

POS Tag Features Table 1 summarizes the POS
tag features employed by the model. First, we
use the feature templates proposed in our previ-
ous work on Arabic joint parsing and POS correc-
tion (Zhang et al., 2014c). In addition, we incor-
porate character-based features specifically designed
for Chinese. These features are mainly inspired by
previous transition-based models on Chinese joint
POS tagging and word segmentation (Zhang and
Clark, 2010).

Dependency Parsing Features The feature tem-
plates for dependency parsing are mainly drawn
from our previous work (Zhang et al., 2014b). Fig-
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1-gram
〈t0, w−2〉, 〈t0, w−1〉, 〈t0, w0〉, 〈t0, w1〉, 〈t0, w2〉,
〈t0, w−1, w0〉, 〈t0, w0, w1〉, 〈s(t0)〉, 〈t0, s(t0)〉

2-gram 〈t−1, t0〉, 〈t−2, t0〉, 〈t−1, t0, w−1〉, 〈t−1, t0, w0〉
3-gram

〈t−1, t0, t1〉, 〈t−2, t0, t1, 〉, 〈t−1, t0, t2〉,
〈t−2, t0, t2〉

4-gram
〈t−2, t−1, t0, t+1〉, 〈t−2, t−1, t0, t2〉,
〈t−2, t0, t1, t2〉

5-gram 〈t−2, t−1, t0, t1, t2〉
Character

〈t0, pre1(w0)〉, 〈t0, pre2(w0)〉, 〈t0, suf1(w0)〉,
〈t0, suf2(w0)〉, 〈t0, cn(w0)〉, 〈t0, len(w0)〉

Table 1: POS tag feature templates. t0 and w0 de-
notes the POS tag and the word at the current posi-
tion. t−x and tx denote left and right context tags,
and similarly for words. s(·) denotes the score of
the POS tag produced by the preprocessing tagger.
The last row shows the “Character”-based features
for Chinese. pre1(·) and pre2(·) denote the word
prefixes with one and two characters respectively.
suf 1(·) and suf 2(·) denote the word suffixes simi-
larly. cn(·) denotes the n-th character in the word.
len(·) denotes the length of the word, capped at 5 if
longer.

arc!

h m

consecutive sibling!

h m s

grandparent!

g h m

grand-sibling!

g h m s

tri-siblings!

h m s t

Figure 4: First- to third-order dependency parsing
features.

ure 4 shows the first- to third-order feature templates
that we use in our model. We also use global fea-
tures to capture the adjacent conjuncts agreement in
a coordination structure, and the valency patterns for
each POS category. Note that most dependency fea-
tures are implicitly cross-task in that they include
POS tag and segmentation information. For exam-
ple, the standard feature involves the POS tags of the
words on both ends of the arc.

5 Experimental Setup

5.1 Datasets

We evaluate our model on two Arabic datasets and
one Chinese dataset. For the first Arabic dataset,
we use the dataset used in the Statistical Parsing of

Dataset SPMRL Classical CTB5
Language Arabic Arabic Chinese

Train #sent 14.4k 15.4k 17.5k
#token 451k 573k 442k

Dev. #sent 1.8k – 348
#token 56.9k – 6.6k

Test. #sent 1.8k 163 348
#token 55.6k 7.9k 8.0k

Table 2: Statistics of datasets.

Morphologically Rich Languages (SPMRL) Shared
Task 2013 (Seddah et al., 2013).5 We follow the
official split for training, development and testing
set. We use the core set of 12 POS categories pro-
vided by Marton et al. (2013). In the second Ara-
bic dataset, the training set is a dependency con-
version of the Arabic Treebank, which primarily in-
cludes Modern Standard Arabic (MSA) text. How-
ever, we test on a new corpus, which consists of
classical Arabic text obtained from the Comprehen-
sive Islamic Library (CIS).6 A native Arabic speaker
with background in computational linguistics anno-
tated the morphological segmentation and POS tags.
This corpus is an excellent testbed for a joint model
because classical Arabic may use rather different vo-
cabulary from MSA, while their syntactic grammars
are very similar to each other. Therefore incorporat-
ing syntactic information should be particularly ben-
eficial to morphological segmentation and POS tag-
ging. For Chinese, we use the Chinese Penn Tree-
bank 5.0 (CTB5) and follow the split in previous
work (Zhang and Clark, 2010).

Table 2 summarizes the statistics of the datasets.
For the SPMRL test set, we follow the common
practice which limits the sentence lengths up to
70 (Seddah et al., 2013). For classical Arabic and
Chinese, we evaluate on all the test sentences.

5.2 Generating Lattice Structures

In this section we introduce the methodology for
constructing candidate sets for segmentation and

5This dataset is originally provided by the LDC (Maamouri
et al., 2004), specifically its SPMRL 2013 dependency in-
stance, derived from the Columbia Catib Treebank (Habash and
Roth, 2009; Habash et al., 2009) and extended according to the
SPMRL 2013 extension scheme (Seddah et al., 2013).

6This classical Arabic dataset is publicly available at http:
//farasa.qcri.org/
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MADA analysis

Word Emlyp
Emly/NOUN+p/NSUFF, gen:f/num:s/per:na
Emly/ADJ+p/NSUFF, gen:f/num:s/per:na

Eml/NOUN+y/NSUFF+p/PRON, gen:m/num:d/per:na

Lattice structure

Emly/NOUN

Emly/ADJ

p/NSUFF
gen:f/num:s/per:na

Eml/NOUN
y/NSUFF

p/PRON
gen:m/num:d/per:na

Figure 5: Example MADA analysis for the word
Emlyp and the corresponding lattice structure.

POS tagging. Table 3 provides statistics on the gen-
erated candidate sets.

SPMRL 2013 Following Marton et al. (2013), we
use the MADA system to generate candidate mor-
phological analyses and POS tags. For each token
in the sentence, MADA provides a list of possible
morphological analyses and POS tags, each associ-
ated with a score. The score of each segmentation or
POS tag equals the highest score of the MADA anal-
ysis in which it appears. In addition, we associate
each segmentation with MADA analyses on gender,
number and person. Figure 5 shows an example of
MADA output for the token Emlyp and the corre-
sponding lattice structure.

Classical Arabic We construct the lattice for this
corpus in a similar fashion to the SPMRL dataset
with two main departures. First, we use the Ara-
bic morphological analyzer developed by Darwish
et al. (2014) because MADA is primarily trained for
MSA and performs poorly on classical Arabic. Sec-
ond, we implement a CRF-based morpheme-level
POS tagger and generate the POS tag candidates for
each morpheme based on their marginal probabili-
ties, truncated by a probability threshold.

CTB5 We first re-train the Stanford Chinese word
segmenter on CTB5 and generate a top-10 list for
each sentence.7 We treat the word boundaries shared
across all the 10 candidates as the confident ones,

7We use 10-fold cross validation to avoid overfitting on the
training set.

Dataset Seg POS
F1 Oracle Avg. |Si| F1 Avg. |Ti,j |

SPMRL 99.4 99.8 1.23 96.9 1.71
Classical 92.4 97.0 1.16 82.4 3.01
CTB5 95.3 99.0 1.22 91.4 2.02

Table 3: Quality of the lattice structures on each
dataset. For SPMRL and CTB5, we show the statis-
tics on the development sets. For classical Arabic,
we directly show the statistics on the testing set be-
cause the development set is not available.

and construct the lattice as described in Section 3.4.
Our model then focuses on disambiguating the rest
of the word boundaries in the candidates. To gen-
erate POS candidates, we apply a CRF-based tag-
ger with Chinese-specific features used in previous
work (Hatori et al., 2011).

5.3 Evaluation Measures

Following standard practice in previous work (Ha-
tori et al., 2012; Zhang et al., 2014a), we use F-
score as the evaluation metric for segmentation, POS
tagging and dependency parsing. We report the
morpheme-level F-score for Arabic and the word-
level F-score for Chinese. In addition, we use TedE-
val (Tsarfaty et al., 2012) to evaluate the joint pre-
diction on the SPMRL dataset, because TedEval
score is the only evaluation metric used in the of-
ficial report. We directly use the evaluation tools
provided on the SPMRL official website.8

5.4 Baselines

State-of-the-Art Systems For the SPMRL
dataset, we directly compare with Björkelund et al.
(2013). This system achieves the best TedEval
score in the track of dependency parsing with
predicted information and we directly republish
the official result. We also compute the F-score of
this system on each task using our own evaluation
script.9 For the CTB5 dataset, we directly compare
to the arc-eager system by Zhang et al. (2014a),
which slightly outperforms the arc-standard system
by Hatori et al. (2012).

8http://www.spmrl.org/spmrl2013-sharedtask.html
9F-score evaluation for Arabic is not straightforward due to

the stem changes in the morphological analysis. Therefore, the
comparison of F-scores is only approximate.
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Model
SPMRL Classical Arabic CTB5

Seg POS Dep TedEval Seg POS Seg POS Dep
Pipeline 99.18 95.76 84.79 92.86 92.37 82.40 97.45 93.42 79.46
Joint 99.52 97.43 87.23 93.87 94.35 84.44 98.04 94.47 82.01
Best Published 96.42 91.66 82.41 91.74 – – 97.76 94.36 81.70

Table 4: Segmentation, POS tagging and unlabeled attachment dependency F-scores (%) and TedEval score
(%) on different datasets. The first line denotes the performance by the pipeline variation of our model.
The second row shows the results by our joint model. “Best Published” includes the best reported re-
sults: Björkelund et al. (2013) for the SPMRL 2013 shared task and Zhang et al. (2014a) for the CTB5
dataset. Note that the POS F-scores are not directly comparable because Björkelund et al. (2013) use a
different POS tagset from us.
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Figure 6: Absolute F-score (%) improvement of the joint model over the pipeline counterpart on seen and
out-of-vocabulary (OOV) words.

System Variants We also compare against a
pipeline variation of our model. In our pipeline
model, we predict segmentations and POS tags by
the same system that we use to generate candidates.
The subsequent standard parsing model then oper-
ates on the predicted segmentations and POS tags.

5.5 Experimental Details

Following our earlier work (Zhang et al., 2014b), we
train a first-order classifier to prune the dependency
tree space.10 Following common practice, we aver-
age parameters over all iterations after training with
passive-aggressive online learning algorithm (Cram-
mer et al., 2006; Collins, 2002). We use the same
adaptive random restart strategy as in our earlier
work (Zhang et al., 2014b) and set K = 300. In ad-
dition, we also apply an aggressive early-stop strat-
egy during training for efficiency. If we have found
a violation against the ground truth during the first
50 iterations, we immediately stop and update the

10We set the probability threshold to 0.05 and limit the num-
ber of candidate heads up to 20, which gives a 99.5% pruning
recall on both the SPMRL and the CTB5 development sets.

parameters based on the current violation. The rea-
soning behind this early-stop strategy is that weaker
violations for some training sentences are already
sufficient for separable training sets (Huang et al.,
2012).

6 Results

Comparison to State-of-the-art Systems Table 4
summarizes the performance of our model and the
best published results for the SPMRL and the CTB5
datasets.11 On both datasets, our system outper-
forms the baselines. On the SPMRL 2013 shared
task, our approach yields a 2.1% TedEval score gain
over the top performing system (Björkelund et al.,
2013). We also improve the segmentation and de-
pendency F-scores by 3.1% and 4.8% respectively.
Note that the POS F-scores are not directly com-
parable because Björkelund et al. (2013) use a dif-
ferent POS tagset from us. On the CTB5 dataset,
we outperform the state-of-the-art with respect to all

11We are not aware of any published results on the Classical
Arabic Dataset.
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Figure 8: The normalized score of the output tree as
the function of the number of restarts. We normalize
scores of each sentence by the highest score among
3,000 restarts for this sentence. We show the curve
up to 1,000 restarts because it reaches convergence
after 500 restarts.

tasks: segmentation (0.3%), tagging (0.1%), and de-
pendency parsing (0.3%).12

Impact of the Joint Prediction As Table 4 shows,
our joint prediction model consistently outperforms
the corresponding pipeline model in all three tasks.
This observation is consistent with findings in pre-
vious work (Hatori et al., 2012; Tratz, 2013). We
also observe that gains are higher (2%) on the clas-
sical Arabic dataset, which demonstrates that joint
prediction is particularly helpful in bridging the gap
between MSA and classical Arabic.

12Zhang et al. (2014a) improve the dependency F-score to
82.14% by adding manually annotated intra-word dependency
information. Even without such gold word structure annota-
tions, our model still achieves a comparable result.

Dataset
Seg POS Dep

Seen OOV Seen OOV Seen OOV
SPMRL 48.4 27.8 44.7 15.0 15.9 17.5
Classical 13.8 34.8 4.2 17.2 – –
CTB5 20.3 25.7 14.2 19.9 13.0 15.6

Table 5: F-score error reductions (%) of the joint
model over the pipeline counterpart on seen and
OOV words.

Figure 6 shows the break of the improvement
based on seen and out-of-vocabulary (OOV) words.
As expected, across all languages OOV words bene-
fit more from the joint prediction, as they constitute
a common source of error propagation in a pipeline
model. The extent of improvement depends on the
underlying accuracy of the preprocessing for seg-
mentation and POS tagging on OOV words. For
instance, we observe a higher gain (7%) on Chinese
OOV words which have a 61.5% accuracy when pro-
cessed by the original stand-along POS tagger. On
the SPMRL dataset, the gain on OOV words is lower
(3%), while preprocessing accuracy is higher (82%).
Their error reductions on OOV words are neverthe-
less close to each other. Table 5 summarizes the re-
sults on F-score error reduction.

We also observe that the error reductions of OOV
words/morphemes on the Chinese and the Classi-
cal Arabic dataset are larger than that of the in-
vocabulary counterparts (e.g. 26% vs. 20% on Chi-
nese word segmentation). However, we have the op-
posite observation on the segmentation and POS tag-
ging on the SPMRL dataset (28% vs. 48%). This
can be explained by analyzing the oracle perfor-
mance in which we select the best solution from pos-
sible candidates. The oracle error reduction of OOV
morphemes in the SPMRL dataset is relatively low
(44%), compared to the 61% oracle error reduction
of OOV morphemes in the Classical Arabic dataset.

Impact of the Number of Alternative Analyses
In Figure 7, we plot the performance on the SPMRL
dataset as a function of the number k of MADA
analyses that we use to construct the candidate sets.
For low k, increasing the number of analyses im-
proves performance across all evaluation metrics.
However, the performance converges at around k =
15.
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Figure 9: Cumulative distribution function (CDF)
for the number of local optima versus the score of
these local optima obtained from each restart, on the
SPMRL dataset. The score captures the difference
between a local optimum and the best one among
3,000 restarts.

Convergence Properties To assess the quality
of the approximation obtained by the randomized
greedy inference, we would like to compare it
against the optimal solution. Following our earlier
work (Zhang et al., 2014b), we use the highest score
among 3,000 restarts for each sentence as a proxy for
the optimal solution. Figure 8 shows the normalized
score of the retrieved solution as a function of the
number of restarts. We observe that most sentences
converge quickly.13 Specifically, more than 97%
of the sentences converge within first 300 restarts.
Since for the vast majority of cases our system con-
verges fast, we achieve a comparable speed to that
of other state-of-the-art joint systems. For example,
our model achieves high performance on Chinese at
about 0.5 sentences per second. The speed is about
the same as that of the transition-based system (Ha-
tori et al., 2012) with beam size 64, the setting that
achieved best accuracy in their work.

Quality of Local Optima Figure 9 shows the cu-
mulative distribution function (CDF) for the num-
ber of local optima versus the score of these local
optima obtained from each restart. More specifi-
cally, the score captures the difference between a lo-
cal optimum and the maximal score among 3,000
restarts. We can see that most of the local op-
tima reached by hill-climbing have scores close to

13As expected, we also observe that convergence is slower
when comparing to standard dependency parsing with a simi-
lar randomized greedy algorithm (Zhang et al., 2014b), because
joint prediction results in a harder inference problem.

the maximum. For instance, about 30% of the lo-
cal optima are identical to the best solution, namely
scoremax − scorelocal = 0.

7 Conclusions

In this paper, we propose a general randomized
greedy algorithm for joint segmentation, POS tag-
ging and dependency parsing. On both Arabic and
Chinese, our model achieves improvement on the
three tasks over state-of-the-art systems and pipeline
variants of our system. In particular, we demonstrate
that OOV words benefits more from the power of
joint prediction. Finally, our experimental results
show that increasing candidate sizes improves per-
formance across all evaluation metrics.
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Abstract

Incremental parsers have potential advantages
for applications like language modeling for
machine translation and speech recognition.
We describe a new algorithm for incremental
transition-based Combinatory Categorial
Grammar parsing. As English CCGbank
derivations are mostly right branching and
non-incremental, we design our algorithm
based on the dependencies resolved rather
than the derivation. We introduce two new ac-
tions in the shift-reduce paradigm based on the
idea of ‘revealing’ (Pareschi and Steedman,
1987) the required information during pars-
ing. On the standard CCGbank test data, our
algorithm achieved improvements of 0.88%
in labeled and 2.0% in unlabeled F-score over
a greedy non-incremental shift-reduce parser.

1 Introduction

Combinatory Categorial Grammar (CCG) (Steed-
man, 2000) is an efficiently parseable, yet lin-
guistically expressive grammar formalism. In
addition to predicate-argument structure, CCG
elegantly captures the unbounded dependencies
found in grammatical constructions like relativiza-
tion, coordination etc. Availability of the English
CCGbank (Hockenmaier and Steedman, 2007) has
enabled the creation of several robust and accurate
wide-coverage CCG parsers (Hockenmaier and
Steedman, 2002; Clark and Curran, 2007; Zhang
and Clark, 2011). While the majority of CCG
parsers use chart-based approaches (Hockenmaier
and Steedman, 2002; Clark and Curran, 2007), there
has been some work on developing shift-reduce

parsers for CCG (Zhang and Clark, 2011; Xu et al.,
2014). Most of these parsers model normal-form
CCG derivations (Eisner, 1996), which are mostly
right-branching trees : hence are not incremental
in nature. The dependency models of Clark and
Curran (2007) and Xu et al. (2014) model depen-
dencies rather than derivations, but do not guarantee
incremental analyses.

Besides being cognitively plausible (Marslen-
Wilson, 1973), incremental parsing is more useful
than non-incremental parsing for some applications.
For example, an incremental analysis is required
for integrating syntactic and semantic information
into language modeling for statistical machine
translation (SMT) and automatic speech recognition
(ASR) (Roark, 2001; Wang and Harper, 2003).

This paper develops a new incremental shift-
reduce algorithm for parsing CCG by building a
dependency graph in addition to the CCG derivation
as a representation. The dependencies in the graph
are extracted from the CCG derivation. A node can
have multiple parents, and hence we construct a
dependency graph rather than a tree. Two new ac-
tions are introduced in the shift-reduce paradigm for
“revealing” (Pareschi and Steedman, 1987) unbuilt
structure during parsing. We build the dependency
graph in parallel to the incremental CCG derivation
and use this graph for revealing, via these two
new actions. On the standard CCGbank test data,
our algorithm achieves improvements of 0.88% in
labeled F-score and 2.0% in unlabeled F-score over
a greedy non-incremental shift-reduce algorithm.
As our algorithm does not model derivations, but
rather models transitions, we do not need a treebank
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Figure 1: Normal form CCG derivation.

of incremental CCG derivations and can train on the
dependencies in the existing treebank. Our approach
can therefore be adapted to other languages with
dependency treebanks, since CCG lexical categories
can be easily extracted from dependency treebanks
(Cakici, 2005; Ambati et al., 2013).

The rest of the paper is arranged as follows.
Section 2 gives a brief introduction to related
work in the areas of CCG parsing and incremental
parsing. In section 3, we describe our incremental
shift-reduce parsing algorithm. Details about the
experiments, evaluation metrices and analysis of the
results are in section 4. We conclude with possible
future directions in section 5.

2 Related Work

In this section, we first give a brief introduction to
various available CCG parsers. Then we describe
approaches towards incremental and greedy parsing.

2.1 CCG Parsers

There has been a significant amount of work on
developing chart-based parsers for CCG. Both
generative (Hockenmaier and Steedman, 2002) and
discriminative (Clark et al., 2002; Clark and Curran,
2007; Auli and Lopez, 2011; Lewis and Steedman,
2014) models have been developed. As these parsers
employ a bottom-up chart-parsing strategy and use
normal-form CCGbank derivations which are right-
branching, they are not incremental in nature. In an
SVO (Subject-Verb-Object) language, these parsers
first attach the object to the verb and then the subject.

Two major works in shift-reduce CCG parsing
with accuracies competitive with the widely used
Clark and Curran (2007) parser (C&C) are Zhang
and Clark (2011) and Xu et al. (2014). Zhang and
Clark (2011) used a global linear model trained
discriminatively with the averaged perceptron
(Collins, 2002) and beam search for their shift-
reduce CCG parser. Xu et al. (2014) developed a

dependency model for shift-reduce CCG parsing
using a dynamic oracle technique. Unlike the chart
parsers, both these parsers can produce fragmentary
analyses when a complete spanning analysis is not
found. Both these shift-reduce parsers are more
incremental than standard chart based parsers.
But, as they employ an arc-standard (Yamada and
Matsumoto, 2003) shift-reduce strategy on CCG-
bank, given an SVO language, these parsers are not
guaranteed to attach the subject before the object.

2.2 Incremental Parsers

A strictly incremental parser is one which computes
the relationship between words as soon as they
are encountered in the input. Shift-reduce CCG
parsers rely either on CCGbank derivations (Zhang
and Clark, 2011) which are non-incremental, or
on dependencies (Xu et al., 2014) which could be
incremental in simple cases, but do not guarantee
incrementality. Hassan et al. (2009) developed a
semi-incremental CCG parser by transforming the
English CCGbank into left branching derivation
trees. The strictly incremental version performed
with very low accuracy but a semi-incremental
version gave a balance between incrementality and
accuracy. There is also some work on incremental
parsing using grammar formalisms other than CCG
like phrase structure grammar (Collins and Roark,
2004) and tree substitution grammar (Sangati and
Keller, 2013).

2.3 Greedy Parsers

There has been a significant amount of work on
greedy shift-reduce dependency parsing. The Malt
parser (Nivre et al., 2007) is one of the earliest
parsers based on this paradigm. Goldberg and
Nivre (2012) improved learning for greedy parsers
by using dynamic oracles rather than a single static
transition sequence as the oracle. In all the standard
shift-reduce parsers, when two trees combine, only
the top node (root) of each tree participates in the
action. Sartorio et al. (2013) introduced a technique
where in addition to the root node, nodes on the right
and left periphery respectively are also available for
attachment in the parsing process. A non-monotonic
parsing strategy was introduced by Honnibal et
al. (2013), where an action taken during the parsing
process is revised based on future context.
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(1) S [ NPJohn

(2) S [ NPJohn (S\NP)/NPlikes

(3) S [ NPJohn (S\NP)/NPlikes NPmangoes

(4) S [ NPJohn (S\NP)/NPlikes NPmangoes (NP\NP)/NPfrom

(5) S [ NPJohn (S\NP)/NPlikes NPmangoes (NP\NP)/NPfrom NPIndia

(6) RR [ NPJohn (S\NP)/NPlikes NPmangoes NP\NPfrom

(7) RR [ NPJohn (S\NP)/NPlikes NPmangoes

(8) RR [ NPJohn S\NPlikes

(9) S [ NPJohn S\NPlikes (S\NP)\(S\NP)madly

(10) RR [ NPJohn S\NPlikes

(11) RL [ Slikes

likes

John mangoes

from

India

madly

(11) (10)
(8)

(7)

(6)

Figure 2: NonInc - Sequence of actions with parser configuration and the corresponding dependency graph.

Though the performance of these greedy parsers
is less accurate than related parsers using a beam
(Zhang and Nivre, 2011), greedy parsers are inter-
esting as they are very fast and are practically use-
ful in large-scale applications such as parsing the
web and online machine translation or speech recog-
nition. In this work, we develop a new greedy
transition-based algorithm for incremental CCG
parsing, which is more incremental than Zhang and
Clark (2011) and Xu et al. (2014) and more accu-
rate than Hassan et al. (2009). Our algorithm is not
strictly incremental as we only produce derivations
which are compatible with the Strict Competence
Hypothesis (Steedman, 2000) (details in §3.2.3).

3 Algorithms

We first describe the Zhang and Clark (2011) style
shift-reduce algorithm for CCG parsing. Then we
explain our incremental algorithm based on the “re-
vealing” technique for shift-reduce CCG parsing.

3.1 Non Incremental Algorithm (NonInc)

This is our baseline algorithm and is similar to
Zhang and Clark (2011)’s algorithm (henceforth
NonInc). It consists of an input buffer and a stack
and has four major parsing actions.

• Shift - X (S) : Pushes a word from the input
buffer to the stack and assigns a CCG category
X. This action performs category disambigua-
tion as well, as X can be any of the categories
assigned by a supertagger.

• Reduce Left - X (RL) : Pops the top two nodes
from the stack, combines them into a new node
and pushes it back onto the stack with a cate-
gory X. This corresponds to binary rules in the
CCGbank (e.g. CCG combinators like function

application, composition etc., and punctuation
rules). In this action the right node is the head
and hence the left node is reduced.

• Reduce Right - X (RR) : This action is similar
to the RL (Reduce Left -X) action, except that
in this action the right node is reduced since the
left node is the head.

• Unary - X (U) : Pops the top node from the
stack, converts it into a new node with category
X and pushes it back on the stack. The head
remains the same in this action. This action
corresponds to unary rules in the CCGbank
(unary type-changing and type-raising rules).

Figure 1 shows a normal-form CCG derivation
for an example sentence ‘John likes mangoes from
India madly’. Figure 2 shows the sequence of steps
using the NonInc algorithm for parsing the sentence.
For simplicity and space reasons, unary productions
leading to NP are not described. From step 1
through step 5, the first five words in the sentence
(John, likes, mangoes, from, India) are shifted with
corresponding categories using shift actions (S).
In step 6, (NP\NP)/NP:from and NP:India
are combined using the Reduce-Right (RR) action
to form NP\NP:from which is combined with
NP:mangoes in step 7 to form NP:mangoes.
Step 8 combines (S\NP)/NP:likes with
NP:mangoes to form S\NP:likes using RR ac-
tion. Then the next word ‘madly’ is shifted in step 9,
which is then combined with S\NP:likes in step
10. In step 11, NP:John and S\NP:likes are
combined using Reduce-Left (RL) action leading to
S:likes. The parsing process terminates at this
step as there are no more tokens in the input buffer
and as there is only a single node left in the stack.
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(1) S [ NPJohn

(2) S [ NPJohn (S\NP)/NPlikes

(3) RL [ S/NPlikes

(4) S [ S/NPlikes NPmangoes

(5) RR [ Slikes

(6) S [ Slikes (NP\NP)/NPfrom

(7) S [ Slikes (NP\NP)/NPfrom NPIndia

(8) RR [ Slikes NP\NPfrom

(9) RRev [ Slikes

(10) S [ Slikes (S\NP)\(S\NP)madly

(11) LRev [ Slikes

likes

John mangoes

from

India

madly

(3) (11)
(5)

(9)

(8)

Figure 3: RevInc - Sequence of actions with parser configuration and the corresponding dependency graph.

We use indexed CCG categories (Clark et al.,
2002) and obtain the CCG dependencies after every
action to build the dependency graph in parallel
to the CCG derivation. This is similar to Xu et
al. (2014) but differs from Zhang and Clark (2011),
who extract the dependencies at the end after ob-
taining a derivation for the entire sentence. Figure
2 also shows the dependency graph generated and
the arc labels give the step ID after which the
dependency is generated.

3.2 Revealing based Incremental Algorithm
(RevInc)

The NonInc algorithm described above is not incre-
mental because it relies purely on the mostly right-
branching CCG derivation. In our example sentence,
the verb (likes) combines with the subject (John)
only at the end (step ID = 11) after all the remain-
ing words in the sentence are processed, making
the parse non-incremental. In this section we de-
scribe a new incremental algorithm based on a ‘re-
vealing’ technique (Pareschi and Steedman, 1987)
which tries to build the most incremental derivation.

3.2.1 Revealing
Pareschi and Steedman (1987)’s original version

of revealing was defined in terms of (implicitly
higher-order) unification. It was based on the fol-
lowing observation. If we think of categories as
terms in a logic programming language, then while
we usually think of CCG combinatory rules like the
following as applying with the two categories on the
left X/Y and Y as inputs, say instantiated as S/NP
and NP , to define the category X on the right as
S, in fact instantiating any two of those categories
defines the third.

X/Y Y =⇒ X

For example, if we define X and X/Y as S and
S/NP , we clearly define Y as NP . They pro-
posed to use unification-based revealing to recover
unbuilt constituents in from the result of overly-
greedy incremental parsing. A related second-
order matching-based mechanism was used by
(Kwiatkowski et al., 2010) to decompose logical
forms for semantic parser induction.

The present incremental parser uses a related
revealing technique confined to the right periphery.
Using CCG combinators and rules like type-raising
followed by forward composition, we combine
nodes in the stack if there is a dependency between
them. However, this can create problems for the
newly shifted node as its dependent might already
have been reduced. For instance, if the object
‘mangoes’ is reduced after it is shifted to the stack,
then it won’t be available for the preposition phrase
(PP) ‘from India’ (of course, this goes for more
complex NPs as well). We have to extract ‘man-
goes’, which is hidden in the derivation, so as to
make the correct attachment to the PP. This is where
revealing comes into play. Mangoes is ‘revealed’
so that it is available to attach to the PP following
it, although it has already been reduced. To handle
this, in addition to the four actions of the NonInc
algorithm, we introduce two new actions: Left
Reveal (LRev) and Right Reveal (RRev). For this,
after every action, in addition to updating the stack
we also keep track of the dependencies resolved
and update the dependency graph accordingly1. In
other words, we build the dependency graph for the

1Xu et al. (2014) also obtain CCG dependencies after every
action. But they don’t have a dependency graph which is up-
dated based on the CCG derivation and used in the CCG parsing
(in our case for LRev and RRev actions).
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Slikes NP\NPfrom
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S/NPlikes NPmangoes
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S

(a) RRev

Slikes (S\NP)\(S\NP)madly
R <

NPJohn S\NPlikes
<

S\NP
<

S

(b) LRev
Figure 4: RRev and LRev actions.

sentence in parallel to the CCG derivation. As these
dependencies are extracted from the CCG deriva-
tion, a node can have multiple parents and hence we
construct a dependency graph rather than a tree.

• Left Reveal (LRev) : Pop the top two nodes in
the stack (left, right). Identify the left node’s
child with a subject dependency. Abstract over
this child node and split the category of left
node into two categories. Combine the nodes
using CCG combinators accordingly. VP mod-
ifiers like VP coordination require this action.

• Right Reveal (RRev) : Pop the top two nodes
in the stack (left, right). Check the right
periphery of the left node in the dependency
graph, extract all the nodes with compatible
CCG categories and identify all the possible
nodes that the right node can combine with.
Abstract over this node (e.g. object), split the
category into two categories accordingly and
combine the nodes using CCG combinators.
Constructions like NP coordination, and PP
attachment require this action.

3.2.2 Worked Example
Figure 3 shows the sequence of steps for the ex-

ample sentence described above. In steps 1 and
2, the first two words in the sentence: ‘John’ and
‘likes’, are shifted from the input buffer to the stack.
In addition to standard CCG combinators of appli-
cation and composition, we also use type-raising
followed by forward composition2. In step 3, the
category of the left node ‘John’, NP, is type-raised
to S/(S\NP) which is then combined with the
category of right node ‘likes’, (S\NP)/NP, using
forward composition operator to yield the category
S/NP. This step also updates the dependency graph
with an edge between ‘John’ and ‘likes’, where
‘likes’ is the parent and ‘John’ is the child. The

2Type-raising followed by forward composition is treated as
a single step. Without this, after type-raising, the parser has to
check all possible actions before applying forward composition,
making it slower.

next word ‘mangoes’ is shifted in step 4 and com-
bined with S/NP:likes in step 5 using RR action
yielding S:likes. After this step, the dependency
graph will have ‘likes’ as the root, with ‘John’ and
‘mangoes’ as its children. In this way, as our algo-
rithm tries to be more incremental, both subject and
object arguments are resolved as soon as the corre-
sponding tokens are shifted to the stack.

In steps 6 and 7, the next two words ‘from’
and ‘India’ are shifted to the stack. Step 8 com-
bines (NP\NP)/NP:from and NP:India using
RR action to form NP\NP:from. Now, we ap-
ply the RRev action in step 9 to correctly attach
‘from’ to ‘mangoes’. In RRev we first check the
right periphery and identify a possible node to be
attached, ‘mangoes’, which is the object argument
of the verb ‘likes’. We abstract over this object and
split the category in the following manner: If X is
the category of the left node and Y\Y is the cate-
gory of the right node, then X is split into X/Y and
Y with corresponding heads. The head of the left
node will be the head of X/Y, and the dependency
graph helps in identifying the correct head for Y.
Now, Y and Y\Y can be combined using the back-
ward application rule to form Y, which can be com-
bined with X/Y to form X back. In our example
sentence, S:likes is split into S/NP:likes and
NP:mangoes. NP:mangoes is combined with
NP\NP:from to form NP:mangoes, which in re-
turn combines with S/NP:likes and forms back
S:likes. Figure 4(a) sketches this process. This
action also updates the dependency graph with a de-
pendency between ‘mangoes’ and ‘from’.

The next word ‘madly’ is shifted in step 10,
after which the stack has two nodes S:likes and
(S\NP)\(S\NP):madly. We apply the LRev
action to combine these two nodes. We abstract over
the subject of the left node, ‘likes’, and split the cat-
egory. Here, S:likes is split into NP:John and
S\NP:likes. S\NP:likes is combined with
(S\NP)\(S\NP):madly to form S\NP:likes,
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which in return combines with NP:John and forms
back S:likes. The dependency graph is updated
with a dependency between ‘likes’ and ‘madly’.
Note that the final output is a standard CCG tree.
Figure 4(b) shows this LRev action.

3.2.3 Analysis
Our incremental algorithm uses a combination

of the CCG derivation and a dependency graph
that helps to ‘reveal’ unbuilt structure in the CCG
derivation by identifying heads of the revealed
categories. For example in Figure-4a, in RRev
action, S:likes is split into S/NP:likes and
NP:mangoes. The splitting of categories is deter-
ministic but the right periphery of the dependency
graph helps in identifying the head, which is ‘man-
goes’. The theoretical idea of ‘revealing’ is from
Pareschi and Steedman (1987), but they used only a
toy grammar without a model or empirical results.
Checking the right periphery is similar to Sartorio et
al. (2013) and abstracting over the left or right argu-
ment is similar to Dalrymple et al. (1991). Currently,
we abstract only over arguments. Adding a new
action to abstract over the verb as well will make our
algorithm handle ellipses in the sentences like ‘John
likes mangoes and Mary too’ similar to Dalrymple
et al. (1991) but we leave that for future work.

Our system is monotonic in the sense that the set
of dependency relationships grows monotonically
during the parsing process. Our algorithm gives
derivations almost as incremental as Hassan et
al. (2009) but without changing the lexical cate-
gories and without backtracking. The only change
we made to the CCGbank is making the main verb
the head of the auxiliary rather than the reverse as in
CCGbank derivations. In the right derivational trees
of CCGbank, the main verb is the head for its right
side arguments and the auxiliary verb is the head for
the left side arguments in the derivation. Not chang-
ing the head rule would make our algorithm use the
costly reveal actions significantly more, which we
avoid by changing the head direction. 3% of the
total dependencies are affected by this modification.

Though our algorithm can be completely incre-
mental, we currently compromise incrementality in
the following cases:
(a) no dependency between the nodes in the stack
(b) unary type-changing and non-standard binary

rules

(c) adjuncts like VP modifiers and coordinate con-
structions like VP, sentential coordination.

We find empirically that extending incrementality
to cover these cases actually reduces parsing perfor-
mance significantly. It also violates the Strict Com-
petence Hypothesis (SCH) (Steedman, 2000), which
argues on evolutionary and developmental grounds
that the parser can only build constituents that are ty-
pable by the competence grammar. We explored the
adjunct case of attaching only the preposition first
rather than creating a complete prepositional phrase
and then attaching it to correct parent. In our exam-
ple sentence, this would be the case of attaching the
preposition ‘from’ to its parent using RRev and then
combining the NP ‘India’ accordingly as opposed to
creating the preposition phrase ‘from India’ first and
then using RRev action to attach it to the correct
parent. Though the former is more incremental, it
is inconsistent with the SCH. The latter analysis
is consistent with strict competence and also gave
better parsing performance while compromising in-
crementality only slightly. The empirical impact of
these differing degrees of incrementality on extrin-
sic evaluation of our algorithm in terms of language
modeling for SMT or ASR is left for future work.

Using our incremental algorithm, we converted
the CCGbank derivations into a sequence of shift-
reduce actions. We could convert around 98% of the
derivations, which is the coverage of our algorithm,
recovering around 99% dependencies. Problematic
cases are mainly the ones which involve non-
standard binary rules, and punctuations with lexical
CCG categories other than ‘conj’, used as a conjunc-
tion, or ‘,’ which is treated as a punctuation mark.

4 Experiments and Results

We re-implemented Zhang and Clark (2011)’s
model for our experiments. We used their global
linear model trained with the averaged perceptron
(Collins, 2002). We applied the early-update strat-
egy of Collins and Roark (2004) while training. In
this strategy, when we don’t use a beam, decoding is
stopped when the predicted action is different from
the gold action and weights are updated accordingly.
We use the feature set of Zhang and Clark (2011)
(Z&C) for the NonInc algorithm. This feature set
comprises of features over the top four nodes in the
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stack and the next four words in the input buffer.
Complete details of the feature set can be found in
their paper. For our own model, RevInc, in addition
to these features used for NonInc, we also provide
features based on the right periphery of top node
in the stack. For nodes in the right periphery, we
provide uni-gram and bi-gram features based on the
node’s CCG category. For example, if S0 is the node
on the top of the stack, B1 is the bottom most node in
the right periphery, and c represent the node’s CCG
category, then B1c, and B1cS0c are the uni-gram
and bi-gram features respectively.

Unlike Z&C, we do not use a beam for our ex-
periments, although we use a beam of 16 for com-
parison of our results with their parser. The lat-
ter gives competitive results with the state-of-the-
art CCG parsers. Z&C and Xu et al. (2014), use
C&C’s generate script and unification mecha-
nism respectively to extract dependencies for eval-
uation. C&C’s grammar doesn’t cover all the lex-
ical categories and binary rules in the CCGbank.
To avoid this, we adapted Hockenmaier’s scripts
used for extracting dependencies from the CCGbank
derivations. These are the two major divergences in
our re-implementation from Z&C.

4.1 Data and Settings

We use standard CCGbank training (sections 02 −
21), development (section 00) and testing (section
23) splits for our experiments. All sentences in
the training set are used to train NonInc. But for
RevInc, we used 98% of the training set (the cover-
age of our algorithm). We use automatic POS-tags
and lexical CCG categories assigned using the
C&C POS tagger and supertagger respectively for
development and test data. For training data, these
tags are assigned using ten-way jackknifing. Also,
for lexical CCG categories, we use a multitagger
which assigns k-best supertags to a word rather than
1-best supertagging (Clark and Curran, 2004). The
number of supertags assigned to a word depends
on a β parameter. Unlike Z&C, the default value of
β gave us better results rather than decreasing the
value. Not using a beam could be the reason for this.

Following Z&C and Xu et al. (2014), during
training, we also provide the gold CCG lexical
category to the list of CCG lexical categories for a
word if it is not assigned by the supertagger.

4.2 Connectedness and Waiting Time
Before evaluating the performance of our algorithm,
we introduce two measures of incrementality:
connectedness and waiting time. In a shift-reduce
parser, a derivation is fully connected when all the
nodes in the stack are connected leading to only
one node in the stack at any point of time. We
measure the average number of nodes in the stack
before shifting a new token from input buffer to
the stack, which we call as connectedness. For
a fully connected incremental parser like Hassan
et al. (2009), connectedness would be one. As
our RevInc algorithm is not fully connected, this
number will be greater than one. For example, in
a noun phrase ‘the big book’, when ‘the’ and ‘big’
are in the stack, as there is no dependency between
these two words, our algorithm doesn’t combine
these two nodes resulting in having two nodes in the
stack3. Second column in Table 1 gives this number
for both NonInc and RevInc algorithms. Though our
algorithm is not fully connected, connectedness of
our algorithm is significantly lower than the NonInc
algorithm as our algorithm is more incremental.

Algorithm Connectedness Waiting Time
NonInc 4.62 2.98
RevInc 2.15 0.69

Table 1: Connectedness and waiting time.

We define waiting time as the number of nodes
that need to be shifted to the stack before a de-
pendency between any two nodes in the stack is
resolved. In our example sentence, there is a de-
pendency between ‘John’ and ‘likes’. For NonInc,
this dependency is resolved only after all the four
remaining words in the sentence are shifted. In other
words, it has to wait for four more words before
this dependency is resolved and hence the waiting
time is four. Whereas, in our RevInc algorithm,
this dependency is resolved immediately, without
waiting for more words to be shifted, and hence
the waiting time is zero. The third column in Table
1 gives the waiting time for both the algorithms.
Since we compromised incrementality in cases like
coordination, waiting time for our RevInc algorithm
is not zero but it is significantly lower than the

3This is a case where the dependencies are not true to the
CCG grammar, and make our algorithm less incremental than
SCH would allow.
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Algorithm UP UR UF LP LR LF Cat Acc.
NonInc (beam=1) 92.57 82.60 87.30 85.12 75.96 80.28 91.10
RevInc (beam=1) 91.62 85.94 88.69 83.42 78.25 80.75 90.87
NonInc (beam=16) 92.71 89.66 91.16 85.78 82.96 84.35 92.51
Z&C (beam=16)* - - - 87.15 82.95 85.00 92.77

Table 2: Performance on the development data. *: These results are from the Z&C paper.

NonInc algorithm and hence more incremental.
This property is likely to be crucial for future
applications in ASR and SMT language modeling.

4.3 Results and Analysis
We trained the perceptron for both NonInc and
RevInc algorithms using the CCGbank training data
for 30 iterations, and the models which gave best
results on development data are directly used for test
data. Table 2 gives the unlabeled precision (UP), re-
call (UR), F-score (UF) and labeled precision (LP),
recall (LR), F-score (LF) results of both NonInc and
RevInc approaches on the development data. Last
column in the table gives the category accuracy. We
used the modified CCGbank for all experiments,
including NonInc, for consistent comparisons.
For NonInc, the modification decreased unlabeled
F-score by 0.45%, without a major difference in
labeled F-score.

Our incremental algorithm gives 1.39% and
0.47% improvements over the NonInc algorithm
in unlabeled and labeled F-scores respectively. For
both unlabeled and labeled scores, precision of
RevInc is slightly lower than NonInc but the recall
of RevInc is much higher than NonInc resulting in
a better F-score for RevInc. As NonInc is not incre-
mental and as it uses more context to the right while
making a decision, it makes more precise actions.
But, on the other hand, if a node is reduced, it is not
available for future actions. This is not a problem
for our RevInc algorithm which is the reason for
higher recall. For example, in the example sentence,
‘John likes mangoes from India madly’, if the object
‘mangoes’ is reduced after it got shifted to the stack,
then in case of NonInc, the preposition phrase ‘from
India’ can never be attached to ‘mangoes’. But,
RevInc makes the correct attachment using RRev
action. Category accuracy of NonInc is better than
RevInc, since NonInc can use more context before
taking a complex action and is less prone to error
propagation compared to RevInc.

To compare these results in the perspective of
Z&C’s parser we also trained our NonInc parser
with a beam size of 16 similar to Z&C. The second
last row in Table 2 (NonInc (beam=16)) shows
these results and the last row presents the results
from their paper. Results with our implementation
of Z&C are 0.65% lower than the published results,
possibly due to the modification made in the head
rule, and other minor differences like the supertag-
ger beta value. Unlabeled and labeled F-scores of
our RevInc parser are lower than these numbers.
But, given that our RevInc parser doesn’t use any
beam, these margins are reasonable.

We also analyzed the label-wise scores of
both NonInc and RevInc. In general, NonInc is
better in precision and RevInc is better in recall.
In the case of verbal arguments ((S\NP)/NP)
and verbal modifiers ((S\NP)\(S\NP)), the
F-score of RevInc is better than that of NonInc.
But NonInc performed better than RevInc in
the case of preposition phrase (PP) attachments
((NP\NP)/NP, ((S\NP)\(S\NP))/NP). More
context is required for better PP attachment which
is provided by the fact that NonInc has a context
of several unreduced types for the model to work
with, whereas RevInc has fewer. Whereas actions
like LRev are required to correctly attach the verbal
modifiers (‘madly’) if the subject argument (‘John’)
of the verb (‘likes’) is reduced early. Table 3 gives
the results of these CCG lexical categories.

Category RevInc NonInc
(NP\NP)/NP 81.36 83.21
(NP\NP)/NP 78.66 82.94
((S\NP)\(S\NP))/NP 65.09 66.98
((S\NP)\(S\NP))/NP 62.69 65.89
((S[dcl]\NP)/NP 78.96 78.29
((S[dcl]\NP)/NP 76.71 75.22
(S\NP)\(S\NP) 80.49 76.90

Table 3: Label-wise F-score of RevInc and NonInc
parsers (both with beam=1). Argument slots in the
relation are in bold.
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Algorithm UP UR UF LP LR LF Cat Acc.
NonInc (beam=1) 92.45 82.16 87.00 85.59 76.06 80.55 91.39
RevInc (beam=1) 91.83 86.35 89.00 84.02 79.00 81.43 91.17
NonInc (beam=16) 92.68 89.57 91.10 86.20 83.32 84.74 92.70
Z&C (beam=16)* - - - 87.43 83.61 85.48 93.12
Hassan et al. 09* - - 86.31 - - - -

Table 4: Performance on the test data. *: These results are from their paper.

We also analyzed the performance of the greedy
(beam=1) NonInc and RevInc parsers in terms of
parsing speed (excluding pos tagger and supertag-
ger time). NonInc and RevInc parse 110 and 125
sentences/second respectively. Despite the complex-
ity of the revealing actions, RevInc is faster than
the NonInc. Significant amount of parsing time is
spent on the feature extraction step. Features from
top four nodes in the stack and their children are ex-
tracted for both the algorithms. Since the average
connectedness of RevInc and NonInc are 4.62 and
2.15 respectively, on average, all four nodes in the
stack are processed for NonInc and only two nodes
are processed for RevInc. Because of this there is
significant reduction in the feature extraction step
for RevInc compared to NonInc. Also, the complex
LRev and RRev actions only constituted 5% of the
total actions in the parsing process.

Table 4 presents the results of our approaches on
test data. Our incremental algorithm, RevInc, gives
2.0% and 0.88% improvements over NonInc in un-
labeled and labeled F-scores respectively on the test
data. Results of RevInc without a beam are rea-
sonably close to the results of Z&C which uses a
beam of 16. We compare our results with Incre-
mental+Lookahead model of Hassan et al. (2009).
They reported 86.31% unlabeled F-score on test
data which is 2.69% lower. Note that these F-
scores are not directly comparable since Hassan
et al. (2009) use simplified lexicalized CCG cate-
gories. Our evaluation is based on CCG dependen-
cies which are different from dependencies in the de-
pendency grammar. Hence, we can’t directly com-
pare our results with dependency parsers like Zhang
and Nivre (2011) and Honnibal et al. (2013).

5 Conclusion and Future Plan

We have designed and implemented a new incre-
mental shift-reduce algorithm based on a version of

revealing for parsing CCG (Pareschi and Steedman,
1987). On the standard CCGbank test data, our
algorithm achieved improvements of 0.88% and
2.0% in labeled and unlabeled F-scores respectively
over the baseline non-incremental shift-reduce
algorithm. We achieved this without changing any
CCG lexical categories and only changing a single
head rule of making the main verb rather than the
auxiliary verb the head. Our algorithm models
transitions rather than incremental derivations, and
hence we don’t need an incremental CCGbank. Our
approach can therefore be adapted to languages
with dependency treebanks, since CCG lexical
categories can be easily extracted from dependency
treebanks (Cakici, 2005; Ambati et al., 2013). We
also designed new measures of incrementality and
showed that our algorithm is more incremental than
the standard shift-reduce CCG parsing algorithm.

We expect to improve our current model in a
number of ways. Providing information about lex-
ical category probabilities (Auli and Lopez, 2011)
assigned by the supertagger can be useful during
parsing. We would like to explore the limited use of
a beam to handle lexical ambiguity by only keeping
analyses derived from distinct lexical categories in
the beam. Following Xu et al. (2014), we also plan
to explore a dynamic oracle strategy. Ultimately,
we intend to evaluate the impact of our incremental
parser extrinsically in terms of language modeling
for SMT or ASR.
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Abstract

Parsing full-fledged predicate-argument struc-
tures in a deep syntax framework requires
graphs to be predicted. Using the DeepBank
(Flickinger et al., 2012) and the Predicate-
Argument Structure treebank (Miyao and Tsu-
jii, 2005) as a test field, we show how
transition-based parsers, extended to handle
connected graphs, benefit from the use of
topologically different syntactic features such
as dependencies, tree fragments, spines or
syntactic paths, bringing a much needed con-
text to the parsing models, improving notably
over long distance dependencies and elided
coordinate structures. By confirming this pos-
itive impact on an accurate 2nd-order graph-
based parser (Martins and Almeida, 2014), we
establish a new state-of-the-art on these data
sets.

1 Introduction

For the majority of the state-of-the-art parsers that
routinely reach ninety percent performance plateau
in capturing tree structures, the question of what next
crucially arises. Indeed, it has long been thought
that the bottleneck preventing the advent of accu-
rate syntax-to-semantic interfaces lies in the qual-
ity of the preceding phase of analysis: the better the
parse, the better the output. The truth is that most
of the structures used to train current parsing mod-
els are degraded versions of a more informative data
set: the Wall Street journal section of the Penn tree-
bank (PTB, (Marcus et al., 1993)) which is often
stripped of its richer set of annotations (i.e. traces
and functional labels are removed), while, for rea-
sons of efficiency and availability, projective depen-
dency trees are often given preference over richer
graph structures (Nivre and Nilsson, 2005; Sagae

and Tsujii, 2008). This led to the emergence of sur-
face syntax-based parsers (Charniak, 2000; Nivre,
2003; Petrov et al., 2006) whose output cannot by
themselves be used to extract full-fledged predicate-
argument structures. For example, control verb con-
structions, it-cleft structures, argument sharing in el-
lipsis coordination, etc. are among the phenomena
requiring a graph to be properly accounted for. The
dichotomy between what can usually be parsed with
high accuracy and what lies in the deeper syntac-
tic description has initiated a line of research de-
voted to closing the gap between surface syntax and
richer structures. For most of the previous decade,
the term deep syntax was used for rich parsing mod-
els built upon enriched versions of a constituency
treebank, either with added HPSG or LFG annota-
tion or CCG (almost) full rewrites (Miyao and Tsu-
jii, 2005; Cahill et al., 2004; Hockenmaier, 2003).
Its use now spreads by misnomer to models that pro-
vide more abstract structures, capable of generaliz-
ing classical functional labels to more semantic (in a
logical view) arguments, potentially capable of neu-
tralizing diathesis distinctions and of providing ac-
curate predicate-argument structures. Although the
building of syntax-to-semantic interface seems inex-
tricably linked to an efficient parsing stage, inspira-
tional works on semantic role labelling (Toutanova
et al., 2005) and more recently on broad coverage
semantic parsing (Du et al., 2014) that provide state-
of-the-art results without relying on surface syntax,
lead us to question the usefulness of syntactic parses
for predicate-argument structure parsing.

In this study, we investigate the impact of syn-
tactic features on a transition-based graph parser
by testing on two treebanks. We take advantage
of the recent release for the SemEval 2014 shared
task on semantic dependency parsing, by Oepen et
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al. (2014) of two semantic-based treebanks, derived
from two HPSG resources, the DeepBank (DM,
(Flickinger et al., 2012)) and the Enju’s predicate ar-
gument structure (PAS, (Miyao and Tsujii, 2005)),
to investigate the impact of syntactic features on
a transition-based graph parser. Our results show
that surface syntactic features significantly improve
the parsing of predicate-argument structures. More
specifically, we show that adding syntactic context
improves the recognition of long distance dependen-
cies and elliptical constructions. We finally discuss
the usefulness of our approach, when applied on a
second-order model based on dual decomposition
(Martins and Almeida, 2014), showing that our use
of syntactic features enhances this model accuracy
and provides state-of-the-art performance.

2 Deep Syntax and Underspecified
Semantic Corpora

DeepBank Corpus Semantic dependency graphs
in the DM Corpus are the result of a two-step simpli-
fication of the underspecified logical-form meaning
representations, based on Minimal Recursion Se-
mantic (MRS, (Copestake et al., 1995; Copestake
et al., 2005)), derived from the manually annotated
DeepBank treebank (Flickinger et al., 2012). First,
Oepen and Lønning (2006) define a conversion from
original MRS formulae to variable-free Elementary
Dependency Structures (EDS), which (a) maps each
predication in the MRS logical-form meaning rep-
resentation to a node in a dependency graph and (b)
transforms argument relations represented by shared
logical variables into directed dependency links be-
tween graph nodes. Then, in a second conversion
step, the EDS graphs are further reduced into strict
bi-lexical form, i.e. a set of directed, binary depen-
dency relations holding exclusively between lexical
units (Ivanova et al., 2012). Even though both con-
version steps are, by design, lossy, DM semantic de-
pendency graphs present a true subset of the infor-
mation encoded in the full, original MRS data set.

Predicate-Argument Structure Corpus Enju
Predicate-Argument Structures (PAS Corpus) are
derived from the automatic HPSG-style annotation
of the Penn Treebank (Miyao and Tsujii, 2004)
that was primarily used for the development of the
Enju parsing system (Miyao and Tsujii, 2005). The

PAS data set is an extraction of predicate-argument
structures from the Enju HPSG treebank and con-
tains word-to-word semantic dependencies. Each
dependency type is made of two elements: a coarse
part-of-speech of the head predicate dependent (e.g.
verb and adjective), and the argument (e.g. ARG1
and ARG2).

Although both are derived from HSPG resources
(a hand-crafted grammar for DM, a treebank-based
one for PAS), they differ in their core linguistic
choices (functional heads vs lexical heads, coordi-
nation scheme, etc.) leading to different views of
the predicate argument structure for the same sen-
tence (Ivanova et al., 2012). Thus, even though both
corpora may appear to contain a similar number of
dependency labels, as shown in Table 1, their anno-
tation schemes depict a deeply divergent linguistic
reality exposed by two very different distributions.
In DM, 9 labels account for almost 95% of all de-
pendencies whereas a label set twice as large cov-
ers the same percentage for PAS, as shown in Ta-
ble 2. Furthermore, semantically empty elements
are widespread in the DeepBank (around 21.5%),
compared to a low rate of 4.3% in PAS. In other
words, the latter is somewhat more dense and con-
sequently more syntactic. This is due to the fact that
PAS integrates markers for infinitives, auxiliaries,
and most punctuation marks into its graphs, whereas
DM considers them as semantically void. DM cor-
pus is clearly heading toward more semantic analy-
sis while the PAS corpus aims at providing a more
abstract deep syntax analysis than regular surface
syntax trees. Both treebanks are used in their bi-
lexical dependency formats.

DM CORPUS PAS CORPUS

TRAIN DEV TRAIN DEV

# SENTENCES 32,389 1,614 32,389 1,614
# TOKENS 742,736 36,810 742,736 36,810

% VOID TOKENS 21.63 21.58 4.30 4.25

# PLANAR GRAPHS 18,855 972 17,477 953
# NON PLANAR 13,534 642 14,912 661

# EDGES 559,975 27,779 723,445 35,573
% CROSSING EDGES 4.24 4.05 5.69 4.46

LABEL SET 52 36 43 40

Table 1: DM and PAS treebank properties
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DM LABELS % PAS LABELS %

ARG1 37.89 adj_ARG1 13.46
ARG2 23.08 noun_ARG1 9.54
compound 11.01 prep_ARG2 9.51
BV 10.39 prep_ARG1 9.37
root 5.77 verb_ARG2 9.34
poss 2.23 verb_ARG1 9.23
-and-c 2.02 det_ARG1 9.13
loc 1.38 punct_ARG1 5.23
ARG3 1.21 root 4.48
times 0.87 aux-ARG2 3.06
mwe 0.85 aux-ARG1 3.05
appos 0.72 coord-ARG2 2.35
conj 0.57 coord-ARG1 2.35
neg 0.47 comp-ARG1 1.85
subord 0.43 conj-ARG1 1.20
-or-c 0.31 poss-ARG2 0.89
-but-c 0.20 poss-ARG1 0.85

total 94.98 total 94.89

Table 2: Breakdown of Label Statistics.
Cell values in italics not counted in the DM total.

3 Transition-based Graphs Parsing

(σ,wi|β,A) ` (σ|wi, β, A) (shift)
(σ|wj |wi, β, A) ` (σ|wi, β, A ∪ (wi, r, wj)) (lR)
(σ|wj |wi, β, A) ` (σ|wj , β, A ∪ (wj , r, wi)) (rR)
(σ|wj |wi, β, A) ` (σ|wj |wi, β, A ∪ (wi, r, wj)) (lA)
(σ|wj |wi, β, A) ` (σ|wj , wi|β,A ∪ (wj , r, wi) (rA)
(σ|wi, β, A) ` (σ, β,A) (pop0)

Figure 1: Set of transitions for dependency graphs.

Shift-reduce transition-based parsers essentially
rely on configurations formed of a stack and a buffer,
with stack transitions used to move from a configu-
ration to the next one, until reaching a final config-
uration. Following Kübler et al. (2009), we define
a configuration by c = (σ, β,A) where σ denotes a
stack of words wi, β a buffer of words, and A a set
of dependency arcs of the form (wi, r, wj), with wi
the head, wj the dependent, and r a label in some
set R. As shown in Figure 1, besides the usual shift
and reduce transitions (lR & rR) of the arc-standard
strategy, we introduced the new left and right attach
(lA & rA) transitions for adding new dependencies
(while keeping the dependent on the stack) and a
pop0 transition to remove a word from the stack af-
ter attachment of its dependents. All the transitions
that add an edge must also satisfy the condition that
the newly created edge does not introduce a cycle or

Wordσ1,σ2,σ3 Lemmaσ1,σ2,σ3 POSσ1,σ2,σ3

Wordβ1,β2 Lemmaβ1,β2 POSβ1,β2,β3

leftPOSσ1,σ2 rightPOSσ1,σ2
leftLabelσ1,σ2

rightLabelσ1,σ2
a d12 d

′
11

Table 3: Baseline features for the parser.
Xσi, . . . , σj stands for Xσi, . . . , Xσj .

multiple edges between the same pair of nodes. It is
to be noted that the pop0 action may also be used to
remove words with no heads.

We base our work on the the DAG parser of
Sagae and Tsujii (2008) (henceforth S&T) which
we extended with the set of actions displayed above
(Figure 1) to cope with partially connected planar
graphs, and we gave it the ability to take advantage
of an extended set of features. Finally, for efficiency
reasons (memory consumption and speed), we re-
placed the original Maxent model with an averaged
structured perceptron (Freund and Schapire, 1999;
Collins, 2002).

4 Feature Design

4.1 Baseline Features
We define Wordβi (resp. Lemmaβi and POSβi) as
the word (resp. lemma and part-of-speech) at posi-
tion i in the queue. The same goes for σi, which
is the position i in the stack. Let di,j be the dis-
tance between Wordσi and Wordσj . We also define
d′i,j , the distance between Wordβi and Wordσj . In
addition, we define leftPOSσi (resp. leftLabelσi) the
part-of-speech (resp. the label if any) of the word
immediately to the left of σi, and the same goes for
rightPOSσi (resp. rightLabelσi). Finally, a is the
previous action predicted by the parser. Table 3 lists
our baseline features. Xσi, σj , σk means that we use
Xσi, Xσj , Xσk as unigram features as well as bi-
gram and trigram features.

4.2 Syntactic Features
We combined the previous features with different
types of syntactic features (constituents and depen-
dencies), our intuition being that syntax and se-
mantic are interdependent, and that syntactic fea-
tures should therefore help predicate-argument pars-
ing. In fact, we considered that the low density
of syntactic information (compared to regular de-
pendency treebanks) would be counterbalanced by
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adding more context. We considered the following
pieces of information in particular.
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NP
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The
1
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cat
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δ = −1 δ = 1
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Figure 2: Schema of Syntactic Features

Constituent Tree Fragments These consist of
fragments of syntactic trees predicted by the Petrov
et al. (2006) parser in a 10-way jackknife setting.
They can be used as enhanced POS or as features.

Spinal Elementary Trees A full set of parses
was reconstructed from the tree fragments using a
slightly tweaked version of the CONLL 2009 shared
task processing tools (Hajič et al., 2009). We then
extracted a spine grammar (Seddah, 2010) using the
head percolation table of the Bikel (2002) parser,
slightly modified to avoid certain determiners being
marked as heads in certain configurations. The re-
sulting spines were assigned in a deterministic way
(red part in Figure 2).

Predicted MATE Dependency Labels These con-
sist of the dependency labels predicted by the MATE

parser (Bohnet, 2010), trained on a Stanford surface
dependency version of the Penn Treebank. We com-
bined the labels with a distance δ = t − h where t
is the token position and h the head position (brown
labels and δ in Figure 2). In addition, we expanded
these features with the part-of-speech of the head of
a given token (HPOS). The idea is to evaluate the
informativeness of more abstract syntactic features
since a <LABEL,HPOS> pair can be seen as general-
izing many constituent subtrees.

Constituent Head Paths. Inspired by Björkelund
et al. (2013), we used MATE dependencies to ex-
tract the shortest path between a token and its lex-
ical head and included the path length w (in terms
of traversed nodes) as a feature (blue part in Fig-
ure 2). The global idea is to use the phrase-based
features to provide different kinds of syntactic con-
text and the dependency-based features to provide
generalisations over the functional label governing
a token. The spines are seen as deterministic su-
pertags, bringing a vertical context.

We report, in Table 4, the counts for each syntac-
tic feature on each set.

TREE FRAG. MATE LABELS+δ SPINES TREES HEAD PATHS

TRAIN 648 1305 637 27,670
DEV 272 742 265 3,320
TEST 273 731 268 2,389

Table 4: Syntactic features statistics (Counts).

5 Experiments

Experimental Setup Both DM and PAS tree-
banks consist of texts from the PTB and which were
either automatically derived from the original anno-
tations or annotated with a hand-crafted grammar
(see above). We use them in their bi-lexical depen-
dency format, aligned at the token level as provided
by Oepen et al. (2014)1. The following split is used:
sections 00-19 for training, 20 for the dev. set and 21
for test2. All predicted parses are evaluated against
the gold standard with labeled precision, recall and
f-measure metrics.

Results Our experiments are based on the evalua-
tion of the combinations of the 4 main types of syn-
tactic features described in section 4: tree fragments
(BKY), predicted mate dependencies (BN) and their
extension with POS heads (BN(HPOS)), spinal ele-
mentary trees (SPINES) and head paths (PATHS).

The results are shown in Tables 5 and 6. All im-
provements from the baseline are significant with a
p-value p < 0.05. There was no significant differ-
ence of the same p value between our two best mod-

1This alignment entailed the removal of all unparsed sen-
tences.

2We used the same unusual split as in (Oepen et al., 2014)
to be able to conduct meaningful comparisons with others.
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els for each of the treebanks. 3

As expected from the rapid overview of our
datasets exposed earlier in section 2, the use of each
single feature alone increases the performance over
the baseline by 0.5 points for the BN feature in DM
to 1.44 for PATHS, and by 1.10 for the SPINES to
1.85 for the PATHS features in PAS. Looking at the
conjunction of two classes in the DM table, it seems
that dependency-based features benefit from the ex-
tra context brought by constituents features, reach-
ing an increase of 2.21 points for BKY+BN(HPOS).
Interestingly, the maximum gain is brought by the
addition of topologically different phrase-based fea-
tures such as SPINES (+2.80, inherently vertical) or
BKY (+2.76, often wider) to the previous best. Re-
garding PAS, similar trends can be observed, al-
though the gains are more distributed. As opposed
to DM where the conjunction of more features led
to inferior results, here using a four-features class
provides the second best improvement (ALL(HPOS)
= BKY+BN(HPOS)+SPINES+PATHS), +2.82) while
removing the SPINES slightly increases the score
(+2.92). In fact, adding too many features to the
model slightly degrades our scores, at least with re-
gard to DM which has a larger label set than PAS.

Results show that syntactic information improves
our parser performances. As each feature represents
one unique piece of information, they benefit from
being combined in order to provide more structural
information.

6 Results Analysis

Following Mcdonald and Nivre (2007), we con-
ducted an error analysis based on the two best mod-
els and the baseline for each corpus. As shown in
section 5, syntactic features greatly improve seman-
tic parsing. However, it is interesting to explore
more precisely what kind of syntactic information
boosts or penalizes our predictions. We consider,
among other factors, the impact in terms of distance
between the head and the dependent (edge length)
and the labels. We also explore several linguistic
phenomena well known to be difficult to recover.

3We tested the statistical significance between our best
models and the baseline with the paired bootstrap test (Berg-
Kirkpatrick et al., 2012).

DM Corpus (dev. set) LP LR LF

BASELINE 83.66 80.33 81.97

BN 84.12 80.91 82.48 +0.51
BKY 85.10 81.70 83.36 +1.39
SPINES 84.72 81.31 82.98 +1.01
PATHS 85.15 81.74 83.41 +1.44
BN(HPOS) 85.63 82.19 83.88 +1.91

BKY+SPINES 85.41 81.88 83.61 +1.64
SPINES+PATHS 85.49 82.01 83.71 +1.74
BKY+BN 85.47 82.08 83.74 +1.77
BKY+PATHS 85.70 82.22 83.92 +1.95
BN(HPOS)+SPINES 85.94 82.48 84.17 +2.20
BKY+BN(HPOS) 85.96 82.46 84.18 +2.21
BN(HPOS)+PATHS 85.97 82.59 84.25 +2.28
BN+SPINES 86.05 82.55 84.26 +2.29
BN+PATHS 86.05 82.64 84.31 +2.34

BKY+SPINES+PATHS 85.64 82.23 83.90 +1.93
BKY+BN+SPINES 85.88 82.50 84.16 +2.19
BKY+BN(HPOS)+SPINES 86.38 82.81 84.56 +2.59
BN(HPOS)+SPINES+PATHS 86.28 82.91 84.56 +2.59
BKY+BN(HPOS)+PATHS 86.49 82.94 84.68 +2.71
BKY+BN+PATHS 86.55 82.98 84.73 +2.76
BN+SPINES+PATHS 86.59 83.02 84.77 +2.80

ALL 85.73 82.27 83.96 +1.99
ALL(HPOS) 86.13 82.64 84.35 +2.38

Table 5: Best results and gains on DM corpus.

PAS Corpus (dev. set) LP LR LF

BASELINE 86.95 83.45 85.17

SPINES 88.15 84.47 86.27 +1.10
BN 88.21 84.77 86.46 +1.29
BN(HPOS) 88.55 85.00 86.74 +1.57
BKY 88.63 84.97 86.76 +1.59
PATHS 88.85 85.24 87.01 +1.84

BKY+SPINES 88.84 85.20 86.98 +1.81
SPINES+PATHS 89.04 85.45 87.21 +2.04
BN(HPOS)+SPINES 89.18 85.49 87.30 +2.13
BN(HPOS)+PATHS 89.17 85.62 87.36 +2.19
BN+PATHS 89.32 85.74 87.49 +2.32
BKY+PATHS 89.44 85.72 87.54 +2.37
BKY+BN 89.30 85.87 87.55 +2.38
BN+SPINES 89.48 85.81 87.60 +2.43
BKY+BN(HPOS) 89.49 85.80 87.61 +2.44

BKY+SPINES+PATHS 89.35 85.54 87.40 +2.23
BKY+BN+SPINES 89.56 86.02 87.75 +2.58
BN(HPOS)+SPINES+PATHS 89.76 86.15 87.92 +2.75
BN+SPINES+PATHS 89.88 86.13 87.96 +2.79
BKY+BN+PATHS 89.82 86.20 87.97 +2.80
BKY+BN(HPOS)+PATHS 89.93 86.32 88.09 +2.92

ALL 89.70 86.11 87.87 +2.70
ALL(HPOS) 89.91 86.14 87.99 +2.82

Table 6: Best results and gains on PAS.

6.1 Breakdown by Labels
In Figures 3(a) and 4(a), we detail the scores for the
five most frequent labels.
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Figure 3: Error analysis on DM (dev. set).

As observed in the charts, the scores are higher for
the most frequent labels on both corpora, especially
when dealing with verbal arguments. There are also
two interesting cases for DM: the predictions of
_and_c and ARG3 edges show an improvement by
at least 5 points (Figures 3(b) & 4(b)), showing that
the recovery of coordination structures and the dis-
ambiguation of less frequent or more distant argu-
ments is achieved by adding non-local features.

6.2 Length Factor

Longer sentences are notoriously difficult to parse
for most parsing models. Figures 3(c) and 4(c) show
the F1-measure of our models with respect to sen-
tence length (in bins of size 10: 1-10, 11-20, etc.)
for the DM and PAS corpora.

It is worth noting that we greatly improve the
scores for longer sentences. The use of paths and
of the output of a graph-based parser (Bohnet, 2010)
favors the capture of complex dependencies and en-
hances the learning of these constructions for our
local transition-based parser. However, we also ob-
serve that the features are not able to completely stop
the loss of F1-score for longer sentences. The slopes
of the curves in the different charts show the same
trend: the longer the sentence, the lower the score.

6.3 Linguistic Factors

We now center our analysis on long-distance depen-
dencies (LDDs), by focusing our attention on edges
length, i.e. the distance between two words linked
by an edge. We will then concentrate on subject el-
lipsis, in a treatment of LDDs more similar to the
linguistic definition of Cahill et al. (2004).

Long-distance Dependencies (LDDs) For many
systems, LDDs are difficult to recover because they
are generally under-represented in the training cor-
pus and the constructions involved in LDDs often re-
quire deep linguistic knowledge to be recovered. In
Figure 7, we report the distribution of long-distance
dependencies by bins of size 5 up to 40. They only
account for 15% of all the dependencies in both
corpora. The longest dependencies consist of the
first and second arguments of the verb as well as
coordination links. In the case of elided coordina-
tion structures, we have long-distance dependencies
when two coordinated verbs share the same first or
second argument, which explains the distribution of
lengths.

BINS 5-10 11-15 16-20 21-25 26-40

DM 2907 734 329 141 92
PAS 3705 1007 408 175 127

Table 7: Number of LDDs edges (dev. set).

As outlined in Figures 3(d) and 4(d), we can see
that without structural information such as spines,
surfacic dependencies or paths, the longest depen-
dencies have low F1-scores. When using these fea-
tures, our models tend to perform better, with a gain
of up to 25 points for high-dependency lengths (bins
between 16-20 and 21-25).

In Table 8, we show the global improvement when
considering edge lengths between 5 and 40. For
both corpora, the improvement is the same (around
9 points), showing that structural information is the
key to better predictions. Looking into this im-
provement more closely, we found that PATHS com-
bined with BN tend to be crucial, whereas SPINES
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Figure 4: Error analysis on PAS (dev. set).
BKY+BN(H)+PATHS stands for BKY+BN(HPOS)+PATHS.

may sometimes penalize the models. Even though,
BN+SPINES+PATHS is the best model for DM, a
spine is only a partial projection which lacks attach-
ment information. Spines alone only therefore pro-
vide a local context and are unable to cope well with
LDDs.

Coordination Structures We now focus on struc-
tures with subject ellipsis. We extracted them by
using a simple graph pattern, i.e. two verbs with a
shared ARG1 and a coordination dependency.

Our best models’ scores are displayed in Tables 9.
Once again, our models improve the F1 score, but
not in the same proportion. DM considers the con-
junction as a semantically empty word and attaches
an edge _and_c between the two verbs to mark the
coordination. Consequently this edge is more dif-
ficult to predict, because it is less informative, our
baseline model relying on tokens, lemmas and POS.

We note that the difference in the number of eval-
uated dependencies in both corpora comes from an
annotation scheme divergence between PAS and
DM regarding subject ellipsis. DM opts for coordi-
nate structures with a chain of dependencies rooted
at the first conjunct, the coordinating conjunctions
being therefore semantically empty. In PAS, the fi-
nal coordinating conjunction and each coordinating
conjunction is a two-place predicate, taking left and
right conjuncts as its arguments.

The gain of 6.30 points for DM (Table 9(a),
resp. +3 for PAS) indicates that, when an annota-
tion scheme is designed to have many semantically
empty words, using syntactic information tends to
enhance the parser accuracy. This gives a clear in-
sight into what type of information is required to

parse semantic graphs: the greater the distance be-
tween the head and the dependent, the larger the con-
text needed to disambiguate the attachments.

6.4 Ruling out the Structural Factor Bias

PAS DM

Overlap +2.87 +2.67
Rest +2.70 +2.74

It may argued that the
improvement we no-
ticed could stem from
a potentially strong
overlap between sur-
face trees and predicate-argument structures, both
in terms of edges and labels. In fact, the conversion
from surfacic parses into predicate-argument struc-
tures requires a large amount of edges relabeling
(for instance, when nsubj is relabeled to ARG1).
We tested this hypothesis by computing the number
of common edges between MATE predictions and
DM and PAS. The overlap corresponds to about
22% of all edges in PAS and 27% in DM. Although
important, it does not represent the majority of
dependencies in our corpora, because most of edges
are not present in surface predictions. We evaluated
the improvement of the overlap as well as for the
rest. Results show that our best models perform
roughly the same on both sets. Interestingly, as
opposed to PAS’s model, DM’s model performs
better on the non-overlap part. This suggests that the
use of PTB-based features is somehow not optimal
when applied on a none PTB-based treebank, such
as DM which comes from a handcrafted grammar.

7 Discussion

Our point was to prove that providing more syntac-
tic context, in the form of phrased-based tree frag-
ments and surface dependencies, helps transition-
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LP LR LF

BASELINE 54.95 42.53 47.95

BN+SPINES+PATHS 64.23 50.55 56.57 +8.62
BKY+BN+PATHS 64.88 50.90 57.05 +9.10

(a) DM Corpus (dev. set).

LP LR LF

BASELINE 66.62 50.17 57.23

ALL(HPOS) 74.03 57.58 64.78 +7.55
BKY+BN(HPOS)+PATHS 74.62 58.95 65.86 +8.73

(b) PAS Corpus (dev. set).

Table 8: Long-distance dependencies eval. (dev sets).

LP LR LF

BASELINE 90.00 48.57 63.09

BN+SPINES+PATHS 96.02 53.65 68.84 +5.85
BKY+BN+PATHS 96.07 54.29 69.37 +6.28

(a) on DM (dev. set, 315 dependencies).

LP LR LF

BASELINE 97.51 61.48 75.41

ALL(HPOS) 97.86 64.78 77.96 +2.55
BKY+BN(HPOS)+PATHS 98.57 65.09 78.41 +3.00

(b) on PAS (dev. set, 636 dependencies).

Table 9: Shared subjects coordinations eval. (dev
sets).

based parsers to predict predicate-argument struc-
tures, especially for LDDs. Yet, compared to state-
of-the-art systems, our results built on the S&T
parser score lower than the top performers (Table
10).
However, we are currently extending a more ad-
vanced lattice-aware transition-based parser (DSR)
with beams (Villemonte De La Clergerie, 2013)
that takes advantage of cutting-edge techniques (dy-
namic programming, averaged perceptron with early
updates, etc. following (Goldberg et al., 2013;
Huang et al., 2012)) 4, which proves effective by
reaching the state-of-the-art on PAS, outperforming
Thomson et al. (2014) and second to the model of
Martins and Almeida (2014). 5

The point here is that using the same syntactic fea-
tures as our base system exhibits the same improve-
ment over a now much stronger baseline. We can
conjecture that the ambiguities added by the relative
scarcity of the deep annotations is efficiently han-
dled by a more complete exploration of the search
space, made possible by beam optimization.

We can also wonder whether the lower improve-
ment brought to DM parsing by the PTB-based syn-
tactic features does not come from the fact that the
DM corpus and the PTB have divergent annotation

4It uses a different set of transitions, notably pop actions in-
stead of left and right reduce, and a swap that allow limited
amount of non-planarity. Such a set raises issues with beams
(several paths leading to a same item, final items reached with
paths of various lengths, . . . ), overcome by adding a ’noop’ ac-
tion only applied on final items to balance path lengths.

5Leaving aside the multiple (19) ensemble models of Du et
al. (2014), because of the impracticability of the approach.

schemes. In that aspect, PTB syntactic features may
add some noise to the learning process, because they
give more weight to conflicting decisions that led to
correct structures in one but not in the other scheme.

By using features which, to a certain extent, (i)
extend the domain of locality available at a given
node and (ii) generalize some structural and func-
tional contexts otherwise unavailable, we tried to
overcome the main issue of transition-based parsers:
they remain local in the sense that they lack a global
view of the whole sentence.

Impact Beyond Transition-based Parser Of
course, it can be argued that improving over a some-
what weak baseline is of limited interest. Our point
was to investigate how the direct parsing of rela-
tively sparse graph structures would benefit from
the inclusion of more context via the use of topo-
logically different syntactic pieces of information.
However in that work, we mostly focused on tran-
sition based-parsing, which raises the question of
the impact of our feature-set on a much more pow-
erful and state-of-the-art model such as the TUR-
BOSEMANTICPARSER developed by Martins and
Almeida (2014).

To this end, we extended the T.PARSER so that it
could cope with our syntactic features and studied
the interaction of our best feature set with second
order features (i.e. grand-parents and co-parents).
Results in Table 11 show that the gain brought by
adding syntactic features (+2.14 on DM over the
baseline) is higher than the sole use of second or-
der ones (+1.09). Furthermore, the gain brought by
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PAS DM

(T.PARSER+features, this paper) 92.11 89.70
(Du et al., 2014) 92.04 89.40

(Martins and Almeida, 2014) 91.76 89.16
(DSR, this paper) 90.13 85.66

(Thomson et al., 2014) 89.63 83.97
(S&T, this paper) 87.5 83.84

(DSR, this paper, no feat) 87.02 83.91
(S&T, this paper, no feat) 84.18 81.17

Table 10: Comparison with the State-of-the-Art.

the second-order features is reduced by half when
used jointly with our feature set (+1.09 vs +0.57 with
them). However, although we could assess that the
need of second order models is thus alleviated, the
conjunction of both types of features still improves
the parser performance by an overall gain of 1.62
points on DM (1.18 on PAS), suggesting that both
feature sets contribute to different types of “struc-
tures”. In short, the use of syntactic features is also
relevant with a strong baseline, as they provide a
global view to graph-based models, establishing a
new state-of-the-art on these corpora.

-SYNT. FEAT. +SYNT. FEAT. δ

DM, baseline 86.99 89.13 +2.14
+grandparent 87.66 89.43 +1.77

+co-parents 88.08 89.7 +1.62

PAS, baseline 89.73 91.68 +1.95
+grandparent 90.15 91.92 +1.77

+co-parents 90.93 92.11 +1.18

Table 11: LF Results for T.PARSER (test set).
Baseline = arc-factored + siblings

Related Work A growing interest for semantic
parsing has emerged over the past few years, with
the availability of resources such as PropBank and
NomBank (Palmer et al., 2005; Meyers et al., 2004)
built on top of the Penn Treebank. The shal-
low semantic annotations they provide were among
the targets of successful shared tasks on seman-
tic role labeling (Surdeanu et al., 2008; Carreras
and Màrquez, 2005). Actually, the conjoint use of
such annotations with surface syntax dependencies
bears some resemblance with predicate-argument
structure parsing like we presented here. However,
they diverge in that Propbank/Nombank annotations

do not form connected graphs by themselves, as
they only cover argument identification and nominal
predicates. The range of phenomena they describe is
also limited, compared to a full predicate-argument
analysis as provided by DM and PAS (Oepen et al.,
2014). More importantly, as pointed out by Yi et al.
(2007), being verb-specific, Propbank’s roles do not
generalize well beyond the ARG0 argument (i.e. the
subject/agent role) leading to inconsistencies.
However, the advent of such semantic-based re-
sources have ignited a fruitful line of research, of
which the use of heterogeneous sources of infor-
mation to boost parsing performance has been in-
vestigated over the past decade (Chen and Rambow,
2003; Tsuruoka et al., 2004) with a strong regain of
interest raised by the work of Moschitti et al. (2008),
Henderson et al. (2008), Sagae (2009).

8 Conclusion

We described the use and combination of several
kinds of syntactic features to improve predicate-
argument parsing. To do so, we tested our ap-
proach of injecting surface-syntax features by tho-
roughly evaluating their impact on one transition-
based graph parser, then validating on two more ef-
ficient parsers, over two deep syntax and semantic
treebanks. Results of the syntax-enhanced semantic
parsers exhibit a constant improvement, regardless
of the annotation scheme and the parser used.
The question is now to establish whether will this be
verified in other semantic data sets? From the pars-
ing of deep syntax treebanks a la Meaning Text The-
ory (Ballesteros et al., 2014), to Framenet semantic
parsing (Das et al., 2014) or data-driven approaches
closer to ours (Flanigan et al., 2014), it is difficult to
know which models will predominate from this bub-
bling field and what kind of semantic data sets will
benefit the most from syntax.

Acknowledgements

We would like to thank Kenji Sagae and André F.
T. Martins for making their parsers available and
for kindly answering our questions. We also thank
our anonymous reviewers for their comments. This
work was partly funded by the Program "Investisse-
ments d’avenir" managed by Agence Nationale de la
Recherche ANR-10-LABX-0083 (Labex EFL).

72



References

Miguel Ballesteros, Bernd Bohnet, Simon Mille, and Leo
Wanner. 2014. Deep-syntactic parsing. In In Proc. of
COLING, Dublin, Ireland.

Taylor Berg-Kirkpatrick, David Burkett, and Dan Klein.
2012. An Empirical Investigation of Statistical Signif-
icance in NLP. In Proc. of the 2012 Joint Conference
on Empirical Methods in Natural Language Process-
ing and Computational Natural Language Learning,
pages 995–1005.

Daniel M. Bikel. 2002. Design of a multi-lingual,
parallel-processing statistical parsing engine. In Proc.
of the second international conference on Human Lan-
guage Technology Research, pages 178–182. Morgan
Kaufmann Publishers Inc. San Francisco, CA, USA.

Anders Björkelund, Ozlem Cetinoglu, Richárd Farkas,
Thomas Mueller, and Wolfgang Seeker. 2013.
(re)ranking meets morphosyntax: State-of-the-art re-
sults from the SPMRL 2013 shared task. In Proc.
of the Fourth Workshop on Statistical Parsing of
Morphologically-Rich Languages, pages 135–145,
October.

Bernd Bohnet. 2010. Very high accuracy and fast de-
pendency parsing is not a contradiction. In Proc. of
the 23rd International Conference on Computational
Linguistics, pages 89–97.

Aoife Cahill, Michael Burke, Ruth O’Donovan, Josef
van Genabith, and Andy Way. 2004. Long-Distance
Dependency Resolution in Automatically Acquired
Wide-Coverage PCFG-Based LFG Approximations.
In Proc. of ACL, pages 320–327.

Xavier Carreras and Lluís Màrquez. 2005. Introduction
to the conll-2005 shared task: Semantic role labeling.
In Proc. of the Ninth Conference on Computational
Natural Language Learning, pages 152–164.

Eugene Charniak. 2000. A maximum-entropy-inspired
parser. In Proc. of the 1st Annual Meeting of the North
American Chapter of the ACL (NAACL), Seattle.

John Chen and Owen Rambow. 2003. Use of deep lin-
guistic features for the recognition and labeling of se-
mantic arguments. In Proc. of the 2003 conference
on Empirical methods in natural language processing,
pages 41–48. Association for Computational Linguis-
tics.

Michael Collins. 2002. Discriminative training meth-
ods for hidden markov models: Theory and exper-
iments with perceptron algorithms. In Proc. of the
ACL-02 Conference on Empirical Methods in Natural
Language Processing - Volume 10, pages 1–8.

Ann Copestake, Dan Flickinger, Rob Malouf, Susanne
Riehemann, and Ivan Sag. 1995. Translation using
minimal recursion semantics. In Proc. of the Sixth

International Conference on Theoretical and Method-
ological Issues in Machine Translation, pages 15–32.
Citeseer.

Ann Copestake, Dan Flickinger, Carl Pollard, and Ivan A
Sag. 2005. Minimal recursion semantics: An in-
troduction. Research on Language and Computation,
3(2-3):281–332.

Dipanjan Das, Desai Chen, André FT Martins, Nathan
Schneider, and Noah A Smith. 2014. Frame-semantic
parsing. Computational Linguistics, 40(1):9–56.

Yantao Du, Fan Zhang, Weiwei Sun, and Xiaojun Wan.
2014. Peking: Profiling syntactic tree parsing tech-
niques for semantic graph parsing. In Proc. of the
8th International Workshop on Semantic Evaluation,
pages 459–464.

Jeffrey Flanigan, Sam Thomson, Jaime Carbonell, Chris
Dyer, and Noah A. Smith. 2014. A discriminative
graph-based parser for the abstract meaning represen-
tation. In in Proc. of ACL, Baltimore, US.

Daniel Flickinger, Yi Zhang, and Valia Kordoni. 2012.
DeepBank: a dynamically annotated treebank of the
wall street journal. In Proc. of the Eleventh Interna-
tional Workshop on Treebanks and Linguistic Theo-
ries, pages 85–96.

Yoav Freund and Robert E. Schapire. 1999. Large mar-
gin classification using the perceptron algorithm. Ma-
chine learning, 37(3):277–296.

Yoav Goldberg, Kai Zhao, and Liang Huang. 2013.
Efficient implementation of beam-search incremen-
tal parsers. In Proc. of the 51st Annual Meeting of
the Association for Computational Linguistics (ACL),
Sophia, Bulgaria.
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Abstract

Text documents of varying nature (e.g., sum-
mary documents written by analysts or pub-
lished, scientific papers) often cite others as
a means of providing evidence to support a
claim, attributing credit, or referring the reader
to related work. We address the problem
of predicting a document’s cited sources by
introducing a novel, discriminative approach
which combines a content-based generative
model (LDA) with author-based features. Fur-
ther, our classifier is able to learn the im-
portance and quality of each topic within our
corpus – which can be useful beyond this
task – and preliminary results suggest its met-
ric is competitive with other standard met-
rics (Topic Coherence). Our flagship system,
Logit-Expanded, provides state-of-the-art per-
formance on the largest corpus ever used for
this task.

1 Introduction

The amount of digital documents (both online and
offline) continues to grow greatly for several rea-
sons, including the eagerness of users to gener-
ate content (e.g., social media, Web 2.0) and the
decrease in digital storage costs. Many different
types of documents link to or cite other documents
(e.g., websites, analyst summary reports, academic
research papers), and they do so for various rea-
sons: to provide evidence, attribute credit, refer the
reader to related work, etc. Given the plethora of
documents, it can be highly useful to have a sys-
tem which can automatically predict relevant cita-
tions, for this could (1) aid authors in citing rele-

vant, useful sources which they may otherwise not
know about; and (2) aid readers in finding useful
documents which otherwise might not have been
discovered, due to the documents’ being unpopu-
lar or poorly cited by many authors. Specifically,
we are interested in citation prediction – that is, we
aim to predict which sources each report document
cites. We define a report as any document that cites
another document in our corpus, and a source as a
document that is cited by at least one report. Natu-
rally, many documents within a corpus can be both
a report and a source. Note, we occasionally refer
to linking a report and source, which is synonymous
with saying the report cites the source.

Citation prediction can be viewed as a special
case of the more general, heavily-researched area
of link prediction. In fact, past research mentioned
in Section 2 refers to this exact task as both cita-
tion prediction and link prediction. However, link
prediction is a commonly used phrase which may
be used to describe other problems not concerning
documents and citation prediction. In these general
cases, a link may be relatively abstract and repre-
sent any particular relationship between other ob-
jects (such as users’ interests or interactions). Tra-
ditionally, popular techniques for link prediction
and recommendation systems have included feature-
based classification, matrix factorization, and other
collaborative filtering approaches – all of which typ-
ically use meta-data features (e.g., names and in-
terests) as opposed to modelling complete content
such as full text documents (Sarwar et al., 2001;
Al Hasan and Zaki, 2011). However, starting with
Hofmann and Cohn’s (2001) seminal work on ci-
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tation prediction (PHITS), along with Erosheva et.
al.’s (2004) work (LinkLDA), content-based mod-
elling approaches have extensively used generative
models – while largely ignoring meta-data features
which collaborative filtering approaches often use –
thus creating somewhat of a dichotomy between two
approaches towards the same problem. We demon-
strate that combining (1) a simple, yet effective,
generative approach to modelling content with (2)
author-based features into a discriminative classifier
can improve performance. We show state-of-the-
art performance on the largest corpus for this task.
Finally, our classifier learns the importance of each
topic within our corpus, which can be useful beyond
this task.

In the next section, we describe related research.
In Section 3 we describe our models and motivations
for them. In Section 4 we detail our experiments, in-
cluding data and results, and compare our work to
the current state-of-the-art system. We finally con-
clude in Section 5.

2 Related Work

Hofmann and Cohn’s (2001) PHITS seminal work
on citation prediction included a system that was
based on probabilistic latent semantic analysis
(PLSA) (Hofmann, 1999). Specifically, they ex-
tended PLSA by representing each distinct link to
a document as a separate word token – as shown in
Equation 1 and represented by sl. (Note: Table 1
displays common notation that is used consistently
throughout this paper.) PHITS assumes both the
links and words are generated from the same global
topic distributions, and like PLSA, a topic distribu-
tion is inferred for each document in the corpus.

P (wi|dj) =
K∑
k=1

P (wi|zk)P (zk|dj),

P (sl|dj) =
K∑
k=1

P (sl|zk)P (zk|dj)
(1)

Later, Erosheva et. al.’s (2004) system replaced
PLSA with LDA as the fundamental generative pro-
cess; thus, the topic distributions were assumed to
be sampled from a Dirichlet prior, as depicted in
the plate notation of Figure 1. We will refer to this
model as it is commonly referred, LinkLDA, and it

M total # documents in the corpus (both reports and sources)
N # of words in the particular document
r a report document
s a source document
d a document (report and/or source)
w a word in a document
K total # of topics
z a particular topic
V corpus’ vocabulary size
α, β concentration parameters to corpus-wide Dirichlet priors
4(p) a simplex of dimension (p-1)
L number of citations in a particular document
Ωkd′ probability of a link to document d′ w.r.t. topic k
sl a token representing a link to source s

Table 1: Notation Guide

Figure 1: Plate notation of LinkLDA

is the closest model to our baseline approach (later
introduced as LDA-Bayes).

Others have researched several variants of this
LDA-inspired approach, paving the field with
promising, generative models. For example, Link-
PLSA-LDA is the same as LinkLDA but it treats
the generation of the source documents as a separate
process inferred by PLSA (Nallapati et al., 2008).
Related, Cite-LDA and Cite-PLSA-LDA (Kataria et
al., 2010) extend LinkLDA and Link-PLSA-LDA,
respectively, by asserting that the existence of a link
between a report and source is influenced by the
context of where the citation link occurs within the
report document. Note, the authors supplemented
corpora to include context that surrounds each cita-
tion; however, there is currently no freely-available,
widely-used corpus which allows one to discern
where citations appear within each report. There-
fore, few systems rely on citation context.

TopicBlock (Ho et al., 2012) models citation pre-
diction with a hierarchical topic model but only uses
the first 200 words of each document’s abstract. To

76



our knowledge, Topic-Link-LDA (Liu et al., 2009)
is the only research which includes both author in-
formation and document content into a generative
model in order to predict citations. Topic-Link-
LDA estimates the probability of linking a report-
source pair according to the similarity between the
documents’ (1) author communities and (2) topic
distributions – these two latent groups are linearly
combined and weighted, and like the aforemen-
tioned systems, are inferred by a generative process.
PMTLM (Zhu et al., 2013) is reported as the cur-
rent state-of-the-art system. In short, it is equivalent
to PLSA but extended by having a variable associ-
ated with each document, which represents that doc-
ument’s propensity to form a link.

As mentioned, although Collaborative Filtering
has been used towards citation prediction (McNee
et al., 2002), there is little research which includes
features based on the entire content (i.e., docu-
ments). Very recently, (Wilson et al., 2014) used
topic modelling to help predict movie recommenda-
tions. Specifically, one feature into their system was
the KL-divergence between candidate items’ topic
distributions, but applying this towards citation pre-
diction has yet to be done. Most similar to our
work, (Bethard and Jurafsky, 2010) used a classifier
to predict citations, based on meta-data features and
compressed topic information (e.g., one feature is
the cosine similarity between a report-source pair’s
topic distribution). As explained in Section 4, we
expand the topic information into a vector of length
K, which not only improves performance but yields
an estimate of the most important, “quality” topics.
Further, our system also uses our LDA-Bayes base-
line as a feature, which by itself yields excellent re-
sults compared to other systems on our large cor-
pus. Notably, Bethard and Jurafsky’s system (2010)
also differs from ours in that (1) their system has
an iterative process that alternates between retriev-
ing candidate source documents and learning model
weights by training a supervised classifier; and (2)
they only assume access to the content of the ab-
stract, not the entire documents. Nonetheless, we
use their system’s most useful features to construct a
comparable system (which we name WSIC – “Who
Should I Cite”), which we describe in more detail in
Section 3.3 and show results for in Section 4.3.

3 New Models

3.1 LDA-Bayes
For a baseline system, we first implemented
LDA (Blei et al., 2003) topic modelling and ran it
on our entire corpus. However, unlike past systems,
after our model was trained, we performed citation
prediction (i.e., P (s|r)) according to Equation 2.
Notice, although LDA does not explicitly estimate
P (s|z), we can approximate it via Bayes Rule, and
we consequently call our baseline LDA-Bayes. Do-
ing so allows us to include the prior probability of
the given source being cited (i.e., P (s)), accord-
ing to the maximum-likelihood estimate seen during
training.

P (s|r) =
K∑
k

P (s|zk)P (zk|r),

where P (s|zj) =
P (zj |s)P (s)∑
s′ P (zj |s′)P (s′)

(2)

Of the past research which uses generative mod-
els for citation prediction, we believe LinkLDA is
the only other system in which a source’s prior cita-
tion probability plays any role in training the model.
Specifically, in LinkLDA, the prediction metric is
identical to ours in that the topics are marginalized
over topics (Equation 3). It differs, however, in that
their model directly infers P (s|zk), for it treats each
citation link as a word token. Although this does
not explicitly factor in each source’s prior probabil-
ity of being cited, it is implicitly influenced by such,
for the sources which are more heavily cited during
training will tend to have a higher probability of be-
ing generated from topics.

P (s|r) =
K∑
k

P (s|zk)P (zk|r), (3)

Note: the other generative models mentioned in
Section 2, after inference, predict citations by sam-
pling from a random variable (typically a Bernoulli
or Poisson distribution) which has been conditioned
on the topic distributions.

3.2 Logit-Expanded
In attempt to combine the effectiveness of LDA
in generating useful topics with the ability of dis-
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Table 2: A randomly chosen report and its predicted
sources, per LDA-Bayes, illustrating that a report and
predicted source may be contextually similar but that
their titles may have few words in common.

Report: Japanese Dependency Structure Analysis Based On Support Vector Machines (2000)

Position
Cited Year Source Name

Source?

1
1996 A Maximum Entropy Approach To Natural Language Processing

Natural Language Processing

2
1993 Building A Large Annotated Corpus

Of English: The Penn Treebank
3 1996 A Maximum Entropy Model For Part-Of-Speech Tagging

4
1994 A Syntactic Analysis Method Of Long Japanese

Sentences Based On The Detection Of Conjunctive Structures
5 1992 Class-Based N-Gram Models Of Natural Language
... ... ...

11
1996 Three New Probabilistic Models For

Dependency Parsing: An Exploration

12
2000 Introduction To The CoNLL-2000

Shared Task: Chunking
13 1995 A Model-Theoretic Coreference Scoring Scheme

14
1988 A Stochastic Parts Program And Noun

Phrase Parser For Unrestricted Text

15
X 1999 Japanese Dependency Structure Analysis

Based On Maximum Entropy Models

criminative classifiers to learn important features
for classification, we use logistic regression with
a linear kernel. Specifically, we train using L2-
regularization, which during test time allows us to
get a probability estimate for each queried vector
(i.e., a report-source pair).

The details of the training and testing data are pro-
vided in Section 4.2. However, it is important to un-
derstand that each training and testing instance cor-
responds to a distinct report-source document pair
and is represented as a single fixed-length vector.
The vector is comprised of the following features,
which our experiments illustrate are useful for deter-
mining if there exists a link between the associated
report and source:

3.2.1 Topic/Content-Based Features
• LDA-Bayes: Our baseline system showed

strong results by itself, so we include its pre-
dictions as a feature (that is, P (s|r)).

• Topics: LDA-Bayes ranks report-source pairs
by marginalizing over all topics (see Equation
2); however, we assert that not all topics are
equally important. Allowing each topic to be
represented as its own feature, while keeping
the value based on the report-source’s relation-
ship for that topic (i.e., the absolute value of
the difference), can potentially allow the lo-
gistic regression to learn both (1) the impor-
tance for report-source pairs to be generally

similar across most topics and (2) the rela-
tive importance of each topic. For all of our
experiments (including LDA-Bayes) we used
125 topics to model the corpus; thus, this fea-
ture becomes expanded to 125 individual in-
dices within our vector, which is why we name
this system Logit-Expanded. Namely, ∀i ∈
K, let feature fi = |θri − θsi |.

3.2.2 Meta-data Features

• Report Author Previously Cited Source?:
We believe authors have a tendency to cite doc-
uments they have cited in the past

• Report Author Previously Cited a Source
Author?: Authors also have a tendency to
“subscribe” to certain authors and are more fa-
miliar with particular people’s works, and thus
cite those papers more often.

• Prior Citation Probability: A distinguishing
feature of our LDA-Bayes model is that it fac-
tors in the prior probability of a source being
cited, based on the maximum likelihood esti-
mate from the training data. So, we explicitly
include this as a feature.

• Number of Overlapping Authors: Authors
have a tendency to cite their co-authors, in part
because their co-authors’ past work has an in-
creased chance of being relevant.

• Number of Years between Report and
Source: Authors tend to cite more recent pa-
pers.

• Title Similarity between Report and Source:
As shown in Table 2, some sources erroneously
returned by our baseline system could have
been discarded had we judged them by how
dissimilar their titles are from the report’s title.
In Table 2’s example, the one correct source to
find (within ∼12,000) was returned at position
15 and has many words in common with the re-
port (namely, “Japanese Dependency Structure
Analysis Based On” appears in the titles of both
the report and correctly predicted source).
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3.3 WSIC (Who Should I Cite?)

In attempt to compare our systems against Bethard
and Jurafsky’s system (2010), we implemented the
features they concluded to be most useful for re-
trieval, and like our Logit-Expanded system, used
logistic regression as the mechanism for learning
citation prediction. Instead of using only the text
from the abstracts, like in their research, to make
the comparison more fair we used text from the en-
tire documents – just like we did for the rest of our
systems. Specifically, adhering to their naming con-
vention, the features from their system that we used
are: citation-count, venue-citation-count, author-
citation-count, author-h-index, age (# years between
report and source), terms-citing, topics, authors,
authors-cited-article, and authors-cited-author.

4 Experiments

4.1 Corpora

The past research mentioned in Section 2 primarily
makes use of three corpora: Cora, CiteSeer, and We-
bKB. As shown in Table 3, these corpora are rela-
tively small with ~3,000 documents, an average of
less than three links per document, and a modest
number of unique word types.

We wanted to use a corpus which was larger, pro-
vided the complete text of the original documents,
and included meta-data such as author information.
Thus, we used the ACL Anthology (Radev et al.,
2013) (the December 2013 release), which provides
author and year information for each paper, and the
corpus details are listed in Table 3. For the task of
citation prediction, we are the first to use full content
information from a corpus this large.

4.2 Training/Testing Data

The research listed in Section 2 commonly uses 90%
of all positive links (i.e., a distinct report-to-source
instance) for training purposes and 10% for testing.
LDA-based topic modelling approaches, which are
standard for this task, require that at testing time
each report and candidate source has already been
observed during training. This is because at test time
the topic distribution for each document must have
already been inferred. Additionally, it is common to
make the assumption that the corpus is split into a
bipartite graph: a priori we know which documents

are reports and which are sources, with most being
both. At testing time, one then predicts sources from
the large set of candidate sources, all of which were
seen at some point during training (as either a report
or a source document).

We follow suit with the past research and ran-
domly split the ACL Anthology’s report-to-source
links (citations) into 90% for training and 10% for
testing, with the requirement that every candidate
source document during testing was seen during
training as either a report or a source – ensuring
we have a topic distribution for each document. On
average, each report has 6.8 sources, meaning typ-
ically at test time each report has just a few (e.g.,
1-5) sources which we hope to predict from our
12,265 candidate sources. For all of our exper-
iments, the systems (e.g., LDA-Bayes, LinkLDA,
Logit-Expanded, etc) were evaluated on the exact
same randomly chosen split of training/testing data.

As for training Logit-Expanded, naturally there
are vastly more negative examples (i.e., no link be-
tween the given report-source pair) than positive ex-
amples; most sources are not cited for a given re-
port. This represents a large class-imbalance prob-
lem, which could make it difficult for the classifier to
learn our task. Consequently, we downsampled the
negative examples. Specifically, for each report, we
included all positive examples (the cited sources),
and for each positive example, we included 5 ran-
domly selected negative examples (sources). Note,
for testing our system, we still need to evaluate ev-
ery possible candidate report-source pair – that is
∼12,265 candidate sources per tested report.

Table 3: Report-to-Source Citation Prediction Corpora
Cora CiteSeer WebKB ACL

# docs 2,708 3,312 3,453 17,298
# links 5,429 4,608 1,733 106,992

vocab size 1,433 3,703 24,182 137,885
# authors - - - 14,407

4.3 Results

4.3.1 Report-To-Source Citation Prediction
First, we tested our LDA-Bayes baseline system

and compared it to LinkLDA and PMTLM (Zhu et
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Figure 2: Average Recall Performance across all Reports
from a 1,000 document subset of the ACL Anthology

al., 2013) – the current state-of-the-art system. Due
to the slow running time of PMTLM, we restricted
our preliminary experiment to just 1,000 documents
of the ACL Anthology, and Figure 2 shows the av-
erage recall performance across all reports. Surpris-
ingly, PMTLM performed worst. Note: the authors
of PMTLM compared their system to LinkLDA for
a different task (predicting research area) but did not
compare to LinkLDA during their analysis of cita-
tion prediction performance. Thus, it was not previ-
ously asserted that PMTLM would outperform Lin-
kLDA.

As we can see, LDA-Bayes, despite being simple,
performs well. As mentioned, LDA-Bayes explicitly
captures the prior probability of each source being
cited (via maximum-likelihood estimate), whereas
LinkLDA and PMTLM approximates this during in-
ference. We believe this contributes towards the per-
formance differences.

It was expected that when run on the entire ACL
corpus, WSIC and our Logic-Expanded systems
would have sufficient data to learn authors’ citing
preferences and would outperform the other genera-
tive models. As shown in Figure 3 and 4, our flag-
ship Logit-Expanded system greatly outperformed
all other systems, while our baseline LDA-Bayes
continued to offer strong results. Note, the full re-
call performance results include returning 12,265
sources, but we only show the performance for re-
turning the first 200 returned sources. Further, Ta-
ble 4 shows the same experimental results but for
the performance when returning just the first 50 pre-

Figure 3: Average Recall Performance across all reports
from the full ACL Anthology

dicted sources per report.

Table 4: Performance of each system, averaged across all
reports while returning the top 50 predicted sources for
each. 125 topics were used for every system.

recall precision fscore
Logit-Expanded .647 .016 .031
LDA-Bayes .496 .012 .024
WSIC .442 .011 .021
LinkLDA .431 .011 .021
LDA-Bayes (uniform prior) .309 .007 .014

Again, we further see how effective it is to have
a model influenced by a source’s prior probabil-
ity, for when we change LDA-Bayes such that
P (SourceCited) is uniform for all sources, perfor-
mance falls greatly – represented as LDA (uniform
prior).

We analyzed the benefits of each feature of Logit-
Expanded in 2 ways: (1) starting with the full-
feature set experiment (whose results we showed),
we evaluate each feature by running an experiment
whereby the said feature is removed; and (2) start-
ing with our LDA-Bayes baseline as the only fea-
ture for our Logit-Expanded system, we evaluate
each feature by running an experiment whereby the
said feature is paired with LDA-Bayes as the only
two features used. For both of these approaches,
we measure performance by looking at recall, pre-
cision, and f-score when returning the first 50 pre-
dicted sources. The results are shown in Table 5;
technique (1) is shown in column removal, and (2)
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Figure 4: Recall vs Precision Performance across all Re-
ports from the full ACL Anthology. Logit-Expanded’s
slight blips at recall = 0.25, 0.33, and 0.5 is due to the
truth set having many reports with only 4, 3, or 2 golden
sources, respectively.

is in column addage.

Table 5 reveals insightful results: it is clear that
LDA-Bayes is a strong baseline and useful feature to
include in our system, for removing it from our fea-
ture list causes performance to decrease more than
removing any other feature. PrevCitedSource and
Topics Expanded are the second and third strongest
features, respectively. We suspect that PrevCit-
edSource was a good feature because our corpus
was sufficiently large; had our corpus been much
smaller, there might not have been enough data for
this feature to provide any benefit. Next, Title Simi-
larity and # Shared Authors were comparably good
features. PrevCitedAuthor and # Years Between
were the worst features, as we see negligible perfor-
mance difference when we (1) pair either with LDA-
Bayes, or (2) remove either from our full feature list.
An explanation for the former feature’s poor per-
formance could be that authors vary in (1) how of-
ten they repeatedly cite authors, and most likely (2)
many authors have small publication histories within
training, so it might be unwise to base prediction
on this limited information. Last, it is worth not-
ing that when we pair Topics Expanded with LDA-
Bayes, that alone is not enough to give the best
performance from a pair. An explanation is that it
dominates the system with too much content-based
(i.e., topic) information, overshadowing the prior-

citation-probability that plays a role in LDA-Bayes.
Supporting this idea, we see the biggest performance
increase when we pair LDA-Bayes with the PrevCit-
edSource feature – a non-topic-based feature, which
provides the system with a different type of data to
leverage.

Table 5: Analysis of each feature used in Logit-
Expanded. Results based on the first 50 sources returned,
averaged over all reports. Our Starting Point* system
listed within the “Addage” columns used LDA-Bayes as
the only feature. Our Starting Point* system within the
“Removal” columns used every feature.

Addage Removal
recall precision fscore recall precision fscore

Starting Point* .496 .012 .024 .647 .016 .031
LDA-Bayes - - - .583 .014 .028
Topics Expanded .564 .014 .027 .606 .015 .028
PrevCitedSource .581 .014 .028 .599 .014 .028
PrevCitedAuthor .484 .012 .023 .641 .016 .030
# Shared Authors .543 .013 .026 .636 .015 .029
Prior Prob. Cited .501 .012 .023 .639 .015 .030
Title Similarity .513 .012 .023 .623 .015 .029
# Years Between .498 .012 .023 .645 .016 .030

Additionally, when using only the metadata fea-
tures (i.e., not LDA-Bayes or Topics-Expanded),
performance for returning 50 sources averaged
0.403, 0.010, and 0.019 for recall, precision, and
fscore, respectively – demonstrating that the meta-
data features alone do not yield strong results but
that they complement the LDA-Bayes and Topics-
Expanded features.

4.3.2 Topic Importance
Although Report-to-Source citation prediction

was our primary objective, our feature representa-
tion of topics allows logistic regression to appropri-
ately learn which topics are most useful for predict-
ing citations. In turn, these topics are arguably the
most cohesive; thus, our system, as a byproduct, pro-
vides a metric for measuring the “quality” of each
topic. Namely, the weight associated with each topic
feature indicates the topic’s importance – the lower
the weight the better.

Table 6 shows our system’s ranking of the most
important topics, signified by “Logit-weight.” We
did not prompt humans to evaluate the quality of the
topics, so in attempt to offer a comparison, we also
rank each topic according to two popular metrics:
Pointwise Mutual Information (PMI) and Topic Co-
herence (TC) (Mimno et al., 2011). For a topic k,
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let V (k) represent the top M words for K; where
V (k) = (v(k)

i , ..., v
(k)
M ) and D(v) represents the doc-

ument frequency of word type v. Then, PMI(k)
is defined by Equation 4 and TC(k) is defined by
Equation 5.

In Table 6, we see that our most useful topic
(Topic 49) concerns vision research, and since our
corpus is heavily filled with research concerning
(non-vision-related) natural language processing, it
makes sense for this topic to be highly important for
predicting citations. Similarly, we see the other top-
ranking topics all represent a well-defined, subfield
of natural language processing research, including
parsing, text generation, and Japanese-English ma-
chine translation.

PMI(k;V (k)) =
M∑
m=2

m−1∑
l=1

log
p(V (k)

m , V
(k)
l )

p(V (k)
m )p(V (k)

l )
(4)

TC(k;V (k)) =
M∑
m=2

m−1∑
l=1

log
D(V (k)

m , V
(k)
l )

D(V (k)
m )

(5)

Table 7 shows the worst 5 topics according to
Logit-Expanded. Topic 96 concerns Wikipedia as
a corpus, which naturally encompasses many areas
of research, and as we would expect, the mention of
such is probably a poor indicator for predicting ci-
tations. Topic 77 concerns artifacts from the OCR-
rendering of our corpus, which offers no meaning-
ful information. In general, the worst-ranking topics
concern words that span many documents and do not
represent cohesive, well-defined areas of research.
Additionally, in both Table 6 and 7 we see that
Pointwise Mutual Information (PMI) disagrees quite
a bit with our Logit-Expanded’s ranking, and from
this initial result, it appears Logit-Expanded’s rank-
ing might be a better metric than PMI – at least in
terms of quantifying relevance towards documents
being related and linked via a citation.

This cursory, qualitative critique of the met-
rics warrants more research, ideally with human-
evaluation. However, one can see how these met-
rics differ: TC and PMI are both entirely concerned
with just the co-occurrence of terms, normalized by

the general popularity of the said terms. There-
fore, words could highly co-occur together but oth-
erwise represent nothing special about the corpus at
large. On the other hand, Logit-Expanded’s rank-
ing is mainly concerned with quantifying how well
each topic represents discriminatively useful content
within a document.

Table 6: The highest quality topics (out of 125), sorted
according to Logit-Expanded’s estimate. Topics are also
ranked according to Pointwise Mutual Information (PMI)
and Topic Coherence (TC).

Logit’s
Rank

PMI
Rank

TC
Rank

Logit
Weight

Topic # Top Words

1 116 103 -5.50 49
image, visual, multimodal, images, spatial, gesture,
objects, object, video, scene, instructions, pointing

2 33 44 -4.76 25
grammar, parsing, grammars, left, derivation,
terminal, nonterminal, items, free, string,
item, derivations, cfg

3 68 37 -4.71 65
generation, generator, generated, realization,
content, planning, choice, nlg, surface, generate

4 49 27 -4.28 32
noun, nouns, phrases, adjectives, adjective,
compound, verb, head, compounds, preposition

5 107 61 -4.24 0
japanese, ga, expressions, wo, accuracy, bunsetsu,
ni, dictionary, wa, kanji, noun, expression

Table 7: The lowest quality topics (out of 125), sorted
by Logit-Expanded’s estimate. Topics are also ranked
according to Pointwise Mutual Information (PMI) and
Topic Coherence (TC).

Logit’s
Rank

PMI
Rank

TC
Rank

Logit
Weight

Topic # Top Words

121 13 110 -1.45 96
wikipedia, links, link, articles, article, title,
page, anchor, pages, wiki, category, attributes

122 83 122 -1.20 77 x1, x2, c1, c2, p2, a1, p1, a2, r1, l1, xf, fi

123 42 36 -1.09 91
annotation, agreement, annotated, annotators,
annotator, scheme, inter, annotate, gold, kappa

124 10 34 -0.75 43
selection, learning, active, selected, random,
confidence, sample, sampling, cost, size, select

125 65 115 -0.33 30
region, location, texts, city, regions, weather,
locations, map, place, geographic, country

5 Conclusions

We have provided a strong baseline, LDA-Bayes,
which when run on the largest corpus for this task,
offers compelling performance. We have demon-
strated that modelling the prior probability of each
candidate source being cited is simple yet impor-
tant, for it allows all of our systems to outperform
the previous state-of-the-art – our large corpus helps
towards making this a useful feature, too.

Our biggest contribution is our new system,
Logit-Expanded, which combines both the effective-
ness of the generative model LDA with the power
of logistic regression to discriminately learn impor-
tant features for classification. By representing each
topic as its own feature, while still modelling the re-
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lationship between the candidate report-source pair,
we allow our system to learn (1) that having simi-
lar topic distributions between reports and sources
is indicative of a link, and (2) which topics are most
important for predicting a link. Because we used a
linear kernel, we are able to discern exactly how im-
portant it ranks each topic. A cursory, qualitative
assessment of its metric shows promising and com-
petitive performance with that of Pointwise Mutual
Information and Topic Coherence.
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Abstract

In this paper, we apply a weakly-supervised
learning approach for slot tagging using con-
ditional random fields by exploiting web
search click logs. We extend the constrained
lattice training of Täckström et al. (2013) to
non-linear conditional random fields in which
latent variables mediate between observations
and labels. When combined with a novel
initialization scheme that leverages unlabeled
data, we show that our method gives signifi-
cant improvement over strong supervised and
weakly-supervised baselines.

1 Introduction

A key problem in natural language processing
(NLP) is to effectively utilize large amounts of unla-
beled and partially labeled data in situations where
little or no annotations are available for a task of
interest. Many recent work tackled this problem
mostly in the context of part-of-speech (POS) tag-
ging by transferring POS tags from a supervised lan-
guage via automatic alignment and/or constructing
tag dictionaries from the web (Das and Petrov, 2011;
Li et al., 2012; Täckström et al., 2013).

In this work, we attack this problem in the con-
text of slot tagging, where the goal is to find correct
semantic segmentation of a given query, which is an
important task for information extraction and natu-
ral language understanding. For instance, answering
the question “when is the new bill murray movie re-
lease date?” requires recognizing and labeling key
phrases: e.g., “bill murray” as actor and “movie”
as media type.

The standard approach to slot tagging involves
training a sequence model such as a conditional ran-
dom field (CRF) on manually annotated data. An
obvious limitation of this approach is that it relies
on fully labeled data, which is both difficult to adapt
and changing tasks and schemas. Certain films,
songs, and books become more or less popular over
time, and the performance of models trained on out-
dated data will degrade. If not updated, models
trained on live data feeds such as movies, songs and
books become obsolete over time and their accuracy
will degrade. In order to achieve high accuracy con-
tinuously data and even model schemas have to be
refreshed on a regular basis.

To remedy this limitation, we propose a weakly
supervised framework that utilizes the information
available in web click logs. A web click log is a
mapping from a user query to URL link. For ex-
ample, users issuing queries about movies tend to
click on links from the IMDB.com or rottentoma-
toes.com, which provide rich structured data for en-
tities such as title of the movie (“The Matrix”), the
director (“The Wachowski Brothers”), and the re-
lease date (“1999”). Web click logs present an op-
portunity to learn semantic tagging models from
large-scale and naturally occurring user interaction
data (Volkova et al., 2013).

While some previous works (Li et al., 2009) have
applied a similar strategy to incorporate click logs
in slot tagging, they do not employ recent advances
in machine learning to effectively leverage the in-
complete annotations. In this paper, we pursue and
extend learning from partially labeled sequences, in
particular the approach of Täckström et al. (2013).
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Instead of projecting labels from a high-resource to
a low-resource languages via parallel text and word
alignment, we project annotations from structured
data found in click logs. This can be seen as a bene-
fit since typically a much larger volume of click log
data is available than parallel text for low-resource
languages.

We also extend the constrained lattice training
method of Täckström et al. (2013) from linear CRFs
to non-linear CRFs. We propose a perceptron train-
ing method for hidden unit CRFs (Maaten et al.,
2011) that allows us to train with partially labeled
sequences. We show that combined with a novel pre-
training methodology that leverages large quantities
of unlabeled data, this training method achieves sig-
nificant improvements over several strong baselines.

2 Model definitions and training methods

In this section, we describe the two sequence mod-
els in our experiments: a conditional random field
(CRF) of Lafferty et al. (2001) and a hidden unit
CRF (HUCRF) of Maaten et al. (2011). Note that
since we only have partially labeled sequences, we
need a technique to learn from incomplete data. For
a CRF, we follow a variant of the training method
of Täckström et al. (2013). In addition, we make
a novel extension of their method to train a HU-
CRF from partially labeled sequences. The result-
ing perceptron-style algorithm (Figure 2) is simple
but effective. Furthermore, we propose an initializa-
tion scheme that naturally leverages unlabeled data
for training a HUCRF.

2.1 Partially Observed CRF
A first-order CRF parametrized by θ ∈ Rd de-
fines a conditional probability of a label sequence
y = y1 . . . yn given an observation sequence x =
x1 . . . xn as follows:

pθ(y|x) =
exp(θ>Φ(x, y))∑

y′∈Y(x) exp(θ>Φ(x, y′))

where Y(x) is the set of all possible label se-
quences for x and Φ(x, y) ∈ Rd is a global fea-
ture function that decomposes into local feature
functions Φ(x, y) =

∑n
j=1 φ(x, j, yj−1, yj) by the

first-order Markovian assumption. Given fully la-
beled sequences {(x(i), y(i))}Ni=1, the standard train-

ing method is to find θ that maximizes the log like-
lihood of the label sequences under the model with
l2-regularization:

θ∗ = arg max
θ∈Rd

N∑
i=1

log pθ(y(i)|x(i))− λ

2
||θ||2

Unfortunately, in our problem we do not have fully
labeled sequences. Instead, for each token xj in se-
quence x1 . . . xn we have the following two sources
of label information:

• A set of allowed label types Y(xj). (Label dic-
tionary)

• A label ỹj transferred from a source data. (Op-
tional: transferred label)

Täckström et al. (2013) propose a different objec-
tive that allows training a CRF in this scenario. To
this end, they define a constrained lattice Y(x, ỹ) =
Y(x1, ỹ1)× . . .× Y(xn, ỹn) where at each position
j a set of allowed label types is given as:

Y(xj , ỹj) =
{ {ỹj} if ỹj is given
Y(xj) otherwise

In addition to these existing constraints, we intro-
duce constraints on the label structure. In our seg-
mentation problem, labels are structured (e.g., some
label types cannot follow certain others). We can
easily incorporate this restriction by disallowing in-
valid label types as a post-processing step of the
form:

Y(xj , ỹj)← Y(xj , ỹj) ∩ Y(xj−1, ỹj−1)

where Y(xj−1, ỹj−1) is the set of valid label types
that can follow Y(xj−1, ỹj−1).

Täckström et al. (2013) define a conditional prob-
ability over label lattices for a given observation se-
quence x:

pθ(Y(x, ỹ)|x) =
∑

y∈Y(x,ỹ)

pθ(y|x)

Given a label dictionary Y(xj) for every token type
xj and training sequences {(x(i), ỹ(i))}Ni=1 where
ỹ(i) is (possibly non-existent) transferred labels for
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Figure 1: Illustration of CRFs and hidden unit CRFs

x(i) and, the new training method is to find θ that
maximizes the log likelihood of the label lattices:

θ∗ = arg max
θ∈Rd

N∑
i=1

log pθ(Y(x(i), ỹ(i))|x(i))− λ

2
||θ||2

Since this objective is non-convex, we find a local
optimum with a gradient-based algorithm. The gra-
dient of this objective at each example (x(i), ỹ(i))
takes an intuitive form:

∂

∂θ
log pθ(Y(x(i), ỹ(i))|x(i))− λ

2
||θ||2

=
∑

y∈Y(x(i),ỹ)

pθ(y|x(i))Φ(x(i), y)

−
∑

y∈Y(x(i))

pθ(y|x(i))Φ(x(i), y)− λθ

This is the same as the standard CRF training except
the first term where the gold features Φ(x(i), y(i))
are replaced by the expected value of features in the
constrained lattice Y(x(i), ỹ).

2.2 Partially Observed HUCRF

While effective, a CRF is still a linear model. To see
if we can benefit from nonlinearity, we use a HU-
CRF (Maaten et al., 2011): a CRF that introduces a

layer of binary-valued hidden units z = z1 . . . zn ∈
{0, 1} for each pair of label sequence y = y1 . . . yn
and observation sequence x = x1 . . . xn. A HUCRF
parametrized by θ ∈ Rd and γ ∈ Rd′

defines a joint
probability of y and z conditioned on x as follows:

pθ,γ(y, z|x) =

exp(θ>Φ(x, z) + γ>Ψ(z, y))∑
z′∈{0,1}n
y′∈Y(x,z′)

exp(θ>Φ(x, z′) + γ>Ψ(z′, y′))

where Y(x, z) is the set of all possible label se-
quences for x and z, and Φ(x, z) ∈ Rd and
Ψ(z, y) ∈ Rd′

are global feature functions that de-
compose into local feature functions:

Φ(x, z) =
n∑
j=1

φ(x, j, zj)

Ψ(z, y) =
n∑
j=1

ψ(zj , yj−1, yj)

In other words, it forces the interaction between
the observations and the labels at each position j to
go through a latent variable zj : see Figure 1 for il-
lustration. Then the probability of labels y is given
by marginalizing over the hidden units,

pθ,γ(y|x) =
∑

z∈{0,1}n
pθ,γ(y, z|x)

As in restricted Boltzmann machines (Larochelle
and Bengio, 2008), hidden units are conditionally
independent given observations and labels. This al-
lows for efficient inference with HUCRFs despite
their richness (see Maaten et al. (2011) for details).

2.2.1 Training with partially labeled sequences
We extend the perceptron training method of Maaten
et al. (2011) to train a HUCRF from partially labeled
sequences. This can be viewed as a modification of
the constrained lattice training method of Täckström
et al. (2013) for HUCRFs.

A sketch of our training algorithm is shown in
Figure 2. At each example, we predict the most
likely label sequence with the current parameters. If
this sequence does not violate the given constrained
lattice, we make no updates. If it does, we pre-
dict the most likely label sequence within the con-
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Input: constrained lattices {(x(i), ỹ(i))}Ni=1, step size η
Output: HUCRF parameters Θ := {θ, γ}

1. Initialize Θ randomly.

2. Repeatedly select i ∈ {1 . . . N} at random:

(a) y∗ ← arg maxy∈Y(x(i)) pΘ(y|x(i))

(b) If y∗ 6∈ Y(x(i), ỹ(i)):
i. y+ ← arg maxy∈Y(x(i),ỹ(i)) pΘ(y|x(i))

ii. Make parameter updates:

Θ← Θ + η × ∂

∂Θ

(
pΘ(y+, z+|x(i))−

pΘ(y∗, z∗|x(i))
)

where the following hidden units are com-
puted in closed-form (see Gelfand et al.
(2010)):

z+ := arg max
z

pΘ(z|x(i), y+)

z∗ := arg max
z

pΘ(z|x(i), y∗)

Figure 2: A sketch of the perceptron training algorithm
for a partially observed hidden unit CRF.

strained lattice. We treat this as the gold label se-
quence, and perform the perceptron updates accord-
ingly (Gelfand et al., 2010). Even though this train-
ing algorithm is quite simple, we demonstrate its ef-
fectiveness in our experiments.

2.2.2 Initialization from unlabeled data
Rather than initializing the model parameters ran-

domly, we propose an effective initialization scheme
(in a similar spirit to the pre-training methods in neu-
ral networks) that naturally leverages unlabeled data.

First, we cluster observation types in unlabeled
data and treat the clusters as labels. Then we train
a fully supervised HUCRF on this clustered data to
learn parameters θ for the interaction between obser-
vations and hidden units Φ(x, z) and γ for the inter-
action between hidden units and labels Φ(z, y). Fi-
nally, for task/domain specific training, we discard
γ and use the learned θ to initialize the algorithm in
Figure 2. We hypothesize that if the clusters are non-
trivially correlated to the actual labels, we can cap-
ture the interaction between observations and hidden

units in a meaningful way.

3 Mining Click Log Data

We propose using search click logs which consist
of queries and their corresponding web documents.
Clicks are an implicit signal for related entities and
information in the searched document. In this work,
we will assume that the web document is structured
and generated from an underlying database. Due
to the structured nature of the web, this is not an
unrealistic assumption (see Adamic and Huberman
(2002) for discussion). Such structural regularities
make obtaining annotated queries for learning a se-
mantic slot tagger almost cost-free.

As an illustration of how to project annotation,
consider Figure 3, where we present an example
taken from queries about video games. In the fig-
ure, the user queries are connected to a structured
document via a click log, and then the document is
parsed and stored in a structured format. Then anno-
tation types are projected to linked queries through
structural alignment. In the following subsections
we describe each step in our log mining approach in
detail.

3.1 Click Logs

Web search engines keep a record of search queries,
clicked document and URLs which reveal the user
behavior. Such records are proven to be useful in
improving the quality of web search. We focus on
utilizing query-to-URL click logs that are essentially
a mapping from queries to structured web docu-
ments. In this work, we use a year’s worth of query
logs (from July 2013 to June 2014) at a commercial
search engine. We applied a simple URL normaliza-
tion procedure to our log data including trimming
and removal of prefixes, e.g. “www”.

3.2 Parsing Structured Web Document

A simple wrapper induction algorithm described in
Kushmerick (1997) is applied for parsing web docu-
ments. Although it involves manually engineering a
rule-based parser and is therefore website-specific, a
single wrapper often generates large amounts of data
for large structured websites, for example IMDB.
Furthermore, it is very scalable to large quantities of
data, and the cost of writing such a rule-based sys-
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Figure 3: An example illustrating annotation projection via click-log and wrapper induction.

tem is typically much lower than the annotation cost
of queries.

Figure 4 shows the statistics of parsed web docu-
ments on 24 domains with approximately 500 tem-
plate rules. One of the chosen domains in our ex-
periment, Music, has over 130 million documents
parsed by our approach.

3.3 Annotation Projection via Structural
Alignment

We now turn to the annotation projection step where
structural alignment is used to transfer type annota-
tion from structured data to queries. Note that this is
different from the word-based or phrase-based align-
ment scenario in machine translation since we need
to align a word sequence to a type-value pair.

Let us assume that we are given the user query as
a word sequence, w = w1, w2, . . . , wn and a set of
structured data, s = {s1, s2, . . . , sm}, where si is
a pair of slot-type and value. We define a measure-
ment of dissimilarity between word tokens and slots,
dist(wi, sj) = 1 − sim(wi, sj) where sim(·, ·) is
cosine similarity over character trigrams of wi and
sj . Next we construct a n-by-n score matrix S of
which element is maxj dist(wt′...t, sj) meaning that
a score of the most similar type-value sj and a seg-
ment {t′ . . . t} where 1 ≤ t′ < t ≤ n. Finally,
given this approximate score matrix S, we use a dy-
namic programming algorithm to find the optimal
segments to minimize the objective function:

T (t) = min
t′<t

T (t′)S(t′, t).

Our approach results in a large amount of high-

quality partially-labeled data: 314K, 1.2M, and
1.1M queries for the Game, Movie and Music do-
main, respectively.

4 Experiments

To test the effectiveness of our approach, we per-
form experiments on a suite of three entertainment
domains for slot tagging: queries about movies, mu-
sic, and games. For each domain, we have two types
of data: engineered data and log data. Engineered
data is a set of synthetic queries to mimic the be-
havior of users. This data is created during devel-
opment at which time no log data is available. Log
data is a set of queries created by actual users us-
ing deployed spoken dialogue systems: thus it is di-
rectly transcribed from users’ voice commands with
automatic speech recognition (ASR). In general we
found log data to be fairly noisy, containing many
ASR and grammatical errors, whereas engineered
data consisted of clean, well-formed text.

Not surprisingly, synthetic queries in engineered
data are not necessarily representative of real queries
in log data since it is difficult to accurately simu-
late what users’ queries will be before a fully func-
tioning system is available and real user data can
be gathered. Hence this setting can greatly benefit
from weakly-supervised learning methods such as
ours since it is critical to learn from new incoming
log data. We use search engine log data to project
lattice constraints for weakly supervised learning.

In this setup, a user issues a natural language
query to retrieve movies, music titles, games and/or
information there of. For instance, a user could say

88



M
ill

io
ns

1
2

5
10
20

50
100
200

500

Bus
ine

ss

Peo
ple

Con
su

m
er

_P
ro

du
ct

Vide
o

M
us

ic

Im
ag

e

Bus
ine

ss
_L

ist
ing

Eve
nt

_L
ist

ing

Tra
ve

l

Boo
k

Peo
ple

_L
ist

ing

Pub
lic

at
ion

Fo
od

App
lic

at
ion Film

Com
pu

te
r

Lo
ca

tio
n_

Refe
re

nc
e

Dini
ng TV

Eve
nt

Pro
pe

rty
_L

ist
ing

Attr
ac

tio
n

Cou
nt

ry

Vide
o_

Gam
e

Figure 4: Statistics of structured web documents. The vertical axis shows the number of documents (in millions); the
horizontal axis shows the web domain types.

“play the latest batman movie” or “find beyonce’s
music”. Our slot sequence tagger is trained with
variants of CRF using lexical features, gazetteers,
Brown clusters and context words. The domains
consist of 35 slot types for movies, 25 for music and
24 for games. Slot types correspond to both named
entities (e.g., game name, music title, movie name)
as well as more general categories (genre, media
type, description). Table 1 shows the size of the
datasets used in our experiments.

Domains Training Test
games 32017 5508
movies 48173 7074
music 46377 8890

Table 1: Labeled data set size for games, movies and mu-
sic domains partitioned into training and test set.

Domains Engineered Log Diff.
games 89.63 68.58 21.05
movies 88.67 74.21 14.45
music 88.77 37.13 51.64
AVG. 89.02 59.97 29.05

Table 2: The difference in F1 performance of CRF mod-
els trained only on engineered data but tested on both en-
gineered and log data.

4.1 Discrepancy between Engineered Data and
Log Data

To empirically highlight the need for learning from
real user queries, we first train a standard CRF on
the (fully labeled) engineered data and test it on the
log data. We have manually annotated some log data
for evaluation purposes. For features in the CRF, we
use n-grams, gazetteer, and clusters. The clusters
were induced from a large body of unlabeled data
which consist of log data and click log data. Table 2
shows the F1 scores in this experiment. They indi-
cate that a model fully supervised with engineered
data performs very poorly on log data. The differ-
ence between the scores within engineered data and
the scores in log data is very large (29.05 absolute
F1).

4.2 Experiments with CRF Variants
Our main contribution is to leverage search log data
to improve slot tagging in spoken dialogue systems.
In this section, we assume that we have no log data
in training slot taggers.1

For parameter estimation, both CRFs and
POCRFs employ L-BFGS, while POHUCRF uses

1In practice, this assumption is not necessarily true because
a deployed system can benefit from actual user logs. However,
this controlled setting allows us to show the benefits of employ-
ing web search click log data.
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Domains games music movies AVG.
CRF 74.21 37.13 68.58 59.97

POCRF 77.23 44.55 76.89 66.22
POHCRF 78.93 46.81 76.46 67.40

POHCRF+ 79.28 47.35 78.33 68.32

Table 3: The F1 performance of variants of CRF across
three domains, test on log data

average perceptron. We did not see a significant dif-
ference between perceptron and LBFGS in accuracy,
but perceptron is faster and thus favorable for train-
ing complex HUCRF models. We used 100 as the
maximum iteration count and 1.0 for the L2 regular-
ization parameter. The number of hidden variables
per token is set to 300. The same features described
in the previous section are used here.

We perform experiments with the following CRF
variants (see Section 2):

• CRF: A fully supervised linear-chain CRF
trained with manually labeled engineered sam-
ples.

• POCRF: A partially observed CRF of
Täckström et al. (2013) trained with both
manually labeled engineered samples and click
logs.

• POHUCRF: A partially observed hidden unit
CRF (Figure 2) trained with both manually la-
beled engineered samples and click logs.

• POHUCRF+: POHUCRF with pre-training.

Table 3 summarizes the performance of these
CRF variants. All results were tested on log data
only. A standard CRF without click log data yields
59.97% of F1 on average. By using click log data,
POCRF consistently improves F1 scores across do-
mains, resulting into 66.22% F1 measure. Our
model POHUCRF achieves extra gains on games
and music, achieving 67.4% F1 measure on aver-
age. Finally, the pre-training approach yields signif-
icant additional gains across all domains, achieving
68.32% average performance. Overall we achieve
a relative error reduction of about 21% over vanilla
CRFs.

Domain CRF HUCRF HUCRF+
alarm 91.79 91.79 91.96

calendar 87.60 87.65 88.21
communication 91.84 92.49 92.80

note 87.72 88.48 88.72
ondevice 89.37 90.14 90.64

places 88.02 88.64 88.99
reminder 87.72 89.21 89.72
weather 96.93 97.38 97.63
AVG. 90.12 90.75 91.08

Table 4: Performance comparison between HUCRF and
HUCRF with pre-training.

4.3 Weakly-Supervised Learning without
Projected Annotations via Pre-Training

We also present experiments within Cortana per-
sonal assistant domain where the click log data is
not available. The amount of training data we used
was from 50K to 100K across different domains and
the test data was from 5k to 10k. In addition, the
unlabeled log data were used and their amount was
from 100k to 200k.

In this scenario, we have access to both engi-
neered and log data to train a model. However, we
do not have access to web search click log data. The
goal of these experiments is to show the effective-
ness of the HUCRF and pre-training method in the
absence of weakly supervised labels projected via
click logs. Table 4 shows a series of experiments on
eight domains.

For all domains other than alarm, using non-linear
CRF (HUCRF) improve performance from 90.12%
to 90.75% on average. Initializing HUCRF with pre-
training (HUCRF+) boosts the performance up to
91.08%, corresponding to a 10% decrease in error
relative to a original CRF. Notably in the weather
and reminder domains, we have relative error re-
duction of 23 and 16%, respectively. We speculate
that pretraining is helpful because it provides bet-
ter initialization for training HUCRF: initialization
is important since the training objective of HUCRF
is non-convex.

In general, we find that HUCRF delivers better
performance than standard CRF: when the training
procedure is initialized with pretraining (HUCRF+),
it improves further.
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5 Related Work

Previous works have explored weakly supervised
slot tagging using aligned labels from a database as
constraints. Wu and Weld (2007) train a CRF on
heuristically annotated Wikipedia articles with rela-
tions mentioned in their structured infobox data. Li
et al. (2009) applied a similar strategy incorporating
structured data projected through click-log data as
both heuristic labels and additional features. Knowl-
edge graphs and search logs have been also consid-
ered as extra resources (Liu et al., 2013; El-Kahky et
al., 2014; Anastasakos et al., 2014; Sarikaya et al.,
2014; Marin et al., 2014).

Distant supervision methods (Mintz et al., 2009;
Riedel et al., 2010; Surdeanu et al., 2012; Agichtein
and Gravano, 2000) learn to extract relations from
text using weak supervision from related structured
data sources such as Freebase or Wikipedia. These
approaches rely on named entity recognition as a
pre-processing step to identify text spans corre-
sponding to candidate slot values. In contrast, our
approach jointly segments and predicts slots.

Works on weakly supervised POS tagging are
also closely related to ours (Toutanova and Johnson,
2007; Haghighi and Klein, 2006). Täckström et al.
(2013) investigate weakly supervised POS tagging
in low-resource languages, combining dictionary
constraints and labels projected across languages via
parallel corpora and automatic alignment. Our work
can be seen as an extension of their approach to the
structured-data projection setup presented by Li et
al. (2009). A notable component of our extension is
that we introduce a training algorithm for learning a
hidden unit CRF of Maaten et al. (2011) from par-
tially labeled sequences. This model has a set of bi-
nary latent variables that introduce non-linearity by
mediating between observations and labels.

6 Conclusions

In this paper, we applied weakly-supervised learn-
ing approach for slot tagging, projecting annota-
tions from structured data to user queries by lever-
aging click log data. We extended the Täckström
et al. (2013) model to nonlinear CRFs by introduc-
ing latent variables and applying a novel pre-training
methodology. The proposed techniques provide an
effective way to leverage incomplete and ambiguous

annotations from large amounts of naturally occur-
ring click log data. All of our improvements taken
together result in a 21% error reduction over vanilla
CRFs trained on engineered data used during system
development.
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Abstract

Character n-grams have been identified as
the most successful feature in both single-
domain and cross-domain Authorship Attribu-
tion (AA), but the reasons for their discrimina-
tive value were not fully understood. We iden-
tify subgroups of character n-grams that corre-
spond to linguistic aspects commonly claimed
to be covered by these features: morpho-
syntax, thematic content and style. We evaluate
the predictiveness of each of these groups in
two AA settings: a single domain setting and
a cross-domain setting where multiple topics
are present. We demonstrate that character n-
grams that capture information about affixes
and punctuation account for almost all of the
power of character n-grams as features. Our
study contributes new insights into the use of
n-grams for future AA work and other classifi-
cation tasks.

1 Introduction

Authorship Attribution (AA) tackles the problem of
determining who, among a set of authors, wrote the
document at hand. AA has relevant applications rang-
ing from plagiarism detection (Stamatatos, 2011) to
Forensic Linguistics, such as identifying authorship
of threatening emails or malicious code. Applied ar-
eas such as law and journalism can also benefit from
authorship attribution, where identifying the true au-
thor of a piece of text (such as a ransom note) may
help save lives or catch the offenders.

We know from state of the art research in AA that
the length of the documents and the number of po-

tential candidate authors have an important effect on
the accuracy of AA approaches (Moore, 2001; Luy-
ckx and Daelemans, 2008; Luyckx and Daelemans,
2010). We can also point out the most common fea-
tures that have been used successfully in AA work,
including: bag-of-words (Madigan et al., 2005; Sta-
matatos, 2006), stylistic features (Zheng et al., 2006;
Stamatatos et al., 2000), and word and character level
n-grams (Kjell et al., 1994; Keselj et al., 2003; Peng
et al., 2003; Juola, 2006).

The utility of bag-of-words features is well under-
stood: they effectively capture correlations between
authors and topics (Madigan et al., 2005; Kaster et al.,
2005). The discriminative value of these features is
thus directly related to the level of content divergence
among authors and among train and test sets.

The utility of stylistic features is also well under-
stood: they model author preferences for the use
of punctuation marks, emoticons, white spaces, and
other traces of writing style. Such preferences are
less influenced by topic, and directly reflect some of
the unique writing patterns of an author.

Character n-grams are the single most successful
feature in authorship attribution (Koppel et al., 2009;
Frantzeskou et al., 2007; Koppel et al., 2011), but the
reason for their success is not well understood. One
hypothesis is that character n-grams carry a little bit
of everything: lexical content, syntactic content, and
even style by means of punctuation and white spaces
(Koppel et al., 2011). While this argument seems
plausible, it falls short of a rigorous explanation.

In this paper, we investigate what in the make-up
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of these small units of text makes them so power-
ful. Our goal is two-fold: on the one hand we want
to have a principled understanding of character n-
grams that will inform their use as features for AA
and other tasks; on the other hand we want to make
AA approaches more accessible to non-experts so
that, for example, they could be acceptable pieces of
evidence in criminal cases.

The research questions we aim to answer are:

• Are all character n-grams equally important?
For example, are the prefix of ‘there’, the suffix
of ‘breathe’ and the whole word ‘the’ all equiv-
alent? More generally, are character n-grams
that capture morpho-syntactic information, the-
matic information and style information equally
important?

• Are the character n-grams that are most impor-
tant for single-domain settings also the most
important for cross-domain settings? Which
character n-grams are more like bag-of-words
features (which tend to track topics), and which
are more like stylistic features (which tend to
track authors)?

• Do different classifiers agree on the importance
of the different types of character n-grams? Are
some character n-grams consistently the best
regardless of the learning algorithm?

• Are some types of character n-grams irrelevant
in AA tasks? Are there categories of character
n-grams that we can exclude and get similar
(or better) performance than using all n-grams?
If there are, are they the same for both single-
domain and cross-domain AA settings?

Our study shows that using the default bag-of-
words representation of char n-grams results in col-
lapsing sequences of characters that correspond to
different linguistic aspects, and that this yields subop-
timal prediction performance. We further show that
we can boost accuracy by loosing some categories of
n-grams. Char n-grams closely related to thematic
content can be completely removed without loss of
accuracy, even in cases where the train and test sets
have the same topics represented, a counter-intuitive
argument. Given the wide spread use of char n-grams

in text classification tasks, our findings have signifi-
cant implications for future work in related areas.

2 Categories of Character N -grams

To answer our research questions and explore the
value of character n-grams in authorship attribution,
we propose to separate character n-grams into ten dis-
tinct categories. Unlike previous AA work where all
character n-grams were combined into a single bag-
of-n-grams, we evaluate each category separately
to understand its behavior and effectiveness in AA
tasks. These categories are related to the three linguis-
tic aspects hypothesized to be represented by char-
acter n-grams: morpho-syntax (as represented by
affix-like n-grams), thematic content (as represented
by word-like n-grams) and style (as represented by
punctuation-based n-grams). We refer to these three
aspects as super categories (SC).

The following sections describe the different types
of n-grams. We use the sentence in Table 1 as a
running example for the classes and in Table 2 we
show the resulting n-grams in that sentence. For ease
of understanding, we replace spaces in n-grams with
underscores ( ).

The actors wanted to see if the pact seemed like an
old-fashioned one.

Table 1: Example sentence to demonstrate the selection
of different n-gram categories.

2.1 Affix n-grams
Character n-grams are generally too short to repre-
sent any deep syntax, but some of them can reflect
morphology to some degree. In particular, we con-
sider the following affix-like features by looking at
n-grams that begin or end a word:

prefix A character n-gram that covers the first n
characters of a word that is at least n+ 1 charac-
ters long.

suffix A character n-gram that covers the last n char-
acters of a word that is at least n + 1 characters
long.

space-prefix A character n-gram that begins with a
space.
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SC Category Character n-grams
af

fix
prefix act wan pac see lik fas
suffix ors ted act med ike ned

space-prefix
ac wa to se if th pa li
an ol on

space-suffix
he rs ed to ee if ct ke
an

w
or

d

whole-word The see the old one

mid-word
cto tor ant nte eem eme ash shi
hio ion one

multi-word
e a s w d t o s e i f t e p t s
d l n o d o

pu
nc

t beg-punct -fa
mid-punct d-f
end-punct ld- ne.

Table 2: Example of the n-gram categories (n = 3) for the
sentence in Table 1. The first column represents the super
category (SC). The n-grams that appear in more than one
category are in bold.

space-suffix A character n-gram that ends with a
space.

2.2 Word n-grams
While character n-grams are often too short to cap-
ture entire words, some types can capture partial
words and other word-relevant tokens. We consider
the following such features:

whole-word A character n-gram that covers all char-
acters of a word that is exactly n characters long.

mid-word A character n-gram that covers n charac-
ters of a word that is at least n + 2 characters
long, and that covers neither the first nor the last
character of the word.

multi-word N -grams that span multiple words,
identified by the presence of a space in the mid-
dle of the n-gram.

2.3 Punctuation n-grams
The main stylistic choices that character n-grams can
capture are the author’s preferences for particular
patterns of punctuation. The following features char-
acterize punctuation by its location in the n-gram.

beg-punct A character n-gram whose first character
is punctuation, but middle characters are not.

mid-punct A character n-gram with at least one
punctuation character that is neither the first
nor the last character.

end-punct A character n-gram whose last character
is punctuation, but middle characters are not.

The above ten categories are intended to be dis-
joint, so that a character n-gram belongs to exactly
one of the categories. For n-grams that contain both
spaces and punctuation, we first categorize by punc-
tuation and then by spaces. For example, ‘e, ’ is
assigned to the mid-punct category, not the space-
suffix category.

We have observed that in our data almost 80% of
the n-grams in the punct-beg and punct-mid cate-
gories contain a space. This tight coupling of punc-
tuation and spaces is due to the rules of English or-
thography: most punctuation marks require a space
following them. The 20% of n-grams that have punc-
tuation but no spaces correspond mostly to the ex-
ceptions to this rule: quotation marks, mid-word hy-
phens, etc. An interesting experiment for future work
would be to split out these two types of punctuation
into separate feature categories.

3 Datasets

We consider two corpora, a single-domain corpus,
where there is only one topic that all authors are
writing about, and a multi-domain corpus, where
there are multiple different topics. The latter allows
us to test the generalization of AA models, by testing
them on a different topic from that used for training.

The first collection is the CCAT topic class, a sub-
set of the Reuters Corpus Volume 1 (Lewis et al.,
2004). Although this collection was not gathered
for the goal of doing authorship attribution studies,
previous work has reported results for AA with 10
and 50 authors (Stamatatos, 2008; Plakias and Sta-
matatos, 2008; Escalante et al., 2011). We refer to
these as CCAT 10 and CCAT 50, respectively. Both
CCAT 10 and CCAT 50 belong to CCAT category
(about corporate/industrial news) and are balanced
across authors, with 100 documents sampled for each
author. Manual inspection of the dataset revealed
that some of the authors in this collection consis-
tently used signatures at the end of documents. Also,
we noticed some writers use quotations a lot. Con-
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Corpus #authors
#docs #sentences #words

/author/topic /doc /doc
CCAT 10 10 100 19 425
CCAT 50 50 100 19 415
Guardian1 13 13 53 1034
Guardian2 13 65 10 207

Table 3: Some statistics about the datasets.

sidering these parts of text for measuring the fre-
quencies of character n-grams is not a good idea
because signatures provide direct clues about the au-
thorship of document and quotations do not reflect
the author’s writing style. Therefore, to clean up the
CCAT collection, we preprocessed it to remove sig-
natures and quotations from each document. Since
the CCAT collection contains documents belonging
to only corporate/industrial topic category, this will
be our single-domain collection.

The other collection consists of texts published
in The Guardian daily newspaper written by 13 au-
thors in four different topics (Stamatatos, 2013). This
dataset contains opinion articles on the topics: World,
U.K., Society, and Politics. Following prior work,
to make the collection balanced across authors, we
choose at most ten documents per author for each of
the four topics. We refer to this corpus as Guardian1.
We also consider a variation of this corpus that makes
it more challenging but that more closely matches
realistic scenarios of forensic investigation that deal
with short texts such as tweets, SMS, and emails.
We chunk each of the documents by sentence bound-
aries into five new short documents. We refer to this
corpus as Guardian2.

Table 3 shows some of the statistics of the CCAT
and Guardian corpora and Table 4 presents some of
the top character n-grams for each category (taken
from an author in the Guardian data, but the top n-
grams look qualitatively similar for other authors).

4 Experimental Settings

We performed various experiments using different
categories of character n-grams. We chose n=3 since
our preliminary experiments found character 3-grams
to be more effective than other higher level character
n-grams. For each category, we considered only
those 3-grams that occur at least five times in the
training documents.

The performance of different authorship attribu-

SC Category N -grams

af
fix

prefix tha the wit con hav
suffix ing hat ion ent ers
space-prefix th of to an in
space-suffix he of to ed ng

w
or

d whole-word the and for was not
mid-word tio ati iti men ent
multi-word e t s a t t s t n t

pu
nc

t beg-punct . T ’s , t , a . I
mid-punct s, e, s. e’s y’s
end-punct es, on. on, es. er,

Table 4: Top character 3-grams in each category for author
’Catherine Bennet’ in the cross-domain training data.

tion models was measured in terms of accuracy. In
the single-domain CCAT experiments, accuracy was
measured using the train/test partition of prior work.
In the cross-domain Guardian experiments, accuracy
was measured by considering all 12 possible pairings
of the 4 topics, treating one topic as training data and
the other as testing data, and averaging accuracy over
these 12 scenarios. This ensured that in the cross-
domain experiments, the topics of the training data
were always different from that of the test data.

We trained support vector machine (SVM) clas-
sifiers using the Weka implementation (Witten and
Frank, 2005) with default parameters. We also ran
some comparative experiments with the Weka im-
plementation of naive Bayes classifiers and the Lib-
SVM implementation of SVMs. In the results below,
when performance of a single classifier is presented,
it is the result of Weka’s SVM, which generally gave
the best performance. When performance of other
classifiers are presented, the classifiers are explicitly
indicated.

5 Experimental Results and Evaluation

In this section, we present various results on author-
ship attribution tasks using both single as well as
cross-domain datasets. We will explore character n-
grams in depth and try to understand why they are so
effective in discriminating authors.

5.1 Which n-gram Categories are Most
Author-Discriminative?

After breaking character n-grams into ten disjoint cat-
egories, we empirically illustrate what categories are
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affix word punct
Dataset prefix suffix space-prefix space-suffix multi-word whole-word mid-word beg-punct mid-punct end-punct

CCAT 10 74.6 71.0 71.2 66.0 65.8 48.0 70.0 60.2 35.4 56.2
CCAT 50 61.9 59.6 57.0 51.0 51.2 35.4 61.0 39.7 12.4 36.5

(a) Single Domain

affix word punct
Dataset prefix suffix space-prefix space-suffix multi-word whole-word mid-word beg-punct mid-punct end-punct

Guardian1 41.6 36.7 41.9 38.1 32.2 38.1 37.8 43.5 46.1 37.3
Guardian2 31.0 26.9 29.7 27.0 23.2 26.8 27.2 33.6 33.5 24.5

(b) Cross-Domain

Table 5: Accuracy of AA classifiers trained on each of the character n-gram categories. The top four accuracies for
each dataset are in bold.
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Figure 1: Average rank of the performance of each n-gram category on the single-domain CCAT tasks (top) and the
cross-domain Guardian tasks (bottom).

most discriminative. Table 5 shows the accuracy of
each type of n-gram for each of the different corpora.

Table 5(a) shows that the top four categories for
single-domain AA are: prefix, suffix, space-prefix,
and mid-word. These four categories have the best
performance on both CCAT 10 and CCAT 50. In
contrast, Table 5(b) shows that the top four categories
for cross-domain AA are: prefix, space-prefix, beg-

punct, and mid-punct.
For both single-domain and cross-domain AA, pre-

fix and space-prefix are strong features, and are gen-
erally better than the suffix features, perhaps because
authors have more control over prefixes in English,
while suffixes are often obligatory for grammatical
reasons. For cross-domain AA, beg-punct and mid-
punct are the top features, likely because an author’s
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use of punctuation is consistent even when the topic
changes. For single-domain AA, mid-word was also
a good feature, probably because it captured lexical
information that correlates with authors’ preferences
towards writing about specific topics.

Figure 1 shows an alternate view of these results,
graphing the rank of each n-gram type. For com-
puting the rank, the accuracies of the ten different
n-gram type classifiers are sorted in decreasing or-
der and ranked from 1 to 10 respectively with ties
getting the same rank. For the Guardian corpora,
the average rank of each n-gram category was com-
puted by averaging its rank across the 12 possible
test/train cross-domain combinations. In both of the
single-domain CCAT corpora, the classifier based on
prefix n-grams had the top accuracy (rank 1), and
the classifier based on mid-punct had the worst accu-
racy (rank 10). In both of the cross-domain Guardian
corpora, on the other hand, mid-punct was among
the top-ranked n-gram categories. This suggests that
punctuation features generalize the best across topic,
but if AA is more of a topic classification task (as
in the single-domain CCAT corpora), then punctua-
tion adds little over other features that more directly
capture the topic.

Since our cross-domain datasets are small, we
performed a small number of planned comparisons
using a two-tailed t-test over the accuracies on the
Guardian1 and Guardian2 corpora. We found that in
both corpora, the best punctuation category (punct-
mid) is better than the best word category (whole-
word) with p < 0.001. In the Guardian2 corpus, the
best affix category (space-prefix) is also better than
the best word category (whole-word) with p < 0.05,
but this does not hold in the Guardian1 corpus
(p = 0.14). Also, we observed that in both Guardian1
and Guardian2 datasets, both punct-mid and space-
prefix are better than multi-word (p < 0.01).

Overall, we see that affix n-grams are generally
effective in both single-domain and cross-domain
settings, punctuation n-grams are effective in cross-
domain settings, and mid-word is the only effective
word n-gram, and only in the single-domain setting.

5.2 Do Different Classifiers Agree on the
Importance of Different n-gram Types?

The previous experiments have shown, for example,
that prefix n-grams are universally predictive in AA

Comparison CCAT Guardian
Weka SVM vs LibSVM 0.93 0.81
Weka SVM vs Naive Bayes 0.73 0.57
LibSVM vs Naive Bayes 0.77 0.44

Table 6: Spearman’s rank correlation coefficient (ρ) for
each pair of classifiers on the single-domain (CCAT) and
cross-domain (Guardian) settings.

tasks, that mid-word n-grams are good predictors in
single-domain settings, and that beg-punct n-grams
are good predictors in cross-domain settings. But
are these facts about the n-gram types themselves,
or are these results only true for the specific SVM
classifiers we trained?

To see whether certain types of n-grams are funda-
mentally good or bad, regardless of the classifier, we
compare performance of the different n-gram types
for three classifiers: Weka SVM classifiers (as used
in our other experiments), LibSVM classifiers and
Weka’s naive Bayes classifiers1. Figure 2 shows the
n-gram category rankings for all these classifiers2 for
both the single-domain CCAT and the cross-domain
Guardian settings.

Across the different classifiers, the pattern of fea-
ture rankings are similar. Table 6 shows the Spear-
man’s rank correlation coefficient (ρ) for the per-n-
gram-type accuracies of each pair of classifiers. We
observe fairly high correlations, with ρ above 0.70
for all single-domain pairings, and between 0.44 and
0.81 for cross-domain pairings.

As in Section 5.1, prefix and space-prefix are
among the most predictive n-gram types. In the
single-domain settings, we again see that suffix and
mid-word are also highly predictive, while in the
cross-domain settings, we again see that beg-punct
and mid-punct are highly predictive. These results all
confirm that some types of n-grams are fundamen-
tally more predictive than others, and our results are
not specific to the particular type of classifier used.

1Weka SVM and LibSVM are both support vector machine
classifiers, but Weka uses Platt’s sequential minimal optimization
algorithm while LibSVM uses working set selection with sec-
ond order information. The result is that they achieve different
performance on our AA tasks.

2We also tried a decision tree classifier, C4.5 (J48) from
WEKA, and it produced similar patterns (not shown).
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Figure 2: Average rank of the performance of each n-gram category across different types of classifiers on the
single-domain CCAT task (top) and the cross-domain Guardian task (bottom).

5.3 Are Some Character N -grams Irrelevant?
In the previous sections, we have seen that some
types of character n-grams are more predictive than
others - affix n-grams performed well in both single
domain and cross-domain settings and punctuation
n-grams performed well in cross-domain settings.
In general, word n-grams were not as predictive as
other types of n-grams (with the one exception be-
ing mid-word n-grams in the single domain setting).
Given this poor performance of word n-grams, a
natural question is: could we exclude these features
entirely and achieve similar performance?

Our goal then is to compare a model trained on
affix n-grams and punct n-grams against a model
trained on “all” n-grams. We consider two definitions
of “all”:

all-untyped The traditional approach to extracting
n-grams where n-gram types are ignored (e.g.,
‘the’ as a whole word is no different from ‘the’
in the middle of a word)

all-typed The approach discussed in this paper,
where n-grams of different types are dis-
tinguished (equivalent to the set of all af-
fix+punct+word n-grams).

We compare these models trained on all the n-grams
to our affix+punct model.

Table 7 shows this analysis. For either definition
of “all”, the model that discards all word features
achieves performance as high or higher than the
model with all of the features, and does so with only
about two thirds of the features. This is not too sur-
prising in the cross-domain Guardian tasks, where
the word n-grams were among the worst features.
On the single-domain CCAT tasks this result is more
surprising, since we have discarded the mid-word
n-grams, which was one of the best single-domain
n-gram types. This indicates that whatever informa-
tion mid-word is capturing it is also being captured
in other ways via affix and punct n-grams. Of all
1024 possible combinations of features, we tried a

99



Dataset all-untyped all-typed affix+punct
Acc N Acc N Acc N

CCAT 10 77.8 8245 77.2 9715 78.8 5474
CCAT 50 69.2 14461 69.1 17062 69.3 9966
Guardian1 55.6 5689 53.6 6966 57.0 3822
Guardian2 45.9 5687 45.6 6965 48.0 3820

Table 7: Results of excluding word n-grams, compared
to using all n-grams, either in the traditional approach
(untyped n-grams) or in the approach of this paper (typed
n-grams). Accuracy (Acc) and the number of features
(N in italics) are reported for each classifier. The best
accuracy for each dataset is in bold.

number of different combinations and were unable to
identify one that outperformed affix+punct. Overall,
this experiment gives compelling evidence that affix
and punct n-grams are more important than word
n-grams.

6 Analysis

We did a manual exploration of our datasets. In
our cross-domain dataset, the character 3-gram ‘sti’
shows up as both prefix and mid-word. All 13 authors
use ‘sti’ frequently as a mid-word n-gram in words
such as institution, existing, justice, and distinction.
For example:

• The government’s story is that the existing war-
heads might be deteriorating.

• For all the justice of many of his accusations,
the result is occasionally as dreadful as his title
suggests.

But only six authors use ‘sti’ as a prefix, in examples
like:

• Their mission was to convince tourists that
Britain was still open for business.

• There aren’t even any dead people on it, since
by the very act of being dead and still famous,
they assert their long-term impact.

Thus ‘sti’ as a prefix is predictive of authorship even
though ‘sti’ as a mid-word n-gram is not. Notably, un-
der the traditional untyped bag-of-n-grams approach,
both versions of ‘sti’ would have been treated the
same, and this discriminative power would have been
lost.

To use old-fashioned language, she is motherly - a
plump, rosy-cheeked woman of Kent, whom nature
seemed to have created to raise children.

To use old-fashioned language, she is motherly - a
plump, rosy-cheeked woman of Kent, whom nature
seemed to have created to raise children.

Table 8: Example sentence showing the opacity of each
character. Darkness of character is determined by the
number of categories it belongs to (lowest=lighter, high-
est=darkest color). Categories in word are discarded.

As already demonstrated in Section 5 that af-
fix+punct features perform better than using all the
features, we would like to use an example from our
dataset to visualize the text when features in SC word
are discarded. Out of seven categories in affix and
punct, we computed in how many of them each char-
acter belongs to, three being the maximum possible
value. Therefore, we show each character with differ-
ent opacity level depending on number of categories
it belongs to: zero will get white color (word related
n-grams), one will get 33% black, two will get 67%
black, and three will get 100% black. In Table 8,
we show an example sentence before (first row of
Table 8) and after (second row of Table 8) showing
the opacity level of each character. It is clear that
the darkest characters are those around the punctua-
tion characters and those around spaces are second
darkest, while the lightest (with 0% darkness) are the
ones in the middle of long words. This gives us an
idea about the characters in a text that are important
for AA tasks.

7 Discussion

Various hypotheses have been put forth to explain the
“black magic” (Kestemont, 2014) behind the success
of character n-gram features in authorship attribution.
Kestemont (2014) conjectured that their utility was
in capturing function words and morphology. Koppel
et al. (2009) suggested that they were capturing topic
information in single domain settings, and style and
syntactic information in cross-domain settings. Our
study provides empirical evidence for testing these
claims. We did indeed find that the ability of char-
acter n-grams to capture morphology is useful, as
reflected in the high prediction performance of af-
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fix n-grams in both single-domain and cross-domain
settings. And we found that word n-grams (captur-
ing topic information) were useful in single domain
settings, while puct n-grams (capturing style infor-
mation) were useful in cross-domain settings. We
further found that word n-grams are unnecessary,
even in single-domain settings. Models based only
on affix and punct n-grams performed as well as
models with all n-grams regardless of whether it was
a single-domain or cross-domain authorship attribu-
tion task.

Our findings on the value of selecting n-grams ac-
cording to the linguistic aspect they represent may
also be beneficial in other classification tasks where
character n-grams are commonly used. Promising
tasks are those related to the stylistic analysis of texts,
such as native language identification, document sim-
ilarity and plagiarism detection.

Morphologically speaking, English is a poor lan-
guage. The fact that we identified significant differ-
ences in performance by selecting n-gram categories
that are related to affixation in this poorly inflected
language suggests that we may find even larger dif-
ferences in performance in morphologically richer
languages. We leave this research question for future
work.
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Abstract

Convolutional neural network (CNN) is a neu-
ral network that can make use of the inter-
nal structure of data such as the 2D structure
of image data. This paper studies CNN on
text categorization to exploit the 1D structure
(namely, word order) of text data for accurate
prediction. Instead of using low-dimensional
word vectors as input as is often done, we
directly apply CNN to high-dimensional text
data, which leads to directly learning embed-
ding of small text regions for use in classifi-
cation. In addition to a straightforward adap-
tation of CNN from image to text, a sim-
ple but new variation which employs bag-of-
word conversion in the convolution layer is
proposed. An extension to combine multiple
convolution layers is also explored for higher
accuracy. The experiments demonstrate the
effectiveness of our approach in comparison
with state-of-the-art methods.

1 Introduction

Text categorization is the task of automatically as-
signing pre-defined categories to documents writ-
ten in natural languages. Several types of text cat-
egorization have been studied, each of which deals
with different types of documents and categories,
such as topic categorization to detect discussed top-
ics (e.g., sports, politics), spam detection (Sahami et
al., 1998), and sentiment classification (Pang et al.,
2002; Pang and Lee, 2008; Maas et al., 2011) to de-
termine the sentiment typically in product or movie
reviews. A standard approach to text categorization
is to represent documents by bag-of-word vectors,
namely, vectors that indicate which words appear in

the documents but do not preserve word order, and
use classification models such as SVM.

It has been noted that loss of word order caused
by bag-of-word vectors (bow vectors) is particularly
problematic on sentiment classification. A simple
remedy is to use word bi-grams in addition to uni-
grams (Blitzer et al., 2007; Glorot et al., 2011; Wang
and Manning, 2012). However, use of word n-grams
with n > 1 on text categorization in general is not
always effective; e.g., on topic categorization, sim-
ply adding phrases or n-grams is not effective (see,
e.g., references in (Tan et al., 2002)).

To benefit from word order on text categoriza-
tion, we take a different approach, which employs
convolutional neural networks (CNN) (LeCun et al.,
1986). CNN is a neural network that can make use
of the internal structure of data such as the 2D struc-
ture of image data through convolution layers, where
each computation unit responds to a small region of
input data (e.g., a small square of a large image).
We apply CNN to text categorization to make use of
the 1D structure (word order) of document data so
that each unit in the convolution layer responds to a
small region of a document (a sequence of words).

CNN has been very successful on image clas-
sification; see e.g., the winning solutions of Im-
ageNet Large Scale Visual Recognition Challenge
(Krizhevsky et al., 2012; Szegedy et al., 2014; Rus-
sakovsky et al., 2014).

On text, since the work on token-level applica-
tions (e.g., POS tagging) by Collobert et al. (2011),
CNN has been used in systems for entity search, sen-
tence modeling, word embedding learning, product
feature mining, and so on (Xu and Sarikaya, 2013;
Gao et al., 2014; Shen et al., 2014; Kalchbrenner et
al., 2014; Xu et al., 2014; Tang et al., 2014; Weston
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et al., 2014; Kim, 2014). Notably, in many of these
CNN studies on text, the first layer of the network
converts words in sentences to word vectors by ta-
ble lookup. The word vectors are either trained as
part of CNN training, or fixed to those learned by
some other method (e.g., word2vec (Mikolov et al.,
2013)) from an additional large corpus. The latter is
a form of semi-supervised learning, which we study
elsewhere. We are interested in the effectiveness
of CNN itself without aid of additional resources;
therefore, word vectors should be trained as part of
network training if word vector lookup is to be done.

A question arises, however, whether word vector
lookup in a purely supervised setting is really useful
for text categorization. The essence of convolution
layers is to convert text regions of a fixed size (e.g.,
“am so happy” with size 3) to feature vectors, as de-
scribed later. In that sense, a word vector learning
layer is a special (and unusual) case of convolution
layer with region size one. Why is size one appro-
priate if bi-grams are more discriminating than uni-
grams? Hence, we take a different approach. We di-
rectly apply CNN to high-dimensional one-hot vec-
tors; i.e., we directly learn embedding1 of text re-
gions without going through word embedding learn-
ing. This approach is made possible by solving the
computational issue2 through efficient handling of
high-dimensional sparse data on GPU, and it turned
out to have the merits of improving accuracy with
fast training/prediction and simplifying the system
(fewer hyper-parameters to tune). Our CNN code
for text is publicly available on the internet3.

We study the effectiveness of CNN on text cate-
gorization and explain why CNN is suitable for the
task. Two types of CNN are tested: seq-CNN is a
straightforward adaptation of CNN from image to
text, and bow-CNN is a simple but new variation of
CNN that employs bag-of-word conversion in the
convolution layer. The experiments show that seq-
CNN outperforms bow-CNN on sentiment classi-

1We use the term ‘embedding’ loosely to mean a structure-
preserving function, in particular, a function that generates low-
dimensional features that preserve the predictive structure.

2CNN implemented for image would not handle sparse data
efficiently, and without efficient handling of sparse data, convo-
lution over high-dimensional one-hot vectors would be compu-
tationally infeasible.

3riejohnson.com/cnn_download.html
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Figure 1: Convolutional neural network.

Figure 2: Convolution layer for image. Each computation
unit (oval) computes a non-linear function σ(W ·r`(x)+b) of
a small region r`(x) of input image x, where weight matrix W
and bias vector b are shared by all the units in the same layer.

fication, vice versa on topic classification, and the
winner generally outperforms the conventional bag-
of-n-gram vector-based methods, as well as previ-
ous CNN models for text which are more complex.
In particular, to our knowledge, this is the first work
that has successfully used word order to improve
topic classification performance. A simple exten-
sion that combines multiple convolution layers (thus
combining multiple types of text region embedding)
leads to further improvement. Through empirical
analysis, we will show that CNN can make effec-
tive use of high-order n-grams when conventional
methods fail.

2 CNN for document classification

We first review CNN applied to image data and then
discuss the application of CNN to document classi-
fication tasks to introduce seq-CNN and bow-CNN.

2.1 Preliminary: CNN for image

CNN is a feed-forward neural network with convo-
lution layers interleaved with pooling layers, as il-
lustrated in Figure 1, where the top layer performs
classification using the features generated by the lay-
ers below. A convolution layer consists of several
computation units, each of which takes as input a
region vector that represents a small region of the
input image and applies a non-linear function to it.
Typically, the region vector is a concatenation of
pixels in the region, which would be, for example,
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75-dimensional if the region is 5×5 and the number
of channels is three (red, green, and blue). Concep-
tually, computation units are placed over the input
image so that the entire image is collectively cov-
ered, as illustrated in Figure 2. The region stride
(distance between the region centers) is often set to
a small value such as 1 so that regions overlap with
each other, though the stride in Figure 2 is set larger
than the region size for illustration.

A distinguishing feature of convolution layers
is weight sharing. Given input x, a unit associ-
ated with the `-th region computes σ(W · r`(x) +
b), where r`(x) is a region vector representing
the region of x at location `, and σ is a pre-
defined component-wise non-linear activation func-
tion, (e.g., applying σ(x) = max(x, 0) to each vec-
tor component). The matrix of weights W and the
vector of biases b are learned through training, and
they are shared by the computation units in the same
layer. This weight sharing enables learning useful
features irrespective of their location, while preserv-
ing the location where the useful features appeared.

We regard the output of a convolution layer as an
‘image’ so that the output of each computation unit
is considered to be a ‘pixel’ of m channels where
m is the number of weight vectors (i.e., the number
of rows of W) or the number of neurons. In other
words, a convolution layer converts image regions
to m-dim vectors, and the locations of the regions
are inherited through this conversion.

The output image of the convolution layer is
passed to a pooling layer, which essentially shrinks
the image by merging neighboring pixels, so that
higher layers can deal with more abstract/global in-
formation. A pooling layer consists of pooling units,
each of which is associated with a small region
of the image. Commonly-used merging methods
are average-pooling and max-pooling, which respec-
tively compute the channel-wise average/maximum
of each region.

2.2 CNN for text
Now we consider application of CNN to text data.
Suppose that we are given a document D =
(w1, w2, . . .) with vocabulary V . CNN requires vec-
tor representation of data that preserves internal lo-
cations (word order in this case) as input. A straight-
forward representation would be to treat each word

as a pixel, treat D as if it were an image of |D| × 1
pixels with |V | channels, and to represent each pixel
(i.e., each word) as a |V |-dimensional one-hot vec-
tor4. As a running toy example, suppose that vocab-
ulary V = { “don’t”, “hate”, “I”, “it”, “love” } and
we associate the words with dimensions of vector
in alphabetical order (as shown), and that document
D=“I love it”. Then, we have a document vector:

x = [ 0 0 1 0 0 | 0 0 0 0 1 | 0 0 0 1 0 ]> .

2.2.1 seq-CNN for text
As in the convolution layer for image, we repre-

sent each region (which each computation unit re-
sponds to) by a concatenation of the pixels, which
makes p|V |-dimensional region vectors where p is
the region size fixed in advance. For example, on
the example document vector x above, with p = 2
and stride 1, we would have two regions “I love” and
“love it” represented by the following vectors:

r0(x) =



0
0
1
0
0

—
0
0
0
0
1



don′t
hate
I
it

love

don′t
hate

I
it

love

r1(x) =



0
0
0
0
1
—
0
0
0
1
0



don′t
hate

I
it

love

don′t
hate

I
it

love

The rest is the same as image; the text region vec-
tors are converted to feature vectors, i.e., the con-
volution layer learns to embed text regions into low-
dimensional vector space. We call a neural net with
a convolution layer with this region representation
seq-CNN (‘seq’ for keeping sequences of words) to
distinguish it from bow-CNN, described next.

2.2.2 bow-CNN for text
A potential problem of seq-CNN however, is that

unlike image data with 3 RGB channels, the number
of ‘channels’ |V | (size of vocabulary) may be very
large (e.g., 100K), which could make each region
vector r`(x) very high-dimensional if the region size

4Alternatively, one could use bag-of-letter-n-gram vectors
as in (Shen et al., 2014; Gao et al., 2014) to cope with out-of-
vocabulary words and typos.
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p is large. Since the dimensionality of region vec-
tors determines the dimensionality of weight vec-
tors, having high-dimensional region vectors means
more parameters to learn. If p|V | is too large, the
model becomes too complex (w.r.t. the amount of
training data available) and/or training becomes un-
affordably expensive even with efficient handling of
sparse data; therefore, one has to lower the dimen-
sionality by lowering the vocabulary size |V | and/or
the region size p, which may or may not be desir-
able, depending on the nature of the task.

An alternative we provide is to perform bag-
of-word conversion to make region vectors |V |-
dimensional instead of p|V |-dimensional; e.g., the
example region vectors above would be converted
to:

r0(x) =


0
0
1
0
1


don′t
hate
I
it

love

r1(x) =


0
0
0
1
1


don′t
hate

I
it

love

With this representation, we have fewer param-
eters to learn. Essentially, the expressiveness
of bow-convolution (which loses word order only
within small regions) is somewhere between seq-
convolution and bow vectors.

2.2.3 Pooling for text
Whereas the size of images is fixed in image ap-

plications, documents are naturally variable-sized,
and therefore, with a fixed stride, the output of a con-
volution layer is also variable-sized as shown in Fig-
ure 3. Given the variable-sized output of the convo-
lution layer, standard pooling for image (which uses
a fixed pooling region size and a fixed stride) would
produce variable-sized output, which can be passed
to another convolution layer. To produce fixed-sized
output, which is required by the fully-connected top
layer5, we fix the number of pooling units and dy-
namically determine the pooling region size on each
data point so that the entire data is covered without
overlapping.

In the previous CNN work on text, pooling is
typically max-pooling over the entire data (i.e., one

5In this work, the top layer is fully-connected (i.e., each neu-
ron responds to the entire data) as in CNN for image. Alterna-
tively, the top layer could be convolutional so that it can receive
variable-sized input, but such CNN would be more complex.

I  love  it This  isn’t   what   I  expected  ! 

(a)                                                       (b)

This  isn’t   what   I  expected  ! 

(a)                                                       (b)

Figure 3: Convolution layer for variable-sized text.

pooling unit associated with the whole text). The dy-
namic k-max pooling of (Kalchbrenner et al., 2014)
for sentence modeling extends it to take the k largest
values where k is a function of the sentence length,
but it is again over the entire data, and the operation
is limited to max-pooling. Our pooling differs in that
it is a natural extension of standard pooling for im-
age, in which not only max-pooling but other types
can be applied. With multiple pooling units associ-
ated with different regions, the top layer can receive
locational information (e.g., if there are two pooling
units, the features from the first half and last half of
a document are distinguished). This turned out to be
useful (along with average-pooling) on topic classi-
fication, as shown later.

2.3 CNN vs. bag-of-n-grams
Traditional methods represent each document en-
tirely with one bag-of-n-gram vector and then ap-
ply a classifier model such as SVM. However, since
high-order n-grams are susceptible to data sparsity,
use of a large n such as 20 is not only infeasible
but also ineffective. Also note that a bag-of-n-gram
represents each n-gram by a one-hot vector and ig-
nores the fact that some n-grams share constituent
words. By contrast, CNN internally learns embed-
ding of text regions (given the consituent words as
input) useful for the intended task. Consequently,
a large n such as 20 can be used especially with the
bow-convolution layer, which turned out to be useful
on topic classification. A neuron trained to assign a
large value to, e.g., “I love” (and a small value to “I
hate”) is likely to assign a large value to “we love”
(and a small value to “we hate”) as well, even though
“we love” was never seen during training. We will
confirm these points empirically later.

2.4 Extension: parallel CNN
We have described CNN with the simplest network
architecture that has one pair of convolution and
pooling layers. While this can be extended in sev-
eral ways (e.g., with deeper layers), in our experi-
ments, we explored parallel CNN, which has two or
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Output 1 (positive)

Input: “I really love it !”                One

region size s1 region size Convolution 
layers

Pooling layers

Output layer
1 (positive)

Input: “I really love it !”                One-hot vectors

region size s2

Figure 4: CNN with two convolution layers in parallel.

more convolution layers in parallel6, as illustrated in
Figure 4. The idea is to learn multiple types of em-
bedding of small text regions so that they can com-
plement each other to improve model accuracy. In
this architecture, multiple convolution-pooling pairs
with different region sizes (and possibly different re-
gion vector representations) are given one-hot vec-
tors as input and produce feature vectors for each
region; the top layer takes the concatenation of the
produced feature vectors as input.

3 Experiments

We experimented with CNN on two tasks, topic clas-
sification and sentiment classification. Detailed in-
formation for reproducing the results is available on
the internet along with our code.

3.1 CNN

We fixed the activation function to rectifier σ(x) =
max(x, 0) and minimized square loss with L2 reg-
ularization by stochastic gradient descent (SGD).
We only used the 30K words that appeared most
frequently in the training set; thus, for example, in
seq-CNN with region size 3, a region vector is 90K
dimensional. Out-of-vocabulary words were repre-
sented by a zero vector. On bow-CNN, to speed up
computation, we used variable region stride so that a
larger stride was taken where repetition7 of the same
region vectors can be avoided by doing so. Padding8

size was fixed to p− 1 where p is the region size.

6Similar architectures have been used for image. Kim
(2014) used it for text, but it was on top of a word vector con-
version layer.

7For example, if we slide a window of size 3 over “* * foo
* *” where “*” is out of vocabulary, a bag of “foo” will be
repeated three times with stride fixed to 1.

8As is commonly done, to the beginning and the end of each
document, special words that are treated as unknown words
(and converted to zero vectors instead of one-hot vectors) were
added as ‘padding’. The purpose is to equally treat the words at
the edge and words in the middle.

We used two techniques commonly used with
CNN on image, which typically led to small per-
formance improvements. One is dropout (Hinton
et al., 2012) optionally applied to the input to the
top layer. The other is response normalization as in
(Krizhevsky et al., 2012), which in our case scales
the output of the pooling layer z at each location by
multiplying (1 + |z|2)−1/2.

3.2 Baseline methods
For comparison, we tested SVM with the linear ker-
nel and fully-connected neural networks (see e.g.,
Bishop (1995)) with bag-of-n-gram vectors as in-
put. To experiment with fully-connected neural nets,
as in CNN, we minimized square loss with L2 reg-
ularization and optional dropout by SGD, and ac-
tivation was fixed to rectifier. To generate bag-of-
n-gram vectors, on topic classification, we first set
each component to log(x + 1) where x is the word
frequency in the document and then scaled them to
unit vectors, which we found always improved per-
formance over raw frequency. On sentiment classi-
fication, as is often done, we generated binary vec-
tors and scaled them to unit vectors. We tested three
types of bag-of-n-gram: bow1 with n ∈ {1}, bow2
with n ∈ {1, 2}, and bow3 with n ∈ {1, 2, 3};
that is, bow1 is the traditional bow vectors, and with
bow3, each component of the vectors corresponds to
either uni-gram, bi-gram, or tri-gram of words.

We used SVMlight9 for the SVM experiments.

NB-LM We also tested NB-LM, which first ap-
peared (but without performance report10 ) as NB-
SVM in WM12 (Wang and Manning, 2012) and
later with a small modification produced perfor-
mance that exceeds state-of-the-art supervised meth-
ods on IMDB (which we experimented with) in
MMRB14 (Mesnil et al., 2014). We experimented
with the MMRB14 version, which generates bi-
nary bag-of-n-gram vectors, multiplies the com-
ponent for each n-gram fi with log(P (fi|Y =
1)/P (fi|Y = −1)) (NB-weight) where the prob-
abilities are estimated using the training data,
and does logistic regression training. We used
MMRB14’s software11 with a modification so that

9http://svmlight.joachims.org/
10WM12 instead reported the performance of an ensemble of

NB and SVM as it performed better.
11https://github.com/mesnilgr/nbsvm
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the regularization parameter can be tuned on devel-
opment data.

3.3 Model selection
For all the methods, the hyper-parameters such
as net configurations and regularization parameters
were chosen based on the performance on the devel-
opment data (held-out portion of the training data),
and using the chosen hyper-parameters, the models
were re-trained using all the training data.

3.4 Data, tasks, and data preprocessing
IMDB: movie reviews The IMDB dataset (Maas
et al., 2011) is a benchmark dataset for sentiment
classification. The task is to determine if the movie
reviews are positive or negative. Both the training
and test sets consist of 25K reviews. For preprocess-
ing, we tokenized the text so that emoticons such as
“:-)” are treated as tokens and converted all the char-
acters to lower case.

Elec: electronics product reviews Elec consists
of electronic product reviews. It is part of a large
Amazon review dataset (McAuley and Leskovec,
2013). We chose electronics as it seemed to be very
different from movies. Following the generation of
IMDB (Maas et al., 2011), we chose the training set
and the test set so that one half of each set consists
of positive reviews and the other half is negative, re-
garding rating 1 and 2 as negative and 4 and 5 as
positive, and that the reviewed products are disjoint
between the training set and test set. Note that to
extract text from the original data, we only used the
text section, and we did not use the summary sec-
tion. This way, we obtained a test set of 25K reviews
(same as IMDB) and training sets of various sizes.
The training and test sets are available on the inter-
net12. Data preprocessing was the same as IMDB.

RCV1: topic categorization RCV1 is a corpus
of Reuters news articles as described in LYRL04
(Lewis et al., 2004). RCV1 has 103 topic categories
in a hierarchy, and one document may be associated
with more than one topic. Performance on this task
(multi-label categorization) is known to be sensitive
to thresholding strategies, which are algorithms ad-
ditional to the models we would like to test. There-
fore, we also experimented with single-label cate-

12riejohnson.com/cnn_data.html

label #train #test #class
Table 2 single 15,564 49,838 55
Fig. 6 single varies 49,838 55

Table 4 multi 23,149 781,265 103

Table 1: RCV1 data summary.

gorization to assign one of 55 second-level topics
to each document to directly evaluate models. For
this task, we used the documents from a one-month
period as the test set and generated various sizes of
training sets from the documents with earlier dates.
Data sizes are shown in Table 1. As in LYRL04, we
used the concatenation of the headline and text ele-
ments. Data preprocessing was the same as IMDB
except that we used the stopword list provided by
LYRL04 and regarded numbers as stopwords.

3.5 Performance results

Table 2 shows the error rates of CNN in comparison
with the baseline methods. The first thing to note
is that on all the datasets, the best-performing CNN
outperforms the baseline methods, which demon-
strates the effectiveness of our approach.

To look into the details, let us first focus on CNN
with one convolution layer (seq- and bow-CNN in
the table). On sentiment classification (IMDB and
Elec), the configuration chosen by model selection
was: region size 3, stride 1, 1000 weight vectors, and
max-pooling with one pooling unit, for both types
of CNN; seq-CNN outperforms bow-CNN, as well
as all the baseline methods except for one. Note
that with a small region size and max-pooling, if a
review contains a short phrase that conveys strong
sentiment (e.g., “A great movie!”), the review could
receive a high score irrespective of the rest of the re-
view. It is sensible that this type of configuration is
effective on sentiment classification.

By contrast, on topic categorization (RCV1), the
configuration chosen for bow-CNN by model selec-
tion was: region size 20, variable-stride≥2, average-
pooling with 10 pooling units, and 1000 weight vec-
tors, which is very different from sentiment classifi-
cation. This is presumably because on topic clas-
sification, a larger context would be more predic-
tive than short fragments (→ larger region size),
the entire document matters (→ the effectiveness of
average-pooling), and the location of predictive text
also matters (→ multiple pooling units). The last
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point may be because news documents tend to have
crucial sentences (as well as the headline) at the be-
ginning. On this task, while both seq and bow-CNN
outperform the baseline methods, bow-CNN outper-
forms seq-CNN, which indicates that in this setting
the merit of having fewer parameters is larger than
the benefit of keeping word order in each region.

Now we turn to parallel CNN. On IMDB, seq2-
CNN, which has two seq-convolution layers (region
size 2 and 3; 1000 neurons each; followed by one
unit of max-pooling each), outperforms seq-CNN.
With more neurons (3000 neurons each; Table 3) it
further exceeds the best-performing baseline, which
is also the best previous supervised result. We pre-
sume the effectiveness of seq2-CNN indicates that
the length of predictive text regions is variable.

The best performance 7.67 on IMDB was ob-
tained by ‘seq2-bown-CNN’, equipped with three
layers in parallel: two seq-convolution layers (1000
neurons each) as in seq2-CNN above and one layer
(20 neurons) that regards the entire document as one
region and represents the region (document) by a
bag-of-n-gram vector (bow3) as input to the compu-
tation unit; in particular, we generated bow3 vectors
by multiplying the NB-weights with binary vectors,
motivated by the good performance of NB-LM. This
third layer is a bow-convolution layer13 with one re-
gion of variable size that takes one-hot vectors with
n-gram vocabulary as input to learn document em-
bedding. The seq2-bown-CNN for Elec in the ta-
ble is the same except that the regions sizes of seq-
convolution layers are 3 and 4. On both datasets,
performance is improved over seq2-CNN. The re-
sults suggest that what can be learned through these
three layers are distinct enough to complement each
other. The effectiveness of the third layer indicates
that not only short word sequences but also global
context in a large window may be useful on this task;
thus, inclusion of a bow-convolution layer with n-
gram vocabulary with a large fixed region size might
be even more effective, providing more focused con-
text, but we did not pursue it in this work.

Baseline methods Comparing the baseline meth-
ods with each other, on sentiment classification, re-
ducing the vocabulary to the most frequent n-grams

13It can also be regarded as a fully-connected layer that takes
bow3 vectors as input.

methods IMDB Elec RCV1
SVM bow3 (30K) 10.14 9.16 10.68
SVM bow1 (all) 11.36 11.71 10.76
SVM bow2 (all) 9.74 9.05 10.59
SVM bow3 (all) 9.42 8.71 10.69
NN bow3 (all) 9.17 8.48 10.67
NB-LM bow3 (all) 8.13 8.11 13.97
bow-CNN 8.66 8.39 9.33
seq-CNN 8.39 7.64 9.96
seq2-CNN 8.04 7.48 –
seq2-bown-CNN 7.67 7.14 –

Table 2: Error rate (%) comparison with bag-of-n-gram-
based methods. Sentiment classification on IMDB and
Elec (25K training documents) and 55-way topic cate-
gorization on RCV1 (16K training documents). ‘(30K)’
indicates that the 30K most frequent n-grams were used,
and ‘(all)’ indicates that all the n-grams (up to 5M) were
used. CNN used the 30K most frequent words.

SVM bow2 [WM12] 10.84 –
WRRBM+bow [DAL12] 10.77 –
NB+SVM bow2 [WM12] 8.78 ensemble
NB-LM bow3 [MMRB14] 8.13 –
Paragraph vectors [LM14] 7.46 unlabeled data
seq2-CNN (3K×2) [Ours] 7.94 –
seq2-bown-CNN [Ours] 7.67 –

Table 3: Error rate (%) comparison with previous best
methods on IMDB.

notably hurt performance (also observed on NB-LM
and NN) even though some reduction is a common
practice. Error rates were clearly improved by ad-
dition of bi- and tri-grams. By contrast, on topic
categorization, bi-grams only slightly improved ac-
curacy, and reduction of vocabulary did not hurt per-
formance. NB-LM is very strong on IMDB and
poor on RCV1; its effectiveness appears to be data-
dependent, as also observed by WM12.

Comparison with state-of-the-art results As
shown in Table 3, the previous best supervised result
on IMDB is 8.13 by NB-LM with bow3 (MMRB14),
and our best error rate 7.67 is better by nearly 0.5%.
(Le and Mikolov, 2014) reports 7.46 with the semi-
supervised method that learns low-dimensional vec-
tor representations of documents from unlabeled
data. Their result is not directly comparable with our
supervised results due to use of additional resource.
Nevertheless, our best result rivals their result.

We tested bow-CNN on the multi-label topic
categorization task on RCV1 to compare with
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models micro-F macro-F
LYRL04’s best SVM 81.6 60.7

bow-CNN 84.0 64.8

Table 4: RCV1 micro-averaged and macro-averaged F-
measure results on multi-label task with LYRL04 split.

LYRL04. We used the same thresholding strategy as
LYRL04. As shown in Table 4, bow-CNN outper-
forms LYRL04’s best results even though our data
preprocessing is much simpler (no stemming and no
tf-idf weighting).

Previous CNN We focus on the sentence classifi-
cation studies due to its relation to text categoriza-
tion. Kim (2014) studied fine-tuning of pre-trained
word vectors to produce input to parallel CNN. He
reported that performance was poor when word vec-
tors were trained as part of CNN training (i.e., no ad-
ditional method/corpus). On our tasks, we were also
unable to outperform the baselines with this type of
model. Also, with our approach, a system is sim-
pler with one fewer layer – no need to tune the di-
mensionality of word vectors or meta-parameters for
word vector learning.

Kalchbrenner et al. (2014) proposed complex
modifications of CNN for sentence modeling. No-
tably, given word vectors ∈ Rd, their convolution
with m feature maps produces for each region a ma-
trix ∈ Rd×m (instead of a vector ∈ Rm as in stan-
dard CNN). Using the provided code, we found that
their model is too resource-demanding for our tasks.
On IMDB and Elec14 the best error rates we ob-
tained by training with various configurations that
fit in memory for 24 hours each on GPU (cf. Fig 5)
were 10.13 and 9.37, respectively, which is no bet-
ter than SVM bow2. Since excellent performances
were reported on short sentence classification, we
presume that their model is optimized for short sen-
tences, but not for text categorization in general.

Performance dependency CNN training is
known to be expensive, compared with, e.g., linear
models – linear SVM with bow3 on IMDB only
takes 9 minutes using SVMlight (single-core) on a
high-end Intel CPU. Nevertheless, with our code on
GPU, CNN training only takes minutes (to a few
hours) on these datasets shown in Figure 5.

14We could not train adequate models on RCV1 on either
Tesla K20 or M2070 due to memory shortage.
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Figure 5: Training time (minutes) on Tesla K20. The
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Figure 6: Error rate in relation to training data size. For
readability, only representative methods are shown.

Finally, the results with training sets of various
sizes on Elec and RCV1 are shown in Figure 6.

3.6 Why is CNN effective?

In this section we explain the effectiveness of CNN
through looking into what it learns from training.

First, for comparison, we show the n-grams that
SVM with bow3 found to be the most predictive;
i.e., the following n-grams were assigned the 10
largest weights by SVM with binary features on Elec
for the negative and positive class, respectively:

• poor, useless, returned, not worth, return, worse,
disappointed, terrible, worst, horrible
• great, excellent, perfect, love, easy, amazing, awe-

some, no problems, perfectly, beat

Note that, even though SVM was also given bi- and
tri-grams, the top 10 features chosen by SVM with
binary features are mostly uni-grams; furthermore,
the top 100 features (50 for each class) include 28
bi-grams but only four tri-grams. This means that,
with the given size of training data, SVM still heav-
ily counts on uni-grams, which could be ambiguous,
and cannot fully take advantage of higher-order n-
grams. By contrast, NB-weights tend to promote n-
grams with a larger n; the 100 features that were as-
signed the largest NB-weights are 7 uni-, 33 bi-, and
60 tri-grams. However, as seen above, NB-weights
do not always lead to the best performance.
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N1 completely useless ., return policy .
N2 it won’t even, but doesn’t work
N3 product is defective, very disappointing !
N4 is totally unacceptable, is so bad
N5 was very poor, it has failed
P1 works perfectly !, love this product
P2 very pleased !, super easy to, i am pleased
P3 ’m so happy, it works perfect, is awesome !
P4 highly recommend it, highly recommended !
P5 am extremely satisfied, is super fast

Table 5: Examples of predictive text regions in the train-
ing set.

In Table 5, we show some of text regions learned
by seq-CNN to be predictive on Elec. This net has
one convolution layer with region size 3 and 1000
neurons; thus, embedding by the convolution layer
produces a 1000-dim vector for each region, which
(after pooling) serves as features in the top layer
where weights are assigned to the 1000 vector com-
ponents. In the table, Ni/Pi indicates the component
that received the i-th highest weight in the top layer
for the negative/positive class, respectively. The ta-
ble shows the text regions (in the training set) whose
embedded vectors have a large value in the corre-
sponding component, i.e., predictive text regions.

Note that the embedded vectors for the text re-
gions listed in the same row are close to each other
as they have a large value in the same component.
That is, Table 5 also shows that the proximity of
the embedded vectors tends to reflect the proximity
in terms of the relations to the target classes (pos-
itive/negative sentiment). This is the effect of em-
bedding, which helps classification by the top layer.

With the bag-of-n-gram representation, only the
n-grams that appear in the training data can partici-
pate in prediction. By contrast, one strength of CNN
is that n-grams (or text regions of size n) can con-
tribute to accurate prediction even if they did not
appear in the training data, as long as (some of)
their constituent words did, because input of embed-
ding is the constituent words of the region. To see
this point, in Table 6 we show the text regions from
the test set, which did not appear in the training
data, either entirely or partially as bi-grams, and yet
whose embedded features have large values in the
heavily-weighted (predictive) component thus con-
tributing to the prediction. There are many more of
these, and we only show a small part of them that

were unacceptably bad, is abysmally bad, were uni-
versally poor, was hugely disappointed, was enor-
mously disappointed, is monumentally frustrating,
are endlessly frustrating
best concept ever, best ideas ever, best hub ever,
am wholly satisfied, am entirely satisfied, am in-
credicbly satisfied, ’m overall impressed, am aw-
fully pleased, am exceptionally pleased, ’m entirely
happy, are acoustically good, is blindingly fast,

Table 6: Examples of text regions that contribute to
prediction. They are from the test set, and they did not
appear in the training set, either entirely or partially as
bi-grams.

fit certain patterns. One noticeable pattern is (be-
verb, adverb, sentiment adjective) such as “am en-
tirely satisfied” and “’m overall impressed”. These
adjectives alone could be ambiguous as they may be
negated. To know that the writer is indeed “satis-
fied”, we need to see the sequence “am satisfied”,
but the insertion of adverb such as “entirely” is very
common. “best X ever’ is another pattern that a dis-
criminating pair of words are not adjacent to each
other. These patterns require tri-grams for disam-
biguation, and seq-CNN successfully makes use of
them even though the exact tri-grams were not seen
during training, as a result of learning, e.g., “am X
satisfied” with non-negative X (e.g., “am very satis-
fied”, “am so satisfied”) to be predictive of the pos-
itive class through training. That is, CNN can ef-
fectively use word order when bag-of-n-gram-based
approaches fail.

4 Conclusion

This paper showed that CNN provides an alternative
mechanism for effective use of word order for text
categorization through direct embedding of small
text regions, different from the traditional bag-of-n-
gram approach or word-vector CNN. With the paral-
lel CNN framework, several types of embedding can
be learned and combined so that they can comple-
ment each other for higher accuracy. State-of-the-art
performances on sentiment classification and topic
classification were achieved using this approach.
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Abstract

Syntactic linearization algorithms take a bag
of input words and a set of optional con-
straints, and construct an output sentence and
its syntactic derivation simultaneously. The
search problem is NP-hard, and the current
best results are achieved by bottom-up best-
first search. One drawback of the method
is low efficiency; and there is no theoretical
guarantee that a full sentence can be found
within bounded time. We propose an alter-
native algorithm that constructs output struc-
tures from left to right using beam-search. The
algorithm is based on incremental parsing al-
gorithms. We extend the transition system so
that word ordering is performed in addition to
syntactic parsing, resulting in a linearization
system that runs in guaranteed quadratic time.
In standard evaluations, our system runs an or-
der of magnitude faster than a state-of-the-art
baseline using best-first search, with improved
accuracies.

1 Introduction

Linearization is the task of ordering a bag of words
into a grammatical and fluent sentence. Syntax-
based linearization algorithms generate a sentence
along with its syntactic structure. Depending on how
much syntactic information is available as inputs, re-
cent work on syntactic linearization can be classified
into free word ordering (Wan et al., 2009; Zhang et
al., 2012; de Gispert et al., 2014), which orders a
bag of words without syntactic constraints, full tree
linearization (He et al., 2009; Bohnet et al., 2010;
Song et al., 2014), which orders a bag of words

Initial State ([ ], [1...n], ∅)
Final State ([ ], [ ], A)

Induction Rules:

SHIFT
(σ, [i|β], A)
([σ| i], β, A)

LEFTARC
([σ|j i], β, A)

([σ|i], β, A ∪ {j ← i})
RIGHTARC

([σ|j i], β, A)
([σ|j], β, A ∪ {j → i})

Figure 1: The arc-standard parsing algorithm.

given a full-spanning syntactic tree, and partial tree
linearization (Zhang, 2013), which orders a bag of
words given some syntactic relations between them
as partial constraints.

The search space for syntactic linearization is
huge. Even with a full syntax tree being available as
constraints, permutation of nodes on each level is an
NP-hard problem. As a result, heuristic search has
been adopted by most previous work, and the best
results have been achieved by a time-constrained
best-first search framework (White, 2004a; White
and Rajkumar, 2009; Zhang and Clark, 2011b; Song
et al., 2014). Though empirically highly accurate,
one drawback of this approach is that there is no
asymptotic upper bound on the time complexity of
finding the first full sentence. As a result, it can take
5–10 seconds to process a sentence, and sometimes
fail to yield a full sentence at timeout. This issue is
more severe for larger bags of words, and makes the
algorithms practically less useful.

We study the effect of an alternative learning
and search framework for the linearization prob-
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....NP ..VBD ..NP ..IN ..NP ...
..Dr. Talcott1 ..led2 ..a team3 ..of4 ..Harvard University5 ...6

.....

Figure 2: Example dependency tree.

lem, which has a theoretical upper bound on the
time complexity, and always yields a full sentence in
quadratic time. Our method is inspired by the con-
nection between syntactic linearization and syntactic
parsing: both build a syntactic tree over a sentence,
with the former performing word ordering in addi-
tion to derivation construction. As a result, syntac-
tic linearization can be treated as a generalized form
of parsing, for which there is no input word order,
and therefore extensions to parsing algorithms can
be used to perform linearization.

For syntactic parsing, the algorithm of Zhang and
Nivre (2011) gives competitive accuracies under lin-
ear complexity. Compared with parsers that use dy-
namic programming (McDonald and Pereira, 2006;
Koo and Collins, 2010), the efficient beam-search
system is more suitable for the NP-hard lineariza-
tion task. We extend the parser of Zhang and Nivre
(2011), so that word ordering is performed in addi-
tion to syntactic tree construction. Experimental re-
sults show that the transition-based linearization sys-
tem runs an order of magnitude faster than a state-of-
the-art best-first baseline, with improved accuracies
in standard evaluation. Our linearizer is publicly
available under GPL at http://sourceforge.
net/projects/zgen/.

2 Transition-Based Parsing

The task of dependency parsing is to find a depen-
dency tree given an input sentence. Figure 2 shows
an example dependency tree, which consists of de-
pendency arcs that represent syntactic relations be-
tween pairs of words. A transition-based depen-
dency parsing algorithm (Nivre, 2008) can be for-
malized as a transition system, S = (C, T, cs, Ct),
where C is the set of states, T is a set of transition
actions, cs is the initial state and Ct is a set of ter-
minal states. The parsing process is modeled as an
application of a sequence of actions, transducing the
initial state into a final state, while constructing de-

Transition σ β A
0 [] [1...6] ∅
1 SHIFT [1] [2...6]
2 SHIFT [1 2] [3...6]
3 SHIFT [1 2 3] [4...6]
4 SHIFT [1 2 3 4] [5,6]
5 SHIFT [1 2 3 4 5] [6]
6 RIGHTARC [1 2 3 4] [6] A ∪ {4→ 5}
7 RIGHTARC [1 2 3] [6] A ∪ {3→ 4}
8 RIGHTARC [1 2] [6] A ∪ {2→ 3}
9 SHIFT [1 2 6] []
10 RIGHTARC [1 2] [] A ∪ {2→ 6}
11 LEFTARC [2] [] A ∪ {1← 2}

Table 1: arc-standard transition action sequence for
parsing the sentence in Figure 2.

pendency arcs. Each state in the transition system
can be formalized as a tuple (σ, β,A), where σ is a
stack that maintains a partial derivation, β is a buffer
of incoming input words and A is the set of depen-
dency relations that have been built.

Our work is based on the arc-standard algorithm
(Nivre, 2008). The deduction system of the arc-
standard algorithm is shown in Figure 1. In this
system, three transition actions are used: LEFT-
ARC, RIGHTARC and SHIFT. Given a state s =
([σ| j i], [k|β], A),

• LEFTARC builds an arc {j ← i} and pops j off
the stack.
• RIGHTARC builds an arc {j → i} and pops i

off the stack.
• SHIFT removes the front word k from the buffer

β, and shifts it onto the stack.

In the notations above, i, j and k are word indices of
an input sentence. The arc-standard system assumes
that each input word has been assigned a part-of-
speech (POS) tag.

The sentence in Figure 2 can be parsed by the
transition sequence shown in Table 1. Given an input
sentence of n words, the algorithm takes 2n tran-
sitions to construct an output, because each word
needs to be shifted onto the stack once and popped
off once before parsing finishes, and all the transi-
tion actions are either shifting or popping actions.
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Initial State ([ ], set(1..n), ∅)
Final State ([ ], ∅, A)

Induction Rules:

SHIFT-i-POS
(σ, ρ, A)

([σ|i], ρ− {i}, A)

LEFTARC
([σ|j i], ρ, A)

([σ|i], ρ, A ∪ {j ← i})
RIGHTARC

([σ|j i], ρ, A)
([σ|j], ρ, A ∪ {j → i})

Figure 3: Deduction system for transition-based lin-
earization. Indices i, j do not reflect word order.

3 Transition-Based Linearization

The main difference between linearization and de-
pendency parsing is that the input words are un-
ordered for linearization, which results in an un-
ordered buffer ρ. At a certain state s = (σ, ρ,A),
any word in the buffer ρ can be shifted onto the
stack. In addition, unlike a parser, the vanilla lin-
earization task does not assume that input words are
assigned POS. To extend the arc-standard algorithm
for linearization, we incorporate word and POS into
the SHIFT operation, transforming the arc-standard
SHIFT operation to SHIFT-Word-POS, which selects
the word Word from the buffer ρ, tags it with POS
and shifts it onto the stack. Since the order of words
in an output sentence equals to the order in which
they are shifted onto the stack, word ordering is per-
formed along with the parsing process.

Under such extension, the sentence in Figure
2 can be generated by the transition sequence
(SHIFT-Dr. Talcott-NP, SHIFT-led-VBD, SHIFT-
of-NP, SHIFT-a team-NP, SHIFT-of-IN, SHIFT-
Harvard University-NP, RIGHTARC, RIGHTARC,
RIGHTARC, SHIFT-.-., RIGHTARC, LEFTARC),
given the unordered bag of words (Dr. Talcott, led,
a team, of, Harvard University, .).

The deduction system for the linearization algo-
rithm is shown in Figure 3. Given an input bag of
n words, this algorithm also takes 2n transition ac-
tions to construct an output, by the same reason as
the arc-standard parser.

3.1 Search and Learning

We apply the learning and search framework of
Zhang and Clark (2011a), which gives state-of-the-

Algorithm 1: transition-based linearization
Input: C, a set of input syntactic constraints
Output: The highest-scored final state

1 candidates← ([ ], set(1..n), ∅)
2 agenda← ∅
3 for i← 1..2n do
4 for s in candidates do
5 for action in GETPOSSIBLEACTIONS(s,

C) do
6 agenda← APPLY(s, action)

7 candidates← TOP-K(agenda)
8 agenda← ∅
9 best← BEST(candidates)

10 return best

art transition-based parsing accuracies and runs in
linear time (Zhang and Nivre, 2011). Pseudocode of
the search algorithm is shown in Algorithm 1. It per-
forms beam-search by using an agenda to keep the
k-best states at each incremental step. When decod-
ing starts, the agenda contains only the initial state.
At each step, each state in the agenda is advanced by
applying all possible transition actions (GETPOSSI-
BLEACTIONS), leading to a set of new states. The
k best are selected for the new states, and used to
replace the current states in the agenda, before the
next decoding step starts. Given an input bag of n
words, the process repeats for 2n steps, after which
all the states in the agenda are terminal states, and
the highest-scored state in the agenda is taken for
the final output. The complexity of this algorithm
is n2, because it takes a fixed 2n steps to construct
an output, and in each step the number of possible
SHIFT action is proportional to the size of ρ.

The search algorithm ranks search hypotheses,
which are sequences of state transitions, by their
scores. A global linear model is used to score search
hypotheses. Given a hypothesis h, its score is calcu-
lated by:

Score(h) = Φ(h) · θ⃗,
where θ⃗ is the parameter vector of the model and
Φ(h) is the global feature vector of h, extracted by
instantiating the feature templates in Table 2 accord-
ing to each state in the transition sequence.

In the table, S0 represents the first word on the
top of the stack, S1 represents the second word on
the top of the stack, w represents a word and p rep-
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Unigrams
S0w; S0p; S0,lw; S0,lp; S0,rw; S0,rp;
S0,l2w; S0,l2p; S0,r2w; S0,r2p;
S1w; S1p; S1,lw; S1,lp; S1,rw; S1,rp;
S1,l2w; S1,l2p; S1,r2w; S1,r2p;
Bigram
S0wS0,lw; S0wS0,lp; S0pS0,lw; S0pS0,lp;
S0wS0,rw; S0wS0,rp; S0pS0,rw; S0pS0,rp;
S1wS1,lw; S1wS1,lp; S1pS1,lw; S1pS1,lp;
S1wS1,rw; S1wS1,rp; S1pS1,rw; S1pS1,rp;
S0wS1w; S0wS1p; S0pS1w; S0pS1p

Trigram
S0wS0pS0,lw; S0wS0,lwS0,lp; S0wS0pS0,lp;
S0pS0,lwS0,lp; S0wS0pS0,rw; S0wS0,lwS0,rp;
S0wS0pS0,rp; S0pS0,rwS0,rp;
S1wS1pS1,lw; S1wS1,lwS1,lp; S1wS1pS1,lp;
S1pS1,lwS1,lp; S1wS1pS1,rw; S1wS1,lwS1,rp;
S1wS1pS1,rp; S1pS1,rwS1,rp;
Linearizion
w0; p0; w−1w0; p−1p0; w−2w−1w0; p−2p−1p0;
S0,lwS0,l2w; S0,lpS0,l2p; S0,r2wS0,rw; S0,r2pS0,rp;
S1,lwS1,l2w; S1,lpS1,l2p; S1,r2wS1,rw; S1,r2pS1,rp;

Table 2: Feature templates.

resent a POS-tag. The feature templates can be clas-
sified into four types: unigram, bigram, trigram and
linearization. The first three types are taken from
the dependency parser of Zhang and Nivre (2011),
which capture context information for S0, S1 and
their modifiers. The original feature templates of
Zhang and Nivre (2011) also contain information of
the front words on the buffer. However, since the
buffer is unordered for linearization, we do not in-
clude these features.

The linearization feature templates are specific
for linearization, and captures surface ngram infor-
mation. Each search state represents a partially lin-
earized sentence. We represents the last word in the
partially linearized sentence as w0 and the second
last as w−1.

Given a set of labeled training examples, the av-
eraged perceptron (Collins, 2002) with early update
(Collins and Roark, 2004; Zhang and Nivre, 2011)
is used to train the parameters θ⃗ of the model.

3.2 Input Syntactic Constraints

The use of syntactic constraints to achieve better lin-
earization performance has been studied in previous
work. Wan et al. (2009) employ POS constraints

.......NP ..VBD ..NP ..IN ..NP ...
..Dr. Talcott1 ..led2 ..a team3 ..of4 ..Harvard University5 ...6

....

Figure 4: Example partial tree. Words in the same
sub dependency trees are grouped by rounded boxes.
Word indices do not specify their orders. Base
phrases (e.g. Dr. Talcott) are treated as single words.

in learning a dependency language model. Zhang
and Clark (2011b) take supertags as constraints to a
CCG linearizer. Zhang (2013) demonstrates the pos-
sibility of partial-tree linearization, which allows a
whole spectrum of input syntactic constraints. In
practice, input syntactic constraints, including POS
and dependency relations, can be obtained from ear-
lier stage of a generation pipeline, such as lexical
transfer results in machine translation.

It is relatively straightforward to apply input con-
straints to a best-first system (Zhang, 2013), but less
so for beam-search. In this section, we utilize the
input syntactic constraints by letting the information
decide the possible actions for each state, namely
the return value of GETPOSSIBLEACTIONS in Al-
gorithm 1, thus, when input POS-tags and depen-
dencies are given, the generation system can achieve
more specified outputs.

3.2.1 POS Constraints
POS is the simplest form of constraints to the

transition-based linearization system. When the
POS of an input word is given, the POS-tag com-
ponent in SHIFT-Word-POS operation is fixed, and
the number of SHIFT actions for the word is reduced
from the number of all POS to 1.

3.2.2 Partial Tree Constraints
In partial tree linearization, a set of dependency

arcs that form a partial dependency tree is given to
the linearization system as input constraints. Fig-
ure 4 illustrate an example. The search space can
be reduced by ignoring the transition sequences that
do not result in a dependency tree that is consis-
tent with the input constraints. Take the partial
tree in Figure 4 for example. At the state s =
([Harvard University5], set(1..n)-{5}, ∅), it is illegal
to shift the base phrase a team3 onto the stack, be-
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Algorithm 2: GETPOSSIBLEACTIONS for par-
tial tree linearization, where C is a partial tree

Input: A state s = ([σ|j i], ρ, A) and partial tree C
Output: A set of possible transition actions T

1 if s.σ is empty then
2 for k ∈ s.ρ do
3 T ← T ∪ (SHIFT, POS, k)

4 else
5 if REDUCABLE(s, i, j, C) then
6 T ← T ∪ (LEFTARC)

7 if REDUCABLE(s, j, i, C) then
8 T ← T ∪ (RIGHTARC)

9 for k ∈ s.β do
10 if SHIFTLEGAL(s, k, C) then
11 T ← T ∪ (SHIFT, POS, k)

12 return T

..
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(b)
Figure 5: Two conditions for a valid LEFTARC ac-
tion in partial-tree linearization. The indices corre-
spond to those in Figure 4. A shaded triangle repre-
sents the readily built arcs under a root word.

cause this action will result in a sub-sequence (Har-
vard University5, a team3, of4), which cannot have
the dependency arcs {3 → 4}, {4 → 5} by using
arc-standard actions.

Algorithm 3 shows pseudocode of GETPOSSI-
BLEACTIONS when C is a partial tree. Given a state
s = ([σ|j i], ρ, A) the LEFTARC action builds an
arc {j ← i} and pops the word j off the stack.
Since the popped word j cannot be linked to any
words in future transitions, all the descendants of j
should have been processed and removed from the
stack. In addition, constrained by the given partial
tree, the arc {j ← i} should be an arc in C (Fig-
ure 5a), or j should be the root of a sub dependency
tree in C (Figure 5b). We denote the conditions as
REDUCABLE(s, i, j, C) (lines 5-6). The case for
RIGHTARC is similar to LEFTARC (lines 7-8).

For the SHIFT action, the conditions are more
complex. Due to space limitation, we briefly sketch
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Figure 6: 5 relations between k and l. The indices
correspond to those in Figure 4. The words in green
boxes must have arcs with k in future transitions.

the SHIFTLEGAL function below. Detailed algo-
rithm pseudocode for SHIFTLEGAL is given in the
supplementing material. For a word k in ρ to be
shifted onto the stack, all the words on the stack
must satisfy certain constraints. There are 5 possi-
ble relations between k and a word l on the stack.
(1) If l is a child of k in C (Figure 6a), all the words
on the stack from l to the top of the stack should be
reducable to k, because only LEFTARC can be ap-
plied between k and these words in future actions.
(2) If l is a grand child of k (Figure 6b), no legal
sentence can be constructed if k is shifted onto the
stack. (3) If l is the parent of k (Figure 6c), legal
SHIFTs require all the words on the stack from l to
the top to be reducable to k. (4) If l is a grand parent
of k, all the words on the stack from l to the top will
become descendants of l in the output (Figure 6e).
Thus these words must be descendants of l in C, or
the root of different subdependency trees. (5) If l is
a siblings of k, we denote a as the least common an-
cestor of k and l. a will become in the buffer and l
should be a direct child of a. All the words from l
to the top of the stack should be the descendants of
a in the output (Figure 6d), and thus a should have
the same conditions as in (4). Finally, if no word on
the stack is in the same subdependency tree as k in
C, then k can be safely shifted.
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Algorithm 3: GETPOSSIBLEACTIONS for full
tree linearization, where C is a full tree

Input: A state s = ([σ|j i], ρ, A) and gold tree C
Output: A set of possible transition actions T

1 T ← ∅
2 if s.σ is empty then
3 for k ∈ s.ρ do
4 T ← T ∪ (SHIFT, POS, k)

5 else
6 if ∃j, j ∈ (DESCENDANTS(i) ∩ s.ρ) then
7 for j ∈ (DESCENDANTS(i) ∩ s.ρ) do
8 T ← T ∪ (SHIFT, POS, j)

9 else
10 if {j → i} ∈ C then
11 T ← T ∪ (RIGHTARC)

12 else if {j ← i} ∈ C then
13 T ← T ∪ (LEFTARC)

14 else
15 for

k ∈ (SIBLINGS(i)∪HEAD(i))∩ s.ρ do
16 T ← T ∪ (SHIFT, POS, k)

17 return T

3.2.3 Full Tree Constraints
Algorithm 2 can also be used with full-tree con-

straints, which are a special case of partial-tree con-
straints. However, there is a conceptually simpler
algorithm that leverages full-tree constraints. Be-
cause tree linearization is frequently studied in the
literature, we describe this algorithm in Algorithm
3. When the stack is empty, we can freely move
any word in the buffer ρ onto the stack (line 2-4). If
not all the descendants of the stack top i have been
processed, the next transition actions should move
them onto the stack, so that arcs can be constructed
between i and these words (line 6-8). If all the de-
scendants of i have been processed, the next action
should eagerly build arcs between top two words i
and j on the stack (line 10-13). If no arc exists be-
tween i and j, the next action should shift the parent
word of i or a word in i’s sibling tree (line 14-16).

4 Experiments

We follow previous work and conduct experiments
on the Penn Treebank (PTB), using Wall Street Jour-
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Figure 7: Dev. results with different beam sizes.

nal sections 2–21 for training, 22 for development
testing and 23 for final testing. Gold-standard de-
pendency trees are derived from bracketed sentences
in the treebank using Penn2Malt1, and base noun
phrases are treated as a single word (Wan et al.,
2009; Zhang, 2013). The BLEU score (Papineni et
al., 2002) is used to evaluate the performance of lin-
earization, which has been adopted in former liter-
als (Wan et al., 2009; White and Rajkumar, 2009;
Zhang and Clark, 2011b) and recent shared-tasks
(Belz et al., 2011). We use our implementation of
the best-first system of Zhang (2013), which gives
the state-of-the-art results, as the baseline.

4.1 Influence of Beam size

We first study the influence of beam size by per-
forming free word ordering on the development test
data. BLEU score curves with different beam sizes
are shown in Figure 7. From this figure, we can see
that the systems with beam 64 and 128 achieve the
best results. However, the 128-beam system does
not improve the performance significantly (48.2 vs
47.5), but runs twice slower. As a result, we set the
beam size to 64 in the remaining experiments.

4.2 Input Syntactic Constraints

To test the effectiveness of GETPOSSIBLEACTIONS

under different input constraints, we follow Zhang
(2013) and feed different amounts of POS-tags and
dependencies to our transition-based linearization
system. Input syntactic constraints are obtained by
randomly sampling POS and dependencies from the
gold dependency tree. Nine development experi-
ments under different inputs are performed, and the

1http://stp.lingfil.uu.se/˜nivre/research/Penn2Malt.html
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no pos 50% pos all pos no pos 50% pos all pos no pos 50% pos all pos
no dep no dep no dep 50% dep 50% dep 50% dep all dep all dep all dep

BL SP BL SP BL SP BL SP BL SP BL SP BL SP BL SP BL SP
Z13 42.9 4872 43.4 4856 44.7 4826 50.5 4790 51.4 4737 52.2 4720 73.3 4600 74.7 4431 76.3 4218
Ours 47.5 155 47.9 119 48.8 74 54.8 132 55.2 91 56.2 41 77.8 40 79.1 28 81.1 22

Table 3: Partial-tree linearizion results on the development test set. BL – the BLEU score, SP – number of
milliseconds to order one sentence. Z13 refers to the best-first system of Zhang (2013).
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Figure 8: Comparison between transition-based and
best-first systems on surface string brevity.

Precision Recall F
len Z13 ours Z13 ours Z13 ours
< 5 24.63 20.45 14.56 21.82 18.3 21.11
< 10 15.20 16.33 10.59 15.88 12.48 16.1
< 15 10.82 14.73 9.38 14.08 10.05 14.4
< 30 8.18 12.54 8.26 12.43 8.22 12.49

Table 4: Precision, recall and F-score comparison on
different spans lengths.

BLEU scores along with the average time to order
one sentence are shown in Table 3.

With more syntactic information in the input, our
linearization system achieves better performance,
showing that GETPOSSIBLEACTIONS can take ad-
vantage of the input constraints and yield more spec-
ified output. In addition, because input constraints
reduce the search space, the systems with more syn-
tactic information achieve faster decoding speeds. In
comparison with Zhang (2013), the transition-based
system achieves improved accuracies under the set-
tings, and the decoding speed can be over two orders
of magnitude faster (22ms vs. 4218ms). We give
more detailed analysis next.

4.3 Comparison with Best-First
The beam-search linearizer takes a very differ-
ent search strategy compared with best-first search,
which affects the error distribution. As mentioned
earlier, one problem of best-first is the lack of the-
oretical guarantee on time complexity. As a result,
a time constraint is used and default output can be
constructed when no full output is found (White,
2004b; Zhang and Clark, 2011b). This may result
in incomplete output sentences and intuitively, this
problem is more severe for larger bag of words. In
contrast, the transition-based linearization algorithm
takes |2n| steps to generate a sentence and thus guar-
antees to order all the input words. Figure 8 shows
the results by comparing the brevity scores (i.e. the
number of words in the output divided by the num-
ber of words in reference sentence) on different sizes
of inputs. Best-search can fail to order all the in-
put words even on bags of 9 – 11 words, and the
case is more severe for larger bag of words. On the
other hand, the transition-based method uses all the
input words to generate output and the brevity score
is constant 1. Since the BLEU score consists two
parts: the n-gram precision and brevity, this com-
parison partly explains why the transition-based lin-
earization algorithm achieves higher BLEU scores.

To further compare the difference between the
two systems, we evaluate the qualities of projective
spans, which are dependency treelets. Both systems
build outputs bottom-up by constructing projective
spans, and a break-down of span accuracies against
span sizes shows the effects of the different search
algorithms. The results are shown in Table 4. Ac-
cording to this table, the best-first system tends to
construct smaller spans more precisely, but the re-
call is relatively lower. Overall, higher F-scores are
achieved by the transition-based system.

During the decoding process, the best-first sys-
tem compares spans of different sizes and expands
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Figure 9: Distributions of spans outputted by the
best-first, transition-based systems and the gold
trees.

no pos all pos all pos
no dep no dep all dep

Wan et al. (2009) - 33.7 -
Zhang and Clark (2011b) - 40.1 -
Zhang et al. (2012) - 43.8 -
Zhang (2013) 44.7 46.8 76.2
This paper 49.4 50.8 82.3

Table 5: Final results.

those that have higher scores. As a result, the num-
ber of expanded spans do not have a fixed correlation
with the size, and there can be fewer but better small
spans expanded. In contrast, the transition-based
system models transition sequences rather than indi-
vidual spans, and therefore the distribution of spans
of different sizes in each hypothesis resembles that
of the training data. Figure 9 verifies the analysis by
counting the distributions of spans with respect to
the length, in the search algorithms of the two sys-
tems and the gold dependency trees. The distribu-
tion of the transition-based system is closer to that
of gold dependency trees, while the best-first sys-
tem outputs less smaller spans and more longer ones.
This explains the higher precision for the best-first
system on smaller spans.

4.4 Final Results

The final results on the test set of Penn Treebank are
shown in Table 5. Compared with previous studies,
our transition-based linearization system achieves
the best results on all the tests. Table 6 shows some
example output sentences, when there are no input
constraints. For longer sentences, the transition-
based method gives noticeably better results.

output BL
ref. There is no asbestos in our products now .
Z13 There is no asbestos now in our products . 43.5
ours There is now our products in no asbestos . 17.8
ref. Previously , watch imports were denied

such duty-free treatment .
Z13 such duty-free treatment Previously ,

watch imports were denied .
67.6

ours Previously , watch imports were denied
such duty-free treatment .

100

ref. Despite recent declines in yields , investors
continue to pour cash into money funds .

Z13 continue yields investors pour to recent de-
clines in cash , into money funds

20.1

ours Despite recent declines in yields into
money funds , investors continue to pour
cash .

67.0

Table 6: Example outputs.

5 Related Work

The input to practical natural language generation
(NLG) system (Reiter and Dale, 1997) can range
from a bag of words and phrases to a bag of lem-
mas without punctuation (Belz et al., 2011). The
linearization module of this paper can serve as the
final stage in a pipeline when the bag of words and
their optional syntactic information are given. There
has also been work to jointly perform linearization
and morphological generation (Song et al., 2014).

There has been work on linearization with unla-
beled and labeled dependency trees (He et al., 2009;
Zhang, 2013). These methods mostly use greedy or
best-first algorithms to order each tree node. Our
work is different by performing word ordering using
a transition process.

Besides dependency grammar, linearization with
other syntactic grammars, such as CFG and CCG
(White and Rajkumar, 2009; Zhang and Clark,
2011b), has also been studied. In this paper, we
adopt the dependency grammar for transition-based
linearization. However, since transition-based pars-
ing algorithms has been successfully applied to dif-
ferent grammars, including CFG (Sagae et al., 2005)
and CCG (Xu et al., 2014), our linearization method
can be applied to these grammars.
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6 Conclusion

We studied transition-based syntactic linearization
as an extension to transition-based parsing. Com-
pared with best-first systems, the advantage of our
transition-based algorithm includes bounded time
complexity, and the guarantee to yield full sen-
tences when given a bag of words. Experimen-
tal results show that our algorithm achieves im-
proved accuracies, with significantly faster decod-
ing speed compared with a state-of-the-art best-first
baseline. We publicly release our code at http:
//sourceforge.net/projects/zgen/.

For future work, we will study the incorporation
of large-scale language models, and the integration
of morphology generation and linearization.
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Abstract

We present a statistical framework to extract
information-rich citation sentences that sum-
marise the main contributions of a scientific
paper. In a first stage, we automatically dis-
cover salient keywords from a paper’s citation
summary, keywords that characterise its main
contributions. In a second stage, exploiting the
results of the first stage, we identify citation
sentences that best capture the paper’s main
contributions. Experimental results show that
our approach using methods rooted in quan-
titative statistics and information theory out-
performs the current state-of-the-art systems
in scientific paper summarisation.

1 Introduction and Motivation

Science is not an isolated endeavour, but benefits
from and expands on the work of others, with more
or less cross fertilisation between disciplines. The
interdependent nature of research has naturally re-
sulted in a network of scientific areas with dense in-
terconnections between related fields. Though re-
search is a highly specialised activity, researchers
find themselves constantly in need to explore the
network further from the core of their research.
Tools that can facilitate understanding the key con-
tributions of papers in those parts of the network be-
ing explored can only prove highly valuable.

As an example of such tools, we focus on an
application that automatically extracts information-
rich sentences describing the main contributions of
a given paper. From which corpus the extraction
could take place? A natural answer is the abstract of
the paper. However, the contributions as perceived
by the authors can significantly deviate from those
judged extrospectively by the community over time
(Mei and Zhai, 2008). Instead, we take as corpus
the set of citing sentences to the paper (from other
papers). Indeed, those sentences can arguably be
deemed as a form of crowd-sourced review of the

paper’s main contributions. The set of citing sen-
tences is referred to as the citation summary of the
target paper. Elkiss et al. (2008) carried out a large-
scale study and confirmed that citation summaries
contain extra information that does not appear in pa-
per abstracts. In addition, they found that the “self-
cohesion”, measured as the average cosine similar-
ity between sentences, is consistently higher in a pa-
per’s citation summary than in its abstract: the for-
mer is more focused than the latter in describing pa-
pers’ main contributions. This work presents our ef-
forts in advancing research along this direction.

Section 2 formally defines the problem we aim
to solve: summarise scientific papers using the
most informative and diversified part of their cita-
tion summaries. It surveys several prominent related
studies, and introduces the data used in our experi-
ments and evaluations. In Section 3, we present our
statistical framework built upon quantitative statis-
tics and information theory. In Section 4, we eval-
uate and compare the performance of our method
with state-of-the-art systems. We conclude and
point to future directions in Section 5.

2 Problem Statement

The problem we tackle in this paper is to generate
an extractive summary (usually, we will simply say
summary) from its citation summary. More specifi-
cally, we opt for a two stage approach. In the first
stage, we automatically discover salient keywords
from a paper’s citation summary, keywords that are
essential in characterising the paper’s main contribu-
tions. The second stage, exploiting the results of the
first stage, identifies citation sentences (to the paper)
that best capture the paper’s main contributions.

A word of caution: by utilising only citation sum-
maries, one should not expect to obtain well formu-
lated, readily consumable summaries of papers. In-
deed, a citation sentence may be not all about the
cited paper, but also talk about the citing paper and
other co-cited papers, which disqualify citation sum-
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maries as a premium source of sentences for build-
ing highly readable summaries (Siddharthan and
Teufel, 2007). Moreover, a summary built from cit-
ing sentences that come for a pool of multiple cit-
ing papers is bound to lack coherence. Therefore,
it is more appropriate to consider that the output of
such a system is to extrinsically gauge a system’s ef-
fectiveness in indexing information-rich citing sen-
tences containing keywords that facilitate rapidly
grasping a paper’s important contributions, rather
than be treated as a polished, readable summary for
human consumption (Qazvinian et al., 2013).

2.1 Related Work
Qazvinian and Radev (2008) first experimented
with citation summary based paper summarisations.
They proposed a graph-based method, C-LexRank,
that first generates a citation summary network for
a paper by mapping citing sentences to vertices and
creating edges from their lexical similarities. Clus-
ters of sentences capturing the same contribution
of the paper are then identified through link-based
community detection. Finally, the most central sen-
tence of each cluster is found using a weighted
random walk and selected to form a paper sum-
mary meant to comprehensively cover the paper’s
main contributions. Mohammad et al. (2009) further
adapted the C-LexRank to multi-document sum-
marisation in an attempt to generate surveys for sci-
entific paradigms.

In a later paper, Qazvinian et al. (2010) proposed
a more computationally efficient summariser that
does not require clustering citing sentences. As a
first step, key phrases are automatically identified
as significant n-grams with positive point-wise di-
vergence (Tomokiyo, 2003) from a foreground lan-
guage model estimated using the citation summary
of a paper w.r.t. a background language model built
from a large set of paper abstracts. A greedy algo-
rithm is subsequently applied to select citing sen-
tences and form a summary that maximises key
phrase coverage.

Mei and Zhai (2008) presented a sophisticated
generative approach that frames summarisation un-
der an Information Retrieval (IR) context. Specifi-
cally, an impact language model for a paper is first
built as a mixture of a language model estimated
from the paper’s own text, and a weighted citation
language model based on its collective citation con-
texts, using a compound coefficient reflecting both
a sentence’s proximity to the citation label (anchor)
in the citing paper and the citing paper’s authority

calculated from the citation network using PageR-
ank (Brin and Page, 1998). Finally, documents (sen-
tences in the target paper) that are closest to the
query (the impact language model of the target pa-
per) are extracted to form a summary using ad-hoc
document retrieval. Note that Mei and Zhai (2008)
utilised extra information (i.e., paper full texts and
citation networks) to produce summaries that con-
sist of sentences from papers’ own texts rather than
their citation summaries, making their task related
to but different to ours.

2.2 Data
The experiments and evaluations presented here
have been based on Qazvinian’s single paper sum-
marisation corpus1. The dataset consists of 25
highly cited papers in the ACL Anthology Network
(AAN) (Radev et al., 2009) from 5 different do-
mains: Dependency Parsing (DP), Phrase Based
Machine Translation (PBMT), Text Summarisation
(SUM), Question Answering (QA) and Textual En-
tailment (TE). There are two files provided for each
paper: a citation summary file containing all citing
sentences to it, and a manually constructed key fact
file containing its main contributions hand picked
by human annotators after reading the citation sum-
mary. The manual annotation has been performed
independently by annotators, and a phrase needed to
be marked by at least 2 annotators to be qualified as
capturing a paper’s key fact (Qazvinian and Radev,
2008). This corpus represents a gold standard in re-
search paper summarisation and it has been widely
used in system evaluations (Qazvinian and Radev,
2008; Qazvinian et al., 2010).

3 Our Approach

In this section, we first introduce our quantitative
statistical method to automatically construct a key-
word profile of a paper and statistically capture a
paper’s main contributions in terms of words from
its citation summary. We then discuss how we con-
struct a keyword profile language model. Finally, we
elaborate on how we cast the task of sentence selec-
tion from the citation summary as language model
divergence based IR in a probabilistic framework.

3.1 Paper Keyword Profile
As indicated in Section 1, the citation summary of a
paper can be deemed a collective review of its con-
tributions. Therefore, the main contributions of a

1http://www-personal.umich.edu/˜vahed/
data.html
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paper are salient keywords, those keywords which
are commonly used by its citers to refer to it and
are statistically over-represented in the paper’s cita-
tion summary w.r.t. the overall distribution of such
words across other papers’ citation summaries. Put
another way, the salience of a word in characteris-
ing a paper’s main contributions is qualified along
over-representedness and exclusiveness dimensions.
Clearly, a proper statistical model of words distribu-
tion is required in order to measure words’ salience
in a paper’s citation summary. Consider five papers,
D1, . . . , D5 with citation summaries CS1, . . . , CS5.
We aim at identifying salient keywords from D1’s
citation summary CS1, that map to D1’s main con-
tributions. To decide whether a word W is a charac-
terising keyword of D1, we first collect all n citing
sentences containing W from CS1, . . . , CS5; sup-
pose there are n = 20 of them. Then for each citing
sentence S amongst those 20, we perform the binary
test: success iff S belongs to CS1. Suppose that there
are k = 18 successes and 2 failures. This represents
a surprising observation: one would expect a word
of no characterising power to appear in roughly the
same number of sentences in CS1, . . . , CS5, assum-
ing all citation summaries have the same number of
sentences2. So one would heuristically conclude that
W is a good candidate keyword for D1, a keyword
that is likely to represent a main contribution.

The previous process can be abstracted as sam-
pling without replacement from a finite set whose
elements can be classified into mutually exclusive
binary categories, which itself follows a Hypergeo-
metric distribution. Let N be the total number of
citing sentences in citation summaries for papers be-
longing to collection C, K be the number of sen-
tences in paper D’s citation summary, n be the to-
tal number of citing sentences containing a certain
word W , and X be the number of citing sentences
containing W in D’s citation summary. The proba-
bility of observing exactly k citing sentences in D’s
citation summary containing W is:

H(X=k|N,K,n)=
(K

k )(N�K
n�k )

(N
n)

(1)

We can then calculate a p-value to the observed
number of x citing sentences in D’s citation sum-
mary that contain word W using the Hypergeomet-
ric test, which in turn is used to measure word W ’s
salience in characterising D’s main contributions:

S(W )
def
= P (X�x)=1�Px�1

i=0 H(X=i|N,K,n)) (2)
2This assumption is only made to simplify the discussion.

The smaller the value of S(W ), the more salient W
is. Also, words not appearing in D’s citation sum-
mary have a maximum p-value of 1.0, and common
words appearing in many papers’ citation summaries
are expected to have larger p-values than words that
are more exclusively used when citing paper D.

It is worth pointing out that the above formulation
can be equivalently expressed as applying the one-
tailed Fisher’s exact test to measure strengths of sta-
tistical associations between words and paper’s ci-
tation summaries at the sentence level. Our choice
of this statistical procedure has been informed by
(Moore, 2004). Prior to this work, Dunning (1993)
was pointing out that some commonly used meth-
ods such as the Pearson’s �2 test are inappropriate
for measuring textual associations due to the fact
that the underlying normality assumption is usu-
ally violated in textual data. He was subsequently
introducing the log-likelihood ratio test (LLR) and
showing that it can yield more reliable results. The
LLR was then and has since been widely adopted
in statistical NLP as a measure of strength of as-
sociation (Moore, 2004). For instance, Lin and
Hovy (2000) successfully applied LLR in mining
“topic signatures” of pre-classified document col-
lections. But to further verify LLR’s validity ap-
plied to rare events, Moore (2004) performed an em-
pirical study comparing results obtained using LLR
and Fisher’s exact test on bilingual word association
and found that albeit being a good approximation to
Fisher’s exact test, LLR can still introduce a sub-
stantial amount of error and the author went on to
advocate the use of Fisher’s exact test where com-
putationally feasible. Recall that we measured as-
sociational strengths at the sentence level. This re-
sulted in marginal frequencies in the order of only
hundreds for Qazvinian’s small corpus. We there-
fore followed this empirical advice and used the one-
tailed Fisher’s exact test (i.e., Hypergeometric test)
as our measure of textual association to perform key-
word profiling of a scientific paper.

To obtain a set of keywords likely to map to a
paper’s main contributions, one can simply sort all
words according to their statistical significance and
pick the top few (e.g., 10 words with the smallest p-
values). A more statistically tenable scheme would
be to identify the keywords of a paper as all words
appearing in its citation summary with p-values be-
low some significance level. A technicality here is
that in the identification of keywords, multiple Hy-
pergeometric tests have been performed. For exam-
ple, all unique words that appeared in the collection
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of citation summaries have been individually tested
for their salience in a target paper’s citation sum-
mary in succession. The significance level used to
qualify a word as a keyword thus requires correction
for multiple tests to reduce type I errors. However,
we shall show that the rigid statistical significance is
not crucial in our subsequent building of a keyword
language model for a paper, and so we did not per-
form multiple tests corrections, but simply used the
raw p-values in subsequent analysis.

Another technicality is special handling of cita-
tion anchors. Cited authors’ names, almost system-
atically appearing in citing sentences, are bound to
be identified as salient keywords. We thus substi-
tuted all citation anchors appearing in a paper’s cita-
tion summary with the pseudo token “targetanchor”
if they refer to the target paper, and “otheranchor” if
they refer to other co-cited papers.

Furthermore, our keyword profiling approach al-
lows for a flexible control of the level of selective-
ness in its statistical procedure through the choice
of the benchmarking collection C. For example,
we can choose to use a heterogeneous collection of
papers covering multiple domains. Words that are
salient in characterising a domain may then evalu-
ate to a high salience for a paper in C on that do-
main (e.g., word “parsing” for domain Dependency
Parsing (DP)). We can also choose C to be a homo-
geneous collection of papers from the same domain.
Only words that are salient in characterising a sin-
gle paper will then be evaluated to a high salience
for that paper (e.g., if C is on DP, “parsing” will
not show up as a salient word for any paper in C).
Recall from Section 2.2 that we use as data papers
from five domains. We exploited the homogeneity
of this data and performed keyword profiling intra-
domain. This effectively made the keyword profil-
ing all the more selective that the keywords identi-
fied for a paper only characterise its unique contribu-
tions w.r.t. its domain, using five highly cited papers.
We shall show in the next section that it is this high
selectiveness in keyword profiling that bestows our
approach its high discriminative power.

For paper P05-1013, Table 2 lists the top 10 key-
words identified from its citation summary using
our method, while Table 1 lists the humanly se-
lected gold standard key facts (Qazvinian and Radev,
2008). It can be seen that our method is highly ef-
fective in identifying the paper’s main contributions
which closely mirror those picked by human experts.
We term our word list ranked by p-values the key-
word profile of the paper; it statistically and objec-

tively captures words’ salience (measured along the
dimensions of over-representedness and exclusive-
ness) in characterising the paper’s main contribu-
tions using the statistical surprise given by Hyper-
geometric tests. While only unigram keywords were
considered here, our method can be easily extended
to cope with higher order n-gram “key phrases”.
This is left for future work.

Fact id Fact Occurence Pyramid
tier

1

non-projective 15

19

pseudo-projective 6
projectivizing 1
projective graphs 1
projectivization
transformation 1

4 czech 6 8swedish 5

2 data-driven 4 6training data 2
5 maltparser 4 4

3 nonterminal categories
in constituency 1 1

Table 1: Gold standard key facts of P05-1013 (Qazvinian
and Radev, 2008) ordered by importance. The pyramid
tier might not be the sum of the occurrences of facts, as
multiple facts can appear in the same sentence.

Salience rank Word P-value
1 non-projective 1.54e-08
2 pseudo-projective 5.61e-06
3 transformation 4.47e-05
4 transformations 1.26e-04
5 maltparser 3.48e-04
6 swedish 7.53e-04
7 danish 1.56e-03
8 following 2.64e-03
9 arcs 2.64e-03

10 dependencies 4.43e-03

Table 2: Extracted keywords for P05-1013, ranked by de-
creasing Hypergeometric test significance.

3.2 Keyword Profile Language Model
Each sentence in a paper’s citation summary covers
keywords (possibly none) that map to the paper’s
main contributions. Intuitively, a good summarisa-
tion should be short, and consist of citing sentences
that maximise keywords coverage w.r.t. an arbitrar-
ily imposed summary length limit (Qazvinian and
Radev, 2008). A good summariser should thus pick
citing sentences that contain as many non-redundant
keywords as possible. We have shown in the last sec-
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tion that not all keywords are of equal importance,
so a good summariser should favour sentences cov-
ering the most important ones. Intuitively, the key-
word profile of a paper containing valuable informa-
tion on words’ salience in characterising the paper’s
main contributions should be utilised to drive such a
discriminative sentence selection process.

Based on the previous considerations, we use a
paper’s keyword profile to build a discriminative un-
igram language model that directly encodes words’
salience as pseudo generative probabilities to facili-
tate the seamless incorporation of such information
into a generic probabilistic framework. More specif-
ically, we directly translate words’ salience (in the
form of p-values) into a discriminative unigram lan-
guage model of a paper that assigns high probabili-
ties to its characterising keywords. The pseudo gen-
erative probability of word W according to a paper
D’s keyword profile language model Mkp is:

P (W |Mkp)=� 1
Z

log(S(W )) (3)

where S(W ) denotes the salience of word W in
characterising paper D calculated using (2), and Z
is a normalisation factor. An intuitive interpreta-
tion of (3) is to deem � log(S(W )) a pseudo word
count of W , where more salient words have higher
pseudo counts; this makes Z the total length of the
pseudo document generated from the paper’s key-
word profile. We disregard actual word counts to
make the keyword profile language model directly
encode words’ salience. Also, in the previous step,
keyword profiling had already implicitly taken such
information into account, providing another justifi-
cation for this design decision. Table 3 shows a
miniature example to illustrate how a keyword pro-
file language model is built. In this example, W5

is automatically eliminated from the resulting lan-
guage model because it has lowest salience in char-
acterising the imaginary document. Any word S
with salience value S(W ) close to but strictly less
than 1.0 would still have a tiny pseudo probability in
the resulting keyword profile language model (e.g.,
W4). Words with low salience are not necessarily
stop words (e.g., W4 and W5), and neither is the
reverse true: a content word can possibly be used
across the document collection and thus evaluate to
a very low salience (and so have a nul or low pseudo
generative probability in the resulting keyword pro-
file language model) for the document under con-
sideration. For example, “parsing” would have a low
salience for any paper in a collection on Dependency
Parsing. It can be seen that our method amounts to

a highly adaptive data driven term weighting frame-
work. For brevity, from now on, we use KPLM to
refer to keyword profile language model.

Word Salience
S(W )

Pseudo count
� log(S(W ))

P (W |Mkp)

W1 0.01 4.61 0.605
W2 0.10 2.30 0.303
W3 0.50 0.69 0.091
W4 0.99 0.01 0.001
W5 1.00 0.00 0.000

Table 3: Keyword profile language model built for an
imaginary document consists of only 5 distinct words.

Although implicitly conveyed in the formulation
of KPLM above, it should be made clear that the
KPLM is a pseudo language model that encodes
words’ salience in the form of pseudo generative
probabilities, which functions as a language model,
yet should not be interpreted as a true language
model under the traditional definition. A traditional
unigram language model is constructed using the
actual term frequencies in the document, the re-
sulting model capturing generative probabilities. In
contrast, the KPLM of a document is built using
pseudo term frequencies that directly encode words’
salience in characterising a document’s contents,
measured using a sophisticated quantitative statisti-
cal procedure. It can thus be interpreted as a proba-
bilistic description of the document’s keywords with
significantly boosted discriminative power. Having
clarified the nature of KPLM, we treat it as a lan-
guage model in the rest of the paper.

3.3 KPLM Based Summarisation
3.3.1 Sentence Selection

The KPLM of a paper is a discriminative gen-
erative model that incorporates words’ salience in
characterising a paper’s main contributions. It thus
represents an effective language model from which
a model citing sentence covering the paper’s main
contributions could be sampled from3. So by mea-
suring the statistical surprise between the realistic
language model estimated from each citing sentence
with the KPLM of a paper, we can select the set
of citing sentences that conform best to the optimal
model given by the the KPLM and build a sum-
mary that well captures keywords. More specifi-
cally, we adopt the negative cross entropy retrieval
model (Zhai, 2008), use the KPLM of a paper as the

3A pseudo citing sentence sampled from KPLM in this man-
ner would simply be a bag of words, not a grammatical sen-
tence. So here “model” has the favour of keywords coverage.
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sole document model, and measure the cross entropy
of multiple query models from it (one for each citing
sentence in that paper’s citation summary). Citing
sentences whose Maximum Likelihood Estimation
(MLE) language models are closest to the paper’s
KPLM are taken as building blocks of the summary.

Formally, let S be a citing sentence and let
c(W, S) denote the number of occurrences of word
W in S. The MLE language model Mmle of S is the
relative frequency of word W in S:

P (W |Mmle)=
c(W,S)

|S| (4)

Subsequently, the score for a citing sentence S is
given by its negative cross entropy with the Mkp:

Score(S)=�H(Mmle ||Mkp)

=
P

W2V P (W |Mmle) log(P (W |Mkp)) (5)

The larger a citing sentence’s score, the closer it is
to the cited paper’s KPLM, thus the higher the citing
sentence would be ranked. To summarise a paper,
one can just pick the top k ranked citing sentences
where k is the imposed summary length limit.

We are not the first to cast the task of summarisa-
tion as document retrieval. Mei and Zhai (2008) pi-
oneered in utilising language models and divergence
based IR to select sentences to build summaries.
While similar in the fundamental methodology, our
approach should be distinguished from this work.
First, Mei and Zhai cast the task as ad-hoc retrieval,
using the “impact language model” of a paper as sole
query, while the paper’s sentences are treated as doc-
uments whose Kullback-Leibler divergence (Kull-
back and Leibler, 1951) with the query model is
measured in turn. Estimating reliable language mod-
els for short documents is challenging due to data
sparseness and thus requires prudent smoothing. We
purposefully reversed the roles of sentence model
and document model, using the shorter sentences
as queries and measuring their cross entropy with
a sole document model (the KPLM)4. This repre-
sents a more natural formulation resulting in sim-
pler language models that require fewer parame-
ter estimations. Second, while the impact language
model in (Mei and Zhai, 2008) is partially weighted

4Kullback-Leibler divergence, used in (Mei and Zhai, 2008),
is unsuitable to our task, as it is not formalised as ad-hoc re-
trieval (i.e., single query, multiple documents). Instead we com-
pare multiple query models (MLE’s of citing sentences) to a
single document model (KPLM of the cited paper), making KL-
divergence scores not comparable due to query specific entropy
terms. See (Zhai, 2008) for a detailed analysis.

using citing paper authority and sentence proxim-
ity to the citation anchor in the citing paper, it is
still largely based on actual word occurrences. In
contrast, KPLM directly models words’ salience in
characterising a paper’s main contributions using its
keyword profile, with expectedly more discrimina-
tive power. Last, Mei and Zhai’s estimation of an
impact language model for a paper assumes the reli-
able estimation of its citing papers’ authority, which
cannot always be guaranteed, for example when a
paper receives citations from new papers that them-
selves have not been cited enough. Furthermore,
while a citation network can be unavailable, the es-
timation of KPLM requires only the citation sum-
maries of papers, which is arguably more robust.

3.3.2 Top Sentence Re-ranking
As discussed in Section 3.2, a good summary

should capture the most salient keywords of a pa-
per, but also cover as many non-redundant keywords
as possible. A summary built using our method is
likely to contain citing sentences that concentrate on
and repetitively cover salient keywords of the target
paper, which may fall short in keywords diversity.
Indeed, we can see in the top part of Table 4 that
the summary of paper P05-1012 repetitively covers
a single keyword, “Minimum Spanning Tree”, while
it fails to capture other key concepts.

To leverage the diversity in keywords captured in
a summary, a simple heuristic is to select the next
sentence from a pool of top ranked sentences least
similar to the existing summary. From an informa-
tion theoretic point of view, this amounts to choos-
ing the next sentence that carries the most extra in-
formation (i.e., statistical surprise), w.r.t. the current
contents of the summary. This formulation intu-
itively suggests that cross entropy, as a natural mea-
sure of statistical surprise, could again be employed.

We first need to abstract a citing sentence and the
citation summary into probabilistic distributions be-
fore their cross entropy can be measured. Again we
use unigram language modelling. Since both texts
are small in size, data sparseness becomes a ma-
jor issue, as nul dimensions in the MLE language
models would make cross entropy not measurable.
Smoothing as a way to alleviate data sparseness is
thus required. Another issue that also arises from
the texts’ small size is the non-negligible amount of
cross entropy contributed from non-content words in
both texts (English stop words plus the two pseudo
tokens: “targetanchor” and “otheranchor”). We
therefore remove those non-content words prior to
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language model construction to eliminate their noise
in the cross entropy calculation. Experiments did
support this design decision, and better results have
been achieved with non-content words removed.

We perform Dirichlet Prior Smoothing (Zhai and
Lafferty, 2001) to both the citing sentence MLE and
the summary MLE using the KPLM of the paper as
a background model using a Dirichlet Prior (DP) of
20. The choice of 20 has been based on the obser-
vation that citing sentences are short (32 words on
average) and a large DP is prone to generate overly
smoothed language models that are dominated by
the KPLM, thus lack discriminative power. Here we
choose to use this empirically selected DP parameter
without attempting to fine-tune it for best results.

In summary, we implement a top sentence re-
ranking heuristic that iteratively selects the next sen-
tence to be appended to the existing summary whose
smoothed language model is with the largest cross
entropy (so it contains most extra information) with
a smoothed language mode built for the summary
at its current stage. We shall demonstrate how our
top sentence re-ranking method introduces a major
performance boost in the next section. For a quick
inspection of the effectiveness of this method, com-
pare the summaries constructed for paper P05-1012
with and without sentence re-reranking in Table 4.
It shows that the summary constructed with sen-
tence re-ranking covers key facts more comprehen-
sively. The pseudo code for our re-ranking strategy
is shown in Algorithm 1. It adopts a straightforward
re-ranking approach that simply uses the top k+5 re-
trieved citing sentences in the previous step as the
candidate pool; at each iteration, it selects the best
sentence based on its cross entropy with the sum-
mary at the current stage. A more sophisticated re-
ranking method is to combine the two cross entropy
scores in some way (e.g., Maximal Marginal Rele-
vance (Carbonell and Goldstein, 1998)) so that the
final score for a citing sentence reflects its value in
capturing salient keywords that have not yet been in-
cluded in the summary. We leave the study of a more
sophisticated re-ranking scheme for future work.
4 Experimental Setup

4.1 Evaluation Method
Following Qazvinian et al. (2008; 2010), we use the
pyramid method (Nenkova and Passonneau, 2004)
at sentence level to evaluate our system’s perfor-
mance. The pyramid score is a fact-based eval-
uation method that has been especially popular in
evaluating extractive summarisation systems. It has

Algorithm 1 Top Sentence Re-ranking
1: function TOPSENTENCERERANKER
2: k  summary length limit
3: top sent top k plus 5 sents[0]
4: es top sent
5: cp top k plus 5 sents - top sent
6: for s in cp do
7: cp lms[s] DPSmoothed(s)
8: for i = 2 to k do
9: es lm DPSmoothed(es)

10: s argmaxs2cp(CE(cp lms||es lm))
11: es es + s
12: cp cp� s
13: cp lms cp lms� cp lms[s]

return es

been widely adopted because it incorporates both
fact coverage and fact importance into the scoring
process, which resonates well with the goals of sum-
marisation (Qazvinian et al., 2010). More specifi-
cally, the pyramid method scores a summary using
the ratio between the total facts weights of the facts
it covers and that of an optimal summary. First a fact
weights pyramid is built using some facts weighting
method and each fact is subsequently put into its per-
spective pyramid tier. Qazvinian et al. (2008; 2010)
built a weights pyramid for each paper and assigned
each humanly discovered fact into a tier according
to the number of citing sentences the fact occurs in
that paper’s citation summary. For example, fact fi

appearing in |fi| citing sentences in the citation sum-
mary of paper D is assigned to the tier T|fi| in D’s
fact weights pyramid PD. Let Fi denotes the num-
ber of facts in the summary ES in tier Ti of PD. The
total facts weights ES covers is calculated as:

W (ES)=
Pn

i=1 i·Fi (6)

where n is the highest tier of PD. Let ESoptimal

be the optimal summary for D w.r.t. the summary
length limit (ESoptimal can be found using heuristic-
driven exhaustive search). The pyramid score for
ES is finally calculated as:

Score(ES)=W (ES)/W (ESoptimal ) (7)

Note again that we used exactly the same corpus
and evaluation method as in (Qazvinian and Radev,
2008; Qazvinian et al., 2010), which makes our re-
sults directly comparable to those described in those
papers. Furthermore, both papers report on perfor-
mance of various baseline methods which are also
directly comparable to ours (see next section). We
compare our results with the current state-of-the-
art; readers are encouraged to refer to (Qazvinian
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Rank Summary
KPLM without sentence re-ranking (Pyramid score: 0.23)

1 3.1 decoding mcdonald et al (2005b) use the chu-liuedmonds (cle) algorithm to solve the maximum spanning tree problem.
2 thus far, the formulation follows mcdonald et al (2005b) and corresponds to the maximum spanning tree (mst) problem.

3 while we have presented signi cant improvements using additional constraints, one may won5even when caching
feature extraction during training mcdonald et al (2005a) still takes approximately 10 minutes to train.

4 we have successfully replicated the state-of-the-art results for dependency parsing (mcdonald et al, 2005a) for both
czech and english, using bayes point machines.

5 the search for the best parse can then be formalized as the search for the maximum spanning tree (mst)
(mcdonald et al, 2005b).

KPLM with sentence re-ranking (Pyramid score: 0.73)
1 3.1 decoding mcdonald et al (2005b) use the chu-liuedmonds (cle) algorithm to solve the maximum spanning tree problem.

2 to learn these structures we used online large-margin learning (mcdonald et al, 2005) that empirically provides
state-of-the-art performance for czech.

3 while we have presented signi cant improvements using additional constraints, one may won5even when caching
feature extraction during training mcdonald et al (2005a) still takes approximately 10 minutes to train.

4 mcdonald et al (2005a) introduce a dependency parsing framework which treats the task as searching for the
projective tree that maximises the sum of local dependency scores.

5 we take as our starting point a re-implementation of mcdonald’s state-of-the-art dependency parser (mcdonald et al, 2005a).

Table 4: Summaries of paper P05-1012 produced using KPLM. Key facts in citing sentences are highlighted and OCR
and sentence segmentation errors have been retained as they originally appeared in the corpus.

and Radev, 2008; Qazvinian et al., 2010) for cross-
referencing results from a broader set of systems.

4.2 Results and Discussion
Table 5 shows the pyramid score evaluation re-
sults for the 25 papers. To facilitate comparison
and cross-referencing, the table has been format-
ted as close as possible to Table 7 in (Qazvinian
and Radev, 2008) with figures in the Gold and C-
LexRank columns directly copied over. Note that a
Gold pyramid score less than 1 suggests that there
are more facts than can be covered using k sen-
tences for that paper’s citation summary. It can
be seen that KPLM based summarisation achieves
quite comparable results (especially in terms of the
median score) with C-LexRank, even without top
sentence re-ranking. When the re-ranking is intro-
duced, our system outperforms the current state-of-
the-art C-LexRank by a measurable margin. Al-
beit the perceived differences in the results, a one-
tailed Wilcoxon signed-rank test indicated that our
results are not statistically superior at significance
level 0.05 (Z=-1.22, P=0.11). A power analysis re-
veals that in order to achieve a statistically signif-
icant result on this small sample of 25 papers, a
system would need to score a medium to large ef-
fect size (Cohen’s d > 0.53), which is a challenging
task considering C-LexRank’s strong baseline per-
formance. We hope this analysis can inform future
studies using Qazvinian’s 25 papers corpus. Never-
theless, it should be pointed out that our approach
is not only substantially simpler than C-LexRank, it
also yields more interpretable results.

We know of a more recent set of results reported
in (Qazvinian et al., 2013), which again confirmed

C-LexRank’s state-of-the-art status with a mean
pyramid score of 0.799 (cf. Table 6 in (Qazvinian
et al., 2013)). However those results are not com-
parable with ours for the following reasons. First,
Qazvinian et al. (2013) used a slightly different cor-
pus with 30 papers (5 extra papers from the Condi-
tional Random Field domain). Second, results were
based on a summary length limit of 200 words, so
roughly equivalent to 6.3 sentences per paper, giv-
ing evaluations an extra edge. Both changes boosted
system performance in those evaluations, as evi-
denced by comparing Table 7 in (Qazvinian and
Radev, 2008) and Table 6 in (Qazvinian et al., 2013).

Qazvinian et al. (2010) used the same corpus and
evaluation method as our work; however the re-
sults have been presented as box plots (cf. Figure 1
in (Qazvinian et al., 2010)) from which only the five-
number summary (i.e., minimum, lower quartile,
median, upper quartile and maximum) of the pyra-
mid scores can be reconstructed and consequently
no significance test can be performed. Compared
with the best performing variants of the system de-
vised in (Qazvinian et al., 2010) based on unigrams,
bigrams and trigrams, our system (KPLM+TSR)
achieves a higher median score (0.86 vs. 0.80), as
well as a lower score variation across the 25 papers.

An arbitrarily imposed constraint in the eval-
uations is the summary length limit, which may
be changed to suit a specific application context.
The summarisation task becomes increasingly more
challenging when summary length limit is further
tightened as this would require a summariser to pin-
point the best sentences from a potentially large cita-
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DP

C96-1058
P97-1003
P99-1065
P05-1013
P05-1012

1.00
1.00
0.94
1.00
0.95

0.73
0.40
0.67
0.67
0.62

0.33
0.79
0.62
0.66
0.23

0.56
0.79
0.76
0.66
0.73

PBMT

N03-1017
W03-0301
J04-4002
N04-1033
P05-1033

0.96
1.00
1.00
1.00
1.00

0.64
1.00
0.48
0.85
0.85

0.60
0.80
0.86
0.57
0.97

0.60
0.80
0.89
0.86
0.97

SUMM

A00-1043
A00-2024
C00-1072
W00-0403
W03-0510

1.00
1.00
1.00
1.00
1.00

0.95
0.60
0.93
0.70
0.83

0.50
0.60
0.87
0.81
1.00

0.50
0.60
0.93
0.54
1.00

QA

A00-1023
W00-0603
P02-1006
D03-1017
P03-1001

1.00
1.00
1.00
1.00
1.00

0.86
0.60
0.87
0.85
0.59

0.88
0.44
0.93
0.70
0.94

1.00
0.94
0.93
0.90
0.44

TE

D04-9907
H05-1047
H05-1079
W05-1203
P05-1014

1.00
1.00
1.00
1.00
1.00

0.94
1.00
0.56
0.71
0.78

0.77
0.83
0.78
1.00
0.89

0.91
0.83
0.89
1.00
1.00

Mean 0.99 0.75 0.73 0.80
Median 1.00 0.73 0.79 0.86

Table 5: Summary pyramid score evaluation results with
summary length limit k = 5.

tion summary. A desirable property of a good sum-
mariser is thus the ability in maintaining its perfor-
mance while the task becomes increasingly demand-
ing. To further evaluate KPLM’s performance un-
der increasingly more stringent summary length lim-
its, we gathered the pyramid scores with summary
length limit k decreasing from 5 to 1 and visualised
the results in Figure 1. We can see that KPLM’s
performance decays quite gracefully as more strin-
gent limits are imposed. Even under the harshest
constraint with the summary length limit sets to 1,
our system still managed a mean pyramid score of
close to 0.6 across the 25 papers. Indeed, it can
be seen that the variance in pyramid scores gradu-
ally spreads wider (the dark band in the figure marks
out 95% confidence interval of the mean scores), but
this phenomenon is expected as the error margin also
shrinks along with the summary length limit.

5 Conclusion and Future Work

We designed a statistical framework to summarise
scientific papers, using methods rooted in quanti-
tative statistics and information theory. We first
built a keyword profile for a paper using a quan-
titative statistical method that captures its charac-
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Figure 1: Pyramid scores of KPLM+TSR under different
summary length limits.

terising keywords that are both overly represented
and relatively exclusively used in the paper’s cita-
tion summary. We then used the keyword profile
of a paper to build a discriminative pseudo unigram
language model that directly incorporates words’
salience in characterising a paper’s main contribu-
tions into pseudo generative probabilities. Based on
the fact that a paper’s KPLM represents an effec-
tive language model from which pseudo citing sen-
tences with good coverage of important keywords
could be sampled, we cast the task of summarisa-
tion as language model divergence based IR. Finally,
we implemented an information-driven sentence re-
ranking algorithm that can effectively leverage di-
versity in keyword coverage in summaries produced.
Experimental results show that our approach outper-
forms the current state-of-the-art systems in scien-
tific paper summarisation, which is also with good
resilience to more stringent summary length limits.

In the future, we plan to extend our approach to
higher order n-grams and see whether larger infor-
mation units (phrases) would help boost summarisa-
tion performance. We also plan to apply our method
to the problem of multi-document summarisation. In
particular, we are very interested to test our system’s
performance on automatically generating a technical
survey of a scientific paradigm, which thanks to the
authors of (Mohammad et al., 2009; Qazvinian et al.,
2013), has been established as a well-defined task
with high-quality open data. Finally, while we have
shown that our approach is effective in summarising
a scientific paper’s major contributions using its cita-
tion summary text, further experiments are required
to test our method’s effectiveness on more generic
summarisation tasks and texts genres.
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Erkan, Güneş and States, David and Radev, Dragomir.
2008 Blind men and elephants: What do citation sum-
maries tell us about a research article?. Journal of the
American Society for Information Science and Tech-
nology, vol. 59, no. 1, pp. 51–62.

Kullback, S. and Leibler, R. A. 1951 On information
and sufficiency. The Annals of Mathematical Statis-
tics, vol. 22, no. 1, pp. 79–86.

Mei, Qiaozhu and Zhai, Chengxiang. 2008 Generating
impact-based summaries for scientific literature. In
Proceedings of the ACL, pp. 816–824.

Mohammad, Saif and Dorr, Bonnie and Egan, Melissa
and Hassan, Ahmed and Muthukrishan, Pradeep and
Qazvinian, Vahed and Radev, Dragomir and Zajic,
David. 2009 Using citations to generate surveys
of scientific paradigms. In Proceedings of the HLT-
NAACL, pp. 584–592.

Nenkova, Ani and Passonneau, Rebecca. 2004 Evaluat-
ing content selection in summarization: The pyramid
method. In Proceedings of the HLT-NAACL, pp. 145–
152.

Qazvinian, Vahed and Radev, Dragomir. 2008 Scien-
tific paper summarization using citation summary net-
works. In Proceedings of the 22nd International Con-
ference on Computational Linguistics, pp. 689–696.

Qazvinian, Vahed and Radev, Dragomir and Özgür, Arzu-
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Abstract

Automatic headline generation is a sub-task
of document summarization with many re-
ported applications. In this study we present
a sequence-prediction technique for learning
how editors title their news stories. The intro-
duced technique models the problem as a dis-
crete optimization task in a feature-rich space.
In this space the global optimum can be found
in polynomial time by means of dynamic pro-
gramming. We train and test our model on an
extensive corpus of financial news, and com-
pare it against a number of baselines by us-
ing standard metrics from the document sum-
marization domain, as well as some new ones
proposed in this work. We also assess the
readability and informativeness of the gener-
ated titles through human evaluation. The ob-
tained results are very appealing and substan-
tiate the soundness of the approach.

1 Introduction

Document summarization, also known as text sum-
marization, is the process of automatically abridging
text documents. Although traditionally the final ob-
jective of text summarization is to produce a para-
graph or abstract that summarizes a rather large col-
lection of texts (Mani and Maybury, 1999; Das and
Martins, 2007; Nenkova and McKeown, 2012), the
task of producing a very short summary comprised
of 10–15 words has also been broadly studied. There
have been many reported practical applications for
this endeavor, most notably, efficient web browsing

∗Work done during an internship at Yahoo Labs.

on hand-held devices (Buyukkokten et al., 2001),
generation of TV captions (Linke-Ellis, 1999), dig-
itization of newspaper articles that have uninforma-
tive headlines (De Kok, 2008), and headline gener-
ation in one language based on news stories written
in another (Banko et al., 2000; Zajic et al., 2002).

In general terms, a headline of a news article can
be defined as a short statement that gives a reader
a general idea about the main contents of the story
it entitles (Borko and Bernier, 1987; Gattani, 2007).
The objective of our study is to develop a novel tech-
nique for generating informative headlines for news
articles, albeit to conduct experiments we focused
on finance articles written in English. In this work
we make a number of contributions concerning sta-
tistical models for headline generation, training of
the models, and their evaluation, specifically:

• We propose a model that learns how an edi-
tor generates headlines for news articles, where
a headline is regarded as a compression of
its article’s text. Our model significantly dif-
fers from others in the way it represents pos-
sible headlines in a feature-rich space. The
model tries to learn how humans discern be-
tween good and bad compressions. Further-
more, our model can be trained with any mono-
lingual corpus consisting of titled articles, be-
cause it does not request special conditions on
the headlines’ structure or provenance.

• We suggest a slight change of the Mar-
gin Infused Relaxed Algorithm (Crammer and
Singer, 2003) to fit our model, which yields bet-
ter empirical results.
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• We present a simple and elegant algorithm that
runs in polynomial time and finds the global
optimum of our objective function. This rep-
resents an important advantage of our pro-
posal because many former techniques resort to
heuristic-driven search algorithms that are not
guaranteed to find the global optimum.

• With the intention of overcoming several prob-
lems suffered by traditional metrics for auto-
matically evaluating the quality of proposed
headlines, we propose two new evaluation met-
rics that correlate with ratings given by human
annotators.

2 Related work

There has been a significant amount of research
about headline generation. As noted by Gattani
(2007), it is possible to identify three main trends of
techniques broadly employed through different stud-
ies:

Rule-based approaches. These methods make
use of handcrafted linguistically-based rules for de-
tecting or compressing important parts in a docu-
ment. They are simple and lightweight, but fail at
exploring complex relationships in the text. The
most representative model for this group is the
Hedge Trimmer (Dorr et al., 2003).

Statistics-based approaches. These methods
make use of statistical models for learning correla-
tions between words in headlines and in the articles.
The models are fit under supervised learning envi-
ronments and therefore need large amounts of la-
belled data. One of the most influential works in this
category is the Naı̈ve Bayes approach presented by
Banko et al. (2000), and augmented in works such as
Jin and Hauptmann (2001; Zajic et al. (2002). The
use of statistical models for learning pruning-rules
for parse trees has also been studied, the most no-
table work on this area is presented in Knight and
Marcu (2001) and extended by Unno et al. (2006).

Summarization-based approaches. Headlines
can be regarded as very short summaries, therefore
traditional summarization methods could be adapted
for generating one-line compressions; the common
trend consists in performing multiple or combined
steps of sentence selection and compression (Ha-
jime et al., 2013; Martins and Smith, 2009). The

main problem with these approaches is that they
make use of techniques that were not initially
devised for generating compressions of less than
10% of the original content, which directly affects
the quality of the resulting summary (Banko et
al., 2000). It is noteworthy to highlight that most
of the modern summarization-based techniques
opt for generating headlines just by recycling and
reordering words present in the article, which also
raises the risk of losing or changing the contextual
meaning of the reused words (Berger and Mittal,
2000).

An area that deals with a target similar to headline
generation is multi-sentence compression, where its
objective is to produce a single short phrase that
abridges a set of sentences that conform a document.
The main difference between both practices is that
headline generation is more strict about the length of
the generated output, which should consist of about
eight tokens (Banko et al., 2000), whereas the latter
accepts longer results. One of the most recent and
competitive approaches for multi-sentence compres-
sion is described by Filippova (2010).

3 Background on sequence prediction

Sequence models have been broadly used for many
Natural Language Processing tasks, such as iden-
tification of sentence boundaries (Reynar and Rat-
naparkhi, 1997), named entity recognition (McCal-
lum and Li, 2003), part of speech tagging (Kupiec,
1992), dependency tree parsing (McDonald et al.,
2005), document summarization (Shen et al., 2007),
and single-sentence compression (McDonald, 2006;
Nomoto, 2007). These models are formalizations of
relationships between observed sequences of vari-
ables and predicted categories for each one. Math-
ematically, let X = {x1, x2, ..., xN} be a finite
set of possible atomic observations, and let Y =
{y1, y2, ..., yM} be a finite set of possible categories
that each atomic observation could belong to.

Statistical sequence models try to approximate a
probability distribution P with parameters φ capa-
ble of predicting for any sequence of n observations
x ∈ X n, and any sequence of assigned categories
per observation y ∈ Yn, the probability P (y|x;φ).
The final objective of these models is to predict the
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most likely sequence of categories ŷ ∈ Yn for any
arbitrary observation sequence, which can be ex-
pressed as:

ŷ = arg max
y∈Yn

P (y|x;φ)

There have been many proposals for modelling the
probability distribution P . Some of the most pop-
ular proposals are Hidden Markov Models (Rabiner
and Juang, 1986), local log-linear classifiers, Max-
imum Entropy Markov Models (McCallum et al.,
2000), and Conditional Random Fields (Lafferty et
al., 2001). The following two sections will briefly
introduce the latter, together with a widely used im-
provement of the model.

3.1 Conditional Random Fields (CRF)
As presented by Lafferty et al. (2001), CRF are
sequence prediction models where no Markov as-
sumption is made on the sequence of assigned cate-
gories y, but a factorizable global feature function is
used so as to transform the problem into a log-linear
model in feature space. Formally, CRF model the
probability of a sequence in the following way:

P (y|x;φ) =
exp{w · F (x,y)}

Z(x)

Where φ = {w} and w ∈ Rm is a weight vec-
tor, F : X n × Yn → Rm is a global feature func-
tion of m dimensions, and Z(x) is a normalization
function. Moreover, the global feature function is
defined in the following factored way:

F (x,y) =
n∑
i=1

f(x, i, yi-1, yi)

where f : X ∗×N+×Y×Y → Rm is a local feature
function. Due to this definition, it can be shown that
the decoding of CRF is equivalent to:

ŷ = arg max
y∈Yn

w · F (x,y)

Which is a linear classification in a feature space.
The fact that the local feature function f only de-
pends on the last two assigned categories allows the
global optimum of the model to be found by means
of a tractable algorithm, whereas otherwise it would
be necessary to explore all the |Y|n possible solu-
tions.

3.2 CRF with state sequences

Since CRF do not assume independence between as-
signed categories, it is possible to extend the local
feature function for enabling it to keep more infor-
mation about previous assigned categories and not
just the last category. These models are derived from
the work on weighted automata and transducers pre-
sented in studies such as Mohri et al. (2002). Let S
be a state space, s0 be a fixed initial empty state, and
let function g : S ×X ∗ ×N+ ×Y → S model state
transitions. Then the global feature function can be
redefined as:

F (x,y) =
n∑
i=1

f(x, i, si-1, yi), si = g(si-1,x, i, yi)

This slight change adds a lot of power to CRF be-
cause it provides the model with much more infor-
mation that it can use for learning complex relations.
Finally, the best candidate can be found by solving:

ŷ = arg max
y∈Yn

w ·
[

n∑
i=1

f(x, i, si-1, yi)

]
(1)

4 Model description: headlines as bitmaps

We model headline generation as a sequence predic-
tion task. In this manner a news article is seen as a
series of observations, where each is a possible to-
ken in the document. Furthermore, each observa-
tion can be assigned to one of two categories: in-
headline, or not in-headline. Note that this approach
allows a generated headline to be interpreted as a
bitmap over the article’s tokens.

If this set-up was used for a CRF model, the stan-
dard local feature function f(x, i, yi-1, yi) would
only be able to know whether the previous token
was taken or not, which would not be very infor-
mative. For solving the problem we integrate a state
sequence into the model, where a state s ∈ S holds
the following information:

• The last token that was chosen as part of the
headline.

• The part-of-speech tag1 of the second-to-last
word that was selected as part of the headline.

1We used the set of 45 tags from the Penn Treebank Tag-Set.
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• The number of words already chosen to be part
of the headline, which could be zero.

Therefore, the local feature function f(x, i, si-1, yi)
will not only know about the whole text and the cur-
rent token xi, whose category yi is to be assigned,
but it will also hold information about the headline
constructed so far. In our model, the objective of the
local feature function is to return a vector that de-
scribes in an abstract euclidean space the outcome
of placing, or not placing, token xi in the headline,
provided that the words previously chosen form the
state si-1. We decide to make this feature vector con-
sist of 23 signals, which only fire if the token xi is
placed in the headline (i.e., yi = 1). The signals can
be grouped into the following five sets:

Language-model features: they assess the gram-
maticality of the headline being built. The first fea-
ture is the bigram probability of the current token,
given the last one placed on the headline. The sec-
ond feature is the trigram probability of the PoS tag
of the current token, given the tags of the two last
tokens on the headline.

Keyword features: binary features that help the
model detect whether the token under analysis is a
salient word. The document’s keywords are calcu-
lated as a preprocessing step via TF-IDF weighting,
and the features fire depending on how good or bad
the current token xi is ranked with respect to the oth-
ers on the text.

Dependency features: in charge of informing the
model about syntactical dependencies among the to-
kens placed on the headline. For this end the depen-
dency tree of all the sentences in the news article are
computed as a pre-processing step2.

Named-entity features: help the system identify
named entities3 in the text, including those that are
composed of contiguous tokens.

Headline-length features: responsible for en-
abling the model to decide whether a headline is
too short or too long. As many previous studies re-
port, an ideal headline must have from 8 to 10 tokens
(Banko et al., 2000). Thus, we include three binary
features that correspond to the following conditions:
(1) if the headline length so far is less than or equal
to seven; (2) if the headline length so far is greater

2We use the Stanford toolkit for computing parse trees.
3We only use PER, LOC, and ORG as entity annotations.

than or equal to 11; (3) if the token under analysis is
assigned to the headline, which is a bias feature.

5 Decoding the model

Decoding the model involves solving equation (1)
being given a weight vector w, whose value stays
unchanged during the process. A naive way of solv-
ing the optimization problem would be to try all pos-
sible |Y|n sequence combinations, which would lead
to an intractable procedure. In order to design a
polynomial algorithm that finds the global optimum
of the aforementioned formula, the following four
observations must be made:

(1) Our model is designed so that the local fea-
ture function only fires when a token is selected for
being part of a headline. Then, when evaluating an
arbitrary solution y, only the tokens placed on the
headline must be taken into account.

(2) When applying the local feature function to
a particular token xi (assuming yi = 1), the result
of the function will vary only depending on the pro-
vided previous state si-1; all the other parameters are
fixed. Moreover, a new state si will be generated,
which in turn will include token xi. This implies that
the entire evaluation of a solution can be completely
modeled as a sequence of state transitions; i.e., it be-
comes possible to recover a solution’s bitmap from
a sequence of state transitions and vice-versa.

(3) When analyzing the local feature function at
any token xi, the amount of different states si-1 that
can be fed to the function depend solely on the to-
kens taken before, for which there are 2i-1 different
combinations. Nevertheless, because a state only
holds three pieces of information, a better upper-
bound to the number of possible reachable states is
equal to i2 × |PoS|, which accounts to: all possible
candidates for the last token chosen before xi, times
all possible combinations of total number of tokens
taken before xi, times all possible PoS tags of the
one-before-last token taken before xi.

(4) The total amount of producible states in
the whole text is equal to

∑n
i=1 i

2 × |PoS| =
O(n3 × |PoS|). If the model is also con-
strained to produce headlines containing no more
than H tokens, the asymptotic bound drops to
O(H × n2 × |PoS|).
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The final conclusion of these observations is as
follows: since any solution can be modelled as a
chain of state sequences, the global optimum can
be found by generating all possible states and fetch-
ing the one that, when reached from the initial state,
yields the maximum score. This task is achievable
with a number of operations linearly proportional
to the number of possible states, which at the same
time is polynomial with respect to the number of to-
kens in the document. In conclusion, the model can
be decoded in quadratic time. The pseudo-code in
algorithm 1 gives a sketch of a O(H × n2 × |PoS|)
bottom-up implementation.

6 Training the model: learning what
human-generated headlines look like

The global feature function F is responsible for tak-
ing a document and a bitmap, and producing a vec-
tor that describes the candidate headline in an ab-
stract feature space. We defined the feature function
so it only focuses on evaluating how a series of to-
kens that comprise a headline relate to each other
and to the document as a whole. This implies that
if h = {h1, h2, ..., hk} is the tokenized form of any
arbitrary headline consisting of k tokens, and we de-
fine vectors a ∈ X k+n and b ∈ Yk+n as:

a = {h1, h2, ..., hk, x1, x2, ..., xn}
b = {11, 12, ..., 1k, 01, 02, ..., 0n}

where a is the concatenation of h and x, and b is
a bitmap for only selecting the actual headline to-
kens, it follows that the feature vector that results
from calling the global feature function, which we
define as

u = F (a, b) (2)

is equivalent to a description of how headline h re-
lates to document x. This observation is the core of
our learning algorithm, because it implies that it is
possible to “insert” a human-generated headline in
the text and get its description in the abstract fea-
ture space induced by F . The objective of the learn-
ing process will consist in molding a weight vec-
tor w, such that it makes the decoding algorithm fa-
vor headlines whose descriptions in feature space re-
semble the characteristics of human-generated titles.

For training the model we follow the on-line
learning schemes presented by Collins (2002) and

Algorithm 1 Sketch of a bottom-up algorithm for find-
ing the top-scoring state s∗ that leads to the global op-
timum of our model’s objective function. It iteratively
computes two functions: π(i, l), which returns the set
of all reachable states that correspond to headlines hav-
ing token-length l and finishing with token xi, and α(s),
which returns the maximum score that can be obtained
by following a chain of state sequences that ends in the
provided state, and starts on s0.

1: //Constants.
2: H ← Max. number of allowed tokens in headlines.
3: n← Number of tokens in the document.
4: x← List of n tokens (document).
5: w ←Weight vector.
6: g ← State transition function.
7: f ← Local feature function.
8: s0 ← Init state.
9: //Variables.

10: π ← new Set<State>[n+ 1][H + 1]({})
11: α← new Float[|State|](−∞)
12: s∗ ← s0
13: //Base cases.
14: α(s0)← 0
15: for i in {0, ..., n} do
16: π(i, 0)← {s0}
17: //Bottom-up fill of π and α.
18: for l in {1, ...,H} do
19: for i in {l, ..., n} do
20: for j in {l − 1, ..., i− 1} do
21: for z in π(j, l − 1) do
22: s← g(z, x, i, 1)
23: sscore ← α(z) +w · f(x, i, z, 1)
24: π(i, l)← π(i, l) ∪ {s}
25: α(s)← max(α(s), sscore)
26: if α(s) > α(s∗) then
27: s∗ ← s

applied in studies that deal with CRF models with
state sequences, such as the dependency parsing
model of McDonald et al. (2005). The learning
framework consists of an averaged perceptron that
iteratively sifts through the training data and per-
forms the following error-correction update at each
step:

w∗ ← w + τ × (u− v̂), v̂ = F (x, ŷ)

whereu is the vector defined in equation (2), ŷ is the
result of solving equation (1) with the current weight
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vector, and τ ∈ R is a learning factor. We try three
different values for τ , which lead to the following
learning algorithms:

• Perceptron: τ = 1

• MIRA: τ = max
(
0, 1−w·(u−v̂)

||u−v̂||2
)

• Forced-MIRA: τ = 1−w·(u−v̂)
||u−v̂||2

The first value is a simple averaged perceptron as
presented by Collins (2002), the second value is a
Margin Infused Relaxed Algorithm (MIRA) as pre-
sented by Crammer and Singer (2003), and the third
value is a slight variation to the MIRA update. We
propose it for making the algorithm acknowledge
that the objective feature vector u cannot be pro-
duced from document x, and thus force an update
at every step. The reason for this is that if w · u >
w · v̂, then MIRA sets τ = 0, because an error was
not made (i.e. the human-generated headline got a
higher score than all of the others). Nevertheless,
we observed in our experiments that this behaviour
biases the process towards learning weights that ex-
ploit patterns that can occur in human-generated ti-
tles, but are almost never observed in the titles that
can be generated by our model, which hinders the
quality of the final headlines.

7 Automatic evaluation set-up

7.1 Evaluation metrics

For performing an automatic evaluation of the head-
lines generated by our system we follow the path
taken by related work such as Zajic et al. (2004) and
use a subset of the ROUGE metrics for comparing
candidate headlines with reference ones, which have
been proven to strongly correlate with human evalu-
ations (Lin, 2003; Lin, 2004).

We decide to use as metrics ROUGE-1, ROUGE-
2, and ROUGE-SU. We also propose as an experi-
mental new metric a weighted version of ROUGE-
SU, which we name ROUGE-WSU. The rationale of
our proposal is that ROUGE-SU gives the same im-
portance to all skip-bigrams extracted from a phrase
no matter how far apart they are. We address the
problem by weighting each shared skip-gram be-
tween phrases by the inverse of the token’s average

gap distance. Formally:

Sim(R,C) =

∑
(a,b)∈su(R)∩su(C)

2
distR(a,b)+distC(a,b)∑

(a,b)∈su(R)

1
distR(a,b)

Where function distH(a, b) returns the skip distance
between tokens “a” and “b” in headline H , and
su(H) returns all skip-bigrams in headline H .

With the objective of having a metric capable of
detecting abstract concepts in phrases and compar-
ing headlines at a semantic level, we resort to Latent
Semantic Indexing (LSI) (Deerwester et al., 1990).
We use the method for extracting latent concepts
from our training corpus so as to be able to repre-
sent text in an abstract latent space. We then com-
pute the similarity of a headline with respect to a
news article by calculating the cosine similarity of
their vector representations in latent space.

7.2 Baselines
In order to have a point of reference for interpreting
the performance of our model, we implement four
baseline models. We arbitrarily decide to make all
the baselines generate, if possible, nine-token-long
headlines, where the last token must always be a pe-
riod. This follows from the observation that good
headlines must contain about eight tokens (Banko et
al., 2000). The implemented baselines are the fol-
lowing:

Chunked first sentence: the first eight tokens
from the article, plus a period at the end.

Hidden Markov Model: as proposed by Zajic
et al. (2002), but adapted for producing eight-token
sentences, plus an ending period.

Word Graphs: as proposed by Filippova (2010).
This is a state-of-the-art multi-sentence compression
algorithm. To ensure it produces headlines as out-
put, we keep the shortest path in the graph with
length equal to or greater than eight tokens. An end-
ing period is appended if not already present. Note
that the original algorithm would produce the top-
k shortest paths and keep the one with best average
edge weight, not caring about its length.

Keywords: the top eight keywords in the article,
as ranked by TF-IDF weighting, sorted in descend-
ing order of relevance. This is not a real baseline
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because it does not produce proper headlines, but it
is used for naively trying to maximize the achievable
value of the evaluation metrics. This is based on the
assumption that keywords are the most likely tokens
to occur in human-generated headlines.

7.3 Experiments and Results
We trained our model with a corpus consisting of
roughly 1.3 million financial news articles fetched
from the web, written in English, and published on
the second half of 2012. We decided to add three im-
portant constraints to the learning algorithm which
proved to yield positive empirical results:

(1) Large news articles are simplified by eliminat-
ing their most redundant or least informative sen-
tences. For this end, the text ranking algorithm pro-
posed by Mihalcea and Tarau (2004) is used for dis-
criminating salient sentences in the article. Further-
more, a news article is considered large if it has more
than 300 tokens, which corresponds to the average
number of words per article in our training set.

(2) Because we observed that less than 2% of the
headlines in the training set contained more than 15
tokens, we constraint the decoding algorithm to only
generate headlines consisting of 15 or fewer tokens.

(3) We restrain the decoding algorithm from
placing symbols such as commas, quotation marks,
and question marks on headlines. Nonetheless, only
headlines that end with a period are considered as
solutions; otherwise the model tends to generate
non-conclusive phrases as titles.

For automated testing purposes we use a training
set consisting of roughly 12,000 previously unseen
articles, which were randomly extracted from the
initial dataset before training. The evaluation con-
sisted in producing seven candidate headlines per ar-
ticle: one for each of the four baselines, plus one for
each of the three variations of our model (each dif-
fering solely on the scheme used to learn the weight
vector). Then each candidate is compared against
the article’s reference headline by means of the five
proposed metrics.

Table 1 summarizes the obtained results of the
models with respect to the ROUGE metrics. The
results show that our model, when trained with our
proposed forced-MIRA update, outperforms all the
other baselines on all metrics, except for ROUGE-

2, where all differences are statistically significant
when assessed via a paired t-test (p < 0.001). Also,
as initially intended, the keywords baseline does
produce better scores than all the other methods,
therefore it is considered as a naive upper-bound. It
must be highlighted that all the numbers on the table
are rather low, this occurs because, as noted by Zajic
et al. (2002), humans tend to use a very different vo-
cabulary and writing-style on headlines than on arti-
cles. The effect of this is that our methods and base-
lines are not capable of producing headlines with
wordings strongly similar to human-written ones,
which as a consequence makes it almost impossible
to obtain high ROUGE scores.

R-1 R-2 R-SU R-WSU
Perceptron 0.157 0.056 0.053 0.082
MIRA 0.172 0.042 0.057 0.084
f-MIRA 0.187 0.054 0.065 0.095
1stsent. 0.076 0.021 0.025 0.038
HMM 0.090 0.009 0.023 0.038
Word graphs 0.174 0.060 0.060 0.084
Keywords 0.313 0.021 0.112 0.148

Table 1: Result of the evaluation of our models and base-
lines with respect to ROUGE metrics.

For having a more objective assessment of our
proposal, we carried out a human evaluation of the
headlines generated by our model when trained with
the f-MIRA scheme and the word graphs approach
by Filippova (2010). For this purpose, 100 arti-
cles were randomly extracted from the test set and
their respective candidate headlines were generated.
Then different human raters were asked to evalu-
ate on a Likert scale, from 1 to 5, both the gram-
maticality and informativeness of the titles. Each
article-headline pair was annotated by three differ-
ent raters. The median of their ratings was chosen
as a final mark. As a reference, the raters were also
asked to annotate the actual human-generated head-
lines from the articles, although they were not in-
formed about the provenance of the titles. We mea-
sured inter-judge agreement by means of their Intra-
Class Correlation (ICC) (Cicchetti, 1994). The ICC
for grammaticality was 0.51 ± 0.07, which repre-
sents fair agreement, and the ICC for informative-
ness was 0.63 ± 0.05, which represents substantial
agreement.

Table 2 contains the results of the models with
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H. Len. LSI Gram. Inf.
Perceptron 10.096 0.446 – –
MIRA 13.045 0.463 – –
f-MIRA 11.737 0.491 3.45 2.94
1stsent. 8.932 0.224 – –
HMM 9.000 0.172 – –
Word graphs 10.973 0.480 3.69 2.32
Keywords 9.000 0.701 – –
Reference 11.898 0.555 4.49 4.14

Table 2: Result of the evaluation of our models and base-
lines with LSI document similarity, grammaticality and
informativeness as assessed by human raters, and aver-
age headline length.

respect to the LSI document similarity metric, and
the human evaluations for grammaticality and in-
formativeness. For exploratory purposes the table
also contains the average length for the generated
headlines of each of the models (which also counts
the imposed final period). The results in this ta-
ble are satisfying: with respect to LSI document
similarity, our model outperforms all of the base-
lines and its value is close to the one achieved by
human-generated headlines. On the other hand, the
human evaluations are middling: the word-graphs
method produces more readable headlines, but our
model proves to be more informative because it does
better work at detecting abstract word relationships
in the text. All differences in this table are statis-
tically significant when computed as paired t-tests
(p < 0.001).

It is worth noting that the informativeness of
human-generated headlines did not get a high score.
The reason for this is the fact that editors tend to
produce rather sensationalist or partially informative
titles so as to attract the attention of readers and en-
gage them to read the whole article; human raters pe-
nalized the relevance of such headlines, which was
reflected on this final score.

Finally, table 3 contains the mutual correlation be-
tween automated and manual metrics. The first thing
to note is that none of the used metrics proved to be
good for assessing grammaticality of headlines. It is
also worth noting that our proposed metric ROUGE-
WSU performs as well as the other ROUGE metrics,
and that the proposed LSI document similarity does
not prove to be as strong a metric as the others.

R-1 R-2 R-SU R-WSU LSI-DS
Gram. -0.130 -0.084 -0.131 -0.132 -0.015
Inf. 0.561 0.535 0.557 0.542 0.370

Table 3: Spearman correlation between human-assessed
metrics and automatic ones.

8 Conclusions and Discussion

In this study we proposed a CRF model with state
transitions. The model tries to learn how humans
title their articles. The learning is performed by
means of a mapping function that, given a doc-
ument, translates headlines to an abstract feature-
rich space, where the characteristics that distinguish
human-generated titles can be discriminated. This
abstraction allows our model to be trained with any
monolingual corpus of news articles because it does
not impose conditions on the provenance of stories’
headlines –i.e, our model maps reference headlines
to a feature space and only learns what abstract prop-
erties characterize them. Furthermore, our model al-
lows defining the task of finding the best possible
producible headline as a discrete optimization prob-
lem. By doing this each candidate headline is mod-
elled as a path in a graph of state sequences, thus
allowing the best-scoring path to be found in poly-
nomial time by means of dynamic programming.
Our results, obtained through reliable automatic and
human-assessed evaluations, provide a proof of con-
cept for the soundness of our model and its capabili-
ties. Additionally, we propose a new evaluation met-
ric, ROUGE-WSU, which, as shown in table 3, cor-
relates as good as traditional ROUGE metrics with
human evaluations for informativeness of headlines.

The further work we envisage for augmenting our
research can be grouped in the following areas:

• Exploring more advanced features that manage
to detect abstract semantic relationships or dis-
course flows in the compressed article.

• Complementing our system with a separate
translation model capable of transforming to
“Headlinese” the titles generated with the lan-
guage used in the bodies of articles.

• Attempting to achieve a more objective evalua-
tion of our generated headlines, through the use
of semantic-level measures.
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Abstract

We present a novel method for aligning a se-
quence of instructions to a video of some-
one carrying out a task. In particular, we fo-
cus on the cooking domain, where the instruc-
tions correspond to the recipe. Our technique
relies on an HMM to align the recipe steps
to the (automatically generated) speech tran-
script. We then refine this alignment using
a state-of-the-art visual food detector, based
on a deep convolutional neural network. We
show that our technique outperforms simpler
techniques based on keyword spotting. It also
enables interesting applications, such as auto-
matically illustrating recipes with keyframes,
and searching within a video for events of in-
terest.

1 Introduction

In recent years, there have been many successful
attempts to build large “knowledge bases” (KBs),
such as NELL (Carlson et al., 2010), KnowItAll (Et-
zioni et al., 2011), YAGO (Suchanek et al., 2007),
and Google’s Knowledge Graph/ Vault (Dong et al.,
2014). These KBs mostly focus on declarative facts,
such as “Barack Obama was born in Hawaii”. But
human knowledge also encompasses procedural in-
formation not yet within the scope of such declara-
tive KBs – instructions and demonstrations of how to
dance the tango, for example, or how to change a tire
on your car. A KB for organizing and retrieving such
procedural knowledge could be a valuable resource
for helping people (and potentially even robots –
e.g., (Saxena et al., 2014; Yang et al., 2015)) learn
to perform various tasks.

In contrast to declarative information, procedural
knowledge tends to be inherently multimodal. In
particular, both language and perceptual information
are typically used to parsimoniously describe proce-
dures, as evidenced by the large number of “how-
to” videos and illustrated guides on the open web.
To automatically construct a multimodal database
of procedural knowledge, we thus need tools for
extracting information from both textual and vi-
sual sources. Crucially, we also need to figure out
how these various kinds of information, which often
complement and overlap each other, fit together to a
form a structured knowledge base of procedures.

As a small step toward the broader goal of align-
ing language and perception, we focus in this pa-
per on the problem of aligning video depictions of
procedures to steps in an accompanying text that
corresponds to the procedure. We focus on the
cooking domain due to the prevalence of cooking
videos on the web and the relative ease of inter-
preting their recipes as linear sequences of canon-
ical actions. In this domain, the textual source is
a user-uploaded recipe attached to the video show-
ing the recipe’s execution. The individual steps of
procedures are cooking actions like “peel an onion”,
“slice an onion”, etc. However, our techniques can
be applied to any domain that has textual instruc-
tions and corresponding videos, including videos
at sites such as youtube.com, howcast.com,
howdini.com or videojug.com.

The approach we take in this paper leverages the
fact that the speech signal in instructional videos is
often closely related to the actions that the person
is performing (which is not true in more general
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videos). Thus we first align the instructional steps
to the speech signal using an HMM, and then refine
this alignment by using a state of the art computer
vision system.

In summary, our contributions are as follows.
First, we propose a novel system that combines text,
speech and vision to perform an alignment between
textual instructions and instructional videos. Sec-
ond, we use our system to create a large corpus of
180k aligned recipe-video pairs, and an even larger
corpus of 1.4M short video clips, each labeled with
a cooking action and a noun phrase. We evaluate
the quality of our corpus using human raters. Third,
we show how we can use our methods to support
applications such as within-video search and recipe
auto-illustration.

2 Data and pre-processing

We first describe how we collected our corpus of
recipes and videos, and the pre-processing steps that
we run before applying our alignment model. The
corpus of recipes, as well as the results of the align-
ment model, will be made available for download at
github.com/malmaud/whats_cookin.

2.1 Collecting a large corpus of cooking videos
with recipes

We first searched Youtube for videos which
have been automatically tagged with the Freebase
mids /m/01mtb (Cooking) and /m/0p57p (recipe),
and which have (automatically produced) English-
language speech transcripts, which yielded a collec-
tion of 7.4M videos. Of these videos, we kept the
videos that also had accompanying descriptive text,
leaving 6.2M videos.

Sometimes the recipe for a video is included in
this text description, but sometimes it is stored on
an external site. For example, a video’s text de-
scription might say “Click here for the recipe”. To
find the recipe in such cases, we look for sentences
in the video description with any of the following
keywords: “recipe”, “steps”, “cook”, “procedure”,
“preparation”, “method”. If we find any such to-
kens, we find any URLs that are mentioned in the
same sentence, and extract the corresponding docu-
ment, giving us an additional 206k documents. We
then combine the original descriptive text with any

Class Precision Recall F1
Background 0.97 0.95 0.96
Ingredient 0.93 0.95 0.94
Recipe step 0.94 0.95 0.94

Table 1: Test set performance of text-based recipe classifier.

additional text that we retrieve in this way.
Finally, in order to extract the recipe from the text

description of a video, we trained a classifier that
classifies each sentence into 1 of 3 classes: recipe
step, recipe ingredient, or background. We keep
only the videos which have at least one ingredient
sentence and at least one recipe sentence. This last
step leaves us with 180,000 videos.

To train the recipe classifier, we need labeled
examples, which we obtain by exploiting the fact
that many text webpages containing recipes use
the machine-readable markup defined at http:
//schema.org/Recipe. From this we extract
500k examples of recipe sentences, and 500k exam-
ples of ingredient sentences. We also sample 500k
sentences at random from webpages to represent the
non-recipe class. Finally, we train a 3-class naı̈ve
Bayes model on this data using simple bag-of-words
feature vectors. The performance of this model on a
separate test set is shown in Table 1.

2.2 Parsing the recipe text

For each recipe, we apply a suite of in-house NLP
tools, similar to the Stanford Core NLP pipeline. In
particular, we perform POS tagging, entity chunk-
ing, and constituency parsing (based on a re-
implementation of (Petrov et al., 2006)).1 Following
(Druck and Pang, 2012), we use the parse tree struc-
ture to partition each sentence into “micro steps”. In
particular, we split at any token categorized by the
parser as a conjunction only if that token’s parent in
the sentence’s constituency parse is a verb phrase.
Any recipe step that is missing a verb is considered
noise and discarded.

We then label each recipe step with an optional
action and a list of 0 or more noun chunks. The ac-

1Sometimes the parser performs poorly, because the lan-
guage used in recipes is often full of imperative sentences, such
as “Mix the flour”, whereas the parser is trained on newswire
text. As a simple heuristic for overcoming this, we classify any
token at the beginning of a sentence as a verb if it lexically
matches a manually-defined list of cooking-related verbs.
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tion label is the lemmatized version of the head verb
of the recipe step. We look at all chunked noun en-
tities in the step which are the direct object of the
action (either directly or via the preposition “of”, as
in “Add a cup of flour”).

We canonicalize these entities by computing their
similarity to the list of ingredients associated with
this recipe. If an ingredient is sufficiently similar,
that ingredient is added to this step’s entity list. Oth-
erwise, the stemmed entity is used. For example,
consider the step “Mix tomato sauce and pasta”; if
the recipe has a known ingredient called “spaghetti”,
we would label the action as “mix” and the entities
as “tomato sauce” and “spaghetti”, because of its
high semantic similarity to “pasta”. (Semantic sim-
ilarity is estimated based on Euclidean distance be-
tween word embedding vectors computed using the
method of (Mikolov et al., 2013) trained on general
web text.)

In many cases, the direct object of a transitive verb
is elided (not explicitly stated); this is known as the
“zero anaphora” problem. For example, the text may
say “Add eggs and flour to the bowl. Mix well.”. The
object of the verb “mix” is clearly the stuff that was
just added to the bowl (namely the eggs and flour),
although this is not explicitly stated. To handle this,
we use a simple recency heuristic, and insert the en-
tities from the previous step to the current step.

2.3 Processing the speech transcript

The output of Youtube’s ASR system is a sequence
of time-stamped tokens, produced by a standard
Viterbi decoding system. We concatenate these to-
kens into a single long document, and then apply our
NLP pipeline to it. Note that, in addition to errors in-
troduced by the ASR system2, the NLP system can
introduce additional errors, because it does not work
well on text that may be ungrammatical and which is
entirely devoid of punctuation and sentence bound-
ary markers.

To assess the impact of these combined sources

2According to (Liao et al., 2013), the Youtube ASR system
we used, based on using Gaussian mixture models for the acous-
tic model, has a word error rate of about 52% (averaged over all
English-language videos; some genres, such as news, had lower
error rates). The newer system, which uses deep neural nets for
the acoustic model, has an average WER of 44%; however, this
was not available to us at the time we did our experiments.

Figure 1: Graphical model representation of the factored
HMM. See text for details.

of error, we also collected a much smaller set of 480
cooking videos (with corresponding recipe text) for
which the video creator had uploaded a manually
curated speech transcript; this has no transcription
errors, it contains sentence boundary markers, and
it also aligns whole phrases with the video (instead
of just single tokens). We applied the same NLP
pipeline to these manual transcripts. In the results
section, we will see that the accuracy of our end-to-
end system is indeed higher when the speech tran-
script is error-free and well-formed. However, we
can still get good results using noisier, automatically
produced transcripts.

3 Methods

In this section, we describe our system for aligning
instructional text and video.

3.1 HMM to align recipe with ASR transcript
We align each step of the recipe to a corresponding
sequence of words in the ASR transcript by using the
input-output HMM shown in Figure 1. Here X(1 :
K) represents the textual recipe steps (obtained us-
ing the process described in Section 2.2); Y (1 : T )
represent the ASR tokens (spoken words); R(t) ∈
{1, . . . ,K} is the recipe step number for frame t;
and B(t) ∈ {0, 1} represents whether timestep t is
generated by the background (B = 1) or foreground
model (B = 0). This background variable is needed
since sometimes sequences of spoken words are un-
related to the content of the recipe, especially at the
beginning and end of a video.

The conditional probability distributions (CPDs)
for the Markov chain is as follows:

p(R(t) = r|R(t− 1) = r′) =


α if r = r′+1
1− α if r = r′

0.0 otherwise

p(B(t) = b|B(t− 1) = b) = γ.
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This encodes our assumption that the video fol-
lows the same ordering as the recipe and that back-
ground/foreground tokens tend to cluster together.
Obviously these assumptions do not always hold,
but they are a reasonable approximation.

For each recipe, we set α = K/T , the ratio of
recipe steps to transcript tokens. This setting corre-
sponds to an a priori belief that each recipe step is
aligned with the same number of transcript tokens.
The parameter γ in our experiments is set by cross-
validation to 0.7 based on a small set of manually-
labeled recipes.

For the foreground observation model, we gener-
ate the observed word from the corresponding recipe
step via:

log p(Y (t) = y|R(t) = k,X(1 : K), B(t) = 0) ∝
max({WordSimilarity(y, x) : x ∈ X(k)}),

where X(k) is the set of words in the k’th recipe
step, and WordSimilarity(s, t) is a measure of simi-
larity between words s and t, based on word vector
distance.

If this frame is aligned to the background, we
generate it from the empirical distribution of words,
which is estimated based on pooling all the data:

p(Y (t) = y|R(t) = k,B(t) = 1) = p̂(y).

Finally, the prior for p(B(t)) is uniform, and
p(R(1)) is set to a delta function on R(1) = 1 (i.e.,
we assume videos start at step 1 of the recipe).

Having defined the model, we “flatten” it to a
standard HMM (by taking the cross product of Rt
and Bt), then estimate the MAP sequence using the
Viterbi algorithm. See Figure 2 for an example.

Finally, we label each segment of the video as
follows: use the segmentation induced by the align-
ment, and extract the action and object from the cor-
responding recipe step as described in Section 2.2.
If the segment was labeled as background by the
HMM, we do not apply any label to it.

3.2 Keyword spotting

A simpler approach to labeling video segments is to
just search for verbs in the ASR transcript, and then
to extract a fixed-sized window around the times-
tamp where the keyword occurred. We call this ap-
proach “keyword spotting”. A similar method from

(Yu et al., 2014) filters ASR transcripts by part-of-
speech tag and finds tokens that match a small vo-
cabulary to create a corpus of video clips (extracted
from instructional videos), each labeled with an ac-
tion/object pair.

In more detail, we manually define a whitelist of
∼200 actions (all transitive verbs) of interest, such
as “add”, “chop”, “fry”, etc. We then identify when
these words are spoken (relying on the POS tags to
filter out non-verbs), and extract an 8 second video
clip around this timestamp. (Using 2 seconds prior
to the action being mentioned, and 6 seconds follow-
ing.) To extract the object, we take all tokens tagged
as “noun” within 5 tokens after the action.

3.3 Hybrid HMM + keyword spotting

We cannot use keyword spotting if the goal is to
align instructional text to videos. However, if our
goal is just to create a labeled corpus of video clips,
keyword spotting is a reasonable approach. Unfor-
tunately, we noticed that the quality of the labels
(especially the object labels) generated by keyword
spotting was not very high, due to errors in the ASR.
On the other hand, we also noticed that the recall of
the HMM approach was about 5 times lower than us-
ing keyword spotting, and furthermore, that the tem-
poral localization accuracy was sometimes worse.

To get the best of both worlds, we employ the fol-
lowing hybrid technique. We perform keyword spot-
ting for the action in the ASR transcript as before,
but use the HMM alignment to infer the correspond-
ing object. To avoid false positives, we only use
the output of the HMM for this video if at least half
of the recipe steps are aligned by it to the speech
transcript; otherwise we back off to the baseline ap-
proach of extracting the noun phrase from the ASR
transcript in the window after the verb.

3.4 Temporal refinement using vision

In our experiments, we noticed that sometimes the
narrator describes an action before actually perform-
ing it (this was also noted in (Yu et al., 2014)). To
partially combat this problem, we used computer vi-
sion to refine candidate video segments as follows.
We first trained visual detectors for a large collec-
tion of food items (described below). Then, given
a candidate video segment annotated with an ac-
tion/object pair (coming from any of the previous
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1: In a bowl combine flour, chilli powder, cumin, paprika and five spice. Once thoroughly 
mixed, add in chicken strips and coat in mixture. 
2: Heat oil in a wok or large pan on medium to high heat. Add in chicken and cook until 
lightly brown for 3 -- 5 minutes. 
3: Add in chopped vegetables along with garlic, lime juice, hot sauce and Worcestershire 
sauce. 
4: Cook for a further 15 minutes on medium heat. 
5: As the mixture cooks, chop the tomatoes and add lettuce, and cucumber into a 
serving bowl. 
6: Once cooked, serve fajita mix with whole wheat wrap. Add a spoonful of fajita mix into 
wrap with salsa and natural yogurt. Wrap or roll up the tortilla and serve with side salad.

 in a bowl combine the flower chili powder paprika cumen and five-spice do 130 mixed 
add in the chicken strips and post in the flour mixture he's oil in a walk for large pan on 
medium to high heat add in the chicken and cook until lightly browned for three to five 
minutes add in chopped vegetables along with the garlic lime juice hot sauce and 
Worcestershire sauce dome cook for a further 15 minutes on medium peace and the 
mixture coax chop the tomatoes and as blessed tomato and cucumber into a serving 
bowl up we've cooked add a spoonful up the fajita mix into a wrap with the salsa and after 
yogurt throughout the rack and served with side salad this recipe makes to avalanche 
portions done they have just taken but he says and delicious introduction to Mexican 
flavors blue that

Recipe Steps Automatic Speech Transcription

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

1 

Video Position 

Fried chicken 
Tomato 

Step 1

Step 2

Step 5

Figure 2: Examples from a Chicken Fajitas recipe at https://www.youtube.com/watch?v=mGpvZE3udQ4 (figure best
viewed in color). Top: Alignment between (left) recipe steps to (right) automatic speech transcript. Tokens from the ASR are
allowed to be classified as background steps (see e.g., the uncolored text at the end). Bottom: Detector scores for two ingredients
as a function of position in the video.

three methods), we find a translation of the window
(of up to 3 seconds in either direction) for which the
average detector score corresponding to the object is
maximized. The intuition is that by detecting when
the object in question is visually present in the scene,
it is more likely that the corresponding action is ac-
tually being performed.

Training visual food detectors. We trained a
deep convolutional neural network (CNN) classi-
fier (specifically, the 16 layer VGG model from (Si-
monyan and Zisserman, 2014)) on the FoodFood-
101 dataset of (Bossard et al., 2014), using the Caffe
open source software (Jia et al., 2014). The Food-
101 dataset contains 1000 images for 101 different
kinds of food. To compensate for the small training
set, we pretrained the CNN on the ImageNet dataset
(Russakovsky et al., 2014), which has 1.2M images,
and then fine-tuned on Food-101. After a few hours
of fine tuning (using a single GPU), we obtained
79% classification accuracy (assuming all 101 labels
are mutually exclusive) on the test set, which is con-
sistent with the state of the art results.3

3In particular, the website https://www.metamind.
io/vision/food (accessed on 2/25/15) claims they also got
79% on this dataset. This is much better than the 56.4% for a
CNN reported in (Bossard et al., 2014). We believe the main
reason for the improved performance is the use of pre-training
on ImageNet.

We then trained our model on an internal, propri-
etary dataset of 220 million images harvested from
Google Images and Flickr. About 20% of these im-
ages contain food, the rest are used to train the back-
ground class. In this set, there are 2809 classes of
food, including 1005 raw ingredients, such as avo-
cado or beef, and 1804 dishes, such as ratatouille or
cheeseburger with bacon. We use the model trained
on this much larger dataset in the current paper, due
to its increased coverage. (Unfortunately, we cannot
report quantitative results, since the dataset is very
noisy (sometimes half of the labels are wrong), so
we have no ground truth. Nevertheless, qualitative
behavior is reasonable, and the model does well on
Food-101, as we discussed above.)

Visual refinement pipeline. For storage and time
efficiency, we downsample each video temporally to
5 frames per second and each frame to 224 × 224
before applying the CNN. Running the food detector
on each video then produces a vector of scores (one
entry for each of 2809 classes) per timeframe.

There is not a perfect map from the names of
ingredients to the names of the detector outputs.
For example, an omelette recipe may say “egg”,
but there are two kinds of visual detectors, one
for “scrambled egg” and one for “raw egg”. We
therefore decided to define the match score between
an ingredient and a frame by taking the maximum
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score for that frame over all detectors whose names
matched any of the ingredient tokens (after lemma-
tization and stopword filtering).

Finally, the match score of a video segment to
an object is computed by taking the average score
of all frames within that segment. By then scoring
and maximizing over all translations of the candi-
date segment (of up to three seconds away), we pro-
duce a final “refined” segment.

3.5 Quantifying confidence via vision and
affordances

The output of the keyword spotting and/or HMM
systems is an (action, object) label assigned to cer-
tain video clips. In order to estimate how much con-
fidence we have in that label (so that we can trade off
precision and recall), we use a linear combination of
two quantities: (1) the final match score produced
by the visual refinement pipeline, which measures
the visibility of the object in the given video seg-
ment, and (2) an affordance probability, measuring
the probability that o appears as a direct object of a.

The affordance model allows us to, for example,
prioritize a segment labeled as (peel, garlic) over a
segment labeled as (peel, sugar). The probabilities
P (object = o|action = a) are estimated by first
forming an inverse document frequency matrix cap-
turing action/object co-occurrences (treating actions
as documents). To generalize across actions and ob-
jects we form a low-rank approximation to this IDF
matrix using a singular value decomposition and set
affordance probabilities to be proportional to expo-
nentiated entries of the resulting matrix. Figure 3 vi-
sualizes these affordance probabilities for a selected
subset of frequently used action/object pairs.

4 Evaluation and applications

In this section, we experimentally evaluate how well
our methods work. We then briefly demonstrate
some prototype applications.

4.1 Evaluating the clip database
One of the main outcomes of our process is a set of
video clips, each of which is labeled with a verb (ac-
tion) and a noun (object). We generated 3 such la-
beled corpora, using 3 different methods: keyword
spotting (“KW”), the hybrid HMM + keyword spot-
ting (“Hybrid”), and the hybrid system with visual

Figure 3: Visualization of affordance model. Entries (a, o) are
colored according to P (object = o | action = a).
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Figure 4: Clip quality, as assessed by Mechanical Turk exper-
iments on 900 trials. Figure best viewed in color; see text for
details.

food detector (“visual refinement”). The total num-
ber of clips produced by each method is very similar,
approximately 1.4 million. The coverage of the clips
is approximately 260k unique (action, noun phrase)
pairs.

To evaluate the quality of these methods, we cre-
ated a random subset of 900 clips from each corpus
using stratified sampling. That is, we picked an ac-
tion uniformly at random, and then picked a corre-
sponding object for that action from its support set
uniformly at random, and finally picked a clip with
that (action, object) label uniformly at random from
the clip corpuses produced in Section 3; this ensures
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Figure 6: Histogram of human ratings comparing recipe steps
against ASR descriptions of a video clip. “2” indicate a strong
preference for the recipe step; “-2” a strong preference for the
transcript. See text for details.

the test set is not dominated by frequent actions or
objects.

We then performed a Mechanical Turk experi-
ment on each test set. Each clip was shown to 3
raters, and each rater was asked the question “How
well does this clip show the given action/object?”.
Raters then had to answer on a 3-point scale: 0
means “not at all”, 1 means “somewhat”, and 2
means “very well”.

The results are shown in Figure 4. We see that
the quality of the hybrid method is significantly bet-
ter than the baseline keyword spotting method, for
both actions and objects.4 While a manually curated

4Inter-rater agreement, measured via Fleiss’s kappa by ag-
gregating across all judgment tasks, is .41, which is statistically
significant at a p < .05 level.

speech transcript indeed yields better results (see the
bars labeled ‘manual’), we observe that automati-
cally generated transcripts allow us to perform al-
most as well, especially using our alignment model
with visual refinement.

Comparing accuracy on actions against that on
objects in the same figure, we see that keyword spot-
ting is far more accurate for actions than it is for
objects (by over 30%). This disparity is not surpris-
ing since keyword spotting searches only for action
keywords and relies on a rough heuristic to recover
objects. We also see that using alignment (which
extracts the object from the “clean” recipe text) and
visual refinement (which is trained explicitly to de-
tect ingredients) both help to increase the relative ac-
curacy of objects — under the hybrid method, for
example, the accuracy for actions is only 8% better
than that of objects.

Note that clips from the HMM and hybrid meth-
ods varied in length between 2 and 10 seconds
(mean 4.2 seconds), while clips from the keyword
spotting method were always exactly 8 seconds.
Thus clip length is potentially a confounding factor
in the evaluation when comparing the hybrid method
to the keyword-spotting method; however, if there is
a bias to assign higher ratings to longer clips (which
are a priori more likely to contain a depiction of a
given action than shorter clips), it would benefit the
keyword spoting method.

Segment confidence scores (from Section 3.5) can
be used to filter out low confidence segments, thus
improving the precision of clip retrieval at the cost of
recall. Figure 5 visualizes this trade-off as we vary
our confidence threshold, showing that indeed, seg-
ments with higher confidences tend to have the high-
est quality as judged by our human raters. More-
over, the top 167,000 segments as ranked by our con-
fidence measure have an average rating exceeding
1.75.

We additionally sought to evaluate how well
recipe steps from the recipe body could serve as
captions for video clips in comparison to the often
noisy ASR transript, which serves as a rough proxy
for evaluating the quality of the alignment model as
well as demonstration a potential application of our
method for “cleaning up” noisy ASR captions into
complete grammatical sentences. To that end, we
randomly selected 200 clips from our corpus that
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both have an associated action keyword from the
transcript as well as an aligned recipe step selected
by the HMM alignment model. For each clip, three
raters on Mechanical Turk were shown the clip, the
text from the recipe step, and a fragment of the ASR
transcript (the keyword, plus 5 tokens to the left and
right of the keyword). Raters then indicated which
description they preferred: 2 indicates a strong pref-
erence for the recipe step, 1 a weak preference, 0
indifference, -1 a weak preference for the transcript
fragment, and -2 a strong preference. Results are
shown in Figure 6. Excluding raters who indicated
indiffierence, 67% of raters preferred the recipe step
as the clip’s description.

A potential confound for using this analysis as
a proxy for the quality of the alignment model is
that the ASR transcript is generally an ungrammat-
ical sentence fragment as opposed to the grammati-
cal recipe steps, which is likely to reduce the raters’
approval of ASR captions in the case when both ac-
curately describe the scene. However, if users still
on average prefer an ASR sentence fragment which
describes the clip correctly versus a full recipe step
which is unrelated to the scene, then this experiment
still provides evidence of the quality of the align-
ment model.

4.2 Automatically illustrating a recipe

One useful byproduct of our alignment method is
that each recipe step is associated with a segment
of the corresponding video.5 We use a standard
keyframe selection algorithm to pick the best frame
from each segment. We can then associate this frame
with the corresponding recipe step, thus automati-
cally illustrating the recipe steps. An illustration of
this process is shown in Figure 7.

4.3 Search within a video

Another application which our methods enable is
search within a video. For example, if a user would
like to find a clip illustrating how to knead dough,
we can simply search our corpus of labeled clips,

5The HMM may assign multiple non-consecutive regions of
the video to the same recipe step (since the background state can
turn on and off). In such cases, we just take the “convex hull”
of the regions as the interval which corresponds to that step. It
is also possible for the HMM not to assign a given step to any
interval of the video.

Figure 8: Searching for “knead dough”. Note that the videos
have automatically been advanced to the relevant frame.

and return a list of matches (ranked by confidence).
Since each clip has a corresponding “provenance”,
we can return the results to the user as a set of videos
in which we have automatically “fast forwarded” to
the relevant section of the video (see Figure 8 for an
example). This stands in contrast to standard video
search on Youtube, which returns the whole video,
but does not (in general) indicate where within the
video the user’s search query occurs.

5 Related work

There are several pieces of related work. (Yu et al.,
2014) performs keyword spotting in the speech tran-
script in order to label clips extracted from instruc-
tional videos. However, our hybrid approach per-
forms better; the gain is especially significant on au-
tomatically generated speech transcripts, as shown
in Figure 4.

The idea of using an HMM to align instructional
steps to a video was also explored in (Naim et al.,
2014). However, their conditional model has to gen-
erate images, whereas ours just has to generate ASR
words, which is an easier task. Furthermore, they
only consider 6 videos collected in a controlled lab
setting, whereas we consider over 180k videos col-
lected “in the wild”.

Another paper that uses HMMs to process recipe
text is (Druck and Pang, 2012). They use the HMM
to align the steps of a recipe to the comments made
by users in an online forum, whereas we align the
steps of a recipe to the speech transcript. Also, we
use video information, which was not considered in
this earlier work.

(Joshi et al., 2006) describes a system to automat-
ically illustrate a text document, however they only
generate one image, not a sequence, and their tech-
niques are very different.

There is also a large body of other work on con-
necting language and vision; we only have space
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De-stem 2 medium plum 
tomatoes.

Cut them in half lengthwise and remove the seeds. Finely chop the tomatoes, combining them with 1/4 cup of 
finely chopped red onion, 2 
minced cloves of garlic, 1 
tablespoon of olive oil, 2 
tablespoons of fresh lime juice, 
and 1/8 teaspoon of black 
pepper

Cut an avocado into chunks and 
mash until it's smooth with just 
a few pieces intact. Stir the mashed avocados into 

the other mixture for a 
homemade guacamole recipe 
that 's perfect for any occasion! 

Use this easy guacamole for 
parties,

or serve chips with guacamole 
for an easy appetizer. You could even add some 

cayenne, jalapenos, or ancho 
chili for even more kick to add to 
your Mexican food night!

Figure 7: Automatically illustrating a Guacamole recipe from https://www.youtube.com/watch?v=H7Ne3s202lU.

to briefly mention a few key papers. (Rohrbach et
al., 2012b) describes the MPII Cooking Composite
Activities dataset, which consists of 212 videos col-
lected in the lab of people performing various cook-
ing activities. (This extends the dataset described in
their earlier work, (Rohrbach et al., 2012a).) They
also describe a method to recognize objects and ac-
tions using standard vision features. However, they
do not leverage the speech signal, and their dataset
is significantly smaller than ours.

(Guadarrama et al., 2013) describes a method for
generating subject-verb-object triples given a short
video clip, using standard object and action detec-
tors. The technique was extended in (Thomason et
al., 2014) to also predict the location/ place. Further-
more, they use a linear-chain CRF to combine the
visual scores with a simple (s,v,o,p) language model
(similar to our affordance model). They applied
their technique to the dataset in (Chen and Dolan,
2011), which consists of 2000 short video clips, each
described with 1-3 sentences. By contrast, we focus
on aligning instructional text to the video, and our
corpus is significantly larger.

(Yu and Siskind, 2013) describes a technique for
estimating the compatibility between a video clip
and a sentence, based on relative motion of the
objects (which are tracked using HMMs). Their
method is tested on 159 video clips, created under
carefully controlled conditions. By contrast, we fo-
cus on aligning instructional text to the video, and
our corpus is significantly larger.

6 Discussion and future work

In this paper, we have presented a novel method for
aligning instructional text to videos, leveraging both
speech recognition and visual object detection. We

have used this to align 180k recipe-video pairs, from
which we have extracted a corpus of 1.4M labeled
video clips – a small but crucial step toward build-
ing a multimodal procedural knowlege base. In the
future, we hope to use this labeled corpus to train
visual action detectors, which can then be combined
with the existing visual object detectors to interpret
novel videos. Additionally, we believe that combin-
ing visual and linguistic cues may help overcome
longstanding challenges to language understanding,
such as anaphora resolution and word sense disam-
biguation.

Acknowledgments. We would like to thank Alex
Gorban and Anoop Korattikara for helping with
some of the experiments, and Nancy Chang for feed-
back on the paper.
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Abstract

We extend the SKIP-GRAM model of Mikolov
et al. (2013a) by taking visual information into
account. Like SKIP-GRAM, our multimodal
models (MMSKIP-GRAM) build vector-based
word representations by learning to predict
linguistic contexts in text corpora. However,
for a restricted set of words, the models are
also exposed to visual representations of the
objects they denote (extracted from natural
images), and must predict linguistic and visual
features jointly. The MMSKIP-GRAM mod-
els achieve good performance on a variety of
semantic benchmarks. Moreover, since they
propagate visual information to all words, we
use them to improve image labeling and re-
trieval in the zero-shot setup, where the test
concepts are never seen during model training.
Finally, the MMSKIP-GRAM models discover
intriguing visual properties of abstract words,
paving the way to realistic implementations of
embodied theories of meaning.

1 Introduction

Distributional semantic models (DSMs) derive
vector-based representations of meaning from pat-
terns of word co-occurrence in corpora. DSMs have
been very effectively applied to a variety of seman-
tic tasks (Clark, 2015; Mikolov et al., 2013b; Turney
and Pantel, 2010). However, compared to human
semantic knowledge, these purely textual models,
just like traditional symbolic AI systems (Harnad,
1990; Searle, 1984), are severely impoverished, suf-
fering of lack of grounding in extra-linguistic modal-
ities (Glenberg and Robertson, 2000). This observa-

tion has led to the development of multimodal dis-
tributional semantic models (MDSMs) (Bruni et al.,
2014; Feng and Lapata, 2010; Silberer and Lapata,
2014), that enrich linguistic vectors with perceptual
information, most often in the form of visual fea-
tures automatically induced from image collections.

MDSMs outperform state-of-the-art text-based
approaches, not only in tasks that directly require
access to visual knowledge (Bruni et al., 2012), but
also on general semantic benchmarks (Bruni et al.,
2014; Silberer and Lapata, 2014). However, current
MDSMs still have a number of drawbacks. First,
they are generally constructed by first separately
building linguistic and visual representations of the
same concepts, and then merging them. This is ob-
viously very different from how humans learn about
concepts, by hearing words in a situated perceptual
context. Second, MDSMs assume that both linguis-
tic and visual information is available for all words,
with no generalization of knowledge across modal-
ities. Third, because of this latter assumption of
full linguistic and visual coverage, current MDSMs,
paradoxically, cannot be applied to computer vision
tasks such as image labeling or retrieval, since they
do not generalize to images or words beyond their
training set.

We introduce the multimodal skip-gram models,
two new MDSMs that address all the issues above.
The models build upon the very effective skip-gram
approach of Mikolov et al. (2013a), that constructs
vector representations by learning, incrementally, to
predict the linguistic contexts in which target words
occur in a corpus. In our extension, for a subset
of the target words, relevant visual evidence from
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natural images is presented together with the cor-
pus contexts (just like humans hear words accompa-
nied by concurrent perceptual stimuli). The model
must learn to predict these visual representations
jointly with the linguistic features. The joint objec-
tive encourages the propagation of visual informa-
tion to representations of words for which no direct
visual evidence was available in training. The result-
ing multimodally-enhanced vectors achieve remark-
ably good performance both on traditional seman-
tic benchmarks, and in their new application to the
“zero-shot” image labeling and retrieval scenario.
Very interestingly, indirect visual evidence also af-
fects the representation of abstract words, paving the
way to ground-breaking cognitive studies and novel
applications in computer vision.

2 Related Work

There is by now a large literature on multimodal
distributional semantic models. We focus here on
a few representative systems. Bruni et al. (2014)
propose a straightforward approach to MDSM in-
duction, where text- and image-based vectors for the
same words are constructed independently, and then
“mixed” by applying the Singular Value Decompo-
sition to their concatenation. An empirically supe-
rior model has been proposed by Silberer and La-
pata (2014), who use more advanced visual repre-
sentations relying on images annotated with high-
level “visual attributes”, and a multimodal fusion
strategy based on stacked autoencoders. Kiela and
Bottou (2014) adopt instead a simple concatena-
tion strategy, but obtain empirical improvements by
using state-of-the-art convolutional neural networks
to extract visual features, and the skip-gram model
for text. These and related systems take a two-
stage approach to derive multimodal spaces (uni-
modal induction followed by fusion), and they are
only tested on concepts for which both textual and
visual labeled training data are available (the pio-
neering model of Feng and Lapata (2010) did learn
from text and images jointly using Topic Models,
but was shown to be empirically weak by Bruni et
al. (2014)).

Howell et al. (2005) propose an incremental mul-
timodal model based on simple recurrent networks
(Elman, 1990), focusing on grounding propagation

from early-acquired concrete words to a larger vo-
cabulary. However, they use subject-generated fea-
tures as surrogate for realistic perceptual informa-
tion, and only test the model in small-scale simula-
tions of word learning. Hill and Korhonen (2014),
whose evaluation focuses on how perceptual infor-
mation affects different word classes more or less
effectively, similarly to Howell et al., integrate per-
ceptual information in the form of subject-generated
features and text from image annotations into a skip-
gram model. They inject perceptual information
by merging words expressing perceptual features
with corpus contexts, which amounts to linguistic-
context re-weighting, thus making it impossible to
separate linguistic and perceptual aspects of the in-
duced representation, and to extend the model with
non-linguistic features. We use instead authentic im-
age analysis as proxy to perceptual information, and
we design a robust way to incorporate it, easily ex-
tendible to other signals, such as feature norm or
brain signal vectors (Fyshe et al., 2014).

The recent work on so-called zero-shot learning
to address the annotation bottleneck in image la-
beling (Frome et al., 2013; Lazaridou et al., 2014;
Socher et al., 2013) looks at image- and text-based
vectors from a different perspective. Instead of com-
bining visual and linguistic information in a com-
mon space, it aims at learning a mapping from
image- to text-based vectors. The mapping, induced
from annotated data, is then used to project images
of objects that were not seen during training onto
linguistic space, in order to retrieve the nearest word
vectors as labels. Multimodal word vectors should
be better-suited than purely text-based vectors for
the task, as their similarity structure should be closer
to that of images. However, traditional MDSMs can-
not be used in this setting, because they do not cover
words for which no manually annotated training im-
ages are available, thus defeating the generalizing
purpose of zero-shot learning. We will show be-
low that our multimodal vectors, that are not ham-
pered by this restriction, do indeed bring a signifi-
cant improvement over purely text-based linguistic
representations in the zero-shot setup.

Multimodal language-vision spaces have also
been developed with the goal of improving cap-
tion generation/retrieval and caption-based image
retrieval (Karpathy et al., 2014; Kiros et al., 2014;
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Mao et al., 2014; Socher et al., 2014). These meth-
ods rely on necessarily limited collections of cap-
tioned images as sources of multimodal evidence,
whereas we automatically enrich a very large corpus
with images to induce general-purpose multimodal
word representations, that could be used as input
embeddings in systems specifically tuned to caption
processing. Thus, our work is complementary to this
line of research.

3 Multimodal Skip-gram Architecture

3.1 Skip-gram Model
We start by reviewing the standard SKIP-GRAM

model of Mikolov et al. (2013a), in the version
we use. Given a text corpus, SKIP-GRAM aims
at inducing word representations that are good at
predicting the context words surrounding a target
word. Mathematically, it maximizes the objective
function:

1
T

T∑
t=1

 ∑
−c≤j≤c,j 6=0

log p(wt+j |wt)
 (1)

where w1, w2, ..., wT are words in the training
corpus and c is the size of the window around
target wt, determining the set of context words to
be predicted by the induced representation of wt.
Following Mikolov et al., we implement a subsam-
pling option randomly discarding context words as
an inverse function of their frequency, controlled by
hyperparameter t. The probability p(wt+j |wt), the
core part of the objective in Equation 1, is given by
softmax:

p(wt+j |wt) =
e
u′wt+j

Tuwt∑W
w′=1 e

u′
w′

Tuwt

(2)

where uw and u′w are the context and target vector
representations of word w respectively, and W is
the size of the vocabulary. Due to the normaliza-
tion term, Equation 2 requires O(|W |) time com-
plexity. A considerable speedup to O(log |W |), is
achieved by using the hierarchical version of Equa-
tion 2 (Morin and Bengio, 2005), adopted here.

3.2 Injecting visual knowledge
We now assume that word learning takes place in a
situated context, in which, for a subset of the target
words, the corpus contexts are accompanied by a

the cute

cat

sat on the matlittle CAT

+

=

maximize context prediction maximize similarity

map to visual space

Figure 1: “Cartoon” of MMSKIP-GRAM-B. Lin-
guistic context vectors are actually associated to
classes of words in a tree, not single words. SKIP-
GRAM is obtained by ignoring the visual objective,
MMSKIP-GRAM-A by fixing Mu→v to the identity
matrix.

visual representation of the concepts they denote
(just like in a conversation, where a linguistic
utterance will often be produced in a visual scene
including some of the word referents). The visual
representation is also encoded in a vector (we
describe in Section 4 below how we construct
it). We thus make the skip-gram “multimodal” by
adding a second, visual term to the original linguis-
tic objective, that is, we extend Equation 1 as follow:

1
T

T∑
t=1

(Lling(wt) + Lvision(wt)) (3)

where Lling(wt) is the text-based skip-gram ob-
jective

∑
−c≤j≤c,j 6=0 log p(wt+j |wt), whereas the

Lvision(wt) term forces word representations to take
visual information into account. Note that if a word
wt is not associated to visual information, as is
systematically the case, e.g., for determiners and
non-imageable nouns, but also more generally for
any word for which no visual data are available,
Lvision(wt) is set to 0.

We now propose two variants of the visual objec-
tive, resulting in two distinguished multi-modal ver-
sions of the skip-gram model.

3.3 Multi-modal Skip-gram Model A
One way to force word embeddings to take visual
representations into account is to try to directly
increase the similarity (expressed, for example,
by the cosine) between linguistic and visual rep-
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resentations, thus aligning the dimensions of the
linguistic vector with those of the visual one (recall
that we are inducing the first, while the second is
fixed), and making the linguistic representation of a
concept “move” closer to its visual representation.
We maximize similarity through a max-margin
framework commonly used in models connecting
language and vision (Weston et al., 2010; Frome et
al., 2013). More precisely, we formulate the visual
objective Lvision(wt) as:
−

∑
w′∼Pn(w)

max(0, γ− cos(uwt , vwt)+ cos(uwt , vw′)) (4)

where the minus sign turns a loss into a cost, γ is
the margin, uwt is the target multimodally-enhanced
word representation we aim to learn, vwt is the cor-
responding visual vector (fixed in advance) and vw′
ranges over visual representations of words (fea-
tured in our image dictionary) randomly sampled
from distribution Pn(wt). These random visual rep-
resentations act as “negative” samples, encouraging
uwt to be more similar to its own visual representa-
tion than to that of other words. The sampling distri-
bution is currently set to uniform, and the number of
negative samples controlled by hyperparameter k.

3.4 Multi-modal Skip-gram Model B
The visual objective in MMSKIP-GRAM-A has the
drawback of assuming a direct comparison of lin-
guistic and visual representations, constraining them
to be of equal size. MMSKIP-GRAM-B lifts this
constraint by including an extra layer mediating be-
tween linguistic and visual representations (see Fig-
ure 1 for a sketch of MMSKIP-GRAM-B). Learning
this layer is equivalent to estimating a cross-modal
mapping matrix from linguistic onto visual repre-
sentations, jointly induced with linguistic word em-
beddings. The extension is straightforwardly imple-
mented by substituting, into Equation 4, the word
representation uwt with zwt = Mu→vuwt , where
Mu→v is the cross-modal mapping matrix to be in-
duced. To avoid overfitting, we also add an L2 reg-
ularization term for Mu→v to the overall objective
(Equation 3), with its relative importance controlled
by hyperparamer λ.

4 Experimental Setup

The parameters of all models are estimated by back-
propagation of error via stochastic gradient descent.

Our text corpus is a Wikipedia 2009 dump compris-
ing approximately 800M tokens.1 To train the multi-
modal models, we add visual information for 5,100
words that have an entry in ImageNet (Deng et al.,
2009), occur at least 500 times in the corpus and
have concreteness score ≥ 0.5 according to Turney
et al. (2011). On average, about 5% tokens in the
text corpus are associated to a visual representation.
To construct the visual representation of a word, we
sample 100 pictures from its ImageNet entry, and
extract a 4096-dimensional vector from each picture
using the Caffe toolkit (Jia et al., 2014), together
with the pre-trained convolutional neural network of
Krizhevsky et al. (2012). The vector corresponds
to activation in the top (FC7) layer of the network.
Finally, we average the vectors of the 100 pictures
associated to each word, deriving 5,100 aggregated
visual representations.

Hyperparameters For both SKIP-GRAM and the
MMSKIP-GRAM models, we fix hidden layer size
to 300. To facilitate comparison between MMSKIP-
GRAM-A and MMSKIP-GRAM-B, and since the for-
mer requires equal linguistic and visual dimension-
ality, we keep the first 300 dimensions of the visual
vectors. For the linguistic objective, we use hierar-
chical softmax with a Huffman frequency-based en-
coding tree, setting frequency subsampling option
t= 0.001 and window size c= 5, without tuning.
The following hyperparameters were tuned on the
text9 corpus:2 MMSKIP-GRAM-A: k=20, γ=0.5;
MMSKIP-GRAM-B: k=5, γ=0.5, λ=0.0001.

5 Experiments

5.1 Approximating human judgments

Benchmarks A widely adopted way to test DSMs
and their multimodal extensions is to measure how
well model-generated scores approximate human
similarity judgments about pairs of words. We put
together various benchmarks covering diverse as-
pects of meaning, to gain insights on the effect of
perceptual information on different similarity facets.
Specifically, we test on general relatedness (MEN,
Bruni et al. (2014), 3K pairs), e.g., pickles are re-
lated to hamburgers, semantic (≈ taxonomic) simi-

1http://wacky.sslmit.unibo.it
2http://mattmahoney.net/dc/textdata.html
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larity (Simlex-999, Hill et al. (2014), 1K pairs; Sem-
Sim, Silberer and Lapata (2014), 7.5K pairs), e.g.,
pickles are similar to onions, as well as visual sim-
ilarity (VisSim, Silberer and Lapata (2014), same
pairs as SemSim with different human ratings), e.g.,
pickles look like zucchinis.

Alternative Multimodal Models We compare
our models against several recent alternatives. We
test the vectors made available by Kiela and Bottou
(2014). Similarly to us, they derive textual features
with the skip-gram model (from a portion of the
Wikipedia and the British National Corpus) and use
visual representations extracted from the ESP data-
set (von Ahn and Dabbish, 2004) through a convo-
lutional neural network (Oquab et al., 2014). They
concatenate textual and visual features after normal-
izing to unit length and centering to zero mean. We
also test the vectors that performed best in the evalu-
ation of Bruni et al. (2014), based on textual features
extracted from a 3B-token corpus and SIFT-based
Bag-of-Visual-Words visual features (Sivic and Zis-
serman, 2003) extracted from the ESP collection.
Bruni and colleagues fuse a weighted concatenation
of the two components through SVD. We further re-
implement both methods with our own textual and
visual embeddings as CONCATENATION and SVD
(with target dimensionality 300, picked without tun-
ing). Finally, we present for comparison the results
on SemSim and VisSim reported by Silberer and La-
pata (2014), obtained with a stacked-autoencoders
architecture run on textual features extracted from
Wikipedia with the Strudel algorithm (Baroni et al.,
2010) and attribute-based visual features (Farhadi et
al., 2009) extracted from ImageNet.

All benchmarks contain a fair amount of words
for which we did not use direct visual evidence. We
are interested in assessing the models both in terms
of how they fuse linguistic and visual evidence when
they are both available, and for their robustness in
lack of full visual coverage. We thus evaluate them
in two settings. The visual-coverage columns of Ta-
ble 1 (those on the right) report results on the subsets
for which all compared models have access to direct
visual information for both words. We further report
results on the full sets (“100%” columns of Table
1) for models that can propagate visual information
and that, consequently, can meaningfully be tested

on words without direct visual representations.

Results The state-of-the-art visual CNN FEA-
TURES alone perform remarkably well, outperform-
ing the purely textual model (SKIP-GRAM) in two
tasks, and achieving the best absolute performance
on the visual-coverage subset of Simlex-999. Re-
garding multimodal fusion (that is, focusing on
the visual-coverage subsets), both MMSKIP-GRAM

models perform very well, at the top or just below
it on all tasks, with comparable results for the two
variants. Their performance is also good on the
full data sets, where they consistently outperform
SKIP-GRAM and SVD (that is much more strongly
affected by lack of complete visual information).
They’re just a few points below the state-of-the-art
MEN correlation (0.8), achieved by Baroni et al.
(2014) with a corpus 3 larger than ours and exten-
sive tuning. MMSKIP-GRAM-B is close to the state
of the art for Simlex-999, reported by the resource
creators to be at 0.41 (Hill et al., 2014). Most im-
pressively, MMSKIP-GRAM-A reaches the perfor-
mance level of the Silberer and Lapata (2014) model
on their SemSim and VisSim data sets, despite the
fact that the latter has full visual-data coverage and
uses attribute-based image representations, requir-
ing supervised learning of attribute classifiers, that
achieve performance in the semantic tasks compa-
rable or higher than that of our CNN features (see
Table 3 in Silberer and Lapata (2014)). Finally, if
the multimodal models (unsurprisingly) bring about
a large performance gain over the purely linguistic
model on visual similarity, the improvement is con-
sistently large also for the other benchmarks, con-
firming that multimodality leads to better semantic
models in general, that can help in capturing differ-
ent types of similarity (general relatedness, strictly
taxonomic, perceptual).

While we defer to further work a better un-
derstanding of the relation between multimodal
grounding and different similarity relations, Table
2 provides qualitative insights on how injecting
visual information changes the structure of se-
mantic space. The top SKIP-GRAM neighbours of
donuts are places where you might encounter them,
whereas the multimodal models relate them to other
take-away food, ranking visually-similar pizzas at
the top. The owl example shows how multimodal
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Model MEN Simlex-999 SemSim VisSim
100% 42% 100% 29% 100% 85% 100% 85%

KIELA AND BOTTOU - 0.74 - 0.33 - 0.60 - 0.50
BRUNI ET AL. - 0.77 - 0.44 - 0.69 - 0.56
SILBERER AND LAPATA - - - - 0.70 - 0.64 -
CNN FEATURES - 0.62 - 0.54 - 0.55 - 0.56
SKIP-GRAM 0.70 0.68 0.33 0.29 0.62 0.62 0.48 0.48
CONCATENATION - 0.74 - 0.46 - 0.68 - 0.60
SVD 0.61 0.74 0.28 0.46 0.65 0.68 0.58 0.60
MMSKIP-GRAM-A 0.75 0.74 0.37 0.50 0.72 0.72 0.63 0.63
MMSKIP-GRAM-B 0.74 0.76 0.40 0.53 0.66 0.68 0.60 0.60

Table 1: Spearman correlation between model-generated similarities and human judgments. Right columns
report correlation on visual-coverage subsets (percentage of original benchmark covered by subsets on first
row of respective columns). First block reports results for out-of-the-box models; second block for visual
and textual representations alone; third block for our implementation of multimodal models.

Target SKIP-GRAM MMSKIP-GRAM-A MMSKIP-GRAM-B
donut fridge, diner, candy pizza, sushi, sandwich pizza, sushi, sandwich
owl pheasant, woodpecker, squirrel eagle, woodpecker, falcon eagle, falcon, hawk
mural sculpture, painting, portrait painting, portrait, sculpture painting, portrait, sculpture
tobacco coffee, cigarette, corn cigarette, cigar, corn cigarette, cigar, smoking
depth size, bottom, meter sea, underwater, level sea, size, underwater
chaos anarchy, despair, demon demon, anarchy, destruction demon, anarchy, shadow

Table 2: Ordered top 3 neighbours of example words in purely textual and multimodal spaces. Only donut
and owl were trained with direct visual information.

models pick taxonomically closer neighbours of
concrete objects, since often closely related things
also look similar (Bruni et al., 2014). In particular,
both multimodal models get rid of squirrels and
offer other birds of prey as nearest neighbours.
No direct visual evidence was used to induce the
embeddings of the remaining words in the table, that
are thus influenced by vision only by propagation.
The subtler but systematic changes we observe in
such cases suggest that this indirect propagation
is not only non-damaging with respect to purely
linguistic representations, but actually beneficial.
For the concrete mural concept, both multimodal
models rank paintings and portraits above less
closely related sculptures (they are not a form of
painting). For tobacco, both models rank cigarettes
and cigar over coffee, and MMSKIP-GRAM-B
avoids the arguably less common “crop” sense
cued by corn. The last two examples show how the
multimodal models turn up the embodiment level
in their representation of abstract words. For depth,
their neighbours suggest a concrete marine setup

over the more abstract measurement sense picked
by the MMSKIP-GRAM neighbours. For chaos,
they rank a demon, that is, a concrete agent of chaos
at the top, and replace the more abstract notion of
despair with equally gloomy but more imageable
shadows and destruction (more on abstract words
below).

5.2 Zero-shot image labeling and retrieval

The multimodal representations induced by our
models should be better suited than purely text-
based vectors to label or retrieve images. In particu-
lar, given that the quantitative and qualitative results
collected so far suggest that the models propagate
visual information across words, we apply them to
image labeling and retrieval in the challenging zero-
shot setup (see Section 2 above).3

3We will refer here, for conciseness’ sake, to image label-
ing/retrieval, but, as our visual vectors are aggregated represen-
tations of images, the tasks we’re modeling consist, more pre-
cisely, in labeling a set of pictures denoting the same object and
retrieving the corresponding set given the name of the object.
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Setup We take out as test set 25% of the 5.1K
words we have visual vectors for. The multimodal
models are re-trained without visual vectors for
these words, using the same hyperparameters as
above. For both tasks, the search for the correct
word label/image is conducted on the whole set of
5.1K word/visual vectors.

In the image labeling task, given a visual vector
representing an image, we map it onto word space,
and label the image with the word corresponding
to the nearest vector. To perform the vision-to-
language mapping, we train a Ridge regression by 5-
fold cross-validation on the test set (for SKIP-GRAM

only, we also add the remaining 75% of word-image
vector pairs used in estimating the multimodal mod-
els to the Ridge training data).4

In the image retrieval task, given a linguis-
tic/multimodal vector, we map it onto visual space,
and retrieve the nearest image. For SKIP-GRAM, we
use Ridge regression with the same training regime
as for the labeling task. For the multimodal mod-
els, since maximizing similarity to visual represen-
tations is already part of their training objective, we
do not fit an extra mapping function. For MMSKIP-
GRAM-A, we directly look for nearest neighbours
of the learned embeddings in visual space. For
MMSKIP-GRAM-B, we use the Mu→v mapping
function induced while learning word embeddings.

Results In image labeling (Table 3) SKIP-GRAM

is outperformed by both multimodal models, con-
firming that these models produce vectors that are
directly applicable to vision tasks thanks to visual
propagation. The most interesting results however
are achieved in image retrieval (Table 4), which
is essentially the task the multimodal models have
been implicitly optimized for, so that they could be
applied to it without any specific training. The strat-
egy of directly querying for the nearest visual vec-
tors of the MMSKIP-GRAM-A word embeddings
works remarkably well, outperforming on the higher
ranks SKIP-GRAM, which requires an ad-hoc map-
ping function. This suggests that the multimodal

4We use one fold to tune Ridge λ, three to estimate the map-
ping matrix and test in the last fold. To enforce strict zero-shot
conditions, we exclude from the test fold labels occurring in
the LSVRC2012 set that was employed to train the CNN of
Krizhevsky et al. (2012), that we use to extract visual features.

P@1 P@2 P@10 P@20 P@50
SKIP-GRAM 1.5 2.6 14.2 23.5 36.1
MMSKIP-GRAM-A 2.1 3.7 16.7 24.6 37.6
MMSKIP-GRAM-B 2.2 5.1 20.2 28.5 43.5

Table 3: Percentage precision@k results in the zero-
shot image labeling task.

P@1 P@2 P@10 P@20 P@50
SKIP-GRAM 1.9 3.3 11.5 18.5 30.4
MMSKIP-GRAM-A 1.9 3.2 13.9 20.2 33.6
MMSKIP-GRAM-B 1.9 3.8 13.2 22.5 38.3

Table 4: Percentage precision@k results in the zero-
shot image retrieval task.

embeddings we are inducing, while general enough
to achieve good performance in the semantic tasks
discussed above, encode sufficient visual informa-
tion for direct application to image analysis tasks.
This is especially remarkable because the word vec-
tors we are testing were not matched with visual
representations at model training time, and are thus
multimodal only by propagation. The best perfor-
mance is achieved by MMSKIP-GRAM-B, confirm-
ing our claim that its Mu→v matrix acts as a multi-
modal mapping function.

5.3 Abstract words

We have already seen, through the depth and chaos
examples of Table 2, that the indirect influence of
visual information has interesting effects on the rep-
resentation of abstract terms. The latter have re-
ceived little attention in multimodal semantics, with
Hill and Korhonen (2014) concluding that abstract
nouns, in particular, do not benefit from propagated
perceptual information, and their representation is
even harmed when such information is forced on
them (see Figure 4 of their paper). Still, embod-
ied theories of cognition have provided considerable
evidence that abstract concepts are also grounded
in the senses (Barsalou, 2008; Lakoff and John-
son, 1999). Since the word representations produced
by MMSKIP-GRAM-A, including those pertaining
to abstract concepts, can be directly used to search
for near images in visual space, we decided to ver-
ify, experimentally, if these near images (of concrete
things) are relevant not only for concrete words, as
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expected, but also for abstract ones, as predicted by
embodied views of meaning.

More precisely, we focused on the set of 200
words that were sampled across the USF norms con-
creteness spectrum by Kiela et al. (2014) (2 words
had to be excluded for technical reasons). This
set includes not only concrete (meat) and abstract
(thought) nouns, but also adjectives (boring), verbs
(teach), and even grammatical terms (how). Some
words in the set have relatively high concreteness
ratings, but are not particularly imageable, e.g.:
hot, smell, pain, sweet. For each word in the set,
we extracted the nearest neighbour picture of its
MMSKIP-GRAM-A representation, and matched it
with a random picture. The pictures were selected
from a set of 5,100, all labeled with distinct words
(the picture set includes, for each of the words as-
sociated to visual information as described in Sec-
tion 4, the nearest picture to its aggregated visual
representation). Since it is much more common for
concrete than abstract words to be directly repre-
sented by an image in the picture set, when search-
ing for the nearest neighbour we excluded the pic-
ture labeled with the word of interest, if present (e.g.,
we excluded the picture labeled tree when picking
the nearest neighbour of the word tree). We ran a
CrowdFlower5 survey in which we presented each
test word with the two associated images (random-
izing presentation order of nearest and random pic-
ture), and asked subjects which of the two pictures
they found more closely related to the word. We
collected minimally 20 judgments per word. Sub-
jects showed large agreement (median proportion of
majority choice at 90%), confirming that they under-
stood the task and behaved consistently.

We quantify performance in terms of proportion
of words for which the number of votes for the near-
est neighbour picture is significantly above chance
according to a two-tailed binomial test. We set sig-
nificance at p<0.05 after adjusting all p-values with
the Holm correction for running 198 statistical tests.
The results in Table 5 indicate that, in about half
the cases, the nearest picture to a word MMSKIP-
GRAM-A representation is meaningfully related to
the word. As expected, this is more often the case for
concrete than abstract words. Still, we also observe a

5http://www.crowdflower.com

global |words| unseen |words|
all 48% 198 30% 127
concrete 73% 99 53% 30
abstract 23% 99 23% 97

Table 5: Subjects’ preference for nearest visual
neighbour of words in Kiela et al. (2014) vs. random
pictures. Figure of merit is percentage proportion
of significant results in favor of nearest neighbour
across words. Results are reported for the whole set,
as well as for words above (concrete) and below (ab-
stract) the concreteness rating median. The unseen
column reports results when words exposed to direct
visual evidence during training are discarded. The
words columns report set cardinality.

freedom theory

god together place

wrong

Figure 2: Examples of nearest visual neighbours of
some abstract words: on the left, cases where sub-
jects preferred the neighbour to the random foil; on
the right, cases where they did not.

significant preference for the model-predicted near-
est picture for about one fourth of the abstract terms.
Whether a word was exposed to direct visual evi-
dence during training is of course making a big dif-
ference, and this factor interacts with concreteness,
as only two abstract words were matched with im-
ages during training.6 When we limit evaluation to
word representations that were not exposed to pic-
tures during training, the difference between con-
crete and abstract terms, while still large, becomes
less dramatic than if all words are considered.

Figure 2 shows four cases in which subjects ex-
pressed a strong preference for the nearest visual
neighbour of a word. Freedom, god and theory are
strikingly in agreement with the view, from embod-
ied theories, that abstract words are grounded in rel-

6In both cases, the images actually depict concrete senses of
the words: a memory board for memory and a stop sign for stop.
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evant concrete scenes and situations. The together
example illustrates how visual data might ground ab-
stract notions in surprising ways. For all these cases,
we can borrow what Howell et al. (2005) say about
visual propagation to abstract words (p. 260):

Intuitively, this is something like trying to explain
an abstract concept like love to a child by using
concrete examples of scenes or situations that are
associated with love. The abstract concept is never
fully grounded in external reality, but it does inherit
some meaning from the more concrete concepts to
which it is related.

Of course, not all examples are good: the last col-
umn of Figure 2 shows cases with no obvious rela-
tion between words and visual neighbours (subjects
preferred the random images by a large margin).

The multimodal vectors we induce also display an
interesting intrinsic property related to the hypothe-
sis that grounded representations of abstract words
are more complex than for concrete ones, since ab-
stract concepts relate to varied and composite situa-
tions (Barsalou and Wiemer-Hastings, 2005). A nat-
ural corollary of this idea is that visually-grounded
representations of abstract concepts should be more
diverse: If you think of dogs, very similar images of
specific dogs will come to mind. You can also imag-
ine the abstract notion of freedom, but the nature of
the related imagery will be much more varied. Re-
cently, Kiela et al. (2014) have proposed to measure
abstractness by exploiting this very same intuition.
However, they rely on manual annotation of pictures
via Google Images and define an ad-hoc measure
of image dispersion. We conjecture that the repre-
sentations naturally induced by our models display
a similar property. In particular, the entropy of our
multimodal vectors, being an expression of how var-
ied the information they encode is, should correlate
with the degree of abstractness of the corresponding
words. As Figure 3(a) shows, there is indeed a dif-
ference in entropy between the most concrete (meat)
and most abstract (hope) words in the Kiela et al. set.

To test the hypothesis quantitatively, we mea-
sure the correlation of entropy and concreteness
on the 200 words in the Kiela et al. (2014) set.7

Figure 3(b) shows that the entropies of both the
7Since the vector dimensions range over the real number

line, we calculate entropy on vectors that are unit-normed af-
ter adding a small constant insuring all values are positive.

(a)

Model ρ

WORD FREQUENCY 0.22
KIELA ET AL. -0.65
SKIP-GRAM 0.05
MMSKIP-GRAM-B 0.04
MMSKIP-GRAM-A -0.75
MMSKIP-GRAM-B* -0.71

(b)

Figure 3: (a) Distribution of MMSKIP-GRAM-A
vector activation for meat (blue) and hope (red). (b)
Spearman ρ between concreteness and various mea-
sures on the Kiela et al. (2014) set.

MMSKIP-GRAM-A representations and those gen-
erated by mapping MMSKIP-GRAM-B vectors onto
visual space (MMSKIP-GRAM-B*) achieve very
high correlation (but, interestingly, not MMSKIP-
GRAM-B). This is further evidence that multimodal
learning is grounding the representations of both
concrete and abstract words in meaningful ways.

6 Conclusion

We introduced two multimodal extensions of SKIP-
GRAM. MMSKIP-GRAM-A is trained by directly
optimizing the similarity of words with their visual
representations, thus forcing maximum interaction
between the two modalities. MMSKIP-GRAM-B in-
cludes an extra mediating layer, acting as a cross-
modal mapping component. The ability of the mod-
els to integrate and propagate visual information re-
sulted in word representations that performed well in
both semantic and vision tasks, and could be used as
input in systems benefiting from prior visual knowl-
edge (e.g., caption generation). Our results with ab-
stract words suggest the models might also help in
tasks such as metaphor detection, or even retriev-
ing/generating pictures of abstract concepts. Their
incremental nature makes them well-suited for cog-
nitive simulations of grounded language acquisition,
an avenue of research we plan to explore further.
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Abstract

We address the problem of automatically
aligning natural language sentences with cor-
responding video segments without any direct
supervision. Most existing algorithms for in-
tegrating language with videos rely on hand-
aligned parallel data, where each natural lan-
guage sentence is manually aligned with its
corresponding image or video segment. Re-
cently, fully unsupervised alignment of text
with video has been shown to be feasible us-
ing hierarchical generative models. In contrast
to the previous generative models, we propose
three latent-variable discriminative models for
the unsupervised alignment task. The pro-
posed discriminative models are capable of in-
corporating domain knowledge, by adding di-
verse and overlapping features. The results
show that discriminative models outperform
the generative models in terms of alignment
accuracy.

1 Introduction

Learning to integrate natural language descriptions
with video events is attracting increasing attention
in the natural language processing and computer vi-
sion communities. The Grounded Language Learn-
ing task aims to map the meaning of natural lan-
guage expressions to their corresponding referents
in videos (e.g., objects, actions, and events) with-
out any dictionary. Most existing grounded lan-
guage learning algorithms are either supervised or
weakly-supervised. During the training stage, they
assume each video is pre-segmented to chunks of
short duration, and each video segment is manually

Label the bottle

Add 500 mL of DI 
water to the labeled 
bottle

 Transfer 1 mL of 
MgSO4 to the 
50 mL Falcon tube

Alignment of Video Segments with Text Sentences

Add 500 mL of DI water to the labeled bottle

Verb Nouns

Video Objects Touched by Hands

Figure 1: The proposed discriminative learning algorithm
aligns protocol sentences to corresponding video frames.
We incorporate features that can learn the co-occurrences
of nouns and verbs in the sentences with the objects in
the video.

aligned with a natural language sentence that de-
scribes that segment. Manually aligning each video
segment with a sentence is tedious, especially for
long videos. Therefore, it is desirable to automati-
cally align video segments with their corresponding
natural language sentences without direct supervi-
sion.

Recently, Naim et al. (2014) proposed an unsuper-
vised learning algorithm for automatically aligning
sentences in a document with corresponding video
segments. Given a sequence of natural language
instructions and an unaligned video recording of a
person following these instructions, a hierarchical
generative model was applied to align each instruc-
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tion to its corresponding video segment, and to align
nouns in each instruction to their corresponding ob-
jects in the video. We extend this generative align-
ment framework by applying several discriminative
models with latent variables. Discriminative mod-
els are attractive as they can easily incorporate do-
main knowledge by adding many diverse, overlap-
ping, and complex features. By incorporating a large
number of features and regularizing their weights
properly, discriminative models have been shown to
outperform generative models in many natural lan-
guage processing tasks (Collins, 2002; Dyer et al.,
2011; Yu et al., 2013).

Similar to Naim et al. (2014), we applied our al-
gorithm to align the natural language instructions
for biological experiments in “wet laboratories” with
recorded videos of people performing these experi-
ments. Typically, each wetlab experiment has a pro-
tocol written in natural language, describing the se-
quence of steps necessary for that experiment. How-
ever, these instructions are often incomplete, and do
not spell out implicit assumptions and knowledge,
causing the results to be difficult to reproduce (Be-
gley and Ellis, 2012). Given a set of such wetlab
experiment protocols and associated videos, our ini-
tial goal is to infer the correct alignment between
the steps mentioned in the protocol and correspond-
ing video segments in which a person performs these
steps (Figure 1). The aligned and segmented out-
put of the system described in this paper can even-
tually be used to learn detailed visual models of cor-
rectly performed activities and to identify experi-
mental anomalies.

In this paper, we apply three latent discriminative
learning algorithms: latent conditional random field
(LCRF), latent structured perceptron (LSP), and la-
tent structured support vector machine (LSSVM) for
unsupervised alignment of video with text. We show
that discriminative models outperform the existing
generative models by incorporating diverse features.
While the previous models only considered the map-
pings of nouns to blobs, and ignored verbs, we in-
corporated the co-occurrences of verbs with blobs
as features in our model. Finally, we propose a con-
strained variant of the standard LSP and LSSVM up-
date rule, which provided better alignment accuracy
and more stable convergence on our datasets.

2 Background Research

2.1 Unsupervised Grounded Language
Learning

Most existing grounded language learning algo-
rithms for integrating language with vision rely
on either a fully supervised (Kollar et al., 2010;
Matuszek et al., 2012) or a weakly supervised
training stage (Yu and Ballard, 2004; Kate and
Mooney, 2007; Krishnamurthy and Kollar, 2013;
Yu and Siskind, 2013; Krishnamoorthy et al., 2013;
Rohrbach et al., 2013; Tellex et al., 2013). The fully
supervised methods assume that each sentence in
the training data is manually paired with the corre-
sponding image or video segment, and furthermore,
each word or phrase in a sentence is already mapped
to its corresponding blob or action in the image
or video segment. Given the detailed annotations,
these methods train a set of classifiers to recog-
nize perceptual representations for commonly used
words or phrases. After the initial fully supervised
training stage, these methods can learn the mean-
ing of new words as they are encountered. Such
detailed supervision is difficult to obtain, and as a
result most of the recent grounded language learn-
ing algorithms rely on weaker supervision (Krish-
namurthy and Kollar, 2013; Yu and Siskind, 2013;
Krishnamoorthy et al., 2013; Rohrbach et al., 2013;
Tellex et al., 2013), where each image or video
frame is manually paired with corresponding sen-
tence, but the mapping between objects and words
is not provided, and instead learned and inferred au-
tomatically as latent variables. Manually pairing
each video segment or image frame with the cor-
responding sentence can be tedious, especially for
long videos. Furthermore, these methods can be rel-
atively difficult to extend to new domains, as this
may require collecting new annotated data.

Recently, Naim et al. (2014) proposed a fully
unsupervised approach for aligning wetlab experi-
ment videos with associated text protocols, with-
out any direct supervision. They proposed a hier-
archical generative model to infer the alignment be-
tween each video segment with corresponding pro-
tocol sentence, and also the mapping of each blob
with corresponding noun in that sentence. First, it
models the generation of each video segment from
one of the sentences in the protocol using a Hidden
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Markov Model (HMM) (Rabiner, 1989; Vogel et al.,
1996). Next, each tracked object or blob in a video
segment is generated from one of the nouns in the
corresponding sentence using IBM Model 1 (Brown
et al., 1993), a generative model frequently used in
machine translation. The IBM Model 1 probabilities
are incorporated as emission probabilities in HMM.
The transition probabilities are parameterized using
the jump size, i.e., the difference between the align-
ments of two consecutive video segments. They
also extended IBM Model 1 by introducing latent
variables for each noun, allowing some of the non-
object nouns to be unobserved in the video. While
the alignment results are encouraging, and show that
unsupervised alignment is feasible, they considered
the mappings between nouns and blobs only, and ig-
nored the verbs and other relations in the sentences.
Moreover, incorporating domain knowledge is not
straightforward in these generative models.

2.2 Discriminative Word Alignment

In machine translation, alignment of the words in
source language with the words in target language
has traditionally been done using the IBM word
alignment models (Brown et al., 1993), which are
generative models, and typically trained using Ex-
pectation Maximization (Dempster et al., 1977).
Early attempts (Blunsom and Cohn, 2006; Taskar
et al., 2005) towards discriminative word alignment
relied on supervised hand-aligned parallel corpora.
Dyer et al. (2011) first applied a latent variable con-
ditional random field (LCRF) to perform unsuper-
vised discriminative word alignment. They treated
the words’ alignments as latent variables, and for-
mulated the task as predicting the target sentence,
given the source sentence. We apply similar la-
tent variable discriminative models for unsupervised
alignment of sentences with video segments.

3 Problem Formulation and Notations

The input to our system is a dataset containing N
pairs of observations {(xi,yi)}Ni=1, where xi rep-
resents the ith experiment protocol, and yi repre-
sents a video of a person carrying out the instruc-
tions in that protocol. The protocols are not neces-
sarily unique, as we have multiple videos of different
people carrying out the same protocol.

X
i,1

 1 2  2

yi = Y
i,1

Y
i,2

Y
i,3

X
i,2 X

i,3

3

Y
i,4

hi =

xi =

Figure 2: EachXi,m is a sentence in the protocol, consist-
ing of the nouns and verbs in the sentence, and each Yi,n

is a video chunk represented by the set of blobs touched
by hands in that chunk. The alignment hi = [1, 2, 2, 3]
maps each video chunk to the corresponding sentence.

We apply similar data preprocessing as Naim et
al. (2014). First, we parse each protocol sentence
using the two-stage Charniak-Johnson parser (Char-
niak and Johnson, 2005), and extract the head nouns
and verbs from each sentence. Let mi be the num-
ber of sentences in the protocol xi. We represent xi
as a sequence of sets xi = [Xi,1, . . . , Xi,mi ], where
Xi,m is the set of nouns and verbs in the mth sen-
tence of xi. Each video yi is segmented into a se-
quence of chunks, each one second long. For each
video chunk, we determine the set of objects touched
by the participant’s hands using automated image
segmentation and tracking. We ignore the chunks
over which no object is touched by a hand. Let ni be
the number of chunks in yi. We represent the video
yi as a sequence of sets: yi = [Yi,1, . . . , Yi,ni ], one
for each video chunk, where Yi,n is the set of ob-
jects or blobs touched by hands in the nth chunk of
yi. If VY is the set of all blobs in the videos, then
Yi,n ⊆ VY .

Our goal is to learn the alignment hi between
the sentences in xi with their corresponding video
chunks in yi (Figure 2). Formally, hi[n] ∈
{1, . . . ,mi}, for 1 ≤ n ≤ ni, where hi[n] = m
indicates that the video segment Yi,n is aligned to
the protocol sentence Xi,m.

4 Discriminative Alignment

To formulate the alignment problem as a discrim-
inative learning task, we assume the text sequence
xi as the observed input, and the video sequence
yi as the output sequence that we aim to predict.
Since the alignments are unknown, we treat them
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as latent variables. Let hi be the hidden alignment
vector for an observation pair (xi,yi). The feature
function Φ(xi,yi,hi) maps the input observation
(xi,yi), and their latent alignment vector hi to a d-
dimensional feature vector. Our goal is to learn the
weights w ∈ Rd for these features.

4.1 Latent Variable Conditional Random Field
Given a text sequence xi and a video sequence yi
with lengths |xi| = mi and |yi| = ni, the condi-
tional probability of the video sequence is:

p(yi|xi) = p(yi, ni|xi)
= p(yi|xi, ni) p(ni|xi) (1)

Since we only aim to learn the alignments given
(xi,yi), we ignore the length probability p(ni|xi),
and consider only the first term:

p(yi|xi, ni) =
∑
hi

p(yi,hi|xi, ni) (2)

We model the conditional probability
p(yi,hi|xi, ni) using a log-linear model:

p(yi,hi|xi, ni) =
exp wTΦ(xi,yi,hi)

Z(xi, ni)
, (3)

where Z(xi, ni) =
∑

y

∑
h exp wTΦ(xi,y,h). To

keep our models tractable, we assume our feature
function Φ decomposes linearly, similar to a linear-
chain graphical model:

Φ(xi,yi,hi) =
ni∑
n=1

φ(Xi,m, Yi,n,m, n,m
′),

where hi[n] = m and hi[n − 1] = m′. There-
fore, each factor in our linear chain graph structure
depends on the alignment state for the current and
the previous video chunk. For any two consecutive
alignment states hi[n] = m and hi[n− 1] = m′, we
represent the factor potential as:

Ψ(Xi,m, Yi,n,m, n,m
′) =

exp
[
wTφ(Xi,m, Yi,n,m, n,m

′)
]

Our goal is to maximize the following log-
likelihood function:

L(w) =
N∑
i=1

log
∑
hi

p(yi,hi|xi, ni). (4)

The gradient of the log-likelihood function with re-
spect to the weight parameters is:

∂L

∂w
=

N∑
i=1

[
Ep(h|xi,ni,yi) [Φ(xi,yi,h)]−

Ep(y,h|xi,ni) [Φ(xi,y,h)]
]

(5)

We apply the stochastic gradient descent algo-
rithm (Vishwanathan et al., 2006) to maximize the
conditional log-likelihood. For each observation
(xi,yi), we perform forward-backward dynamic
programming to estimate the two expectation terms
in equation 5, as discussed next.

4.1.1 Estimation of Ep(h|xi,ni,yi) [Φ(xi,yi,h)]
To estimate the first expectation term in equa-

tion 5, we need to sum over all the possible align-
ment states h[n] = m, where n ∈ {1, . . . , ni} and
m ∈ {1, . . . ,mi}. Since the output sequence yi is
given, we refer to this stage as “forced” forward-
backward stage. The forward messages αFn [m] ∝
p(Yi,1, . . . , Yi,n,h[n] = m | xi) are estimated using
the following recursion:

αFn (m) =
∑
m′

αFn−1(m′) Ψ(Xi,m, Yi,n,m, n,m
′)

wherem′ is one of the predecessors of the alignment
state h[n] = m. Assuming no restrictions on the
possible alignments, the computational complexity
of each iteration on a single observation pair (xi,yi)
isO(m2

inid) formi sentences, ni video chunks, and
d dimensional features. However, we allow only a
constant number of predecessor and successor states
for each alignment state, and hence the computa-
tional complexity becomes O(minid). Similarly,
we apply backward recursions, with the same com-
putational complexity.

4.1.2 Estimation of Ep(y,h|xi,ni) [Φ(xi,y,h)]
While computing the second expectation term, we

assume only xi and the number of video chunks
ni are observed, and we need to sum probabilities
over all possible alignments h[n] = m and all pos-
sible video sequences y. Again we apply forward-
backward. The computational complexity, however,
grows significantly, as we need to sum over all pos-
sible set of blobs that may be touched by hands in
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each video segment. The forward message αn(m)
is computed as:

αn(m) =
∑
m′

αn−1(m′)
∑
Y⊆VY

Ψ(Xim, Y,m, n,m
′)

There can be 2|VY | − 1 possible subset of blobs
at each of the alignment position, and the overall
computational complexity becomesO(2|VY |minid),
which is prohibitively expensive, even for a small
number of blobs. In our videos, the hands never
touch more than 3 objects at a time. So we con-
sidered only the non-empty subsets with 3 or less
elements: P = {S : S ⊆ VY , |S| ≤ 3, S 6= ∅}.
The pruning of larger subsets reduces the complex-
ity to O(|VY |3minid). We can further reduce com-
putation by decomposing the forward-backward re-
cursions to the co-occurrence features and alignment
path features:

Ψ(Xim, Y,m, n,m
′) = Ψco(Xim, Y )Ψap(m,n,m′)

The potential due to alignment path features (Ψap)
does not depend on the subset of blobs, and only
depends on the current and previous alignment states
h[n] = m and h[n − 1] = m′. On the other hand,
the co-occurrence potential Ψco for a given set of
blobs Y depends only on the sentence that it is being
aligned to, and does not depend on the video chunk
index n. Therefore we can decompose the forward
recursion as:

αn(m) =
∑
m′

αn−1(m′) Ψap(m,n,m′) δ(m)

where δ(m) =
∑

Y ∈P Ψco(Xim, Y ). We can pre-
compute the values of δ(m) for each of the mi sen-
tences, which takes O(mid|VY |3) operations. Fi-
nally, we run forward recursions over all the align-
ment states using the precomputed values, and the
complexity becomes O(mid|VY |3 + minid) Simi-
larly the backward recursion becomes:

βn(m) =
∑
m′

βn+1(m′) Ψap(m′, n+1,m) δ(m′)

The alignment state transition probabili-
ties ξn(m′,m) represents the probability
p(hn−1 = m′,hn = m | xi), which can be
estimated by marginalizing over all possible sets of
blobs:

ξn(m′,m) ∝ αn−1(m′)Ψap(m,n,m′)δ(m)βn(m)

4.2 Latent Variable Structured Perceptron
Structured Perceptron (Collins, 2002) has become a
popular method for discriminative structured learn-
ing due to its relatively fast convergence rate and
theoretical convergence guarantee. Since true align-
ments are unknown, we apply the latent variable
structured perceptron algorithm (Liang et al., 2006;
Sun et al., 2009; Yu et al., 2013) for our discrimina-
tive alignment task.

We iteratively scan through our dataset, one pro-
tocol and video pair (xi,yi) at a time. First, we infer
the best alignment hForcedi for the given observation
pair (xi,yi) and the current weight vector w:

hForcedi = arg max
h

wTΦ(xi,yi,h). (6)

This step is known as Forced Decoding, as we are
given both the protocol sentences and the associated
video chunks. Forced decoding is performed using
Viterbi-like dynamic programming (Algorithm 1),
where the dynamic programming states are the
alignment states (m,n) such that h[n] = m.

Algorithm 1 Perceptron Forced-Decoding
Input: Observation pair (xi,yi) and a weight vector w.

1: mi ← length(xi), and ni ← length(yi),
2: D[m,n]← −∞ for 0 ≤ m ≤ mi and 0 ≤ n ≤ ni

3: D[0, 0]← 0
4: for m = 1 to mi do
5: for n = 1 to ni do
6: for each (m′, n− 1) ∈ Predecessors(m,n) do
7: Φ← create-features(Xi,m, Yi,n,m, n,m

′)
8: if D[m′, n− 1] + wT Φ > D[m,n] then
9: D[m,n]← D[m′, n− 1] + wT Φ

10: Backpointers[m,n]← m′

11: hForced
i ← Backtrack(D, Backpointers)

12: Return hForced
i

Next, we decode both the highest scoring align-
ment ĥi and video sequence ŷi, given the protocol
xi and the number of video chunks ni.

ĥi, ŷi = arg max
h,y

wTΦ(xi,y,h) (7)

We refer to this step as Full Decoding (Algorithm 2).
The dynamic programming is similar to that for
forced decoding, except that we need to find the best
set of blobs given a set of nouns, for every protocol
sentence Xi,m:

B[m] = arg max
S∈P

wT
coΦco(Xi,m, S) (8)
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where P is the pruned set of blobs and
Φco(Xi,m, S) is a vector containing only the
co-occurrence features, and wco contains their
corresponding weights. The detailed algorithm is
described in Algorithm 2. Finally, we update the
weight vector w:

w(new) = w(old)+Φ(xi,yi,hForcedi )−Φ(xi, ŷi, ĥi)

Algorithm 2 Perceptron Full Decoding
Input: Input protocol xi, set of all blobs VY , number of video

chunks ni, weight vector w.
1: mi ← length(xi)
2: D[m,n]← −∞ for 0 ≤ m ≤ mi and 0 ≤ n ≤ ni

3: B[m]← ∅ for 0 ≤ m ≤ mi

4: D[0, 0]← 0
5: P ← {S : S ⊂ VY , |S| ≤ 3, S 6= ∅} // precompute the

pruned list of subsets of blobs
6: for m = 1 to mi do
7: B[m]← arg maxS∈P wT

coΦco(Xi,m, S)
8: for n = 1 to ni do
9: for each (m′, n− 1) ∈ Predecessors(m,n) do

10: Φ← create-features(Xi,m, B[m],m, n,m′)
11: if D[m′, n− 1] + wT Φ > D[m,n] then
12: D[m,n]← D[m′, n− 1] + wT Φ
13: Backpointer[m,n]← m′

14: ĥi ← Backtrack(D, Backpointers)
15: ŷi ← [B[ĥi,1], . . . , B[ĥi,ni ]]
16: Return ĥi, ŷi

4.3 Constrained Decoding
During the full decoding of (ĥi, ŷi), we have no in-
formation regarding how many video chunks to as-
sign to each sentence. As a result, the full decoding
is unlikely to predict the correct video sequence, no
matter how many training iterations performed. In
practice, the unconstrained full decoding often ends
up aligning too many video chunks to one of the pro-
tocol sentences.

To address this problem, we modified the per-
ceptron update rule. Instead of performing uncon-
strained full decoding, we constrain the alignment
ĥi to be same as the forced alignment hForcedi , and
infer the best sequence of video chunks ŷConstri un-
der this constraint:

ŷConstri = arg max
y

wTΦ(xi,y,hForcedi )

We refer to this decoding step as “constrained de-
coding” (Algorithm 3), and refer to this constrained

LSP variant as LSP-C. The modified weight update
rule is:

w(new) = w(old) + Φ(xi,yi,hForcedi )−
Φ(xi, ŷConstri ,hForcedi )

Algorithm 3 Perceptron Constrained-Decoding
Input: Input protocol xi, set of all blobs VY , number of video

chunks ni, forced alignment hForced
i , weight vector w.

1: P ← {S : S ⊂ VY , |S| ≤ 3, S 6= ∅}
2: for n = 1 to ni do
3: m← hForced

i [n]
4: Ŷ Constr

i,n ← arg maxS∈P wT
coΦco(Xi,m, S)

5: Return ŷConstr
i = [Ŷ Constr

i,1 , . . . , Ŷ Constr
i,ni

]

4.4 Latent Structured SVM
Structured SVM can be formulated by extending
structured perceptron with two simple modifica-
tions: (1) incorporating a large-margin regulariza-
tion term, and (2) incorporating a general loss func-
tion, instead of the zero-one loss of perceptron. The
regularization reduces overfitting by keeping feature
weights relatively small. Let the loss-augmented full
decoding be:

(ŷi, ĥi) = arg max
y,h

wTΦ(xi,y,h) + Li(y,h),

where Li(y,h) is the loss function for the ith obser-
vation. LSSVM minimizes the following objective
function:

C(w) =
1
N

N∑
i=1

(
wTΦ(xi, ŷi, ĥi) +Li(ŷi, ĥi)−

wTΦ(xi,yi,hForcedi )
)

+
λ

2
‖w‖2,

which is non-convex and non-differentiable, and op-
timized utilizing the subgradient method (Ratliff et
al., 2007). We perform online learning, and the sub-
gradient in each iteration is:

gi(w) = Φ(xi, ŷi, ĥi)−Φ(xi,yi,hForcedi ) + λw.

Similar to LSP-C, we can obtain a constrained vari-
ant LSSVM-C, by replacing loss-augmented decod-
ing with a constrained variant, where we fix ĥi to
forced alignment hForcedi .
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4.5 Latent Variables to Map Blobs to Nouns

Given a sentence Xi,n and a video segment Yi,m, we
further introduce additional latent variables to map
each blob in Yi,m to one of the nouns in Xi,n. These
latent variables are similar to the IBM Model 1 la-
tent variables of Naim et al. (2014). Instead of turn-
ing on the (noun, blob) co-occurrence feature for ev-
ery noun and blob in Xi,n and Yi,m, the latent vari-
ables map each blob to one of the nouns only. For
LCRF, we sum over all the latent variables for esti-
mating the expectations. For LSP and LSSVM, the
(noun,blob) feature with maximum feature weight
triggers for each blob.

5 Feature Design

The features used in our discriminative models can
be grouped in two categories: (1) co-occurrence
features, and (2) alignment path features. The co-
occurrence features depend only on a protocol sen-
tence and the video segment it aligns to. The align-
ment path features, on the other hand, do not depend
on the co-occurrence of sentence and video segment,
and instead capture general alignment properties,
e.g., jump size and the distance of an alignment state
from the diagonal.

5.1 Co-occurrence Features

The co-occurrence features included in our experi-
ments are:

• Co-occurrence of Nouns and Blobs: For each
noun in the input protocols and each blob in the
videos, we add a boolean feature (noun, blob),
which is turned on if we align a sentence con-
taining that noun with a video segment contain-
ing that blob.

• Co-occurrence of Verbs and Blobs: For each
verb in the input protocols and each blob in
the videos, we add a boolean feature. This fea-
ture captures the observation that certain verbs
are more likely to occur with certain objects
(e.g., ‘write’ co-occurs with ‘pen’, ‘aspirate’
co-occurs with ‘pipette’).

We experimented with co-occurrence features of
the form: (noun, verb, blob) triplets. However, in-
cluding these features did not provide any noticeable

gain, while significantly increasing the computation
time, as the number of features increased drastically.
Therefore, we did not include these features in our
final experiments.

5.2 Alignment Path Features
Alignment path features depend on the current align-
ment state h[n] = m, and the previous alignment
states h[n− 1] = m′. These features do not depend
on the nouns and verbs in the sentences and the blobs
in the video segments. We used the following align-
ment path features:

• Jump Size: Since we allow monotonic jumps
only, the jump sizes can be either zero or one.
Therefore, we added two features for these two
jump sizes.

• Positional Features: we added positional fea-
tures (Dyer et al., 2011) to discourage align-
ment states that are too far from the diago-
nal. For each alignment state (m,n), we es-
timate normalized distance from the diagonal
as | mmi

− n
ni
|. Again we used boolean features

by assigning this normalized distance to five
equally spaced bins.

The alignment features are not updated by the LSP-
C and LSSVM-C methods, as they assume hForcedi

and ĥi to be identical.

6 Results

Our dataset contains 12 wetlab experiment videos,
for 3 different protocols (4 videos per protocol).
Each protocol contains natural language instructions
for an actual biological experiment. On average,
each protocol has 9 steps, and 24 sentences. The
videos are recorded using an RGB-D Kinect camera,
in a mock wetlab setup. The average video length is
∼ 5 minutes. There are 34 unique nouns and 25
unique verbs in the protocols, and 22 distinct blobs
in the videos.

We follow the same data pre-processing technique
as described by Naim et al. (2014). The num-
ber of blobs is assumed to be known apriori. We
oversegment each frame into many superpixels us-
ing the SLIC Superpixels algorithm (Achanta et al.,
2012). We combine multiple adjacent superpixels
into a blob, based on a pre-trained Gaussian mixture
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Dataset
Average Alignment Accuracy (%)

LHMM LCRF LSP LSP-C LSP-H LSSVM LSSVM-C LSSVM-H
Manual-Tracking 75.58 85.09 79.64 80.68 80.41 79.64 80.68 80.41

Auto-Tracking 64.04 65.59 61.99 63.95 65.27 61.99 63.95 65.27

Table 1: Alignment accuracy (% of video chunks aligned to the correct protocol step) for both manual and automatic
tracking data. LHMM is the existing state-of-the-art generative model. For the variants of latent perceptron (LSP) and
latent structured SVM (LSSVM), “C” indicates constrained decoding, and “H” indicates hybrid update.

color model and their boundary maps (Luo and Guo,
2003), and track each blob using a 3D Kalman filter.
In order to isolate alignment error from computer
vision tracking and segmentation error, we manu-
ally tracked and annotated each of the video seg-
ments with the set of blobs touched by hands us-
ing the video annotation tool Anvil (Kipp, 2012).
The alignment accuracies are reported both for the
manual and automated tracking datasets. Parsing er-
ror is relatively small. The Charniak-Johnson parser
correctly identified the nouns and verbs for most
sentences, except for several single-word imperative
sentences (e.g., Mix.), for which the verbs were mis-
takenly parsed as nouns.

We experimented with the latent CRF (LCRF),
latent perceptron (LSP) and its constrained vari-
ant (LSP-C), and latent SVM (LSSVM) and its
constrained variant (LSSVM-C). Furthermore, we
tried two hybrid variants LSP-H and LSSVM-H,
where we started with constrained decoding, and
later switched to full decoding. We experimented
by incorporating additional latent variables for Blob-
to-Noun mapping (Section 4.5), which significantly
improved alignment accuracy for LCRF, but de-
creased accuracy for LSP and LSSVM and their
variants. We report the best result for each model.
The discriminative algorithms are compared with
the state-of-the-art LHMM model (Naim et al.,
2014), which is a generative HMM with latent vari-
ables for blob-to-noun mapping and the observation
states of each noun.

We initialized the weights for co-occurrence and
jump size features to the log-probabilities learned by
the generative HMM model. All the other features
are initialized to zero. For both LHMM and the
discriminative models, we used monotonic jumps
as they performed better than the non-monotonic
jumps. We used the same learning rate η = 0.001√

t
(where t is the iteration number) for all the discrim-

inative models, and the LSSVM regularization con-
stant λ = 0.001. All the Perceprton and SVM vari-
ants performed “weight averaging” (Collins, 2002).
The number of iterations are set to 100 for all the
algorithms.

Table 1 shows that the discriminative models, es-
pecially LCRF and LSP-H/LSSVM-H, outperform
the generative model LHMM both on the manual-
tracking and auto-tracking datasets. For the manual-
tracking dataset, the difference between LHMM and
each of the discriminative models is statistically sig-
nificant (p-value < 0.0001). On the auto-tracking
dataset, however, the differences are not significant
(p-value > 0.1). Table 2 shows an example of an
alignment obtained by LCRF for a short segment of
a manually tracked video.

The average running time for each iteration per
video is 0.8 seconds for LHMM, 1.1 seconds for
LSP and LSSVM, and 2.5 seconds for LCRF on a
2.9 GHz Intel Core-i7 processor and 8GB RAM.

7 Discussions and Future Work

The results show that discriminative methods out-
perform the generative LHMM model on both the
manual and auto-tracking datasets. We achieved
the best overall accuracy using the LCRF model.
LCRF takes expectations over all possible alignment
states and video sequences. On the other hand, LSP
and LSSVM consider the highest scoring predic-
tion only, which is similar to the hard-decision de-
coding. With no information regarding how many
video segments to align to each sentence, LSP and
LSSVM could not correctly predict the output video
sequences during full decoding, and the weight vec-
tors did not converge. By constraining the alignment
to the forced alignment, we avoid aggressive up-
dates, which may have helped LSP-C and LSSVM-
C to learn better alignments. However, constrained
decoding has a limitation that it can not update align-
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Start (s) End (s) Blobs in Hands Detected Nouns Detected Verbs Protocol Sentence

40.58 42.58 boat boat, scale place place the plastic boat on the scale .
42.58 42.90 boat scale zero the scale .
42.90 48.48 base spatula, base, boat measure using the spatula , measure 20 g of lb broth base

into the plastic boat .
48.48 58.95 base, spatula spatula, base, boat measure using the spatula , measure 20 g of lb broth base

into the plastic boat .
58.95 65.93 base spatula, base, boat measure using the spatula , measure 20 g of lb broth base

into the plastic boat .
65.93 80.90 boat, bottle base, bottle pour pour the lb broth base into the 1000 ml bottle .
83.80 84.80 water water add add 800 ml of di water .
84.80 88.95 water water, sink use use the di water near the sink .
88.95 96.68 water, bottle water, sink use use the di water near the sink .
96.68 104.67 water mix mix .

108.15 118.12 bottle cap, bottle, water put, shake, mix put a cap on the bottle and shake to mix
the dry ingredients with the water .

Table 2: An example of an alignment, obtained for a part of a manually tracked video. We notice several incorrect
parses, e.g., the verbs “mix” and “zero” were not detected correctly.

ment path features. LCRF sums over all possible
output and latent variables, which includes the cor-
rect solution, and hence constrained decoding is not
necessary. While the latent variables for blob-to-
noun mappings improved the alignment accuracy for
LCRF, it did not improve alignment accuracy for
LSP and LSSVM and their variants, presumably be-
cause of their hard-decision decoding approach.

Among the different variants of LSP and LSSVM,
we obtained the best accuracy with the hybrid vari-
ants (LSP-H and LSSVM-H), where we started with
constrained decoding, and then switched to standard
updates. While these hybird approaches provided
better accuracy, they still suffer from the issue of not
converging. The feature weights learned by LSSVM
and its variants were smaller than that for LSP (due
to regularization). However, they always resulted in
the same forced decoding alignments in our experi-
ments, and obtained same alignment accuracy.

Unlike the previous models, we considered the
co-occurrences of verbs with blobs in the video. The
highest weighted features include: (write, pen), (as-
pirate, pipette), which agree with our intuition. Our
immediate next step will be to automatically learn
a dictionary of hand motion patterns, and consider
the co-occurrence of these patterns with verbs in the
sentences. Some of the objects in our video are small
and thin (e.g., pen, pipette, spatula, plastic boat), and
were not reliably detected by the computer vision
segmentation and tracking system. This may be the
reason why we achieved relatively smaller improve-

ments on the auto-tracking dataset.
Our alignment models are different from the tra-

ditional discriminative approaches in that our cost
function is not same as our evaluation criteria. Al-
though our goal is to improve alignment accuracy,
the objective function that we minimize is either the
negative conditional log-likelihood (LCRF) or the
number of mis-predicted video segments (LSSVM).
Since the ground truth alignments are unknown, we
could not integrate alignment error in our objective
function. The proposed discriminative models out-
perform LHMM despite the fact that the discrimi-
native models are simpler – lacking latent variables
for the observation states of nouns. The alignment
accuracy of the discriminative models is expected to
improve even further once these latent variables are
incorporated.

8 Conclusion

We proposed three discriminative unsupervised
alignment algorithms and their novel variants us-
ing constrained decoding. The proposed algorithms
incorporate overlapping features to capture the co-
occurrences of nouns and verbs with video blobs,
and outperform the state-of-the-art latent HMM
model via discriminative training.
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Abstract

Content analysis, a widely-applied social sci-
ence research method, is increasingly being
supplemented by topic modeling. However,
while the discourse on content analysis cen-
ters heavily on reproducibility, computer sci-
entists often focus more on scalability and less
on coding reliability, leading to growing skep-
ticism on the usefulness of topic models for
automated content analysis. In response, we
introduce TopicCheck, an interactive tool for
assessing topic model stability. Our contri-
butions are threefold. First, from established
guidelines on reproducible content analysis,
we distill a set of design requirements on how
to computationally assess the stability of an
automated coding process. Second, we devise
an interactive alignment algorithm for match-
ing latent topics from multiple models, and en-
able sensitivity evaluation across a large num-
ber of models. Finally, we demonstrate that
our tool enables social scientists to gain novel
insights into three active research questions.

1 Introduction

Content analysis — the examination and systematic
categorization of written texts (Berelson, 1952) — is
a fundamental and widely-applied research method
in the social sciences and humanities (Krippendorff,
2004a), found in one third of all articles published
in major communication journals (Wimmer and Do-
minick, 2010). Initial reading and coding, two labor-

∗Work completed while at Stanford University and the Uni-
versity of Washington, and submitted while at the Allen Insti-
tute for Artificial Intelligence.

†These authors contributed equally to this paper.

intensive steps in the analysis process, are increas-
ingly replaced by computational approaches such as
statistical topic modeling (Grimmer, 2013; McFar-
land et al., 2013; Roberts et al., 2014a).

However, while the discourse on content analysis
overwhelmingly centers around the reproducibility
and generalizability of a coding scheme (Krippen-
dorff, 2004b; Lombard et al., 2002), computer sci-
entists tend to focus more on increasing the scale
of analysis and less on establishing coding reliabil-
ity. Machine-generated latent topics are often taken
on faith to be a truthful and consistent representa-
tion of the underlying corpus, but in practice ex-
hibit significant variations among models or mod-
eling runs. These unquantified uncertainties fuel
growing skepticism (Schmidt, 2012) and hamper the
continued adoption (Grimmer and Stewart, 2011) of
topic models for automated content analysis.

In response, we introduce TopicCheck, an interac-
tive tool for assessing the stability of topic models.
Our threefold contributions are as follows.

First, from established guidelines on reproducible
content analysis, we distill a set of design require-
ments on how to computationally assess the stabil-
ity of an automated coding process. We advocate for
the use of multiple models for analysis, a user-driven
approach to identify acceptable levels of coding un-
certainty, and providing users with the capability to
inspect model output at all levels of detail.

Second, we devise an interactive up-to-one align-
ment algorithm for assessing topic model stability.
Through repeated applications of a topic model to
generate multiple outputs, our tool allows users to
inspect whether the model consistently uncover the
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same set of concepts. We allow users to interactively
define groupings of matching topics, and present
the aligned topics using an informative tabular lay-
out, so that users can quickly identify stable topical
groupings as well as any inconsistencies.

Finally, in three case studies, we demonstrate that
our tool allows social scientists to gain novel in-
sights into active and ongoing research questions.
We provide an in-depth look at the multi-modality of
topic models. We document how text pre-processing
alters topical compositions, causing shifts in defini-
tions and the removal of select topics. We report
on how TopicCheck supports the validity of newly-
proposed communication research methods.

2 Background

Manual approaches to extract information from tex-
tual data — reading the source documents and codi-
fying notable concepts — do not scale. For example,
Pew Research Center produces the News Coverage
Index (2014) to measure the quality of news report-
ing in the United States. Intended to track 1,450
newspapers nationwide, their purely manual efforts
only cover 20 stories per day. Researchers stand to
lose rich details in their data when their attention is
limited to a minuscule fraction of the available texts.

Critical of approaches that “[make] restrictive as-
sumptions or [are] prohibitively costly,” Quinn et al.
(2010) discuss the use of topic models (Blei et al.,
2003) to enable large-scale text analysis by using
machine-generated latent topics to approximate pre-
viously manually-crafted codes. Automated content
analysis has enabled groundbreaking massive stud-
ies (Grimmer, 2013; McFarland et al., 2013; Roberts
et al., 2014a). While this initial uptake of topic mod-
els is encouraging, an over-emphasis on scalability
and the use of a single model for analysis invites
skepticism and threatens continued adoption.

2.1 Coding Reliability & Growing Skepticism

Coding reliability is critical to content analysis.
When social scientists devise a coding scheme, they
must clearly articulate the definition of their codes
in such a way that any person can consistently apply
the given codes to all documents in a corpus.

Despite high labor cost, content analysis is typi-
cally conducted with multiple coders in order to es-

tablish coding reliability; the proper application of
reliability measures is heavily discussed and debated
in the literature (Krippendorff, 2004b; Lombard et
al., 2002). In contrast, software packages (McCal-
lum, 2013; Řehůřek and Sojka, 2010) and graphical
tools (Chaney and Blei, 2014; Chuang et al., 2012b)
have made topic models accessible, cheap to com-
pute, easy to deploy, but they almost always present
users with a single model without any measure of
uncertainty; we find few studies on topic model sen-
sitivity and no existing tool to support such analyses.

Schmidt (2012) summarizes the view among dig-
ital humanists, a group of early adopters of topic
models, on the experience of working with uncer-
tain modeling results: “A poorly supervised ma-
chine learning algorithm is like a bad research as-
sistant. It might produce some unexpected constel-
lations that show flickers of deeper truths; but it will
also produce tedious, inexplicable, or misleading re-
sults. . . . [Excitement] about the use of topic models
for discovery needs to be tempered with skepticism
about how often the unexpected juxtapositions. . .
will be helpful, and how often merely surprising.”

Researchers increasingly voice skepticism about
the validity of using single models for analysis. In
a comprehensive survey of automatic content anal-
ysis methods, Grimmer et al. (2011) highlight the
need to validate models through close reading and
model comparison, and advise against the use of
software that “simply provide the researcher with
output” with no capability to ensure the output is
conceptually valid and useful. Chuang et al. (2012a)
report that findings from one-off modeling efforts
may not sustain under scrutiny. Schmidt (2012) ar-
gues that computer-aided text analysis should incor-
porate competing models or “humanists are better
off applying zero computer programs.”

2.2 Uncertainties in Topic Models
While topic models remove some issues associ-
ated with human coding, they also introduce new
sources of uncertainties. We review three factors re-
lated to our case studies: multi-modality, text pre-
processing, and human judgment of topical quality.

Roberts et al. (2014b) examine the multi-modal
distributions of topic models that arise due to the
non-convex nature of the underlying optimization.
They characterize the various local solutions, and
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demonstrate that the spread of topics can lead to con-
tradictory analysis outcomes. The authors note that
optimal coding may not necessarily correspond to
models that yield the highest value of the objective
function, but there is currently a paucity of computa-
tional tools to inspect how the various modes differ,
help researchers justify why one local mode might
be preferred over another on the basis of their do-
main knowledge, or for an independent researcher
to validate another’s modeling choices.

Fokkens et al. (2013) report widespread repro-
ducibility failures in natural language processing
when they replicate — and fail to reproduce — the
results reported on two standard experiments. The
authors find that minor decisions in the modeling
process can impact evaluation results, including two
factors highly relevant to topic modeling: differ-
ences in text pre-processing and corpus vocabulary.

The word intrusion test (Chang et al., 2009; Lau
et al., 2014) is considered the current state-of-the-
art approach to assess topical quality, and captures
human judgment more accurately than other topical
coherence measures (Stevens et al., 2012; Wallach et
al., 2009). However, in this approach, users inspect
only a single latent topic at a time without access to
the overall set of topics. As a part of this paper, we
investigate whether exposure to multiple competing
models affects human judgment, and whether model
consistency impacts topical coherence.

2.3 Reproducibility of a Coding Process
While no single definition exists for the process
of content analysis, a frequently-cited and wide-
applied template is provided by Krippendorff (1989;
2004b) who recommends four steps to safeguard the
reproducibility of a coding process. Practitioners
must demonstrate coder reliability, a decisive agree-
ment coefficient, an acceptable level of agreement,
and test individual variables.

To the best of our knowledge, our paper is the first
to convert guidelines on reproducible human coding
into software design requirements on validating au-
tomated content analysis. Our interactive alignment
algorithm is the first implementation of these guide-
lines. Our case studies represent the first reports
on the impact of computationally quantifying topic
model uncertainties, situated within the context of
real-world ongoing social science research.

Much of the research on topic modeling focuses
on model designs (Blei et al., 2004; Blei and Laf-
ferty, 2006; Rosen-Zvi et al., 2004) or inference al-
gorithms (Anandkumar et al., 2012). Our tool is
complementary to this large body of work, and sup-
ports real-world deployment of these techniques. In-
teractive topic modeling (Hu et al., 2014) can play a
key role to help users not only verify model consis-
tency but actively curate high-quality codes; its in-
clusion is beyond the scope of a single conference
paper. While supervised learning (Settles, 2011) has
been applied to content analysis, it represents the ap-
plication of a pre-defined coding scheme to a text
corpus, which is different from the task of devising
a coding scheme and assessing its reliability.

3 Validation Tool Design Requirements

A measure of coding reproducibility is whether a
topic model can consistently uncover the same set
of latent topics. We assume that users have a large
number of topic model outputs, presumed to be iden-
tical, and that the users wish to examine unexpected
variations among the outputs. To guide tool devel-
opment, we first identify software design require-
ments, to meet the standards social scientists need
to demonstrate producible coding.

3.1 Topical Mapping & Up-to-One Alignment
A key difference exists between measuring inter-
coder agreement and assessing topic model varia-
tions. In a manual coding process, human coders are
provided code identifiers; responses from different
coders can be unambiguously mapped onto a com-
mon scheme. No such mapping exists among the
output from repeated runs of a topic model. Valida-
tion tools must provide users with effective means
to generate topical mapping.

However, the general alignment problem of op-
timally mapping multiple topics from one model to
multiple topics in another model is both ill-defined
and computationally intractable. Since our tool is to
support the comparison of similar — and supposedly
identical — model output, we impose the following
constraint. A latent topic belonging to a model may
align with up to one latent topic in another model.
We avoid the more restrictive constraint of one-to-
one alignment. Forcing a topic to always map onto
another topic may cause highly dissimilar topics to
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be grouped together, obscuring critical mismatches.
Instead, up-to-one mapping allows for two poten-
tial outcomes, both of which correspond directly
to the intended user task: recognize consistent pat-
terns across the models (when alignment occurs) and
identify any deviations (when alignment fails).

3.2 Guidelines Adapted for Topic Models
We synthesize the following four requirements from
Krippendorff’s guidelines (2004b).

To calculate the equivalent of coder reliability,
we advocate the use of multiple models to deter-
mine modeling consistency, which may be deter-
mined from the repeated applications of the same
topic model, a search through the parameter space
of a model, or the use of multiple models.

Selecting an appropriate agreement coefficient de-
pends on the underlying data type, such as binary,
multivariate, ordered, or continuous codes (Cohen,
1960; Holsti, 1969; Krippendorff, 1970; Osgood,
1959; Scott, 1995). No widely-accepted similarity
measure exists for aligning latent topics, which are
probability distributions over a large vocabulary. We
argue that validation tools must be sufficiently mod-
ular, in order to accept any user-defined topical
similarity measure for aligning latent topics.

Acceptable level of agreement depends on the pur-
pose of the analysis, and should account for the
costs of drawing incorrect conclusions from a cod-
ing scheme. For example, do “human lives hang
on the results of a content analysis?” (Krippendorff,
2004b). Validation tools must allow users to set the
appropriate acceptable level of agreement, and
help users determine — rather than dictate — when
topic models match and what constitutes reasonable
variations in the model output.

Finally, Krippendorff points out that aggregated
statistics can obscure critical reliability failures, and
practitioners must test individual variables. We in-
terpret this recommendation as the need to present
users with not a single overall alignment score
but details at all levels: models, topics, and con-
stituent words within each latent topic.

4 Interactive Topical Alignment

We introduce TopicCheck, an implementation of our
design specifications. At the core of this tool is an
interactive topical alignment algorithm.

4.1 Hierarchical Clustering with Constraints

Our algorithm can be considered as hierarchical ag-
glomerative clustering with up-to-one mapping con-
straints. As input, it takes in three arguments: a list
of topic models, a topical similarity measure, and a
matching criterion. As output, it generates a list of
topical groups, where each group contains a list of
topics with at most one topic from each model.

At initialization, we create a topical group for
every topic in every model. We then iteratively
merge the two most similar groups based on the
user-supplied topical similarity measure, provided
that the groups satisfy the user-specified matching
criterion and the mapping constraints. When no new
groups can be formed, the algorithm terminates and
returns a sorted list of final topical groups.

During the alignment process, the following two
invariants are guaranteed: Every topic is always as-
signed to exactly one group; every group contains at
most one topic from each model. A topic model m
consists of a list of latent topics. A latent topic t is
represented by a probability distribution over words.
A topical group g also consists of a list of latent top-
ics. Let |m|, |t|, and |g| denote the number of mod-
els, topics, and groups respectively. We create a total
of |g| = |m| × |t| initial topical groups. Although
|g| decreases by 1 after each merge, |g| ≥ |t| at all
times. At the end of alignment, |g| = |t| if and only
if perfect alignment occurs and every group contains
exactly one topic from each model.

Users may supply any topical similarity measure
that best suits their analysis needs. We select cosine
similarity for our three case studies, though our soft-
ware is modular and accepts any input. As a first
implementation, we apply single-linkage clustering
criteria when comparing the similarity of two topical
groups. Single-linkage clustering is computationally
efficient (Sibson, 1973), so that users may interact
with the algorithm and receive feedback in real-time;
our procedure generalizes to other linkage criteria
such as complete-linkage or average-linkage.

At each merge step, the most similar pair of top-
ical groups are identified. If they meet the match-
ing criteria and the mapping constraints, the pair is
combined into a new group. Otherwise, the algo-
rithm iteratively examines the next most similar pair
until either a merge occurs or when all pairs are ex-
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Figure 1: This chart shows topics uncovered from 13,250 political blogs (Eisenstein and Xing, 2010) by 50 structural
topic models (Roberts et al., 2013). Latent topics are represented as rectangles; bar charts within the rectangles
represent top terms in a topic. Topics belonging to the same model are arranged in a column; topics assigned to the
same group are arranged in a row. This chart is completely filled with topics only if perfect alignment occurs. When
topics in a model fail to align with topics in other models, empty cells appear in its column. Similarly, when topics in a
group are not consistently uncovered by all models, empty cells appear in its row. Hovering over a term highlights all
other occurrences of the same term. Top terms belonging to each topical group are shown on the right; they represent
the most frequent words over all topics in the group, by summing their probability distributions.

Figure 2: Continued from Figure 1, users may decrease the similarity threshold to generate additional groupings of
topics that are less consistent, uncovered by as few as 3 of the 50 modeling runs.

hausted, at which point the procedure terminates.

Users can specify a similarity threshold, below
which topical groups are considered to differ too
much to be matched. Two groups are allowed to
merge only if both of the following conditions are
met: their similarity is above the user-defined sim-

ilarity threshold and every topic in the combined
group belongs to a different model.

4.2 Tabular Layout and User Interactions

We devise a tabular layout to present the alignment
output at all levels of detail: groups, models, topics,
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and words. Users can interact with the algorithm,
redefine matching criteria, and inspect the aligned
models interactively in real-time.

We arrange topical groups as rows and topic mod-
els as columns as shown in Figure 1. A topic as-
signed to group gi and belonging to model mj is
placed at the intersection of row i and column j.
Our up-to-one mapping ensures at most one topic
per each cell. A table of size |g| × |m| will only
be completely filled with topics if perfect alignment
occurs. When topics in model mj fail to align with
topics in other models, empty cells appear in column
j. Similarly, when topics in group gi are not consis-
tently uncovered by all models, empty cells appear
in row i. Within each topic, we show the probability
distribution of its constituent words as a bar chart.

Users define three parameters in our tool. First,
they may set the matching criteria, and define how
aggressively the topics are merged into groups. Sec-
ond, users may alter the number of topical groups
to reveal. Rather than displaying numerous sparse
groups, the tool shows only the top groups as deter-
mined by their topical weight. Topics in all remain-
ing groups are placed at the bottom of the table and
marked as ungrouped. Third, users may adjust the
number of top terms to show, as a trade-off between
details vs. overview. Increasing the number of terms
allows users to inspect the topics more carefully, but
the cells take up more screen space, reducing the
number of visible groups. Decreasing the number
of terms reduces the size of each cell, allowing users
to see more groups and observe high-level patterns.

The tabular layout enables rapid visual assess-
ment of consistency within a model or a group.
We further facilitate comparisons via brushing and
linking (Becker and Cleveland, 1987). When users
hover over a word on the right hand side or over a bar
within the bar charts, we highlight all other occur-
rences of the same word. For example, in Figure 1,
hovering over the term econom reveals that the word
is common in three topical groups.

5 Deployment and Initial Findings

We implemented our alignment algorithm and user
interface in JavaScript, so they are easily accessi-
ble within a web browser; topical similarity is com-
puted on a Python-backed web server. We report

user responses and initial findings from deploying
the tool on three social science research projects.
Interactive versions of the projects are available at
http://content-analysis.info/naacl.

5.1 A Look at Multi-Modal Solutions
We deployed TopicCheck on topic models generated
by Roberts et al. (2014b) to examine how model out-
put clusters into local modes. As the models are pro-
duced by 50 runs of an identical algorithm with all
pre-processing, parameters, and hyper-parameters
held constant, we expect minimal variations.

As shown in Figure 1, we observe that the top two
topical groups, about Barack Obama and John Mc-
Cain respectively, are consistently uncovered across
all runs. The third topical group, about the Iraqi and
Afghani wars (defined by a broader set of terms) is
also consistently generated by 49 of the 50 runs.

Toward the bottom of the chart, we observe
signs of multi-modality. Topical groups #15 to #17
represent variations of topics about the economy.
Whereas group #15 is about the broader economy,
groups #16 and #17 focus on taxes and the finan-
cial crisis, respectively. Half of the runs produced
the broader economy topic; the other runs generated
only one or two of the specialized subtopics. No sin-
gle model uncovered all three, suggesting that the
inference algorithm converged to one of two distinct
local optimal solutions. In Figure 2, by lowering the
matching criteria and revealing additional groups,
we find that the model continues to produce inter-
esting topics such as those related to global warm-
ing (group #24) or women’s rights (group #25), but
these topics are not stable across the multiple modes.

5.2 Text Pre-Processing & Replication Issues
We conducted an experiment to investigate the ef-
fects of rare word removal using TopicCheck. As
a part of our research, we had collected 12,000
news reports from five different international news
sources over a period of ten years, to study sys-
tematic differences in news coverage on the rise of
China, between western and Chinese media.

While many modeling decisions are involved in
our analysis, we choose rare word removal for two
reasons. First, though the practice is standard, to the
best of our knowledge, we find no systematic studies
on how aggressively one should cull the vocabulary.
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Figure 3: While rare word removal is generally considered to have limited impact on topic model output, we find
evidence to the contrary. By varying the removal threshold, for this corpus of international news reports on the rise
of China, we observe that topics such as group #11 on the Beijing Olympics begin to disappear. Topics about Hong
Kong appear sporadically. On top of the inconsistency issues, different pre-processing settings lead to drifts in topic
definitions. For milder removal thresholds (toward the left), group #13 discusses Hong Kong within the context of
Taiwan and Macau. With more aggressive filtering (toward the right), group #14 shifts into discussions about Hong
Kong itself such as one country two systems and the special administrative region. Unchecked, these seemingly minor
text pre-processing decisions may eventually lead researchers down different paths of analysis.

Second, as latent topics are typically defined through
their top words, filtering words that occur only in a
small fraction of the documents is generally consid-
ered to have limited impact on model output.

We trained structural topic models (Roberts et
al., 2013) based on a subset of the corpus with
2,398 documents containing approximately 20,000
unique words. We applied 10 different settings
where we progressively removed a greater number
of rare terms beyond those already filtered by the
default settings while holding all other parameters
constant. The number of unique words retained by
the models were 1,481 (default), 904, 634, 474, 365,
. . ., down to 124 for the 10 settings. We generated
6 runs of the model at each setting, for a total of 60
runs. Removed words are assigned a value of 0 in
the topic vector when computing cosine similarity.

We observe significant changes to the model out-
put across the pre-processing settings, as shown in
Figure 3. The six models on the far left (columns 1
to 6) represent standard processing; rare word re-
moval ranges from the mildest (columns 7 to 12)
to the most aggressive (columns 55 to 60) as the
columns move from left to right across the chart.

While some topical groups (e.g., #1 on the com-
munist party) are stable across all settings, many
others fade in and out. Group #11 on the Beijing
Olympics is consistent under standard processing
and the mildest removal, but disappears completely

afterward. We find two topical groups about Hong
Kong that appear sporadically. On top of the in-
stability issues, we observe that their content drifts
across the settings. With milder thresholds, topical
group #13 discusses Hong Kong within the context
of Taiwan and Macau. With more aggressive filter-
ing, topical group #14 shifts into discussions about
Hong Kong itself such as one country two systems
and the special administrative region. Unchecked,
these minor text pre-processing decisions may lead
researchers down different paths of analysis.

5.3 News Coverage & Topical Coherence

Agenda-setting refers to observations by McCombs
et al. (1972) that the media play an important role
in dictating issues of importance for voters, and by
Iyengar et al. (1993) that news selection bias can
determine how the public votes. Studying agenda-
setting requires assessing the amount of coverage
paid to specific issues. Previous manual coding ef-
forts are typically limited to either a single event
or subsampled so thinly that they lose the ability
to consistently track events over time. Large-scale
analysis (e.g., for an entire federal election) remains
beyond the reach of most communication scholars.

As part of our research, we apply topic modeling
to closed-captioning data from over 200,000 hours
of broadcasts on all mainstream news networks, to
track the full spectrum of topics across all media out-
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Figure 4: To enable large-scale studies of agenda-setting, we applied topic modeling to closed-captioning of over
200,000 hours of broadcasts, to estimate coverage in mainstream news networks. Through TopicCheck, the researchers
find consistent topical groups that correspond to known major news categories. Group #9 represents topics about
advertisements and valuable data to study the relationships between broadcasters and advertisers.

lets. We conduct word intrusion tests (Chang et al.,
2009) on Amazon Mechanical Turk, and obtain over
50,000 user ratings to identify high quality topics.
However, to establish topic modeling as a valid re-
search method, we must demonstrate the reliability
of how we include or exclude topics in our analyses.

By applying TopicCheck to 32 runs of the same
topic model, as shown in Figure 4, we confirm that
the consistent topical groupings capture at least four
major known news categories: weather (such as
group #5), finance (group #3), major events (group
#7 on the Trayvon Martin shooting), and natural dis-
asters (group #11 on Hurricane Katrina). We find
additional evidence supporting the use of topic mod-
els, including the consistent appearance of adver-
tising topics (group #9 on the sales of prescription
medicine to senior citizens, a major demographic of
the broadcast news audience). These topics may en-
able studies on the relationship between broadcast-
ers and advertisers, an important but difficult ques-
tion to address because few previous studies have the
resources to codify advertisement content.

However, event-specific topics tend to appear less
consistently (such as group #24 on Russia, its con-
flict with Ukraine, and the Sochi Olympics). We
note the lack of consistent topics on supreme court
cases, an expected but missing news category, which
warrants more in-depth investigations.

We compare human judgment of topical quality
when examining multiple models and those based

on word intrusion tests. We calculate the aggregated
topical coherence scores for each topical grouping.
We find that consistent topical groups tend to receive
higher coherence scores. However, topics about nat-
ural disasters receive low scores with a high variance
(avg 0.5371; stdev 0.2497); many of them would
have previously been excluded from analysis.

6 Discussions

To many social scientists, statistical models are
measurement tools for inspecting social phenom-
ena, such as probing recurring language use in a
text corpus with topic models. In this light, instru-
ments with known performance characteristics —
including well-quantified uncertainties and proper
coverage — are more valuable than potentially pow-
erful but inconsistent modeling approaches.

Our initial findings suggest that a single topic
model may not capture all perspectives on a dataset,
as evident in the multiple local solutions about the
economy, Hong Kong, and natural disasters in the
three case studies respectively. By exposing model
stability, our tool can help researchers validate mod-
eling decisions, and caution against making too gen-
eral a claim about any single modeling result.

We hypothesize that the low coherence scores for
topics about natural disasters might derive from two
causes. First, news media might cover an event dif-
ferently (e.g., focusing on economic vs. humanitar-
ian issues during Hurricane Katrina). Second, un-

182



folding events may naturally have less stable vocab-
ularies. In both cases, detecting and pinpointing re-
porting bias is central to the study of agenda-setting.
These observations suggest that for certain applica-
tions, identifying consistent topics across multiple
models may be equally critical as, if not more than,
enforcing topical coherence within a single model.

Increasingly, text analysis relies on data-depen-
dent modeling decisions. Rare word removal can
substantively alter analysis outcomes, but selecting
an appropriate threshold requires inspecting the con-
tent of a text corpus. TopicCheck can help archive
the exact context of analysis, allowing researchers
to justify — and readers to verify and challenge —
modeling decisions through access to data.

Finally, topic modeling has dramatically lowered
the costs associated with content analysis, allowing
hundreds of models to be built in parallel. The cur-
rent intended user task for TopicCheck is to validate
the stability of presumably identical models. We
plan to develop additional tools to help social scien-
tists design better models, and actively explore the
effects of alternative coding schemes.

7 Conclusion

We present TopicCheck for assessing topic model
stability. Through its development, we demonstrate
that existing research on reproducible manual codi-
fication can be transferred and applied to computa-
tional approaches such as automated content analy-
sis via topic modeling. We hope this work will help
computer scientists and social scientists engage in
deeper conversations about research reproducibility
for large-scale computer-assisted text analysis.
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Abstract

Inferring latent attributes of online users has
many applications in public health, politics,
and marketing. Most existing approaches rely
on supervised learning algorithms, which re-
quire manual data annotation and therefore are
costly to develop and adapt over time. In
this paper, we propose a lightly supervised
approach based on label regularization to in-
fer the age, ethnicity, and political orientation
of Twitter users. Our approach learns from
a heterogeneous collection of soft constraints
derived from Census demographics, trends in
baby names, and Twitter accounts that are em-
blematic of class labels. To counteract the im-
precision of such constraints, we compare sev-
eral constraint selection algorithms that opti-
mize classification accuracy on a tuning set.
We find that using no user-annotated data, our
approach is within 2% of a fully supervised
baseline for three of four tasks. Using a small
set of labeled data for tuning further improves
accuracy on all tasks.

1 Introduction

Data annotation is a key bottleneck in applying
supervised machine learning to language process-
ing problems. This is especially problematic in
streaming settings such as social media, where mod-
els quickly become dated as new linguistic pat-
terns emerge. An attractive alternative is lightly
supervised learning (Schapire et al., 2002; Jin and
Liu, 2005; Chang et al., 2007; Graça et al., 2007;
Quadrianto et al., 2009; Mann and McCallum, 2010;
Ganchev et al., 2010). In this approach, classifiers

are trained from a set of domain-specific soft con-
straints, rather than individually labeled instances.
For example, label regularization (Mann and Mc-
Callum, 2007; Graça et al., 2007) uses prior knowl-
edge of the expected label distribution to fit a model
from large pools of unlabeled instances. Similarly,
annotating features with their expected class fre-
quency has proven to be an efficient way of boot-
strapping from domain knowledge (Druck et al.,
2009; Melville et al., 2009; Settles, 2011).

In this paper we use lightly supervised learning to
infer the age, ethnicity, and political orientation of
Twitter users. Lightly supervised learning provides
a natural method for incorporating the rich, declar-
ative constraints available in social media. Our ap-
proach pairs unlabeled Twitter data with constraints
from county demographics, trends in first names,
and exemplar Twitter accounts strongly associated
with a class label.

Prior applications of label regularization use a
small number of highly-accurate constraints; for ex-
ample, Mann and McCallum (2007) use a single
constraint that is the true label proportions of an un-
labeled dataset, and Ganchev and Das (2013) use
cross-lingual constraints from aligned text. In con-
trast, we use hundreds of constraints that are het-
erogeneous, overlapping, and noisy. For example,
we constrain the predicted attributes of users from
a county to match those collected by the Census,
despite the known non-representativeness of Twit-
ter users (Mislove et al., 2011). Furthermore, users
from that county who list first names in their pro-
file have additional constraints imposed upon them,
which may conflict with the county constraints.

185



To deal with such noisy constraints, we explore
forward selection algorithms that choose from hun-
dreds of soft constraints to optimize accuracy on a
tuning set. We find that this approach is competi-
tive with a fully supervised approach, with the added
advantage of being less reliant on labeled data and
therefore easier to update over time. Our primary
research questions and answers are as follows:

RQ1. What effect do noisy constraints have on
label regularization? We find that sim-
ply using all constraints, ignoring noise and
overlap, results in surprisingly high accuracy,
within 2% of a fully-supervised approach on
three of four tasks. For age classification, the
constraint noise appears to substantially de-
grade accuracy.

RQ2. How can we select the most useful con-
straints? Using a small tuning set, we find
that our forward selection algorithms im-
prove label regularization accuracy while us-
ing fewer than 10% of the available con-
straints. Constraint selection improves age
classification accuracy by nearly 18% (abso-
lute).

RQ3. Which constraints are most informative?
We find that follower constraints result in the
highest accuracy in isolation, yet the con-
straint types appear to be complementary. For
three of four tasks, combining all constraint
types leads to the highest accuracy.

In the following, we first review related work in
lightly supervised learning and latent attribute infer-
ence, then describe the Twitter data and constraints.
Next, we formalize the label regularization problem
and our constraint selection algorithms. Finally, we
present empirical results on four classification tasks
and conclude with a discussion of future work.

2 Related Work

Inferring demographic attributes of users in social
media with supervised learning is a growing area of
interest, with applications in public health (Dredze,
2012), politics (O’Connor et al., 2010) and market-
ing (Gopinath et al., 2014). Attributes considered
include age (Nguyen et al., 2011; Al Zamal et al.,

2012), ethnicity (Pennacchiotti and Popescu, 2011;
Rao et al., 2011), and political orientation (Conover
et al., 2011; Barberá, 2013).

The main of drawback supervised learning in so-
cial media is that human annotation is expensive and
error-prone, and collecting pseudo-labeled data by
self-identifying keywords is noisy and biased (e.g.,
searching for profiles that mention political orien-
tation). For these reasons we investigate lightly-
supervised learning, which takes advantage of the
plentiful unlabeled data.

Previous work in lightly-supervised learning has
developed methods to train classifiers from prior
knowledge of label proportions (Jin and Liu, 2005;
Chang et al., 2007; Musicant et al., 2007; Mann and
McCallum, 2007; Quadrianto et al., 2009; Liang et
al., 2009; Ganchev et al., 2010; Mann and McCal-
lum, 2010; Chang et al., 2012; Wang et al., 2012;
Zhu et al., 2014) or prior knowledge of features-
label associations (Schapire et al., 2002; Haghighi
and Klein, 2006; Druck et al., 2008; Melville et al.,
2009). In addition to standard document categoriza-
tion tasks, lightly supervised approaches have been
applied to named-entity recognition (Mann and Mc-
Callum, 2010; Ganchev and Das, 2013; Wang and
Manning, 2014), dependency parsing (Druck et al.,
2009; Ganchev et al., 2009), language identifica-
tion (King and Abney, 2013), and sentiment anal-
ysis (Melville et al., 2009).

One similarly-motivated work is that of Chang et
al. (2010), who infer race/ethnicity of online users
using name and ethnicity distributions provided by
the U.S. Census Bureau. This external data is incor-
porated into the model as a prior; however, no lin-
guistic content is used in the model, limiting the cov-
erage of the resulting approach. Oktay et al. (2014)
extend the work of Chang et al. (2010) to also in-
clude statistics over first names.

Other work has inferred population-level statistics
from social media; e.g., Eisenstein et al. (2011) use
geolocated tweets to predict zip-code statistics of de-
mographic attributes of users, and Schwartz et al.
(2013) predict county health statistics from Twitter.
However, no user-level attributes are predicted.

Patrini et al. (2014) build a Learning with La-
bel Proportions (LLP) model with the objective to
learn a supervised classifier when, instead of la-
bels, only label proportions for bags of observations
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are known. Their empirical results demonstrate that
their algorithms compete with or are just percents of
AUC away from the supervised learning approach.

In preliminary work (Mohammady and Culotta,
2014), we fit a regression model to predict the eth-
nicity distribution of a county based on its Twitter
usage, then applied the regression model to classify
individual users. In contrast, here we use label reg-
ularization, which can more naturally be applied to
user-level classification and can incorporate a wider
range of constraint types.

3 Data

In this section we describe all data and constraints
collected for our experiments.

3.1 Labeled Twitter Data

For validation (and for tuning some of the methods)
we annotate Twitter users according to age, ethnic-
ity, and political orientation. We collects four dis-
joint datasets for this purpose:

Race/ethnicity: This data set comes from the re-
search of Mohammady and Culotta (2014). They
categorized 770 Twitter profiles into one of four cat-
egories (Asian, Black, Latino, White). They used
the Twitter Streaming API to obtain a random sam-
ple of 1,000 users, filtered to the United States.
These were manually categorized by analyzing the
profile, tweets, and profile image for each user, dis-
carding those for which race could not be deter-
mined (230/1,000; 23%). The category frequency is
Asian (22), Black (263), Latino (158), White (327).
For each user, they collected the 200 most recent
tweets using the Twitter API. We refer to this dataset
as the race dataset.

Age: Annotating Twitter users by age can be dif-
ficult, since it is rarely explicitly mentioned. Sim-
ilar to prior work (Rao et al., 2010; Al Zamal et
al., 2012), we divide users into those below 25 and
those above above 25 years old. Using the idea
from Al Zamal et al. (2012), we use the Twitter
search API to find tweets with phrases like “happy
30th birthday to me,” and then we collect those users
and download their 200 most recent tweets using the
Twitter API. We collect 1,436 users (771 below 25
and 665 above 25). While this sampling procedure
introduces some selection bias, it provides a useful

form of validation in the absence of expedient alter-
natives. We refer to this dataset as the age dataset.

Politician: Inspired by works of (Cohen and
Ruths, 2013), we select the official Twitter accounts
of members of the U.S. Congress. We select 189
Democratic accounts and and 188 Republican ac-
counts and download their most recent 200 tweets.
We refer to this dataset as the politician dataset.

Politician-follower: As the politician dataset is
not representative of typical users, we collect a sep-
arate political datasets. We first collect a list of fol-
lowers of the official Twitter accounts for both par-
ties (“thedemocrats” and “gop”). We randomly se-
lect 598 likely Democrats and 632 likely Republi-
cans, and download the most recent 200 tweets for
each user. While the labels for these data may con-
tain moderate noise (since not everyone who follows
“gop” is Republican), a manual inspection did not
reveal any mis-annotations. We refer to this as the
politician-follower dataset.1

We split each of the datasets above into 40% tun-
ing/training and 60% testing (though not all methods
will use the training set, as we describe below).

3.2 Unlabeled Twitter Data

Label regularization depends on a pool of unlabeled
data, along with soft constraints over the label pro-
portions in that data. Since many of our constraints
involve location, we use the Twitter streaming API
to collect 1% of geolocated tweets, using a bound-
ing box of the United States (48 contiguous states
plus Hawaii and Alaska). In order to assign each
tweet to a county, we use the U.S. Census’ center of
population data.2 We use this data to map each ge-
olocated Twitter user to a corresponding county. We
use the k-d tree algorithm (Maneewongvatana and
Mount, 2002) to find the nearest center of popula-
tion for each tweet and use a threshold to discard
tweets that are not within a specified distance of any
county center. In total, we collect 18 million geolo-
cated tweets from 2.7 million unique users.

1We were unfortunately unable to obtain the annotated po-
litical data of Cohen and Ruths (2013) for direct comparison.

2https://www.census.gov/geo/reference/
centersofpop.html
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3.3 Constraints

Finally, we describe the soft constraints used by la-
bel regularization. Each constraint will apply to a
(possibly overlapping) subset of users from the un-
labeled Twitter data. For all constraints below, we
only include the constraint for consideration if at
least 1,000 unlabeled Twitter users are matched. For
example, if we only have 500 users from a county,
we will not use that county’s demographics as a con-
straint. This is to ensure that there is sufficient unla-
beled data for learning. We consider three classes of
constraints:

County constraints (cnt): The U.S. Census pro-
duces annual estimates of the ethnicity and age de-
mographics for each county. We use the most recent
decennial census (2010) to compute the proportion
of each county that is below and above 25 years old
(to match the labels of the annotated data). We addi-
tionally use the 2012 updated estimates of ethnicity
by county, restricting to Asian, Black, Latino, and
White. Each constraint, then, is applied to the users
assigned to that county in the unlabeled data. For
example, there are 46K unlabeled users from Cook
County, which the Census estimates as 45% White.
We consider 3,000 total counties as constraints, of
which roughly 500 are retained for consideration af-
ter filtering those that match fewer than 1,000 users.

Name constraints (nam): Silver and McCanc
(2014) recently demonstrated how a person’s first
name can often indicate their age. The Social Secu-
rity Administration reports the frequencies of names
given to children born in a given year,3 and its ac-
tuarial tables4 estimate how many people born in
a given year are still alive. From these data, one
can estimate the age distribution of people with a
given name. For example, the median age of some-
one named “Brittany” is 23. With this approach, we
can assign constraints indicating the fraction of peo-
ple with a given name that are above and below 25
years old.

For each user in the unlabeled Twitter data, we
parse the “name” field of the profile, assuming that
the first token represents the first name. Constraints
are assigned to users with matching names. We

3http://www.ssa.gov/oact/babynames/
4http://www.ssa.gov/oact/NOTES/as120/

LifeTables_Tbl_7.html

consider more than 50K total name constraints, of
which we retain 175 that match a sufficient number
of users. For example, there are roughly 1,600 un-
labeled users with the first name Katherine; the con-
straint specifies that 86% of them are under 25.

Follower constraints (fol): Our final type of con-
straint uses Twitter accounts and hashtags strongly
associated with a class label. The constraint ap-
plies to users that follow such exemplar accounts
or use such hashtags. We consider two sources
of such constraints. For age and race, we down-
load demographic data for 1K websites from Quant-
cast.com, an audience measurement company that
tracks the demographics of visitors to millions of
websites (Kamerer, 2013). We then identify the
Twitter accounts for each website. For example,
one constraint indicates that 12% of Twitter users
who follow “oprah” are Latino. For political con-
straints, we manually identify 18 Twitter accounts
or hashtags that are strongly associated with either
Democrats or Republicans.5 The constraint speci-
fies that 90% of users that follow one of these ac-
counts (or use one of these hashtags) are affiliated
with the corresponding party. (We omit constraints
use to construct the labeled data for the politician-
follower data.)

4 Label Regularization

Our goal is to learn a classification model using the
unlabeled Twitter data and the constraints described
above. The idea of label regularization is to de-
fine an objective function that enforces that the pre-
dicted label distribution for a set of unlabeled data
closely matches the expected distribution according
to a constraint.

We select multinomial logistic regression as our
classification model. Given a feature vector x, a
class label y, and set of parameter vectors θ =
{θy1 . . . θyk

} (one vector per class), the conditional
distribution of y given x is defined as follows:

pθ(y|x) =
exp(θy · x)∑
y′ exp(θy′ · x)

5For Democrats: thedemocrats, wegoted, dccc, col-
legedems, dennis kucinich, sensanders, repjohnlewis, keithelli-
son, #p2. For Republicans: gop, nrsc, the rga, repronpaul, sen-
randpaul, senmikelee, repjustinamash, gopleader, #tcot
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Typically, θ is set to maximize the likelihood of a
labeled training set. Instead, we will optimize the
objective defined in Mann and McCallum (2007),
using only unlabeled data and constraints.

Let U = {U1 . . . Uk} be a set of sets, where Uj
consists of unlabeled feature vectors x. The ele-
ments of U may be overlapping. Let p̃j be the ex-
pected label distribution of Uj . E.g., p̃j = {.9, .1}
would indicate that 90% of examples in Uj are ex-
pected to have class label 0. The combination of
(Uj , p̃j) is called a constraint.

Our goal, then, is to set θ so that the predicted
label distribution matches p̃j , for all j. Since using
the predicted class counts results in an objective that
is non-differentiable, Mann and McCallum (2007)
instead use the model’s posterior distribution:

q̂j(y) =
∑
x∈Uj

pθ(y|x)

p̂j(y) =
q̂j(y)∑
y′ q̂j(y′)

where p̂j is the normalized form of q̂j . Then, we
want to set θ such that p̂j and p̃j are close. Mann
and McCallum (2007) use KL-divergence, which
is equivalent to augmenting the likelihood with a
Dirichlet prior over expectations where values for
the priors are proportional to p̃j . KL-divergence can
be factored into two parts:

= −
∑
y

p̃j(y) log p̂j(y) +
∑
y

p̃j(y) log p̃j(y)

= H(p̃j , p̂j)−H(p̃j)

where H(p̃j) is constant for each j, and so we need
to minimize H(p̃j , p̂j) in order to minimize KL-
divergence, where H(p̃j , p̂j) is the cross-entropy of
the hypothesized distribution and the expected dis-
tribution for Uj .

We additionally use L2 regularization, resulting in
our final objective function:

J(θ) =
∑
j

H(p̃j , p̂j) +
1
λ

∑
y

||θy||22

In practice we find that λ does not need tuning for
each data set. We set it simply to:

λ =
C∑
j |Uj |

We set C to 1.3e10 in our experiments. Mann and
McCallum (2007) compute the gradient of cross-
entropy as follows:

∂

∂θk
H(p̃j , p̂j) = −

∑
x∈Uj

∑
y

pθ(y|x)xk

×
 p̃j(y)
p̂j(y)

−
∑
y′

p̃j(y)× pθ(y′|x)
p̂j(y)


The gradient for θk is then a sum of the gradi-

ents for each constraint j. In order to minimize the
objective function, we use gradient descent with L-
BFGS (Byrd et al., 1995). (While the objective is
not guaranteed to be convex, this approximation has
worked well in prior work.) To help reduce overfit-
ting, we use early-stopping (10 iterations).

Temperature: Mann and McCallum (2007) find
that sometimes label regularization returns a degen-
erate solution. For example, for a three class prob-
lem with constraint p̃j(y) = {.5, .35, .15}, it may
find a solution such that pθ(y) = {.5, .35, .15} for
every instance and as a result all of the instances
are assigned the same label. To avoid this behav-
ior Mann and McCallum (2007) introduce a temper-
ature parameter T into the classification function as
follows:

pθ(y|x) =
exp(θy · x/T )∑
y exp(θy · x/T )

In practice we find that we can set T to two for bi-
nary classification and ten for multi-class problems.

While the approach described above closely fol-
lows Mann and McCallum (2007), we note two im-
portant distinctions: we use no labeled data in our
objective, and we consider a set of hundreds of
noisy, overlapping constraints (as opposed to only
a handful of precise constraints).

4.1 Constraint Selection
As described above, our proposed constraints are un-
doubtedly inexact. For example, it is generally ac-
cepted that social media users are not a representa-
tive sample of the population. E.g., younger, urban
and minority populations tend to be overrepresented
on Twitter (Mislove et al., 2011; Lenhart and Fox,
2009), and Latino users tend to be underrepresented
on Facebook (Watkins, 2009). Thus, it is incorrect to
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assume that the demographics of Twitter users from
a county match those of all people from a county.
While it may be possible to directly adjust for these
mismatches using techniques from survey reweight-
ing (Gelman, 2007), it is difficult to precisely quan-
tify the proper weights in this context.

Instead, we propose a search-based approach in-
spired by feature selection algorithms commonly
used in machine learning (Guyon and Elisseeff,
2003). The idea is to select the subset of constraints
that result in the most accurate model. We first as-
sume the presence of a small set of labeled data
L = {(x1, y1) . . . (xn, yn)}. Given a set of con-
straints C = {(U1, p̃1) . . . (Uk, p̃k)}, the search ob-
jective is to select a subset of constraints C∗ ⊆ C to
minimize error on L:

C∗ ← argmin
C′⊆C

E(pC′(y|x), L)

where E(·) is a classification error function, and
pC′(y|x) is the model fit by label regularization us-
ing constraint set C ′.

In our experiments, |C| is in the hundreds, so
exhaustive, exponential search is impractical. In-
stead, we consider the following greedy and pseudo-
greedy forward-selection algorithms:

• Greedy (grdy): Standard greedy search. At
each iteration, we select the constraint that
leads to the greatest accuracy improvement on
L.
• Semi-greedy (semi): Rather than selecting the

constraint that improves accuracy the most,
we randomly select from the top three con-
straints (Hart and Shogan, 1987).
• Improved-greedy (imp): The same as grdy,

but after each iteration, optionally remove a
single constraint. We consider each currently
selected constraint, and compute the accuracy
attained by removing this constraint from the
set. We remove the constraint that improves ac-
curacy the most (if any exists). This constraint
is removed from consideration in future itera-
tions.
• Grasp (grsp): Greedy Randomized Adaptive

Search Procedures (Feo and Resende, 1995)
combines semi and imp.

We run each selection algorithm for 140 iterations
(as we discuss below, accuracy plateaus well before
then). Then, we select the constraint set that results
in the highest accuracy. While this search proce-
dure is computationally expensive, it is fortunately
easily parallelizable (by partitioning by constraint),
which we take advantage of in our implementation.
All constraint selection algorithms use the 40% of
the labeled data reserved for training/tuning. After
we finalized all models using the tuning data, we
then used them to classify the 60% of labeled data
reserved for testing.

5 Baselines

We compare label regularization with standard lo-
gistic regression (logistic) trained using the 40% of
labeled data reserved for training/tuning. We also
consider several heuristic baselines:

• Name heuristic, race classification: We im-
plement the method proposed by (Mohammady
and Culotta, 2014), using the top 1000 most
popular last names with their race distribu-
tion from the U.S. Census Bureau to infer
race/ethnicity of users based of most probable
race according last name. If the last name is not
among the top 1000 most popular for a given
race, we simply predict White (the most fre-
quent class).
• Name heuristic, age classification: We use the

heuristic described in Section 3.3 that estimates
a person’s age by their first name. Given the
age distribution of a first name, we classify the
user according to the more probable class.
• Follower heuristic, political classification:

We reuse the exemplar accounts used in the fol-
lower constraint in Section 3.3. That is, rather
than using the fact that a user follows “den-
nis kucinich” as a soft constraint, we classify
such a user as a Democrat. If a user follows
more than one of the exemplar accounts, we se-
lect the more frequent party.6 In case of ties (or
if the user does not follow any of the accounts),
we classify at random.

6For the politician-follower data the heuristic does not use
“thedemocrats” and “gop,” because these were used for the orig-
inal annotation.
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race age pol pol-f avg
heuristic 43.7 56.0 89.4 65.4 63.6

logistic 81.0 83.3 93.8 68.7 81.7
all-const

cnt 61.9 45.5 58.1 60.6 56.5
fol 67.3 61.4 93.8 60.7 70.8

nam 55.6
cnt fol 79.4 45.5 79.3 67.9 68.0

cnt nam 44.1
fol nam 55.9

cnt fol nam 44.0
imp-greedy

cnt 80.1 76.6 65.6 58.9 70.3
fol 76.6 66.1 86.8 69.1 74.7

nam 68.3
cnt fol 82.3 75.2 88.1 74.3 80.0

cnt nam 79.2
fol nam 68.1

cnt fol nam 75.2

Table 1: Accuracy on the testing set. all-const does
no constraint selection; imp-greedy selects con-
straints to maximize accuracy on the tuning set using
the Improved-greedy algorithm.

Features: For all models, we use a standard bag-
of-words representation consisting of a binary term
vector for the 200 tweets of each user, their descrip-
tion field, and their name field. We differentiate be-
tween terms used in the description, tweet text, and
name field, and also indicate hashtags. Finally, we
include additional features indicating the accounts
followed by each user.

6 Results

Table 1 shows the classification accuracy on the test
set for each of the four tasks (F1 results are simi-
lar). We begin by comparing heuristic and logistic
to the all-const results, which is our proposed la-
bel regularization approach using no constraint se-
lection (i.e., no user-labeled data). We can see that
for three of the four tasks (race, pol, pol-f), label
regularization accuracy is either the same as logistic
or within 2%. That is, using no user-annotated data,
we can obtain accuracy competitive with logistic re-
gression.

For age, however, label regularization does quite

all grdy semi imp grsp
Race 77.9 82.5 82.5 82.8 82.8
Age 48.4 82.8 84.3 82.6 84.3
Politician 84.0 98.7 96.0 99.3 96.7
Politic-fol 61.8 79.1 77.0 79.5 77.0
Average 68.0 85.7 85.0 86.0 85.2

Table 2: Comparison of the accuracy of constraint
selection algorithms on the tuning set. all uses all
possible constraints.

poorly; only using the fol constraints surpasses the
heuristic baseline. We suspect that this is in part
due to the greater noise in age constraints — Twit-
ter users are particularly non-representative of the
overall population according to age. To summarize
our answer to RQ1, label regularization appears to
perform quite well under a moderate amount of con-
straint noise, but can still fail under excessive noise.

We next consider the effect of the constraint se-
lection algorithms. Table 2 compares the four dif-
ferent constraint selection algorithms, along with the
model that selects all constraints. We report the ac-
curacy for each approach considering all constraint
types (county, follow, and name, where applicable).
Importantly, this accuracy is computed on the tun-
ing set, not the test set. The goal here is to deter-
mine which search algorithm is able to find the best
approximate solution. By comparing with all, we
can see that constraint selection can significantly im-
prove accuracy on the tuning set (by 18% absolute
on average). The differences among the selection
algorithms do not appear to be significant.

Figure 1 plots the accuracy at each iteration of
constraint select for three of the datasets. The main
conclusion we draw from these figures is that high
accuracy can be achieved with only a small num-
ber of constraints, provided they are carefully cho-
sen. Each method is very close to convergence after
using only 20 constraints (selected from hundreds).
When examining which constraints are selected, we
find that those that apply to many users are often
preferred, presumably because there is more data to
inform the final model.

Returning to Table 1, we have also listed the ac-
curacy of the imp-greedy selection method (which
performed best on the tuning set), further strati-
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Figure 1: Accuracy per iteration of constraint selection for three classification tasks.

fied by constraint type. Note that imp-greedy se-
lects the constraints that perform best on the tun-
ing set, fits the classification model, and then clas-
sifies the testing set. We can see that for three
of the four tasks (race, age, pol-f), imp-greedy
results in higher accuracy than using all the con-
straints. This is particularly pronounced for age: the
best result without constraint selection is 61.4, com-
pared with 79.2 for imp-greedy. Furthermore, imp-
greedy outperforms logistic on two of four tasks,
suggesting that using unlabeled data can improve
accuracy. Note that both imp-greedy and logistic
use the same amount of labeled data, though in dif-
ferent ways: logistic performs standard supervised
classification; imp-greedy uses the labeled data to
perform constraint selection for label regularization.
Thus, to summarize our answer to RQ2, we find that
imp-greedy provides a robust method to select con-
straints in the presence of noise. While it comes at
the cost of a small amount of labeled data, it is less
reliant on this data than a traditional supervised ap-
proach, and so may be more applicable in streaming
settings.

To answer RQ3, we can compare the accuracies
provided by each of the constraint types in Table 1.
For all-const, the follower constraints (fol) outper-
form the county constraints (cnt) for all tasks, while
the name constraint (which only applies to age), falls
between the two. Including both cnt and fol im-
proves accuracy on two of the four tasks. These
trends change somewhat for imp-greedy. The cnt
constraints are superior for two tasks, while fol are
superior for the other two. The nam constraints
again fall between the two. Unlike for all-const,

using more constraint types improves accuracy on
three of four tasks. These differences suggest that
the constraint selection algorithms allow label regu-
larization to be more robust to noisy and conflicting
constraints. That is, using constraint selection, we
can view constraint engineering akin to feature engi-
neering in discriminative, supervised learning meth-
ods — developers can add many types of constraints
to the model without (much) fear of reducing accu-
racy. The usual caveat of overfitting applies here as
well; indeed, comparing the accuracies on the tuning
set (Table 2) with those on the testing set (Table 1)
suggests that some over-tuning has occurred, most
notably on age and pol.

We further examined the coefficients of the mod-
els trained using each constraint type. We find,
for example, that county constraints result in mod-
els with large coefficients for location-specific terms
(e.g., college names for younger users, southern
cities for Republican users), while follower con-
straints tend to learn models dominated by follower
features (“thenation” for Democrats, “glennbeck”
for Republicans). Similarly, name constraints result
in models dominated by name features. This anal-
ysis helps explain how combining constraint types
can improve overall accuracy, since each type em-
phasizes different subsets of features.

This difference between constraint types is further
shown in Table 3, which lists the top features for the
semi-greedy constraint selection algorithm, fit using
different subsets of constraints. In this table, the ital-
icized words are the words from the description field
of the user’s profile, the underlined words are fol-
lowed accounts, and the bold words are the words
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age under 25 above 25

County athens tech uga
virginia georgia

airport
nashvillescene
at theonion and

Follow

altpress
colourlovers

hotnewhiphop
planetminecraft

me

newsobserver
baseballamerica
peopleenespanol

breakingnews
hogshaven

Name
katherine

diana me my
this

debra lori
sandra janet

No Desc

politician Democratic Republican

County
oregon eugene
oregon nesn
university

colts beach
tahoe indiana
jgfortwayne

Follow

keithellison
repjohnlewis
sensanders

thinkprogres
thenation

gopleader
senmikelee

senrandpaul gop
glennbeck

Table 3: Top features learned by label regularization
for the age and politician datasets using semi-greedy
constraint selection. Models were fit separately for
each constraint type (county, follow, name). Ital-
icized words are from the description field, bold
words are from the name field, and underlined words
are followed accounts.

from the name field of the user profile. In the first
row, we display the top features for a model fit us-
ing only county constraints. College names appear
as top features for younger users, and “airport” and
@NashvilleScene (a newspaper) are for older users.
The second row of Table 3 shows the top features for
following constraints; some news channels are ap-
pear for younger (Alternative Press) and older (The
News & Observer) users. The third row shows the
top features for name constraints, and some names
are in the top features for younger (Katherine and
Diana) and older (Debra, Lori, Sandra, and Janet).
In addition, the absence of a profile description is
indicative of older users.

The bottom of Table 3 shows top features for
the politician dataset. The first row shows that
some colleges, a sports network in New England,

and locations in the Pacific Northwest are indica-
tive of Democrats. Indiana-related terms are strong
indicators of Republicans: indiana, the Indianapo-
lis Colts (an American football team), and ‘jgfort-
wayne’ (The Journal Gazette, a newspaper in Fort
Wayne, Indiana). This aligns with the strong sup-
port of the Republican party in Indiana.7 The sec-
ond row shows top-ranked following features. Ac-
counts ‘keithellison’ and ‘repjohnlewis’ are top fea-
tures for Democratic Party; these belong to Keith
Ellison and John Robert Lewis, members of the
Democratic leadership of the House of Representa-
tives. On other hand, the ‘gopleader’ (the official
account for the Republican’s majority leader in the
House) and ‘senmikelee’ (Republican Senator Mike
Lee from Utah) are the top features for Republicans.

7 Conclusions and Future work

While label regularization has been used on a num-
ber of NLP tasks, we have presented evidence that
it is applicable to latent attribute inference even us-
ing many noisy, heterogeneous constraints. We have
compared a number of constraint selection algo-
rithms and found they can make label regularization
more robust to noisy constraints, allowing develop-
ers to combine many rich constraint types without
reducing accuracy.

There are many avenues for future work. Most
pressing is the need to directly address the sampling
bias created when constraints derived from the over-
all population are applied to online users. We plan to
explore alternative optimization strategies to explic-
itly address this issue. Finally, additional research
should quantify how responsive label regularization
approaches are to the changing linguistic patterns
common in online data.
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Abstract

We present a novel response generation sys-
tem that can be trained end to end on large
quantities of unstructured Twitter conversa-
tions. A neural network architecture is used
to address sparsity issues that arise when in-
tegrating contextual information into classic
statistical models, allowing the system to take
into account previous dialog utterances. Our
dynamic-context generative models show con-
sistent gains over both context-sensitive and
non-context-sensitive Machine Translation and
Information Retrieval baselines.

1 Introduction

Until recently, the goal of training open-domain con-
versational systems that emulate human conversation
has seemed elusive. However, the vast quantities
of conversational exchanges now available on so-
cial media websites such as Twitter and Reddit raise
the prospect of building data-driven models that can
begin to communicate conversationally. The work
of Ritter et al. (2011), for example, demonstrates that
a response generation system can be constructed from
Twitter conversations using statistical machine trans-
lation techniques, where a status post by a Twitter
user is “translated” into a plausible looking response.

However, an approach such as that presented in Rit-
ter et al. (2011) does not address the challenge of

*The entirety of this work was conducted while at Microsoft
Research.

†Corresponding authors: Alessandro Sordoni (sor-
donia@iro.umontreal.ca) and Michel Galley (mgal-
ley@microsoft.com).

context
because of your game ?

message
yeah i’m on my 

way nowresponse
ok good luck !

Figure 1: Example of three consecutive utterances occur-
ring between two Twitter users A and B.

generating responses that are sensitive to the context
of the conversation. Broadly speaking, context may
be linguistic or involve grounding in the physical or
virtual world, but we here focus on linguistic context.
The ability to take into account previous utterances
is key to building dialog systems that can keep con-
versations active and engaging. Figure 1 illustrates
a typical Twitter dialog where the contextual infor-
mation is crucial: the phrase “good luck” is plainly
motivated by the reference to “your game” in the first
utterance. In the MT model, such contextual sensitiv-
ity is difficult to capture; moreover, naive injection
of context information would entail unmanageable
growth of the phrase table at the cost of increased
sparsity, and skew towards rarely-seen context pairs.
In most statistical approaches to machine translation,
phrase pairs do not share statistical weights regard-
less of their intrinsic semantic commonality.

We propose to address the challenge of context-
sensitive response generation by using continuous
representations or embeddings of words and phrases
to compactly encode semantic and syntactic simi-
larity. We argue that embedding-based models af-
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ford flexibility to model the transitions between con-
secutive utterances and to capture long-span depen-
dencies in a domain where traditional word and
phrase alignment is difficult (Ritter et al., 2011). To
this end, we present two simple, context-sensitive
response-generation models utilizing the Recurrent
Neural Network Language Model (RLM) architec-
ture of (Mikolov et al., 2010). These models first
encode past information in a hidden continuous repre-
sentation, which is then decoded by the RLM to pro-
mote plausible responses that are simultaneously flu-
ent and contextually relevant. Unlike typical complex
task-oriented multi-modular dialog systems (Young,
2002; Stent and Bangalore, 2014), our architecture
is completely data-driven and can easily be trained
end-to-end using unstructured data without requiring
human annotation, scripting, or automatic parsing.

This paper makes the following contributions. We
present a neural network architecture for response
generation that is both context-sensitive and data-
driven. As such, it can be trained from end to end on
massive amounts of social media data. To our knowl-
edge, this is the first application of a neural-network
model to open-domain response generation, and we
believe that the present work will lay groundwork for
more complex models to come. We additionally in-
troduce a novel multi-reference extraction technique
that shows promise for automated evaluation.

2 Related Work

Our work naturally lies in the path opened by Ritter
et al. (2011), but we generalize their approach by
exploiting information from a larger context. Rit-
ter et al. and our work represent a radical paradigm
shift from other work in dialog. More traditional
dialog systems typically tease apart dialog manage-
ment (Young, 2002) from response generation (Stent
and Bangalore, 2014), while our holistic approach
can be considered a first attempt to accomplish both
tasks jointly. While there are previous uses of ma-
chine learning for response generation (Walker et al.,
2003), dialog state tracking (Young et al., 2010), and
user modeling (Georgila et al., 2006), many compo-
nents of typical dialog systems remain hand-coded:
in particular, the labels and attributes defining dia-
log states. In contrast, the dialog state in our neural
network model is completely latent and directly opti-
mized towards end-to-end performance. In this sense,

we believe the framework of this paper is a signif-
icant milestone towards more data-driven and less
hand-coded dialog processing.

Continuous representations of words and phrases
estimated by neural network models have been ap-
plied on a variety of tasks ranging from Information
Retrieval (IR) (Huang et al., 2013; Shen et al., 2014),
Online Recommendation (Gao et al., 2014b), Ma-
chine Translation (MT) (Auli et al., 2013; Cho et al.,
2014; Kalchbrenner and Blunsom, 2013; Sutskever
et al., 2014), and Language Modeling (LM) (Bengio
et al., 2003; Collobert and Weston, 2008). Gao et
al. (2014a) successfully use an embedding model to
refine the estimation of rare phrase-translation prob-
abilities, which is traditionally affected by sparsity
problems. Robustness to sparsity is a crucial prop-
erty of our method, as it allows us to capture context
information while avoiding unmanageable growth of
model parameters.

Our work extends the Recurrent Neural Network
Language Model (RLM) of (Mikolov et al., 2010),
which uses continuous representations to estimate a
probability function over natural language sentences.
We propose a set of conditional RLMs where contex-
tual information (i.e., past utterances) is encoded in
a continuous context vector to help generate the re-
sponse. Our models differ from most previous work
in the way the context vector is constructed. For
example, Mikolov and Zweig (2012) and Auli et al.
(2013) use a pre-trained topic model. In our models,
the context vector is learned along with the condi-
tional RLM that generates the response. Additionally,
the learned context encodings do not exclusively cap-
ture contentful words. Indeed, even “stop words” can
carry discriminative power in this task; for exam-
ple, all words in the utterance “how are you?” are
commonly characterized as stop words, yet this is a
contentful dialog utterance.

3 Recurrent Language Model

We give a brief overview of the Recurrent Language
Model (RLM) (Mikolov et al., 2010) architecture that
our models extend. A RLM is a generative model
of sentences, i.e., given sentence s = s1, . . . , sT , it
estimates:

p(s) =
T∏
t=1

p(st|s1, . . . , st−1). (1)
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The model architecture is parameterized by three
weight matrices, ΘRNN = 〈Win,Wout,Whh〉: an in-
put matrixWin, a recurrent matrixWhh and an output
matrix Wout, which are usually initialized randomly.
The rows of the input matrix Win ∈ RV×K contain
the K-dimensional embeddings for each word in the
language vocabulary of size V . Let us denote by st
both the vocabulary token and its one-hot representa-
tion, i.e., a zero vector of dimensionality V with a 1
corresponding to the index of the st token. The em-
bedding for st is then obtained by s>t Win. The recur-
rent matrix Whh ∈ RK×K keeps a history of the sub-
sequence that has already been processed. The output
matrix Wout ∈ RK×V projects the hidden state ht
into the output layer ot, which has an entry for each
word in the vocabulary V . This value is used to gen-
erate a probability distribution for the next word in
the sequence. Specifically, the forward pass proceeds
with the following recurrence, for t = 1, . . . , T :

ht = σ(s>t Win + h>t−1Whh), ot = h>t Wout (2)

where σ is a non-linear function applied element-
wise, in our case the logistic sigmoid. The recurrence
is seeded by setting h0 = 0, the zero vector. The
probability distribution over the next word given the
previous history is obtained by applying the softmax
activation function:

P (st = w|s1, . . . , st−1) =
exp(otw)∑V
v=1 exp(otv)

. (3)

The RLM is trained to minimize the negative log-
likelihood of the training sentence s:

L(s) = −
T∑
t=1

logP (st|s1, . . . , st−1). (4)

The recurrence is unrolled backwards in time us-
ing the back-propagation through time (BPTT) al-
gorithm (Rumelhart et al., 1988), and gradients are
accumulated over multiple time-steps.

4 Context-Sensitive Models

We distinguish three linguistic entities in a conver-
sation between two users A and B: the context1 c,

1In this work, the context is purely linguistic, but future work
might integrate further contextual information, e.g., geographical
location, time information, or other forms of grounding.

Wout

Win

Whh

ht

ot

st

Wout

Win

Whh

ht

ot

st

ot+1

ht+1

st+1

Figure 2: Compact representation of an RLM (left) and
unrolled representation for two time steps (right).

the message m and response r. The context c rep-
resents a sequence of past dialog exchanges of any
length; then B emits a message m to which A reacts
by formulating its response r (see Figure 1).

We use three context-based generation models to
estimate a generation model of the response r, r =
r1, . . . , rT , conditioned on past information c and m:

p(r|c,m) =
T∏
t=1

p(rt|r1, . . . , rt−1, c,m). (5)

These three models differ in the manner in which
they compose the context-message pair (c,m).

4.1 Tripled Language Model

In our first model, dubbed RLMT, we straightfor-
wardly concatenate each utterance c, m, r into a
single sentence s and train the RLM to minimize
L(s). Given c and m, we compute the probability
of the response as follows: we perform the forward
propagation over the known utterances c andm to ob-
tain a hidden state encoding useful information about
previous utterances. Subsequently, we compute the
likelihood of the response from that hidden state.

An issue with this simple approach is that the con-
catenated sentence s will be very long on average,
especially if the context comprises multiple utter-
ances. Modelling such long-range dependencies with
an RLM is difficult and is still considered an open
problem (Pascanu et al., 2013). We will consider
RLMT as an additional context-sensitive baseline for
the models we present next.

4.2 Dynamic-Context Generative Model I

The above limitation of RLMT can be addressed by
strengthening the context bias. In our second model
(DCGM-I), the context and the message are encoded
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DCGM-I DCGM-II

Win

Wout
Wout

Win

Whh

WL
f

W 1
f

WL
f

W 1
f

Whh

bcm

st

ht

bc

ot

bm

ot

ht

st

Figure 3: Compact representations of DCGM-I (left) and
DCGM-II (right). The decoder RLM receives a bias from
the context encoder. In DCGM-I, we encode the bag-of-
words representation of both c and m in a single vector
bcm. In DCGM-II, we concatenate the representations bc
and bm on the first layer to preserve order information.

into a fixed-length vector representation the is used
by the RLM to decode the response. This is illus-
trated in Figure 3 (left). First, we consider c andm as
a single sentence and compute a single bag-of-words
representation bcm ∈ RV . Then, bcm is provided
as input to a multilayered non-linear forward archi-
tecture that produces a fixed-length representation
that is used to bias the recurrent state of the decoder
RLM. At training time, both the context encoder and
the RLM decoder are learned so as to minimize the
negative log-probability of the generated response.

The parameters of the model are ΘDCGM-I =
〈Win,Whh,Wout, {W `

f}L`=1〉, where {W `
f}L`=1 are

the weights for the L layers of the feed-forward con-
text networks. The fixed-length context vector kL is
obtained by forward propagation of the network:

k1 = b>cmW 1
f

k` = σ(k>`−1W
`
f ) for ` = 2, · · · , L (6)

The rows of W 1
f contain the embeddings of the vo-

cabulary.2 These are different from those employed
in the RLM and play a crucial role in promoting the
specialization of the context encoder to a distinct
task. The hidden layer of the decoder RLM takes the

2Notice that the first layer of the encoder network is linear.
We found that this helps learning the embedding matrix as it
reduces the vanishing gradient effect partially due to stacking of
squashing non-linearities (Pascanu et al., 2013).

following form:

ht = σ(h>t−1Whh + kL + s>t Win) (7a)

ot = h>t Wout (7b)

p(st+1|s1, . . . , st−1, c,m) = softmax(ot) (7c)

This model conditions on the previous utterances via
biasing the hidden layer state on the context repre-
sentation kL. Note that the context representation
does not change through time. This is useful because:
(a) it forces the context encoder to produce a repre-
sentation general enough to be useful for generating
all words in the response and (b) it helps the RLM
decoder to remember context information when gen-
erating long responses.

4.3 Dynamic-Context Generative Model II

Because DCGM-I does not distinguish between c and
m, that model has the propensity to underestimate
the strong dependency that holds between m and r.
Our third model (DCGM-II) addresses this issue by
concatenating the two linear mappings of the bag-of-
words representations bc and bm in the input layer of
the feed-forward network representing c and m (see
Figure 3 right). Concatenating continuous representa-
tions prior to deep architectures is a common strategy
to obtain order-sensitive representations (Bengio et
al., 2003; Devlin et al., 2014).

The forward equations for the context encoder are:

k1 = [b>c W 1
f , b
>
mW

1
f ],

k` = σ(k>`−1W
`
f ) for ` = 2, · · · , L (8)

where [x, y] denotes the concatenation of x and y vec-
tors. In DCGM-II, the bias on the recurrent hidden
state and the probability distribution over the next
token are computed as described in Eq. 7.

5 Experimental Setting

5.1 Dataset Construction

For computational efficiency and to alleviate the bur-
den of human evaluators, we restrict the context se-
quence c to a single sentence. Hence, our dataset is
composed of “triples” τ ≡ (cτ ,mτ , rτ ) consisting of
three sentences. We mined 127M context-message-
response triples from the Twitter FireHose, covering
the 3-month period June 2012 through August 2012.
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Corpus # Triples Avg # Ref [Min,Max] # Ref

Tuning 2118 3.22 [1, 10]
Test 2114 3.58 [1, 10]

Table 1: Number of triples, average, minimum and maxi-
mum number of references for tuning and test corpora.

Only those triples where context and response were
generated by the same user were extracted. To mini-
mize noise, we selected triples that contained at least
one frequent bigram that appeared more than 3 times
in the corpus. This produced a corpus of 29M Twitter
triples. Additionally, we hired crowdsourced raters to
evaluate approximately 33K candidate triples. Judg-
ments on a 5-point scale were obtained from 3 raters
apiece. This yielded a set of 4232 triples with a mean
score of 4 or better that was then randomly binned
into a tuning set of 2118 triples and a test set of 2114
triples3. The mean length of responses in these sets
was approximately 11.5 tokens, after cleanup (e.g.,
stripping of emoticons), including punctuation.

5.2 Automatic Evaluation
We evaluate all systems using BLEU (Papineni et al.,
2002) and METEOR (Banerjee and Lavie, 2005), and
supplement these results with more targeted human
pairwise comparisons in Section 6.3. A major chal-
lenge in using these automated metrics for response
generation is that the set of reasonable responses
in our task is potentially vast and extremely diverse.
The dataset construction method just described yields
only a single reference for each status. Accordingly,
we extend the set of references using an IR approach
to mine potential responses, after which we have hu-
man judges rate their appropriateness. As we see in
Section 6.3, it turns out that by optimizing systems
towards BLEU using mined multi-references, BLEU
rankings align well with human judgments. This lays
groundwork for interesting future correlation studies.

Multi-reference extraction We use the following
algorithm to better cover the space of reasonable re-
sponses. Given a test triple τ ≡ (cτ ,mτ , rτ ), our
goal is to mine other responses {rτ̃} that fit the con-
text and message pair (cτ ,mτ ). To this end, we first
select a set of 15 candidate triples {τ̃} using an IR

3The Twitter ids of the tuning and test sets along with the
code for the neural network models may be obtained from
http://research.microsoft.com/convo/

system. The IR system is calibrated in order to select
candidate triples τ̃ for which both the message mτ̃

and the response rτ̃ are similar to the original mes-
sage mτ and response rτ . Formally, the score of a
candidate triple is:

s(τ̃ , τ) = d(mτ̃ ,mτ ) (αd(rτ̃ , rτ )+(1−α)ε), (9)

where d is the bag-of-words BM25 similarity func-
tion (Robertson et al., 1995), α controls the impact
of the similarity between the responses and ε is a
smoothing factor that avoids zero scores for candi-
date responses that do not share any words with the
reference response. We found that this simple for-
mula provided references that were both diverse and
plausible. Given a set of candidate triples {τ̃}, hu-
man evaluators are asked to rate the quality of the
response within the new triples {(cτ ,mτ , rτ̃ )}. Af-
ter human evaluation, we retain the references for
which the score is 4 or better on a 5 point scale, re-
sulting in 3.58 references per example on average
(Table 1). The average lengths for the responses in
the multi-reference tuning and test sets are 8.75 and
8.13 tokens respectively.

5.3 Feature Sets

The response generation systems evaluated in this pa-
per are parameterized as log-linear models in a frame-
work typical of statistical machine translation (Och
and Ney, 2004). These log-linear models comprise
the following feature sets:

MT MT features are derived from a large response
generation system built along the lines of Ritter et
al. (2011), which is based on a phrase-based MT de-
coder similar to Moses (Koehn et al., 2007). Our
MT feature set includes the following features that
are common in Moses: forward and backward maxi-
mum likelihood “translation” probabilities, word and
phrase penalties, linear distortion, and a modified
Kneser-Ney language model (Kneser and Ney, 1995)
trained on Twitter responses. For the translation prob-
abilities, we built a very large phrase table of 160.7
million entries by first filtering out Twitterisms (e.g.,
long sequences of vowels, hashtags), and then se-
lecting candidate phrase pairs using Fisher’s exact
test (Ritter et al., 2011). We also included MT de-
coder features specifically motivated by the response
generation task: Jaccard distance between source and
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System BLEU

RANDOM 0.33
MT 3.21
HUMAN 6.08

Table 2: Multi-reference corpus-level BLEU obtained by
leaving one reference out at random.

target phrase, Fisher’s exact probability, and a score
relating the lengths of source and target phrases.

IR We also use an IR feature built from an index of
triples, whose implementation roughly matches the
IRstatus approach described in Ritter et al. (2011): For
a test triple τ , we choose rτ̃ as the candidate response
iff τ̃ = arg maxτ̃ d(mτ ,mτ̃ ).

CMM Neither MT nor IR traditionally take into ac-
count contextual information. Therefore, we take into
consideration context and message matches (CMM),
i.e., exact matches between c, m and r. We define
8 features as the [1-4]-gram matches between c and
the candidate reply r and the [1-4]-gram matches
between m and the candidate reply r. These exact
matches help capture and promote contextual infor-
mation in the replies.

RLMT, DCGM-I, DCGM-II We consider the
RLM trained on the concatenated triples, denoted as
RLMT (Section 4.1), to be a context-sensitive RLM
baseline. Each neural network model contributes an
additional feature corresponding to the likelihood of
the candidate response given context and message.

5.4 Model Training
The proposed models are trained on a 4M subset of
the triple data. The vocabulary consists of the most
frequent V = 50K words. In order to speed up train-
ing, we use the Noise-Contrastive Estimation (NCE)
loss, which avoids repeated summations over V by
approximating the probability of the target word (Gut-
mann and Hyvärinen, 2010). Parameter optimization
is done using Adagrad (Duchi et al., 2011) with a
mini-batch size of 100 and a learning rate α = 0.1,
which we found to work well on held-out data. In
order to stabilize learning, we clip the gradients to
a fixed range [−10, 10], as suggested in Mikolov et
al. (2010). All the parameters of the neural models
are sampled from a normal distribution N (0, 0.01)
while the recurrent weight Whh is initialized as a

random orthogonal matrix and scaled by 0.01. To
prevent over-fitting, we evaluate performance on a
held-out set during training and stop when the objec-
tive increases. The size of the RLM hidden layer is
set to K = 512, where the context encoder is a 512,
256, 512 multilayer network. The bottleneck in the
middle compresses context information that leads to
similar responses and thus achieves better generaliza-
tion. The last layer embeds the context vector into
the hidden space of the decoder RLM.

5.5 Rescoring Setup
We evaluate the proposed models by rescoring the
n-best candidate responses obtained using the MT
phrase-based decoder and the IR system. In contrast
to MT, the candidate responses provided by IR have
been created by humans and are less affected by flu-
ency issues. The different n-best lists will provide
a comprehensive testbed for our experiments. First,
we augment the n-best list of the tuning set with the
scores of the model of interest. Then, we run an itera-
tion of MERT (Och, 2003) to estimate the log-linear
weights of the new features. At test time, we rescore
the test n-best list with the new weights.

6 Results

6.1 Lower and Upper Bounds
Table 2 shows the expected upper and lower bounds
for this task as suggested by BLEU scores for human
responses and a random response baseline. The RAN-
DOM system comprises responses randomly extracted
from the triples corpus. HUMAN is computed by
choosing one reference amongst the multi-reference
set for each context-status pair.4 Although the scores
are lower than those usually reported in SMT tasks,
the ranking of the three systems is unambiguous.

6.2 BLEU and METEOR
The results of automatic evaluation using BLEU and
METEOR are presented in Table 3, where some
broad patterns emerge. First, both metrics indi-
cate that a phrase-based MT decoder outperforms
a purely IR approach. Second, adding CMM features

4For the human score, we compute corpus-level BLEU with
a sampling scheme that randomly leaves out one reference - the
human sentence to score - for each reference set. This sampling
scheme (repeated with 100 trials) is also applied for the MT and
RANDOM system so as to make BLEU scores comparable.
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MT n-best BLEU (%) METEOR (%)

MT 9 feat. 3.60 (-9.5%) 9.19 (-0.9%)
CMM 9 feat. 3.33 (-16%) 9.34 (+0.7%)
� MT + CMM 17 feat. 3.98 (-) 9.28 (-)

RLMT 2 feat. 4.13 (+3.7%) 9.54 (+2.7%)
DCGM-I 2 feat. 4.26 (+7.0%) 9.55 (+2.9%)
DCGM-II 2 feat. 4.11 (+3.3%) 9.45 (+1.8%)

DCGM-I + CMM 10 feat. 4.44 (+11%) 9.60 (+3.5%)
DCGM-II + CMM 10 feat. 4.38 (+10%) 9.62 (+3.5%)

IR n-best BLEU (%) METEOR (%)

IR 2 feat. 1.51 (-55%) 6.25 (-22%)
CMM 9 feat. 3.39 (-0.6%) 8.20 (+0.6%)
� IR + CMM 10 feat. 3.41 (-) 8.04 (-)

RLMT 2 feat. 2.85 (-16%) 7.38 (-8.2%)
DCGM-I 2 feat. 3.36 (-1.5%) 7.84 (-2.5%)
DCGM-II 2 feat. 3.37 (-1.1%) 8.22 (+2.3%)

DCGM-I + CMM 10 feat. 4.07 (+19%) 8.67 (+7.8%)
DCGM-II + CMM 10 feat. 4.24 (+24%) 8.61 (+7.1%)

Table 3: Context-sensitive ranking results on both MT (left) and IR (right) n-best lists, n = 1000. The subscript feat.
indicates the number of features of the models. The log-linear weights are estimated by running one iteration of MERT.
We mark by (±%) the relative improvements with respect to the reference system (�).

to the baseline systems helps. Third, the neural net-
work models contribute measurably to improvement:
RLMT and DCGM models outperform baselines, and
DCGM models provide more consistent gains than
RLMT.

MT vs. IR BLEU and METEOR scores indicate
that the phrase-based MT decoder outperforms a
purely IR approach, despite the fact that IR proposes
fluent human generated responses. This may be be-
cause the IR model only loosely captures important
patterns between message and response: It ranks
candidate responses solely by the similarity of their
message with the message of the test triple (§5.3). As
a result, the top ranked response is likely to drift from
the purpose of the original conversation. The MT ap-
proach, by contrast, more directly models statistical
patterns between message and response.

CMM MT+CMM, totaling 17 features (9 from MT
+ 8 CMM), improves 0.38 BLEU points, a 9.5%
relative improvement, over the baseline MT model.
IR+CMM, with 10 features (IR + word penalty +
8 CMM), benefits even more, attaining 1.8 BLEU
points and 1.5 METEOR points over the IR base-
line. Figure 4 (a) and (b) plots the magnitude of
the learned CMM feature weights for MT+CMM
and IR+CMM. CMM features help in both these hy-
pothesis spaces and especially on the IR n-best list.
Figure 4 (b) supports the hypothesis formulated in the
previous paragraph: Since IR solely captures inter-
message similarities, the matches between message
and response are important, while context matches
help in providing additional gains. The phrase-based
statistical patterns captured by the MT system do a
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(d) DCGMII+CMM on IR

Figure 4: Comparison of the weights of learned CMM
features for MT+CMM and IR+CMM systems (a) et (b)
and DCGM-II+CMM on MT and IR (c) and (d).

good job in explaining away 1-gram and 2-gram mes-
sage matches (Figure 4 (a)) and the performance gain
mainly comes from context matches. On the other
hand, we observe that 4-gram matches may be impor-
tant in selecting appropriate responses. Inspection of
the tuning set reveals instances where responses con-
tain long subsequences of their corresponding mes-
sages, e.g., m = “good night best friend, I love you”,
r = “I love you too, good night best friend”. Although
infrequent, such higher-order n-gram matches, when
they occur, may provide a more robust signal of the
quality of the response than 1- and 2-gram matches,
given the highly conversational nature of our dataset.

RLMT and DCGM Both RLMT and DCGM
models outperform their respective MT and IR base-
lines. Both models also exhibit similar performance
and show improvements over the MT+CMM mod-
els, albeit using a lower dimensional feature space.
We believe that their similar performance is due to
the limited diversity of MT n-best list together with
gains in fluency stemming from the strong language
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System A System B Gain (%) CI

HUMAN MT+CMM 13.6* [12.4,14.8]

DCGM-II MT 1.9* [0.8, 2.9]
DCGM-II+CMM MT 3.1* [2.0, 4.3]
DCGM-II+CMM MT+CMM 1.5* [0.5, 2.5]

DCGM-II IR 5.2* [4.0, 6.4]
DCGM-II+CMM IR 5.3* [4.1, 6.6]
DCGM-II+CMM IR+CMM 2.3* [1.2, 3.4]

Table 4: Pairwise human evaluation scores between Sys-
tem A and B. The first (second) set of results refer to the
MT (IR) hypothesis list. The asterisk means agreement
between human preference and BLEU rankings.

model provided by the RLM. In the case of IR mod-
els, on the other hand, there is more headroom for
improvement and fluency is already guaranteed. Any
gains must come from context and message matches.
Hence, RLMT underperforms with respect to both
DCGM and IR+CMM. The DCGM models appear to
have better capacity to retain contextual information
and thus achieve similar performance to IR+CMM
despite their lack of exact n-gram match information.

In the present experimental setting, no striking
performance difference can be observed between the
two versions of the DCGM architecture. If multiple
sequences were used as context, we expect that the
DCGM-II model would likely benefit more owing to
the separate encoding of message and context.

DCGM+CMM We also investigated whether mix-
ing exact CMM n-gram overlap with semantic in-
formation encoded by the DCGM models can bring
additional gains. DCGM-{I-II}+CMM systems each
totaling 10 features show increases of up to 0.48
BLEU points over MT+CMM and up to 0.88 BLEU
over the model based on Ritter et al. (2011). ME-
TEOR improvements similarly align with BLEU im-
provements both for MT and IR lists. We take this
as evidence that CMM exact matches and DCGM
semantic matches interact positively, a finding that
comports with Gao et al. (2014a), who show that
semantic relationships mined through phrase embed-
dings correlate positively with classic co-occurrence-
based estimations. Analysis of CMM feature weights
in Figure 4 (c) and (d) suggests that 1-gram matches
are explained away by the DCGM model, but that
higher order matches are important. It appears that
DCGM models might be improved by preserving

word-order information in context and message en-
codings.

6.3 Human Evaluation

Human evaluation was conducted using crowd-
sourced annotators. Annotators were asked to com-
pare the quality of system output responses pairwise
(“Which is better?”) in relation to the context and
message strings in the 2114 item test set. Identical
strings were held out, so that the annotators only saw
those outputs that differed. Paired responses were
presented in random order to the annotators, and each
pair of responses was judged by 5 annotators.

Table 4 summarizes the results of human evalua-
tion, giving the difference in mean scores (pairwise
preference margin) between systems and 95% confi-
dence intervals generated using Welch’s t-test. Iden-
tical strings not shown to raters are incorporated with
an automatically assigned score of 0.5. The pattern in
these results is clear and consistent: context-sensitive
systems (+CMM) outperform non-context-sensitive
systems, with preference gains as high as approxi-
mately 5.3% in the case of DCGM-II+CMM versus
IR, and about 3.1% in the case of DCGM-II+CMM
versus MT. Similarly, context-sensitive DCGM sys-
tems outperform non-DCGM context-sensitive sys-
tems by 1.5% (MT) and 2.3% (IR). These results are
consistent with the automated BLEU rankings and
confirm that our best performing DCGM models out-
perform both raw baseline and the context-sensitive
baseline using CMM features.

6.4 Discussion

Table 5 provides examples of responses generated on
the tuning corpus by the MT-based DCGM-II+CMM
system, our best system in terms of both BLEU and
human evaluation. Responses from this system are on
average shorter (8.95 tokens) than the original human
responses in the tuning set (11.5 tokens). Overall, the
outputs tend to be generic or commonplace, but are
often reasonably plausible in the context as in ex-
amples 1-3, especially where context and message
contain common conversational elements. Example 2
illustrates the impact of context-sensitivity: the word
“book” in the response is not found in the message.
Nonetheless, longer generated responses are apt to
degrade both syntactically and in terms of content.
We notice that longer responses are likely to present
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# Context c Message m Generated Response r

1 noone can help this time its just i need a support system well im here to support you. whenever you
need me.

thank you, i appreciate it thank you

2 nothin much, and how’s the book?! its good but i’m only like halfway through
cuz i don’t feel like reading. i’m so bored ...

that’s good! i have the book but i’m
bored too.

3 i know! what have you been up to? nothing really. just enjoying summer and
working. what about you?

that’s good! nothing much just
listening to music and you?

4 thanks, your way better though i’m just good at expressing it that’s but trust
me you are freakin amazing and waay better

i know, i don’t trust you, i love you
too! thank you

5 thanks. yeah i am good thanks! good, but angry! sorry you’re angry, been there, i hope it dies
down.

i hope so too, i’m not angry!!

6 figures. bass. never ate bass. bass is extremely mild with very few bones.
my favorite after catfish

that’s one of the bones, chuck bass is
mine too.

7 today i will walk for miles. clear sky clear mind. love walking. it’s too hot to walk this month.
i haven’t moved. frozen. heat freeze.

it’s too hot for you to get up to honey
if you have frozen yogurt to you.

8 arresting people over “nasty tweets”? please. i’m not
condoning what the lad did but arresting him is a tad
silly.

it appears he may have sent death threats to
others while all this was kicking off too.

i did! he was armed with nuclear
threats? that’s what’s happening to
you.

Table 5: Sample responses produced by the MT-based DCGM-II+CMM system.

information that conflicts either internally within the
response itself, or is at odds with the context, as in ex-
amples 4-5. This is not unsurprising, since our model
lacks mechanisms both for reflecting agent intent in
the response and for maintaining consistency with
respect to sentiment polarity. Longer context and
message components may also result in responses
that wander off-topic or lapse into incoherence as in
6-8, especially when relatively low frequency uni-
grams (“bass”, “threat”) are echoed in the response.
In general, we expect that larger datasets and incorpo-
ration of more extensive contexts into the model will
help yield more coherent results in these cases. Con-
sistent representation of agent intent is outside the
scope of this work, but will likely remain a significant
challenge.

7 Conclusion

We have formulated a neural network architecture
for data-driven response generation trained from so-
cial media conversations, in which generation of
responses is conditioned on past dialog utterances
that provide contextual information. We have pro-
posed a novel multi-reference extraction technique
allowing for robust automated evaluation using stan-
dard SMT metrics such as BLEU and METEOR.
Our context-sensitive models consistently outper-
form both context-independent and context-sensitive
baselines by up to 11% relative improvement in

BLEU in the MT setting and 24% in the IR setting, al-
beit using a minimal number of features. As our mod-
els are completely data-driven and self-contained,
they hold the potential to improve fluency and con-
textual relevance in other types of dialog systems.

Our work suggests several directions for future
research. We anticipate that there is much room for
improvement if we employ more complex neural net-
work models that take into account word order within
the message and context utterances. Direct genera-
tion from neural network models is an interesting and
potentially promising next step. Future progress in
this area will also greatly benefit from thorough study
of automated evaluation metrics.
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Abstract

A portmanteau is a type of compound word
that fuses the sounds and meanings of two
component words; for example, “frenemy”
(friend + enemy) or “smog” (smoke + fog).
We develop a system, including a novel mul-
titape FST, that takes an input of two words
and outputs possible portmanteaux. Our sys-
tem is trained on a list of known portmanteaux
and their component words, and achieves 45%
exact matches in cross-validated experiments.

1 Introduction

Portmanteaux are new words that fuse both the
sounds and meanings of their component words. In-
novative and entertaining, they are ubiquitous in ad-
vertising, social media, and newspapers (Figure 1).
Some, like “frenemy” (friend + enemy), “brunch”
(breakfast + lunch), and “smog” (smoke + fog), ex-
press such unique concepts that they permanently
enter the English lexicon.

Portmanteau generation, while seemingly trivial
for humans, is actually a combination of two com-
plex natural language processing tasks: (1) choos-
ing component words that are both semantically
and phonetically compatible, and (2) blending those
words into the final portmanteau. An end-to-end
system that is able to generate novel portmanteaux

Figure 1: A New Yorker headline portmanteau.

W1 W2 PM
affluence influenza affluenza
anecdote data anecdata

chill relax chillax
flavor favorite flavorite
guess estimate guesstimate

jogging juggling joggling
sheep people sheeple

spanish english spanglish
zeitgeist ghost zeitghost

Table 1: Valid component words and portmanteaux.

with minimal human intervention would be not only
a useful tool in areas like advertising and journalism,
but also a notable achievement in creative NLP.

Due to the complexity of both component word
selection and blending, previous portmanteau gen-
eration systems have several limitations. The Neho-
vah system (Smith et al., 2014) combines words only
at exact grapheme matches, making the generation
of more complex phonetic blends like “frenemy” or
“brunch” impossible. Özbal and Strappavara (2012)
blend words phonetically and allow inexact matches
but rely on encoded human knowledge, such as sets
of similar phonemes and semantically related words.
Both systems are rule-based, rather than data-driven,
and do not train or test their systems with real-world
portmanteaux.

In contrast to these approaches, this paper
presents a data-driven model that accomplishes (2)
by blending two given words into a portmanteau.
That is, with an input of “friend” and “enemy,” we
want to generate “frenemy.”
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F1 R1 EH3 N3 D4

EH3 N3 AH5 M5 IY5

T1 OW1 F1 UW3

T2 ER3 K5 IY5

Figure 2: Derivations for friend + enemy → “frenemy”
and tofu + turkey → “tofurkey.” Subscripts indicate the
step applied to each phoneme.

We take a statistical modeling approach to port-
manteau generation, using training examples (Table
1) to learn weights for a cascade of finite state ma-
chines. To handle the 2-input, 1-output problem in-
herent in the task, we implement a multitape FST.

This work’s contributions can be summarized as:
• a portmanteau generation model, trained in an

unsupervised manner on unaligned portman-
teaux and component words,
• the novel use of a multitape FST for a 2-input,

1-output problem, and
• the release of our training data.1

2 Definition of a portmanteau

In this work, a portmanteau PM and its pronuncia-
tion PMpron have the following constraints:

• PM has exactly 2 component words W1 and
W2, with pronunciations W1

pron and W2
pron.

• All of PM’s letters are in W1 and W2, and all
phonemes in PMpron are in W1

pron and W2
pron.

• All pronunciations use the Arpabet symbol set.
• Portmanteau building occurs at the phoneme

level. PMpron is built through the following
steps (further illustrated in Figure 2):

1. 0+ phonemes from W1
pron are output.

2. 0+ phonemes from W2
pron are deleted.

1Available at both authors’ websites.

3. 1+ phonemes from W1
pron are aligned with an

equal number of phonemes from W2
pron.

For each aligned pair of phonemes (x, y), either
x or y is output.

4. 0+ phonemes from W1
pron are deleted, until the

end of W1
pron.

5. 0+ phonemes from W2
pron are output, until the

end of W2
pron.

3 Multitape FST model

Finite state machines (FSMs) are powerful tools
in NLP and are frequently used in tasks like ma-
chine transliteration and pronunciation. Toolkits like
Carmel and OpenFST allow rapid implementations
of complex FSM cascades, machine learning algo-
rithms, and n-best lists.

Both toolkits implement two types of FSMs: fi-
nite state acceptors (FSAs) and finite state transduc-
ers (FSTs), and their weighted counterparts (wFSAs
and wFSTs). An FSA has one input tape; an FST
has one input and one output tape.

What if we want a one input and two output tapes
for an FST? Three input tapes for an FSA? Although
infrequently explored in NLP research, these “mul-
titape” machines are valid FSMs.

In the case of converting {W1
pron, W2

pron} to
PMpron, an interleaved reading of two tapes would be
impossible with a traditional FST. Instead, we model
the problem with a 2-input, 1-output FST (Figure
3). Edges are labeled x : y : z to indicate input
tapes W1

pron and W2
pron and output tape PMpron, re-

spectively.

4 FSM Cascade

We include the multitape model as part of an FSM
cascade that converts W1 and W2 to PM (Figure 4).

q1 q2 q3 q4 q5

q1a q2a q3a q4a q5a

ε : ε : ε ε : ε : ε ε : ε : ε ε : ε : ε

ε :
ε :
ε

ε :
ε :
ε

ε :
ε :
ε

ε :
ε :
ε

ε :
ε :
ε

x :
ε :
x

ε :
y :
ε

x :
y :
x/y

x :
ε :
ε

ε :
y :
y

Figure 3: A 2- input, 1-output wFST for portmanteau pronunciation generation.
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wFST B

W2
pron

W1
pron

FST A

FST A

W2

W1

PMpron wFST C PM′ wFSA D PM′′ FSA E1,2 PM′′′

jogging
juggling

JH AH G IH NG

JH AA G AH L IH NG
JH AH G AH L IH NG joggaling juggling joggling

Figure 4: The FSM cascade for converting W1 and W2 into a PM, and an illustrative example.

phonemes P (x, y → z)
x y z cond. joint mixed

AA AA AA 1.000 0.017 1.000
AH ER AH 0.424 0.007 0.445
AH ER ER 0.576 0.009 0.555
P B P 0.972 0.002 1.000
P B B 0.028 N/A N/A
Z SH SH 1.000 N/A N/A

JH AO JH 1.000 N/A N/A

Table 2: Sample learned phoneme alignment probabili-
ties for each method.

We first generate the pronunciations of W1 and
W2 with FST A, which functions as a simple look-
up from the CMU Pronouncing Dictionary (Weide,
1998).

Next, wFST B, the multitape wFST from Figure
3, translates W1

pron and W2
pron into PMpron. wFST C,

built from aligned graphemes and phonemes from
the CMU Pronunciation Dictionary (Galescu and
Allen, 2001), spells PMpron as PM′.

To improve PM′, we now use three FSAs built
from W1 and W2. The first, wFSA D, is a smoothed
“mini language model” which strongly prefers letter
trigrams from W1 and W2. The second and third,
FSA E1 and FSA E2, accept all inputs except W1

and W2.

5 Data

We obtained examples of portmanteaux and com-
ponent words from Wikipedia and Wiktionary lists
(Wikipedia, 2013; Wiktionary, 2013). We reject any
that do not satisfy our constraints–for example, port-

step k description P (k)
1 W1

pron keep 0.68
2 W2

pron delete 0.55
3 align 0.74
4 W1

pron delete 0.64
5 W2

pron keep 0.76

Table 3: Learned step probabilities. The probabilities of
keeping and aligning are higher than those of deleting,
showing a tendency to preserve the component words.

manteaux with three component words (“turkey” +
“duck” + “chicken”→ “turducken”) or without any
overlap (“arpa” + “net”→ “arpanet”). From 571 ex-
amples, this yields 401 {W1, W2, PM} triples.

We also use manual annotations of PMpron for
learning the multitape wFST B weights and for mid-
cascade evaluation.

We randomly split the data for 10-fold cross-
validation. For each iteration, 8 folds are used for
training data, 1 for dev, and 1 for test. Training data
is used to learn wFST B weights (Section 6) and dev
data is used to learn reranking weights (Section 7).

6 Training

FST A is unweighted and wFST C is pretrained.
wFSA D and FSA E1,2 are built at runtime.

We only need to learn wFST B weights, which
we can reduce to weights on transitions qk → qka
and q3a → q3 from Figure 3. The weights qk →
qka represent the probability of each step, or P (k).
The weights q3a → q3 represent the probability of
generating phoneme z from input phonemes x and
y, or P (x, y → z).
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model % exact avg. dist. % 1k-best
dev test dev test dev test

cond 28.9 29.9 1.6 1.6 92.0 91.2
joint 44.6 44.6 1.5 1.5 91.0 89.7

mixed 31.9 33.4 1.6 1.5 92.8 91.0
rerank 51.4 50.6 1.2 1.3 93.1 91.5

Table 4: PMpron results pre- and post-reranking.

PM % exact avg. dist. % 1k-best
PM′ 12.03 5.31 42.35
PM′′ 42.14 1.80 58.10
PM′′′ 45.39 1.59 61.35

Table 5: PM results on cross-validated test data.

We use expectation maximization (EM) to learn
these weights from our unaligned input and output,
{W1

pron, W2
pron} and PMpron. We use three differ-

ent methods of normalizing fractional counts. The
learned phoneme alignment probabilities P (x, y →
z) (Table 2) vary across these methods, but the
learned step probabilities P (k) (Table 3) do not.

6.1 Conditional Alignment

Our first learning method models phoneme align-
ment P (x, y → z) conditionally, as P (z|x, y).
Since P (z|x, y) tends to be larger than step prob-
abilities P (k), the model prefers to align phonemes
when possible, rather than keep or delete them sep-
arately. This creates longer alignment regions.

Additionally, during training a potential align-
ment P (x|x, y) can compete only with its pair
P (y|x, y), making it more difficult to zero out an
alignment’s probability. The conditional method
therefore also learns more potential alignments be-
tween phonemes.

6.2 Joint Alignment

Our second learning method models P (x, y → z)
jointly, as P (z, x, y). Since P (z, x, y) is relatively
low compared to the step probabilities, this method
prefers very short alignments–the reverse of the ef-
fect seen in the conditional method.

However, the model can also zero out the prob-
abilities of unlikely aligments, so overall it learns
fewer possible alignments between phonemes.

W1 W2 gold PM hyp. PM
affluence influenza affluenza affluenza

architecture ecology arcology architecology
chill relax chillax chilax

friend enemy frenemy frienemy
japan english japlish japanglish
jeans shorts jorts js

jogging juggling joggling joggling
man purse murse mman
tofu turkey tofurkey tofurkey

zeitgeist ghost zeitghost zeitghost

Table 6: Component words and gold and hypothesis PMs.

6.3 Mixed Alignment
Our third learning method initializes alignment
probabilities with the joint method, then normalizes
them so that P (x|x, y) and P (y|x, y) sum to 1. This
“mixed” method, like the joint method, is more con-
servative in learning phoneme alignments. However,
like the conditional method, it has high alignment
probabilities and prefers longer alignments.

7 Model Combination and Reranking

Using the methods from sections 6.1, 6.2, and 6.3,
we train three models and produce three different
1000-best lists of PMpron candidates for dev data.
We combine these three lists into a single one, and
compute the following features for each candidate:
model scores, PMpron length, percentage of W1

pron
or W2

pron in PMpron, and percentage of PMpron in
W1

pron or W2
pron. We also include a binary feature

for whether PMpron matches W1
pron or W2

pron.
We then compute feature weights using the aver-

aged perceptron algorithm (Zhou et al., 2006), and
use them to rerank the candidate list, for both dev
and test data. We combine the reranked PMpron lists
to generate wFST C’s input.

8 Evaluation

We evaluate our model’s generation of PMpron pre-
and post-reranking against our manually annotated
PMpron. We also compare PM′, PM′′, and PM′′′. For
both PMpron and PM, we use three metrics:
• percent of 1-best results that are exact matches,
• average Levenshtein edit distance of 1-bests,

and
• percent of 1000-best lists with an exact match.
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9 Results and Discussion

We first evaluate the model at PMpron. Table 4
shows that, despite less than 50% exact matches,
over 90% of the 1000-best lists contain the correct
pronunciation. This motivates our model combina-
tion and reranking, which increase exact matches to
over 50%.

Next, we evaluate PM (Table 5). A component
word mini-LM dramatically improves PM′′ com-
pared to PM′. Filtering out component words pro-
vides additional gain, to 45% exact matches.

In comparison, a baseline that merges W1
pron and

W2
pron at the first shared phoneme achieves 33% ex-

act matches for PMpron and 25% for PM.
Table 6 provides examples of system output. Per-

fect outputs include “affluenza,” “joggling,” “to-
furkey,” and “zeitghost.” For others, like “chilax”
and “frienemy,” the discrepancy is negligible and the
hypothesis PM could be considered a correct alter-
nate output. Some hypotheses, like “architecology”
and “japanglish,” might even be considered superior
to their gold counterparts. However, some errors,
like “js” and “mman,” are clearly unacceptable sys-
tem outputs.

10 Conclusion

We implement a data-driven system that generates
portmanteaux from component words. To accom-
plish this, we use an FSM cascade, including a novel
2-input, 1-output multitape FST, and train it on exist-
ing portmanteaux. In cross-validated experiments,
we achieve 45% exact matches and an average Lev-
enshtein edit distance of 1.59.

In addition to improving this model, we are inter-
ested in developing systems that can select compo-
nent words for portmanteaux and reconstruct com-
ponent words from portmanteaux. We also plan
to research other applications for multi-input/output
models.
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Abstract

This work improves monolingual sentence
alignment for text simplification, specifically
for text in standard and simple Wikipedia.
We introduce a method that improves over
past efforts by using a greedy (vs. ordered)
search over the document and a word-level se-
mantic similarity score based on Wiktionary
(vs. WordNet) that also accounts for struc-
tural similarity through syntactic dependen-
cies. Experiments show improved perfor-
mance on a hand-aligned set, with the largest
gain coming from structural similarity. Re-
sulting datasets of manually and automatically
aligned sentence pairs are made available.

1 Introduction

Text simplification can improve accessibility of texts
for both human readers and automatic text process-
ing. Although simplification (Wubben et al., 2012)
could benefit from data-driven machine translation,
paraphrasing, or grounded language acquisition
techniques, e.g. (Callison Burch and Osborne, 2003;
Fung and Cheung, 2004; Munteanu and Marcu,
2005; Smith et al., 2010; Ganitkevitch et al., 2013;
Hajishirzi et al., 2012; Kedziorski et al., 2014), work
has been limited because available parallel corpora
are small (Petersen and Ostendorf, 2007) or auto-
matically generated are noisy (Kauchak, 2013).

Wikipedia is potentially a good resource for text
simplification (Napoles and Dredze, 2010; Medero
and Ostendorf, 2009), since it includes standard ar-
ticles and their corresponding simple articles in En-
glish. A challenge with automatic alignment is that

standard and simple articles can be written indepen-
dently so they are not strictly parallel, and have very
different presentation ordering. A few studies use
editor comments attached to Wikipedia edit logs to
extract pairs of simple and difficult words (Yatskar
et al., 2010; Woodsend and Lapata, 2011). Other
methods use text-based similarity techniques (Zhu
et al., 2010; Coster and Kauchak, 2011; Kauchak,
2013), but assume sentences in standard and simple
articles are ordered relatively.

In this paper, we align sentences in standard and
simple Wikipedia using a greedy method that, for
every simple sentence, finds the corresponding sen-
tence (or sentence fragment) in standard Wikipedia.
Unlike other methods, we do not make any assump-
tions about the relative order of sentences in stan-
dard and simple Wikipedia articles. We also con-
strain the many-to-one matches to cover sentence
fragments. In addition, our method takes advan-
tage of a novel word-level semantic similarity mea-
sure that is built on top of Wiktionary (vs. WordNet)
which incorporates structural similarity represented
in syntactic dependencies. The Wiktionary-based
similarity measure has the advantage of greater word
coverage than WordNet, while the use of syntactic
dependencies provides a simple mechanism for ap-
proximating semantic roles.

Here, we report the first manually annotated
dataset for evaluating alignments for text simplifica-
tion, develop and assess a series of alignment meth-
ods, and automatically generate a dataset of sentence
pairs for standard and simple Wikipedia. Experi-
ments show that our alignment method significantly
outperforms previous methods on the hand-aligned
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Good Apple sauce or applesauce is a puree made of apples. Applesauce (or applesauce) is a sauce that is made from
stewed or mashed apples.

Good
Partial

Commercial versions of applesauce are really available
in supermarkets

It is easy to make at home, and it is also sold already
made in supermarkets as a common food.

Partial Applesauce is a sauce that is made from stewed and
mashed apples.

Applesauce is made by cooking down apples with water
or apple cider to the desired level.

Table 1: Annotated examples: the matching regions for partial and good partial are italicized.

set of standard and simple Wikipedia article pairs.
The datasets are publicly available to facilitate fur-
ther research on text simplification.

2 Background
Given comparable articles, sentence alignment is
achieved by leveraging the sentence-level similarity
score and the sequence-level search strategy.

Sentence-Level Scoring: There are two main ap-
proaches for sentence-level scoring. One approach,
used in Wikipedia alignment (Kauchak, 2013), com-
putes sentence similarities as the cosine distance
between vector representations of tf.idf scores of
the words in each sentence. Other approaches rely
on word-level σ(w,w′) semantic similarity scores
s(W,W ′) = 1

Z

∑
w∈W maxw′∈W ′ σ(w,w′)idf(w).

Previous work use WordNet-based similarity (Wu
and Palmer, 1994; Mohler and Mihalcea, 2009; Hos-
seini et al., 2014), distributional similarity (Guo and
Diab., 2012), or discriminative similarity (Hajishirzi
et al., 2010; Rastegari et al., 2015).

In this paper, we leverage pairwise word similar-
ities, and introduce two novel word-level semantic
similarity metrics and show that they outperform the
previous metrics.

Sequence-Level Search: There are several
sequence-level alignment strategies (Shieber and
Nelken, 2006). In (Zhu et al., 2010), sentence align-
ment between simple and standard articles is com-
puted without constraints, so every sentence can be
matched to multiple sentences in the other docu-
ment. Two sentences are aligned if their similarity
score is greater than a threshold. An alternative ap-
proach is to compute sentence alignment with a se-
quential constraint, i.e. using dynamic programming
(Coster and Kauchak, 2011; Barzilay and Elhadad,
2003). Specifically, the alignment is computed by a
recursive function that optimizes alignment of one or
two consecutive sentences in one article to sentences

in the other article. This method relies on consis-
tent ordering between two articles, which does not
always hold for Wikipedia articles.

3 Simplification Datasets

We develop datasets of aligned sentences in standard
and simple Wikipedia. Here, we describe the man-
ually annotated dataset and leave the details of the
automatically generated dataset to Section 5.2.

Manually Annotated: For every sentence in a
standard Wikipedia article, we create an HTML sur-
vey that lists sentences in the corresponding sim-
ple article and allow the annotator to judge each
sentence pair as a good, good partial, partial, or
bad match (examples in Table 1): Good: The se-
mantics of the simple and standard sentence com-
pletely match, possibly with small omissions (e.g.,
pronouns, dates, or numbers). Good Partial: A sen-
tence completely covers the other sentence, but con-
tains an additional clause or phrase that has infor-
mation which is not contained within the other sen-
tence. Partial: The sentences discuss unrelated con-
cepts, but share a short related phrase that does not
match considerably. Bad: The sentences discuss un-
related concepts.

The annotators were native speaker, hourly paid,
undergraduate students. We randomly selected 46
article pairs from Wikipedia (downloaded in June
2012) that started with the character ‘a’. In total,
67,853 sentence pairs were annotated (277 good,
281 good partial, 117 partial, and 67,178 bad). The
kappa value for interannotator agreement is 0.68
(13% of articles were dual annotated). Most dis-
agreements between annotators are confusions be-
tween ‘partial’ and ‘good partial’ matches. The
manually annotated dataset is used as a test set for
evaluating alignment methods as well as tuning pa-
rameters for generating automatically aligned pairs
across standard and simple Wikipedia.
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4 Sentence Alignment Method

We use a sentence-level similarity score that builds
on a new word-level semantic similarity, described
below, together with a greedy search over the article.

4.1 Word-Level Similarity
Word-level similarity functions return a similarity
score σ(w1, w2) between words w1 and w2. We in-
troduce two novel similarity metrics: Wiktionary-
based similarity and structural semantic similarity.

WikNet Similarity: The Wiktionary-based se-
mantic similarity measure leverages synonym in-
formation in Wiktionary as well as word-definition
cooccurrence, which is represented in a graph and
referred to as WikNet. In our work, each lexical
content word (noun, verb, adjective and adverb) in
the English Wiktionary is represented by one node
in WikNet. If word w2 appears in any of the sense
definitions of word w1, one edge between w1 and
w2 is added, as illustrated in Figure 1. We prune
the WikNet using the following steps: i) morpho-
logical variations are mapped to their baseforms; ii)
atypical word senses (e.g. “obsolete,” “Jamaican
English”) are removed; and iii) stopwords (deter-
mined based on high definition frequency) are re-
moved. After pruning, there are roughly 177k nodes
and 1.15M undirected edges. As expected, our Wik-
tionary based similarity metric has a higher coverage
of 71.8% than WordNet, which has a word coverage
of 58.7% in our annotated dataset.

Motivated by the fact that the WikNet graph struc-
ture is similar to that of many social networks (Watts
and Strogatz, 1998; Wu, 2012), we characterize se-
mantic similarity with a variation on a link-based
node similarity algorithm that is commonly applied
for person relatedness evaluations in social network
studies, the Jaccard coefficient (Salton and McGill,
1983), by quantifying the number of shared neigh-
bors for two words. More specifically, we use the ex-
tended Jaccard coefficient, which looks at neighbors
within an n-step reach (Fogaras and Racz, 2005)
with an added term to indicate whether the words
are direct neighbors. In addition, if the words or
their neighbors have synonym sets in Wiktionary,
then the shared synonyms are used in the extended
Jaccard measure. If the two words are in each
other’s synonym lists, then the similarity is set to

boy:	  	  
	  	  	  sense1:	  a	  young	  male	  man	  	  	  	  	  	  	  
	  	  	  sense2:	  …	  

lad	  

young	   boy	  

man	  

male	  

lad:	  	  
	  	  	  sense1:	  a	  boy	  or	  a	  young	  man	  
	  	  	  sense2:	  …	   Figure 1: Part of WikNet

with words “boy” and “lad”.

1 otherwise, σwk(w1, w2) =
∑n
l=0 J

s
l (w1, w2), for

Jsl (w1, w2) = Γl(w1)∩synΓl(w2)
Γl(w1)∪Γl(w2) where Γl(wi) is the

l-step neighbor set of wi, and ∩syn accounts for
synonyms if any. We precomputed similarities be-
tween pairs of words in WikNet to make the align-
ment algorithm more efficient. The WikNet is avail-
able at http://ssli.ee.washington.edu/
tial/projects/simplification/.

Structural Semantic Similarity: We extend the
word-level similarity metric to account for both se-
mantic similarity between words, as well as the
dependency structure between the words in a sen-
tence. We create a triplet for each word using Stan-
ford’s dependency parser (de Marneffe et al., 2006).
Each triplet tw = (w, h, r) consists of the given
word w, its head word h (governor), and the de-
pendency relationship (e.g., modifier, subject, etc)
between w and h. The similarity between words
w1 and w2 combines the similarity between these
three features in order to boost the similarity score
of words whose head words are similar and appear
in the same dependency structure: σsswk

(w1, w2) =
σwk(w1, w2) + σwk(h1, h2)σr(r1, r2) where σwk is
the WikNet similarity and σr(r1, r2) represents de-
pendency similarity between relations r1 and r2

such that σr = 0.5 if both relations fall into the same
category, otherwise σr = 0.

4.2 Greedy Sequence-level Alignment
To avoid aligning multiple sentences to the same
content, we require one-to-one matches between
sentences in standard and simple Wikipedia articles
using a greedy algorithm. We first compute simi-
larities between all sentences Sj in the simple ar-
ticle and Ai in standard article using a sentence-
level similarity score. Then, our method iteratively
selects the most similar sentence pair S∗, A∗ =
arg max s(Sj , Ai) and removes all other pairs asso-
ciated with the respective sentences, repeating un-
til all sentences in the shorter document are aligned.
The cost of aligning sentences in two articles S,A is
O(mn) where m,n are the number of sentences in
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Figure 2: Precision-
recall curve for
our method vs.
baselines.

articles S and A, respectively. The run time of our
method using WikNet is less than a minute for the
sentence pairs in our test set.

Many simple sentences only match with a frag-
ment of a standard sentence. Therefore, we ex-
tend the greedy algorithm to discover good partial
matches as well. The intuition is that two sentences
are good partial matches if a simple sentence has
higher similarity with a fragment of a standard sen-
tence than the complete sentence. We extract frag-
ments for every sentence from the Stanford syntac-
tic parse tree (Klein and Manning, 2003). The frag-
ments are generated based on the second level of the
syntactic parse tree. Specifically, each fragment is a
S, SBAR, or SINV node at this level. We then cal-
culate the similarity between every simple sentence
Sj with every standard sentence Ai as well as frag-
ments of the standard sentenceAki . The same greedy
algorithm is then used to align simple sentences with
standard sentences or their fragments.

5 Experiments

We test our method on all pairs of standard and sim-
ple sentences for each article in the hand-annotated
data (no training data is used). For our experiments,
we preprocess the data by removing topic names, list
markers, and non-English words. In addition, the
data was tokenized, lemmatized, and parsed using
Stanford CoreNLP (Manning et al., 2014).

5.1 Results

Comparison to Baselines: The baselines are our
implementations of previous work: Unconstrained
WordNet (Mohler and Mihalcea, 2009), which uses
an unconstrained search for aligning sentences and
WordNet semantic similarity (in particular Wu-
Palmer (1994)); Unconstrained Vector Space (Zhu

Good vs. Others Max F1 AUC
Greedy Struc. WikNet (simG, σsswk

) 0.712 0.694
Unconst. WordNet (simUC , σwd) 0.636 0.651
Ordered Vec. Space (simDP , scos) 0.564 0.495
Unconst. Vec. Space (simUC , scos) 0.550 0.509

Good & Good Partial vs. Others
Greedy Struc. WikNet (simG, σsswk

) 0.607 0.529
Unconst. WordNet (simUC , σwd) 0.515 0.499
Ordered Vec. Space (simDP , scos) 0.415 0.387
Unconst. Vec. Space (simUC , scos) 0.431 0.391

Table 2: Max F1, AUC for identifying good matches and
identifying good & good partial matches.

et al., 2010), which uses a vector space repre-
sentation and an unconstrained search for aligning
sentences; and Ordered Vector Space (Coster and
Kauchak, 2011), which uses dynamic programming
for sentence alignment and vector space scoring.

We compare our method (Greedy Structural
WikNet) that combines the novel Wiktionary-based
structural semantic similarity score with a greedy
search to the baselines. Figure 2 and Table 2 show
that our method achieves higher precision-recall,
max F1, and AUC compared to the baselines. The
precision-recall score is computed for good pairs vs.
other pairs (good partial, partial, and bad).

From error analysis, we found that most mistakes
are caused by missing good matches (lower recall).
As shown by the graph, we obtain high precision
(about .9) at recall 0.5. Thus, applying our method
on a large dataset yields high quality sentence align-
ments that would benefit data-driven learning in text
simplification.

Table 2 also shows that our method outperforms
the baselines in identifying good and good partial
matches. Error analysis shows that our fragment
generation technique does not generate all possible
or meaningful fragments, which suggests a direction
for future work. We list a few qualitative examples
in Table 3.

Ablation Study: Table 4 shows the results of
ablating each component of our method, sequence-
level alignments and word-level similarity.

Sequence-level Alignment: We study the contribu-
tion of the greedy approach in our method by us-
ing word-level structural semantic WikNet similar-
ity σss(wk) and replacing the sequence-level greedy
search strategy with dynamic programming and un-
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Good The castle was later incorporated into the construction of

Ashtown Lodge which was to serve as the official residence

of the Under Secretary from 1782.

After the building was made bigger and improved,

it was used as the house for the Under Secretary of

Ireland from 1782.

Good

Partial

Mozart’s Clarinet Concerto and Clarinet Quintet are both in

A major, and generally Mozart was more likely to use clar-

inets in A major than in any other key besides E-flat major

Mozart used clarinets in A major often.

Table 3: Qualitative examples of the good and good partial matches identified by our method.

Sequence-level Max F1 AUC
Greedy (simG, σsswk

) 0.712+ 0.694+

Ordered (simDP , σsswk
) 0.656+ 0.610+

Unconstrained (simUC , σsswk
) 0.689 0.689

Word-level Max F1 AUC
Structural WikNet (simG, σsswk

) 0.712+ 0.694+

WordNet (simG, σwd) 0.665+ 0.663+

Structural WordNet (simG, σsswd
) 0.685 0.679

WikNet (simG, σwk) 0.697 0.669

Table 4: Max F1, AUC for ablation study on word-level
and sequence-level similarity scores. Values with the +

superscript are significant with p<0.05.

constrained approaches. As expected, the dynamic
programming approach used in previous work does
not perform as well as our method, even with the
structural semantic WikNet similarity, because the
simple Wikipedia articles are not explicit simplifica-
tions of standard articles.

Word-level Alignment: Table 4 also shows the con-
tribution of the structural semantic WikNet similar-
ity measure σsswk

vs. other word-level similarities
(WordNet similarity σwd, structural semantic Word-
Net similarity σsswd

, and WikNet similarity σwk).
In all the experiments, we use the sequence-level
greedy alignment method. The structural semantic
similarity measures improve over the corresponding
similarity measures for both WordNet and WikNet.
Moreover, WikNet similarity outperforms WordNet,
and the structural semantic WikNet similarity mea-
sure achieves the best performance.

5.2 Automatically Aligned Data

We develop a parallel corpus of aligned sentence
pairs between standard and simple Wikipedia, to-
gether with their similarity scores. In particular, we
use our best case method to align sentences from 22k
standard and simple articles, which were download
in April 2014. To speed up our method, we index

the similarity scores of frequent words and distribute
computations over multiple CPUs.

We release a dataset of aligned sentence pairs,
with a scaled threshold greater than 0.45.1 Based on
the precision-recall data, we choose a scaled thresh-
old of 0.67 (P = 0.798, R = 0.599, F1 = 0.685)
for good matches, and 0.53 (P = 0.687, R = 0.495,
F1 = 0.575) for good partial matches. The se-
lected thresholds yield around 150k good matches,
130k good partial matches, and 110k uncategorized
matches. In addition, around 51.5 million potential
matches, with a scaled score below 0.45, are pruned
from the dataset.

6 Conclusion and Future Work

This work introduces a sentence alignment method
for text simplification using a new word-level sim-
ilarity measure (using Wiktionary and dependency
structure) and a greedy search over sentences and
sentence fragments. Experiments on comparable
standard and simple Wikipedia articles outperform
current baselines. The resulting hand-aligned and
automatically aligned datasets are publicly avail-
able.

Future work involves developing text simplifica-
tion techniques using the introduced datasets. In
addition, we plan to improve our current alignment
technique with better text preprocessing (e.g., coref-
erence resolution (Hajishirzi et al., 2013)), learning
similarities, as well as phrase alignment techniques
to obtain better partial matches.
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Abstract

We present an intuitive and effective method
for inducing style scores on words and
phrases. We exploit signal in a phrase’s rate of
occurrence across stylistically contrasting cor-
pora, making our method simple to implement
and efficient to scale. We show strong results
both intrinsically, by correlation with human
judgements, and extrinsically, in applications
to genre analysis and paraphrasing.

1 Introduction

True language understanding requires comprehend-
ing not just what is said, but how it is said, yet
only recently have computational approaches been
applied to the subtleties of tone and style. As the
expectations on language technologies grow to in-
clude tailored search, context-aware inference, and
analysis of author belief, an understanding of style
becomes crucial.

Lexical features have proven indispensable for the
good performance of most applications dealing with
language. Particularly, more generalized characteri-
zations of the lexicon (Brown et al., 1992; Wilson et
al., 2005; Feng et al., 2013; Ji and Lin, 2009; Resnik,
1995) have become key in overcoming issues with
lexical sparseness and in providing practical seman-
tic information for natural language processing sys-
tems (Miller et al., 2004; Rutherford and Xue, 2014;
Velikovich et al., 2010; Dodge et al., 2012). Most
work on stylistic variation, however, has focused
on larger units of text (Louis and Nenkova, 2013;
Danescu-Niculescu-Mizil et al., 2012; Greene and
Resnik, 2009; Xu et al., 2012) and studies of style at
the lexical level have been scant. The few recent ef-
forts (Brooke et al., 2010; Brooke and Hirst, 2013b;

Formal/Casual Complex/Simple
jesus/my gosh great/a lot

18 years/eighteen cinema/a movie
respiratory/breathing a large/a big

yes/yeah music/the band
decade/ten years much/many things

1970s/the seventies exposure/the show
foremost/first of all relative/his family

megan/you there matters/the things
somewhere/some place april/apr

this film/that movie journal/diary
full/a whole bunch the world/everybody

otherwise/another thing burial/funeral
father/my dad rail/the train

recreation/hobby physicians/a doctor

Table 1: Paraphrases with large style differences. Our
method learns these distinctions automatically.

Brooke and Hirst, 2013a) have been motivated by
the need to categorize genre in multiple continuous
dimensions and focused on applying standard meth-
ods for lexical characterization via graph propaga-
tion or crowdsourcing.

We propose a simple and flexible method for plac-
ing phrases along a style spectrum. We focus on
two dimensions: formality and complexity. We eval-
uate the resulting scores in terms of their correla-
tion with human judgements as well as their util-
ity in two tasks. First, we use the induced dimen-
sions to identify stylistic shifts in paraphrase, allow-
ing us to differentiate stylistic properties in the Para-
phrase Database (PPDB) with high accuracy. Sec-
ond, we test how well the induced scores capture
differences between genres, and explore the extent
to which these differences are due to topic versus
lexical choice between stylistically different expres-
sions for the same content. We show that style alone
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does differentiate between genres, and that the com-
bined indicators of style and topic are highly effec-
tive in describing genre in a way consistent with hu-
man judgements.

2 Method

We focus on two style dimensions: formality and
complexity. We define formal language as the way
one talks to a superior, whereas casual language is
used with friends. We define simple language to be
that used to talk to children or non-native English
speakers, whereas more complex language is used
by academics or domain experts.

We use the Europarl corpus of parliamentary pro-
ceedings as an example of formal text and the
Switchboard corpus of informal telephone conversa-
tions as casual text. We use articles from Wikipedia
and simplified Wikipedia (Coster and Kauchak,
2011) as examples of complex and simple language
respectively. For each style dimension, we subsam-
ple sentences from the larger corpus so that the two
ends of the spectrum are roughly balanced. We
end up with roughly 300K sentences each for for-
mal/casual text and about 500K sentences each for
simple/complex text.1

Given examples of language at each end of a style
dimension, we score a phrase by the log ratio of
the probability of observing the word in the refer-
ence corpus (REF) to observing it in the combined
corpora (ALL). For formality the reference corpus
is Europarl and the combined data is Europarl and
Switchboard together. For complexity, the reference
corpus is normal Wikipedia and the combined data is
normal and simplified Wikipedia together. Specifi-
cally, we map a phrase w onto a style dimension via:

FORMALITY(w) = log

(
P (w | REF )
P (w | ALL)

)
.

We assign formality scores to phrases up to three
words in length that occur at least three times total in
ALL, regardless of whether they occur in both cor-
pora. Phrases which do not occur at all in REF are
treated as though they occurred once.

1Number of words: casual (2MM), formal (7MM), simple
(9MM), complex (12MM).

3 Evaluation

We first assess the intrinsic quality of the scores re-
turned by our method by comparing against subjec-
tive human judgements of stylistic properties.

Phrase-level human judgements For each of our
style dimensions, we take a random sample of 1,000
phrases from our corpora. We show each phrase to 7
workers on Amazon Mechanical Turk (MTurk) and
ask the worker to indicate using a sliding bar (cor-
responding to a 0 to 100 scale) where they feel each
word falls on the given style spectrum (e.g. casual
to formal). Workers were given a high-level descrip-
tion of each style (like those given at the beginning
of Section 2) and examples to guide their annotation.

Formal Casual Complex Simple

Low σ
exchange , uh per capita is not
proceedings all that stuff referendum the night
scrutiny pretty much proportional up

High σ
his speech radio mid possible
in return for are really japan center of
of the series to move into os sets

Table 2: Phrases with high and low levels of annotator
agreement, measured by the variance of the human raters’
scores (Low σ = high agreement).

We estimate inter-annotator agreement by com-
puting each rater’s correlation with the average of
the others. The inter-annotator correlation was rea-
sonably strong on average (ρ = 0.65). However,
not all phrases had equally strong levels of human
agreement. Table 2 shows some examples of phrases
which fell “obviously” on one end of a style spec-
trum (i.e. the variance between humans’ ratings was
low) and some other examples which were less clear.

Quality of automatic scores We compute the cor-
relation of our method’s score with the average hu-
man rating for each phrase. The results are sum-
marized in Table 4. The log-ratio score correlates
with the human score significantly above chance,
even matching inter-human levels of correlation on
the formality dimension.

4 Applications

We evaluate the acquired style mappings in two
tasks: finding paraphrase pairs with differences in
style and characterizing genre variation.
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agreed → great → sure → yeah
assumes → implies → imagine → guess
currently → today → now → nowadays
most beautiful → very nice → really nice → really pretty
following a → in the aftermath → in the wake → right after
the man who → one who → the one that → the guy that

Table 3: Groups of paraphrases ordered from most formal (left) to least formal (right), as described in Section 4.1.

Spearman ρ
Formality Complexity

Inter-annotator 0.654 0.657
Log-ratio score 0.655 0.443

Table 4: First row: mean correlation of each rater’s scores
with the average of the others. Second row: correlation of
our automatic style score with the average human score.

4.1 Differentiating style in paraphrases

Paraphrases are usually defined as “meaning equiva-
lent” words or phrases. However, many paraphrases,
even while capturing the same meaning overall, dis-
play subtle differences which effect their substi-
tutability (Gardiner and Dras, 2007).

For example, paraphrasing “I believe that we
have...” as “I think we got...” preserves the mean-
ing but causes a clear change in style, from a more
formal register to a casual one. It has been proposed
that paraphrases are rarely if ever perfectly equiva-
lent, but instead represent near synonyms (Edmonds
and Hirst, 2002), which contain subtle differences in
meaning and connotation.

We test whether our method can tease apart stylis-
tic variation given a set of “equivalent” phrases.
We use phrase pairs from the Paraphrase Database
(PPDB) (Ganitkevitch et al., 2013). Using the
scoring method described in Section 2, we iden-
tify paraphrase pairs which display stylistic varia-
tion along a particular dimension. We can find pairs
〈w1, w2〉 in PPDB for which FORMALITY(w1) −
FORMALITY(w2) is large; Table 1 gives some ex-
amples of pairs identified using this method. We can
also view paraphrases along a continuum; Table 3
shows groups of paraphrases ordered from most for-
mal to most casual and Figure 1 shows how para-
phrases of the phrase money rank along the formality
and complexity dimensions. For example, we cap-
ture the fact that money is more formal but simpler
than the idiomatic expression a fortune.

Figure 1: Several paraphrases for money ranked accord-
ing to automatically learned style dimensions.

Pairwise human judgements To evaluate the
goodness of our style-adapted paraphrases, we take
a random sample of 3,000 paraphrase pairs from
PPDB and solicit MTurk judgements. We show
workers each paraphrase pair and ask them to choose
which of the words is more casual, or to indicate “no
difference.” We also carry out the analogous task for
the complexity distinction. We take the majority of
7 judgements as the true label for each pair.

In only 9% of the 3,000 paraphrase pairs, turkers
decided there was no stylistic difference in the pair,
indicating that indeed formality and complexity dif-
ferences are truly characteristic of paraphrases. In
further analysis we ignore the pairs for which the
consensus was no difference but note that in fur-
ther work we need to automate the identification of
stylistically equivalent paraphrases.

Automatically differentiating paraphrases Us-
ing the human judgements, we compute the accu-
racy of our method for choosing which word in a
pair is more formal (complex). We use the mag-
nitude of the difference in formality (complexity)
score as a measure of our method’s confidence in its
prediction. E.g. the smaller the gap in FORMALITY,
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the less confident our method is that there is a true
style difference. Table 5 shows pairwise accuracy
as a function of confidence: it is well above the
50% random baseline, reaching 90% for the high-
confidence predictions in the complexity dimension.

Pairwise accuracy
Top 10% Top 25% Overall

Complexity 0.90 0.88 0.74
Formality 0.72 0.73 0.68

Table 5: Pairwise accuracy for paraphrase pairs at varying
levels confidence. Top 10% refers to the 10% of pairs
with largest difference in log-ratio style score. Random
guessing achieves an accuracy of 0.5.

4.2 Genre characterization

Now we explore if the dimensions we learned at the
sub-sentential level can be used to capture stylistic
variation at the sentence and genre level.

Sentence-level human judgements We gather
human ratings of formality and complexity for 900
sentences from the MASC corpus (Ide et al., 2010):
20 sentences from each of 18 genres.2 Recently data
from this corpus has been used to study genre differ-
ence in terms of pronoun, named entity, punctuation
and part of speech usage (Passonneau et al., 2014).
We use the data to test a specific hypothesis that au-
tomatically induced scores for lexical style are pre-
dictive of perceptions of sentence- and genre-level
style.

We average 7 independent human scores to get
sentence-level style scores. To get genre-level style
scores, we use the the average of the 20 sentence-
level scores for the sentences belonging to that
genre.

In human perception, the formality and com-
plexity dimensions are highly correlated (Spearman
ρ = 0.7). However, we see many interesting ex-
amples of sentences which break this trend (Table
6). Overall, inter-annotator correlations are reason-
ably strong (ρ ≈ 0.5), but as in the phrase-level

2Court transcripts, debate transcripts, face-to-face conver-
sations, blogs, essays, fiction, jokes, letters, technical writing,
newspaper, twitter, email, ficlets (short fan fiction), govern-
ment documents, journal entries, movie scripts, non-fiction, and
travel guides. We omit the “telephone” genre, since it is too
similar to the Switchboard corpus and may inflate results.

annotations, we see some sentences for which the
judgement seems unanimous among annotators and
some sentences for which there is very little consen-
sus (Table 7). We discuss this variation further in
Section 5.

Formal/Simple has dr. miller left the courtroom?
Formal/Simple i want to thank you for listening tonight.
Casual/Complex right. cuz if we have a fixed number of

neurons-?
Casual/Complex i was actually thinking we could use the

warping factors that we compute for the
mfcc’s

Table 6: Some examples of sentences for which the gen-
erally high correlation between formality and complexity
does not hold.

Automatically characterizing genre The extent
to which genre is defined by topic versus style is an
open question. We therefore look at two methods for
genre-level style characterization, which we apply at
the sentence-level as well as at the genre-level.

First, we take the average formality (complexity)
score of all words in the text, which we refer to as
the “all words” method. Using the style score alone
in this way will likely to conflate aspects of topic
with aspects of style. For example, the word birth-
day receives a very low formality score whereas the
phrase united nations receives a very high formality
score, reflecting the tendency of certain topics to be
discussed more formally than others.

!!!!
!
  !

big
my annual gigantic birthday post .

remarkable
immense
colossal

quite
totally
very

intends to enjoy her birthday thoroughly
wholly

Figure 2: Authors reveal style by choosing casual terms
or formal terms for the same concept. Shown is a casual
sentence (left) and a formal sentence (right) on the same
topic. Alternative paraphrases are ordered casual (top) to
formal (bottom).

We therefore use a second method, which we re-
fer to as “PP only”, in which we look only at the
words in the text which belong to one of our para-
phrase sets (as in Figure 3), allowing us to control
for topic and focus only on stylistic word choice. In
“PP only”, we consider a word to be formal if it ap-
pears on the formal side of the set (i.e. there are
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Formal Low σ whereupon, the proceedings were adjourned at 4:20 p.m.
Formal High σ mr. president , you have 90 seconds
Casual Low σ is she, what grade is she in?
Casual High σ they bring to you and your loved ones.

Complex Low σ let me abuse the playwright and dismiss the penultimate scene
Complex High σ revealing to you my family ’s secret because my late dad ’s burial is over.
Simple Low σ you ’re not the only one
Simple High σ facebook can get you fired , dumped , and yes , evicted

Table 7: Style ratings of sentences with high and low levels of human agreement, measured by the variance of the
human raters’ scores (Low σ = high agreement).

more phrases to its left than to its right). We then
score the overall formality of the text as the propor-
tion of times a formal phrase was chosen when a
more casual paraphrase could have been chosen in-
stead. The intuition is captured in Figure 2: when an
author is writing about a given topic, she encounters
words for which there exist a range of paraphrases.
Her lexical choice in these cases signals the style in-
dependent of the topic.

Table 8 shows how well our two scoring methods
correlate with the human judgements of sentences’
styles. The “all words” method performs very well,
correlating with humans nearly as well as humans
correlate with each other. Interestingly, when us-
ing paraphrases only we maintain significant corre-
lations. This ability to differentiate stylistic varia-
tion without relying on cues from topic words could
be especially important for tasks such as bias detec-
tion (Recasens et al., 2013) and readability (Callan,
2004; Kanungo and Orr, 2009).

Formality Complexity
Sent. Genre Sent. Genre

Inter-anno. 0.47 – 0.48 –
All words 0.44 0.77 0.43 0.80
PP only 0.18 0.63 0.23 0.45

Table 8: Spearman ρ of automatic rankings with human
rankings. Genres are the concatenation of sentences from
that genre. In “all words,” a text’s score is the average
log-ratio style score of its words. In “PP only,” a text’s
score is the proportion of times a formal term was chosen
when more casual paraphrases existed, effectively captur-
ing style independent of topic.

5 Discussion

Characterization of style at the lexical level is an
important first step in complex natural language

tasks, capturing style information in a way that is
portable across topics and applications. An inter-
esting open question is the extent to which style is
defined at the lexical level versus at the sentential
level: how strongly are human perceptions of style
influenced by topic and context as opposed to by lex-
ical choice? One interesting phenomenon we ob-
serve is that inter-annotator correlations are lower
at the sentence level (ρ ≈ 0.5) than at the word-
and phrase-level (ρ ≈ 0.65). Tables 7 offers some
insight: for many of the sentences for which hu-
man agreement is low, there seems to be some mis-
match between the topic and the typical style of that
topic (e.g. talking formally about family life, or
talking in relatively complex terms about Facebook).
When humans are making judgements at the lexical
level, such contextual mismatches don’t arise, which
might lead to higher overall agreements. Interesting
future work will need to explore how well humans
are able to separate style from topic at the sentence-
and document-level, and how the lexical choice of
the author/speaker affects this distinction.

6 Conclusion

We present a simple and scalable method for learn-
ing fine-grained stylistic variation of phrases. We
demonstrate good preliminary results on two rele-
vant applications: identifying stylistic differences
in paraphrase, and characterizing variations between
genres. Our method offers a simple and flexible way
of acquiring stylistic annotations at web-scale, mak-
ing it a promising approach for incorporating nu-
anced linguistic information into increasingly com-
plex language applications.3

3All human and log-ratio scores discussed are available at
http://www.seas.upenn.edu/∼nlp/resources/
style-scores.tar.gz
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Abstract

Research on entity linking has considered a
broad range of text, including newswire, blogs
and web documents in multiple languages.
However, the problem of entity linking for
spoken language remains unexplored. Spo-
ken language obtained from automatic speech
recognition systems poses different types of
challenges for entity linking; transcription er-
rors can distort the context, and named entities
tend to have high error rates. We propose fea-
tures to mitigate these errors and evaluate the
impact of ASR errors on entity linking using
a new corpus of entity linked broadcast news
transcripts.

1 Introduction

Entity linking identifies for each textual mention
of an entity a corresponding entry contained in a
knowledge base, or indicates when no such entry
exits (NIL). Numerous studies have explored en-
tity linking in a wide range of domains, including
newswire (Milne and Witten, 2008; Mcnamee et al.,
2009; McNamee and Dang, 2009; Dredze et al.,
2010), blog posts (Ji et al., 2010), web pages (De-
martini et al., 2012; Lin et al., 2012), social media
(Cassidy et al., 2012; Guo et al., 2013a; Shen et al.,
2013; Liu et al., 2013), email (Gao et al., 2014) and
multi-lingual documents (Mayfield et al., 2011; Mc-
Namee et al., 2011; Wang et al., 2012). A common
theme across all these settings requires addressing
two difficulties in linking decisions: matching the
textual name mention to the form contained in the
knowledge base, and using contextual clues to dis-
ambiguate similar entities. However, all of these
studies have focused on written language, while

linking of spoken language remains untested. Yet
many intended applications of entity linking, such
as supporting search (Hachey et al., 2013) and iden-
tifying relevant sources for reports (He et al., 2010;
He et al., 2011), linking of spoken language is crit-
ical. Search results regularly include audio content
(e.g. YouTube) and numerous information sources
are audio recordings (e.g. media reports.) An evalu-
ation of entity linking for spoken language can help
clarify issues and challenges in this domain.

In addition to the two main challenges discussed
above, audio entity linking presents two parallel
difficulties that arise from automatic transcription
(ASR) of speech. First, the context can be both
shorter (than newswire formats) and contain ASR
errors, which can make the context of the mention
less like supporting material in the knowledge base.
Second, named entities are often more difficult to
recognize (Huang, 2005; Horlock and King, 2003);
they are often out-of-vocabulary and less common
overall in training data. This can mislead the name
matching techniques on which most entity linking
systems depend.

In this paper we consider the task of entity link-
ing for spoken language by evaluating linking on
transcripts of broadcast news. We select broadcast
news as a comparable domain of spoken language to
newswire documents, which have been the focus of
considerable research for entity linking (Mcnamee
et al., 2009; Ji et al., 2010). We chose this compara-
ble domain to focus on issues introduced because of
a transition to spoken language from written, as op-
posed to issues that arise from a general domain shift
associated with conversational speech, an issue that
has been previously studied in the shift from writ-
ten news to written conversations (weblogs, social
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media, etc.) (Baldwin et al., 2013; Han et al., 2013).
We proceed as follows. We first introduce a new

broadcast news dataset annotated for entity linking.
We then propose new features based on ASR output
to address the two sources of error specific to spo-
ken language: 1) context errors and shortening, 2)
name mention transcription errors. We then test our
features on the automated output of an ASR system
to validate our findings.

2 Entity Linked Spoken Language Data

We created entity linking annotations for HUB4
(Fiscus et al., 1997), a manually-transcribed broad-
cast news corpus. We used gold named entity anno-
tations from Parada et al. (2011), who manually an-
notated 9971 utterances with CONLL style (Tjong
Kim Sang and De Meulder, 2003) named entities.
We selected 2140 person entities and obtained en-
tity linking decisions with regards to the TAC KBP
knowledge base (Mcnamee et al., 2009; Ji et al.,
2010), which contains 818,741 entries derived from
Wikipedia.

Annotations were initially obtained using Ama-
zon Mechanical Turk (Callison-Burch and Dredze,
2010) using the same entity linking annotation
scheme as Mayfield et al. (2011). Turkers were
asked which of five provided Wikipedia articles
matched a person mention highlighted in a displayed
utterance. The provided Wikipedia articles were se-
lected based on token overlap between the mention
and article title, weighted by TFIDF. In addition to
selecting one of the five articles, turkers could select
“None of the above”, “Not enough information” or
“Not a person”. We collected one Turker annotation
per query and manually verified and corrected each
provided label. For mentions that were not matched
to an article, we verified that the article was not in
the KB, or manually assigned a KB entry otherwise.
Because we manually corrected each annotation,
mistakes and biases resulting from crowdsourced
annotations are not present in this corpus. Of the
2140 annotated mentions, 41% (n=887) were NIL,
compared to 54.6% in TAC-KBP 2010 (Ji et al.,
2010) and 57.1% in TAC-KBP 2009 (Mcnamee et
al., 2009). The named entity and linking annota-
tions can be found at https://github.com/
mdredze/speech_ner_entity_linking_

data/releases/tag/1.0.

We divided the 2140 mentions into 60% train
(n = 1283) and 40% test (n = 857.) We ensured
that the 1218 unique mention strings were disjoint
between the two sets, i.e. no mention in the test data
was observed during training.

Each instance is represented by the query (men-
tion string) and document context. Unlike written
articles, broadcast news does not indicate where one
topic starts and another ends. Therefore, we ex-
perimented with different size contexts by including
the utterance containing the name mention and up
to eight utterances before and after so long as they
occurred within 150 seconds of the start of the utter-
ance containing the name mention. We found that
five utterances before and after gave the highest av-
erage accuracy when using a standard set of features
on the reference transcript to perform entity linking;
we use this setting in the experiments below.

3 Entity Linking System

For entity linking, we use Slinky (Benton et al.,
2014), an entity linking system that uses parallel
processing of queries and candidates in a learned
cascade to achieve fast and accurate entity linking
performance. We use standard features from Mc-
Namee et al. (2012) as described in Benton et al.
(2014). For a query q composed of a context (mul-
tiple utterances) and a named entity string, Slinky
first triages (Dredze et al., 2010; McNamee et al.,
2012; Guo et al., 2013b) the query to identify a set of
candidates Cq in the knowledge base that may cor-
respond to the mention string. Up to 1000 candi-
dates are considered, though its usually much fewer.
The system then extracts features based on query
and candidate pairs and ranks them using a series
of classifiers. The candidates are then ordered by
their final scores; the highest ranking candidate is
selected as the system’s prediction. NIL is included
as a candidate for every query and is then ranked
by the system. For all training settings, we sweep
over hyper-parameters using 5-fold cross validation
on the training data to find the most accurate system.
Reported results are based on the test data.
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3.1 Spoken Language Features

ASR transcription errors pose a challenge for stan-
dard text processing features, which rely on textual
similarity to measure relatedness of both context and
entity mention strings. However, ASR errors are not
random; incorrectly decoded words may be phoneti-
cally similar to the original spoken words. This sug-
gests that similarity can still be captured by consid-
ering phonetic similarity.

We experiment with four feature types.

• Text: Our baseline system uses features based
on the text of the mention string and document.
We used the feature set presented by McNamee
et al. (2012) and used in Benton et al. (2014),
which was the best performing submission in the
TAC-KBP 2009 entity linking task. These fea-
tures include, among others, features that com-
pare the candidate entity name to the mention
string as well as the document’s terms to those
stored in the candidate’s description in the KB.
These include the dice coefficient, cosine simi-
larity (boolean and weighted), and proportion of
candidate tokens in the query document.

• Phone: Words in the document, mention string
as well as the knowledge base are represented
as phone sequences instead of text. We convert
all words to phones using a grapheme string to
phone (G2P) system.

• Metaphones: Two distinct phones can sound
similar, yet still appear different when match-
ing phones. Metaphones (Philips, 1990), a more
recent version of Soundex, map similar sound-
ing phones to the same representation. We con-
vert the phones used in the previous paragraph
to metaphones.

• Lattice: Expected word counts of the query doc-
ument from the ASR lattice. Extracted unigrams
are treated as a weighted bag-of-words for the
query document. We compute all the features
that use the query document’s content and weigh
them by the term’s expectation.

The features in each of the above sets depend on
their representation of the text (e.g. text, phone,
metaphone, lattice). Additionally, we include the
following features in all experiments: Bias features
that fire for all candidates, only non-NIL candidates,

and only NIL candidates; NIL features indicative of
being linked to no article in the knowledge base such
as the mention string is only 1 or 2 characters/tokens,
the number of candidates emitted by the triager; and
the Popularity (number of Wikipedia in-links) of the
candidate.

Triage The above feature sets change the ranking
of candidates. We also modified the triage methods
that produce Cq based on these new features. For
Text we used the triage methods of Mcnamee et al.
(2009): string similarity based on character/token
n-gram overlap, same acronym, exact match, etc.
Phone triage used the same heuristics but based on
phone representations of the mention strings and
candidate names. Metaphone triage worked as in
phone, but used metaphones. When two representa-
tions are used we take the union of their candidates.

G2P System For phone features we use a G2P sys-
tem based on the Sequitur G2P grapheme-phone-
converter (Bisani and Ney, 2008). We trained
the system on version 0.7a of CMUdict1 (stress
omitted from phone sequences, case-insensitive for
graphemes), by predicting the phoneme sequence of
an English token given its string (G2P). The lan-
guage model was a 9-gram model with modified
Kneser-Ney smoothing applied. For Phone features
we converted each token to its best phone repre-
sentation, where each phone, as well as diphthong,
is represented by a single character for similarity
matching.

4 Experiments

We evaluate reference transcripts and output from
two ASR systems run on our dataset (HUB4). We
use Kaldi (Povey et al., 2011) trained on the spoken
version of the Wall Street Journal corpus (Paul and
Baker, 1992).2 The first system (mono) relies on an
HMM whose hidden states are context-independent
phones. The second system (tri4b) uses an HMM
that outputs phones dependent on their immediate
left and right contexts. These systems respectively
achieve 70.6% and 50.7% WER over our training
set, where high error rates are likely due to a shift in
domain from primarily financial news to the wider

1http://www.speech.cs.cmu.edu/cgi-bin/cmudict
2Linguistic Data Consortium number LDC94S13A.
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Reference mono tri4b
WER - 71% 51%
Mention WER - 90% 63%
Mention Exact - 5% 22%
Text 0.77/0.77 0.44/0.48 0.56/0.55
Phone 0.77/0.79 0.42/0.45 0.47/0.46
Text+Phn 0.81/0.81 0.45/0.49 0.58/0.61*
Text+Phn+Latt - 0.45/0.49 0.59/0.60*
Metaphone 0.52/0.61 0.43/48 0.52/0.56
Text+Metaphn 0.78/0.78 0.45/0.50 0.59/0.61*
Text+Metaphn+Latt - 0.45/0.51 0.59/0.63**

Table 1: Performance of different feature sets for refer-
ence transcripts and ASR output (mono, tri4b). Results
are cross-fold validation/test accuracy. Significance of
system test accuracy compared to the Text baseline com-
puted with two-sample proportion test. (*p < 0.05, **
p < 0.01).

Text Phone Text+Phn
Reference 0.92/0.87 0.95/0.91 0.98/0.97
mono 0.48/0.13 0.50/0.17 0.51/0.19
tri4b 0.68/0.47 0.71/0.52 0.73/0.56

Table 2: Overall/non-NIL triager recall.

news variety in HUB4. These higher error settings
test the limits of entity linking in noisy ASR.

To find the ASR-corrupted mention string used
for the query q we align the ASR transcript by token-
level edit distance – additions and deletions cost
1, while substitutions cost the Jaccard distance be-
tween two tokens. This is done at both training and
test time, and allows us to evaluate performance of
entity linking features without worrying about errors
introduced by a named entity recognizer on the tran-
scripts.

Entity Linking System Training The entity link-
ing system relies on a linear Ranking SVM objective
(Joachims, 2006), and the optimal slack parameter
C was chosen using 5-fold cross validation over the
training set (C varied from 1 and 5 ×10−5...3). Dur-
ing cross-validation, mention string types were kept
disjoint between the train and development folds.
Ranking was performed over the (up to) 1000 can-
didates produced by triage selected from the TAC-
KBP 2009/10 KB (Mcnamee et al., 2009; Ji et al.,
2010). Using the selected C we trained over the en-
tire training set and evaluated on the test set.

Text Phone Text+Phn T+P+Latt
Reference 0.82 0.82 0.85 0.85
tri4b 0.76 0.62 0.77 0.78

Table 3: Cross validation accuracy evaluated over only
those queries whose correct candidate was output by the
triager for both tri4b and reference.

tri4b Reference
on joseph Don Joseph
ira magazine Ira Magaziner
bob defiance Bob Mathias
gave deforest Dave Deforest
georgia the books George W. Bush’s
george w. porsche George W. Bush
louis freer Louis Freeh
norman monetta Norman Mineta
edward and Edward Egan
keith clarke Nikki Clark

Table 4: Examples of improved linking accuracy.

5 Results

Table 1 reports both the average accuracy for 5-fold
cross validation (CV) on train and for the best tuned
system from CV on test data. The reference test
accuracy is relatively high, but lags behind person
entity linking for written language. When accurate
transcripts are available, entity linking for spoken
language, while harder, achieves just a little behind
written language. However, on ASR transcripts, ac-
curacy drops considerably: 0.77 reference to 0.48
(mono, 71% WER) or 0.55 (tri4b, 51% WER). Our
features improve accuracy for both ASR systems.
Metaphone features do better than Phone features.
Lattice do not show significant improvements, likely
because they help with context but not mentions (see
below.) When combined with text, both metaphone
and phone features do similarly.

The majority of our improvement comes from im-
provements to recall. Table 3 shows the accuracy
of queries for which the triager found the correct
candidate in both the reference transcript and tri4b,
providing a consistent set for comparison. For these
queries, tri4b is much closer to the results obtained
on reference and much higher than the best results
in Table 1. This is encouraging, especially given the
50% WER of tri4b; entity linking accuracy is not se-
riously impacted by noisy transcripts, provided that
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the correct candidate is recalled for ranking.
Table 2 shows the recall of the triager on the ref-

erence, tri4b and mono transcripts. Reference re-
call is quite high, while recall for the ASR systems
is much lower. Here, our features dramatically im-
prove the recall, giving the ranker an opportunity to
correctly score these queries. The challenge of re-
call is that many of the mention strings are incor-
rectly recognized. Table 1 shows the WER of the
mention string and the number of mention strings for
which the recognition is completely correct. Unsur-
prisingly, error rates for mentions are higher than the
overall WER. In short, success on ASR transcripts
is primarily dictated by the effectiveness of finding
candidates in triage, which is much harder given the
low recognition rate. Our features most benefit over-
all accuracy by improving recall.

Finally, Table 4 provides example of improved re-
call: mention strings that are incorrectly recognized
by the tri4b ASR system leading to linking failures,
but are then correctly linked by our improved fea-
tures. These examples demonstrate the effectiveness
of phonetic matching, retrieving the correct “George
W. Bush” when the recognizer output “Georgia the
Books.”

6 Conclusion

We have conducted the first analysis of entity linking
for spoken language. Our new features, which rely
on phonetic representations of words and expected
counts of the lattice for context, improve the accu-
racy of an entity linker on ASR output. Our anal-
ysis reveals that while the linker is not sensitive to
large drops in error rates in the context, it is highly
sensitive to error rates in mention strings, due to a
drop in triage recall. Our features improve the over-
all accuracy by improving the recall of the triager.
Future work should focus on additional methods for
identifying relevant KB candidates given inaccurate
transcriptions of mention strings.
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Abstract
Monolingual alignment models have been
shown to boost the performance of question
answering systems by ”bridging the lexical
chasm” between questions and answers. The
main limitation of these approaches is that
they require semistructured training data in the
form of question-answer pairs, which is diffi-
cult to obtain in specialized domains or low-
resource languages. We propose two inex-
pensive methods for training alignment mod-
els solely using free text, by generating ar-
tificial question-answer pairs from discourse
structures. Our approach is driven by two rep-
resentations of discourse: a shallow sequen-
tial representation, and a deep one based on
Rhetorical Structure Theory. We evaluate the
proposed model on two corpora from differ-
ent genres and domains: one from Yahoo!
Answers and one from the biology domain,
and two types of non-factoid questions: man-
ner and reason. We show that these align-
ment models trained directly from discourse
structures imposed on free text improve per-
formance considerably over an information re-
trieval baseline and a neural network language
model trained on the same data.

1 Introduction
Question Answering (QA) is a challenging task that
draws upon many aspects of NLP. Unlike search
or information retrieval, answers infrequently con-
tain lexical overlap with the question (e.g. What
should we eat for breakfast? – Zoe’s Diner has
good pancakes), and require QA models to draw
upon more complex methods to bridge this ”lexical
chasm” (Berger et al., 2000). These methods range
from robust shallow models based on lexical seman-
tics, to deeper, explainably-correct, but much more
brittle inference methods based on first order logic.

Berger et al. (2000) proposed that this ”lexical
chasm” might be partially bridged by repurposing
statistical machine translation (SMT) models for
QA. Instead of translating text from one language to
another, these monolingual alignment models learn
to translate from question to answer1, learning com-
mon associations from question terms such as eat or
breakfast to answer terms like kitchen, pancakes, or
cereal.

While monolingual alignment models have en-
joyed a good deal of recent success in QA (see
related work), they have expensive training data
requirements, requiring a large set of aligned in-
domain question-answer pairs for training. For low-
resource languages or specialized domains like sci-
ence or biology, often the only option is to enlist a
domain expert to generate gold QA pairs – a process
that is both expensive and time consuming. All of
this means that only in rare cases are we accorded
the luxury of having enough high-quality QA pairs
to properly train an alignment model, and so these
models are often underutilized or left struggling for
resources.

Making use of recent advancements in discourse
parsing (Feng and Hirst, 2012), here we address this
issue, and investigate whether alignment models for
QA can be trained from artificial question-answer
pairs generated from discourse structures imposed
on free text. We evaluate our methods on two
corpora, generating alignment models for an open-
domain community QA task using Gigaword2, and
for a biology-domain QA task using a biology text-
book.

1In practice, alignment for QA is often done from answer to
question, as answers tend to be longer and provide more oppor-
tunity for association (Surdeanu et al., 2011).

2LDC catalog number LDC2012T21
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The contributions of this work are:
1. We demonstrate that by exploiting the dis-

course structure of free text, monolingual align-
ment models can be trained to surpass the per-
formance of models built from expensive in-
domain question-answer pairs.

2. We compare two methods of discourse pars-
ing: a simple sequential model, and a deep
model based on Rhetorical Structure Theory
(RST) (Mann and Thompson, 1988). We show
that the RST-based method captures within and
across-sentence alignments and performs bet-
ter than the sequential model, but the sequential
model is an acceptable approximation when a
discourse parser is not available.

3. We evaluate the proposed methods on two cor-
pora, including a low-resource domain where
training data is expensive (biology).

4. We experimentally demonstrate that mono-
lingual alignment models trained using our
method considerably outperform state-of-the-
art neural network language models in low re-
source domains.

2 Related Work

Lexical semantic models have shown promise in
bridging Berger et al.’s (2000) ”lexical chasm.” In
general, these models can be classified into align-
ment models (Echihabi and Marcu, 2003; Soricut
and Brill, 2006; Riezler et al., 2007; Surdeanu et
al., 2011; Yao et al., 2013) which require structured
training data, and language models (Jansen et al.,
2014; Sultan et al., 2014; Yih et al., 2013), which
operate over free text. Here, we close this gap in re-
source availability by developing a method to train
an alignment model over free text by making use of
discourse structures.

Discourse has been previously applied to QA to
help identify answer candidates that contain ex-
planatory text (e.g. Verberne et al. (2007)). Jansen
et al. (2014) proposed a reranking model that used
both shallow and deep discourse features to iden-
tify answer structures in large answer collections
across different tasks and genres. Here we use dis-
course to impose structure on free text to create
inexpensive knowledge resources for monolingual
alignment. Our work is conceptually complemen-
tary to that of Jansen et al. – where they explored

He makes it 
each autumn .

He uses the apples grown in 
his orchard

Bob told
Zoey

he likes
cider

He uses
the apples

grown in
his orchard. .

He makes it 
each autumn

Bob told Zoey he 
likes cider .. .

Bob told Zoey he likes cider.  He uses the apples grown 
in his orchard.  He makes it each autumn.

Sequential Model

RST Model

elaboration

elaboration

attribution elaboration

sequentialsequential

Figure 1: An example of the alignments produced by
the two discourse models. The sequential model aligns
pairs of consecutive sentences, capturing intersentence
associations such as cider–apples, and orchard–autumn.
The RST model generates alignment pairs from par-
ticipants in all (binary) discourse relations, capturing
both intrasentence and intersentence alignments, includ-
ing apples–orchard, cider–apples, and cider–autumn.

largely unlexicalized discourse structures to identify
explanatory text, we use discourse to learn lexical-
ized models for semantic similarity.

Our work is conceptually closest to that of Hickl
et al. (2006), who created artificially aligned pairs
for textual entailment. Taking advantage of the
structure of news articles, wherein the first sentence
tends to provide a broad summary of the article’s
contents, Hickl et al. aligned the first sentence of
each article with its headline. By making use of au-
tomated discourse parsing, here we go further and
impose alignment structure over an entire text.

3 Approach
A written text is not simply a collection of sentences,
but rather a flowing narrative where sentences and
sentence elements depend on each other for meaning
– a concept known as cohesion (Halliday and Hasan,
2014). Here we examine two methods for generat-
ing alignment training data from free text that make
use of cohesion: a shallow method that uses only in-
tersentence structures, and a deep method that uses
both intrasentence and intersentence structures. We
additionally attempt to separate the contribution of
discourse from that of alignment in general by com-
paring these models against a baseline alignment
model which aligns sentences at random.

The first model, the sequential discourse model
(SEQ), considers that each sentence continues the
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narrative of the previous one, and creates artificial
question-answer pairs from all pairs of consecutive
sentences. Thus, this model takes advantage of in-
tersentence cohesion by aligning the content words3

in each sentence with the content words in the fol-
lowing sentence. For example, in the passage in Fig-
ure 1, this model would associate cider in the first
sentence with apples and orchard in the second sen-
tence.

The second model uses RST to capture discourse
cohesion both within and across sentence bound-
aries. We extracted RST discourse structures using
an in-house parser (Surdeanu et al., 2015), which
follows the architecture introduced by Hernault et
al. (2010) and Feng and Hirst (2012). The parser
first segments text into elementary discourse units
(EDUs), which may be at sub-sentence granular-
ity, then recursively connects neighboring units with
binary discourse relations, such as Elaboration or
Contrast.4 Our parser differs from previous work
with respect to feature generation in that we imple-
ment all features that rely on syntax using solely
dependency syntax. For example, a crucial feature
used by the parser is the dominance relations of
Soricut and Marcu (2003), which capture syntactic
dominance between discourse units located in the
same sentence. While originally these dominance
relations were implemented using constituent syn-
tax, we provide an equivalent implementation that
relies on dependency syntax. The main advantage to
this approach is speed: the resulting parser performs
at least an order of magnitude faster than the parser
of Feng and Hirst (2012).

Importantly, we generate artificial alignment pairs
from this imposed structure by aligning the govern-
ing text (nucleus) with its dependent text (satellite).5

Turning again to the example in Figure 1, this RST-
based model captures additional alignments that are
both intrasentence, e.g., apples–orchard, and inter-
sentence, e.g., cider–autumn.

3In pilot experiments, we found that aligning only nouns,
verbs, adjectives, and adverbs yielded higher performance.

4The RST parser performs better on relations which occur
more frequently. We use only relations that occurred at least
1% of the time. This amounted to six relations: elaboration,
attribution, background, contrast, same-unit, and joint. Using
all relations slightly improves performance by 0.3% P@1.

5Pilot experiments showed that this direction of alignment
performed better than aligning from satellite to nucleus.

4 Models and Features

We evaluate the contribution of these align-
ment models using a standard reranking architec-
ture (Jansen et al., 2014). The initial ranking of can-
didate answers is done using a shallow candidate re-
trieval (CR) component.6 Then, these answers are
reranked using a more expressive model that incor-
porates alignment features alongside the CR score.
As a learning framework we use SVMrank, a Sup-
port Vector Machine tailored for ranking.7 We com-
pare this alignment-based reranking model against
one that uses a state-of-the-art recurrent neural net-
work language model (RNNLM) (Mikolov et al.,
2010; Mikolov et al., 2013), which has been success-
fully applied to QA previously (Yih et al., 2013).

Alignment Model: The alignment matrices were
generated with IBM Model 1 (Brown et al., 1993)
using GIZA++ (Och and Ney, 2003), and the cor-
responding models were implemented as per Sur-
deanu et al. (2011) with a global alignment prob-
ability. We extend this alignment model with fea-
tures from Fried et al. (In press) that treat each
(source) word’s probability distribution (over des-
tination words) in the alignment matrix as a dis-
tributed semantic representation, and make use the
Jensen-Shannon distance (JSD)8 between these con-
ditional distributions. A summary of all these fea-
tures is shown in Table 1.

RNNLM: We learned word embeddings using the
word2vec RNNLM of Mikolov et al. (2013),
and include the cosine similarity-based features de-
scribed in Table 1.

5 Experiments

We tested our approach in two different domains,
open-domain and cellular biology. For consistency
we use the same corpora as Jansen et al. (2014),
which are described briefly here.

Yahoo! Answers (YA): Ten thousand open-domain
how questions were randomly chosen from the Ya-

6We use the same cosine similarity between question and
answer lemmas as Jansen et al. (2014), weighted using tf.idf.

7http://www.cs.cornell.edu/people/tj/
svm_light/svm_rank.html

8Jensen-Shannon distance is based on Kullback-Liebler di-
vergence but is a distance metric (finite and symmetric).
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Feature Group Feature Descriptions

A
lig

nm
en

tM
od

el
s

Global Alignment Probability p(Q|A) according to IBM Model 1 (Brown et al., 1993)

Jenson-Shannon Distance (JSD) Pairwise JSDs were found between the probability distribution of each
content word in the question and those in the answer. The mean, mini-
mum, and maximum JSD values were used as features. Additionally,
composite vectors were formed which represented the entire question
and the entire answer and the overall JSD between these two vectors
was also included as a feature. See Fried et. al (In press) for additional
details.

R
N

N
L

M Cosine Similarity Similar to Jansen et al. (2014), we include as features the maximum
and average pairwise cosine similarity between question and answer
words, as well as the overall similarity between the composite question
and answer vectors.

Table 1: Feature descriptions for alignment models and RNNLM baseline.

hoo! Answers9 community question answering cor-
pus and divided: 50% for training, 25% for devel-
opment, and 25% for test. Candidate answers for a
given question are selected from the corresponding
answers proposed by the community (each question
has an average of 9 answers).

Biology QA (Bio): 183 how and 193 why questions
in the cellular biology domain were hand-crafted by
a domain expert, and paired with gold answers in the
Campbell’s Biology textbook (Reece et al., 2011).
Each paragraph in the textbook was considered as a
candidate answer. As there were few questions, five
fold cross-validation was used with three folds for
training, one for development, and one for test.

Alignment Corpora: To train the alignment mod-
els we generated alignment pairs from two differ-
ent resources: Annotated Gigaword (Napoles et al.,
2012) for YA, and the textbook for Bio. Each was
discourse parsed with the RST discourse parser de-
scribed in Section 3, which is implemented in the
FastNLPProcessor toolkit10, using the MaltParser11

for syntactic analysis.

5.1 Results and Discussion

Figure 2 shows the performance of the discourse
models against the number of documents used to
train the alignment model.12 We used the standard
implementation for P@1 (Manning et al., 2008)
with the adaptations for Bio described in Jansen et
al. (2014). We address the following questions.

9http://answers.yahoo.com
10http://github.com/sistanlp/processors
11http://www.maltparser.org/
12For space reasons the graph for Bio how is not shown, but

the pattern is essentially identical to Bio why.

Bio

YA

Figure 2: Overall performance for the two discourse-based
alignment models, compared against the CR baseline,
random baselines, and a RNNLM-based reranker. The x
axis indicates the number of training documents used to
construct all models. Each point represents the average
of 10 samples of training documents.

How does the performance of the RST and SEQ
models compare? Comparing the two principal
alignment models, the RST-based model signifi-
cantly outperforms the SEQ model by about 0.5%
P@1 in both domains (p < 0.001 for Bio and p <
0.01 for YA)13. This shows that deep discourse anal-

13All reported statistics were performed at the endpoints, i.e.,
when all training data is used, using bootstrap resampling with

234



ysis (as imperfect as it is today) is beneficial.

How does the performance of the RST model
compare to a model trained on in-domain pairs?
Both the RST and SEQ results for YA are higher
than that of an alignment model trained on explicit
in-domain question-answer pairs. Fried et. al (In
press) trained an identical alignment model using
approximately 65k QA pairs from the YA corpus,
and report a performance of 27.24% P@1, or nearly
2 points lower than our model trained using 10,000
Gigaword documents. This is an encouraging re-
sult, which further demonstrates that: (a) discourse
analysis can be exploited to generate artificial semi-
structured data for alignment, and (b) the sequen-
tial model, which also outperforms Fried et. al, can
be used as a reasonable proxy for discourse when a
parser is not available.

How does the performance of the RST model
compare to previous work? Comparing our work
to Jansen et al. (2014), the most relevant prior work,
we notice two trends. First, our discourse-based
alignment models outperform their CR + RNNLM
model, which peaks at 26.6% P@1 for YA and
31.7% for Bio why. While some of this difference
can be assigned to implementation differences (e.g.,
we consider only content words for both alignment
and RNNLM, where they used all words), this re-
sult again emphasizes the value of our approach.
Second, the partially lexicalized discourse structures
used by Jansen et. al to identify explanatory text in
candidate answers perform better than our approach,
which relies solely on lexicalized alignment. How-
ever, we expect that our two approaches are comple-
mentary, because they address different aspects of
the QA task (structure vs. similarity).

How do the RST and SEQ models compare to the
non-alignment baselines? In Bio, both the RST
and SEQ alignment models significantly outperform
the RNNLM and CR baselines (p < 0.001). In YA,
the RST and SEQ models significantly outperform
the CR baseline (p < 0.001), and though they con-
siderably outperform the the RNNLM baseline for
most training document sizes, when all 10,000 doc-
uments are used for training, they do not perform
better. This shows that alignment models are more

10,000 iterations.

robust to little training data, but RNNLMs catch up
when considerable data is available.

How does the SEQ model compare to the RND
baseline? In Bio, the SEQ model significantly
outperforms the RND baseline (p < 0.001) but in
YA it does not. This is likely due to differences
in the size of the document which was randomized.
In YA, the sentences were randomized within Gi-
gaword articles, which are relatively short (averag-
ing 19 sentences), whereas in Bio the randomization
was done at the textbook level. In practice, as docu-
ment size decreases, the RND model approaches the
SEQ model.

Why does performance plateau in YA and not in
Bio? With Bio, we exploit all of the limited in-
domain training data, and continue to see perfor-
mance improvements. With YA, however, perfor-
mance asymptotes for the alignment models when
trained beyond 10,000 documents, or less than 1%
of the Gigaword corpus. Similarly, when trained
over the entirety of Gigaword (two orders of mag-
nitude more data), our RNNLM improves only
slightly, peaking at approximately 30.5% P@1 (or, a
little over 1% P@1 higher). We hypothesize that this
limitation comes from failing to take context into ac-
count. In open domains, alignments such as apple –
orchard may interfere with those from different con-
texts, e.g., apple – computer, and add noise to the
answer selection process.

6 Conclusion
We propose two inexpensive methods for training
alignment models using solely free text, by gener-
ating artificial question-answer pairs from discourse
structures. Our experiments indicate that these
methods are a viable solution for constructing state-
of-the-art QA systems for low-resource domains, or
languages where training data is expensive and/or
limited. Since alignment models have shown utility
in other tasks (e.g. textual entailment), we hypothe-
size that these methods for creating inexpensive and
highly specialized training data could be useful for
tasks other than QA.
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Abstract

The task of Named Entity Disambiguation
is to map entity mentions in the document
to their correct entries in some knowledge
base. We present a novel graph-based dis-
ambiguation approach based on Personalized
PageRank (PPR) that combines local and
global evidence for disambiguation and ef-
fectively filters out noise introduced by in-
correct candidates. Experiments show that
our method outperforms state-of-the-art ap-
proaches by achieving 91.7% in micro- and
89.9% in macroaccuracy on a dataset of 27.8K
named entity mentions.

1 Introduction
Name entity disambiguation (NED) is the task in
which entity mentions in a document are mapped to
real world entities. NED is both useful on its own,
and serves as a valuable component in larger Knowl-
edge Base Construction systems (Mayfield, 2014).

Since the surge of large, publicly available knowl-
edge bases (KB) such as Wikipedia, the most popu-
lar approach has been linking text mentions to KB
nodes (Bunescu and Paşca, 2006). In this paradigm,
the NED system links text mentions to the KB, and
quite naturally utilizes information in the KB to
support the linking process. Recent NED systems
(Cucerzan, 2007; Ratinov et al., 2011; Alhelbawy
and Gaizauskas, 2014) usually exploit two types of
KB information: local information, which measures
the similarity between the text mention and the a
candidate KB node; and global information, which
measures how well the candidate entities in a docu-
ment are connected to each other, with the assump-
tion that entities appearing in the same document
should be coherent. Both types of features have their

strengths and drawbacks: local features better en-
code similarity between a candidate and a KB node,
but overlook the coherence between entities; global
features are able to exploit interlinking information
between entities, but can be noisy if they are used by
their own, without considering information from the
text and the KB (cf. Section 4).

In this paper, we propose to disambiguate NEs us-
ing a Personalized PageRank (PPR)-based random
walk algorithm. Given a document and a list of en-
tity mentions within the document, we first construct
a graph whose vertices are linking candidates and
whose edges reflects links in Wikipedia. We run the
PPR algorithm on this graph, with the constraint that
we only allow the highest scored candidate for each
entity to become the start point of a hop. As all can-
didates but the correct one are erronous and probably
misleading, limiting the random walk to start from
the most promising candidates effectively filters out
potential noise in the Personalized PageRank pro-
cess.

Our method has the following properties: 1) as
our system is based on a random walk algorithm, it
does not require training model parameters ; 2) un-
like previous PageRank based approaches in NED
(Alhelbawy and Gaizauskas, 2014) which mainly
rely on global coherence, our method is able to bet-
ter utilize the local similarity between a candidate
and a KB node (Section 3); and 3) we tailor the
Personalized PageRank algorithm to only focus on
one high-confidence entity at a time to reduce noise
(Section 4).

2 Related Work

Early attempts at the NED tasks use local and
surface level information. Bunescu and Paşca
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(2006) first utilize information in a knowledge base
(Wikipedia) to disambiguate names, by calculating
similarity between the context of a name mention
and the taxonomy of a KB node.

Later research, such as Cucerzan (2007) and
Milne and Witten (2008) extends this line by explor-
ing richer feature sets, such as coherence features
between entities. Global coherence features have
therefore been widely used in NED research (see
e.g. (Ratinov et al., 2011), (Hoffart et al., 2011),
and (Cheng and Roth, 2013)) and have been ap-
plied successfully in TAC shared tasks (Cucerzan,
2011). These methods often involve optimizing an
objective function that contains both local and global
terms, and thus requires training on an annotated or
distantly annotated dataset.

Our system performs collective NED using a ran-
dom walk algorithm that does not require supervi-
sion. Random walk algorithms such as PageRank
(Page et al., 1999) and Personalized PageRank (Jeh
and Widom, 2003) have been successfully applied
to NLP tasks, such as Word Sense Disambigua-
tion (WSD: (Sinha and Mihalcea, 2007; Agirre and
Soroa, 2009)).

Alhelbawy and Gaizauskas (2014) successfully
apply the PageRank algorithm to the NED task.
Their work is the closest in spirit to ours and per-
forms well without supervision. We try to further
improve their model by using a PPR model to bet-
ter utilize local features, and by adding constraints
to the random walk to reduce noise.

3 The Graph Model
We construct a graph representation G(V,E) from
the document D with pre-tagged named entity tex-
tual mentions M = {m1, ...,mk}. For each entity
mention mi ∈ M there is a list of candidates in KB
Ci = {ci1, ..., cini

}. Vertices V are defined as pairs

V = { (mi, c
i
j) | mi ∈M, cij ∈ Ci },

corresponding to the set of all possible KB candi-
dates for different mentions in M . Edges are undi-
rected and exist between two vertices if the two can-
didates are directly linked in the knowledge base, but
no edge is allowed between candidates for the same
named entity. Every vertex (m, c) is associated with
an initial similarity score between entity mention m
and candidate c (Figure 1).

United F.C. is based in Lincolnshire and participates 
in the sixth tier of English football.  The  striker 
Devon White joined  this  football club in 1985.

Devon_White
(baseball), 0.5

Lincoln_United_F.C.,0.5 Boston_United_F.C.,0.5

Lincolnshire,0.4

Boston, _Lincolnshire, 0.3

Lincoln,_Lincolnshire, 0.3

Devon_White
(footballer), 0.5

Figure 1: A toy document graph for three entity
mentions: United F.C., Lincolnshire, Devon White.
Candidates and their initial similarity scores are gen-
erated for each entity mention.

3.1 Vertices

Candidates. Given named entity mentionsM in the
document, we need to generate all possible candi-
dates for every mention m ∈ M . We first perform
coreference resolution on the whole document and
expand m to the longest mention in the coreference
chain. We then add a Wikipedia entry c to the can-
didate set Ci for mention mi if 1) the title of c is the
same as the expanded form of mi, or 2) string mi

redirects to page c, or 3) c appears in a disambigua-
tion page with title mi.
Initial Similarity. Initial similarity iSim for ver-
tex (m, c) describes how similar entity mention m
to candidate c is. It is independent from other candi-
dates in the graph G. We experiment with the local
measure (localSim), based on the local information
about the entity in the text, and the global measure
(popSim), based on the global importance of the en-
tity. Initial similarity scores of all candidates for a
single named entity mention are normalized to sum
to 1.

• localSim: The local similarity score is produced
by a MaxEnt model trained on the TAC2014
EDL training data (LDC2014E15). MaxEnt fea-
tures include string similarity between the ti-
tle of the Wikipedia entry and the entity men-
tion, such as edit distance, whether the text
mention starts or ends with the Wikipedia title,
etc; and whether they have the same type (e.g.
person, organization, location, etc).
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• popSim: We use the Freebase popularity as an
alternative similarity measure. The Freebase pop-
ularity is a function of entity’s incoming and out-
going link counts in Wikipedia and Freebase.1

3.2 Edges

Edges in our graph model represent relations be-
tween candidates. We insert an edge between two
candidates if the Wikipedia entry corresponding to
either of the two candidates contains a link to the
other candidate. We assume that this relation is bidi-
rectional and thus this edge is undirected.

There is a toy document graph in Figure 1 with
three entity mentions and seven candidates: three
candidates generated for Lincolnshire, and two can-
didates generated for United F.C. and Devon White
each. Each graph node e(m, c) is a pair of an entity
mentionm and a candidate c; every node is assigned
an initial score, normalized across all candidates for
the same entity. An edge is drawn between two can-
didates for different entities whenever there is a link
from the Wikipedia page for one candidate to the
Wikipedia page for another. There is no edge be-
tween candidates competing for the same entity.

4 The Challenge
A successful entity disambiguation algorithm would
benefit from both the initial similarity between can-
didate and entity, as well as the coherence among
entities in the same document. We assume that every
entity can refer to at most one in the list of possible
candidates, so all candidates except for the correct
one for each entity are erroneous and will introduce
noise into the document graph. Based on this ob-
servation, we contend that the typical random walk
approach, which computes coherence of one candi-
date to the whole graph, is not suitable for our sce-
nario. To address this problem, we propose to con-
sider pairwise relations between every two nodes,
given by PPR scores, compute the contribution of
every node to the coherence of the other, and impose
aggregation constraints to avoid redundant contribu-
tions.

4.1 Personalized PageRank

The PageRank algorithm considers random walk on
a graph, where at each step with probability ε (tele-

1https://developers.google.com/freebase/v1/search

port probability) we jump to a randomly selected
node on a graph, and with probability 1 − ε we fol-
low a random outgoing edge of the current node.
Stationary distribution of this walk gives PageR-
ank weights associated with each node. Personal-
ized PageRank is the same as PageRank, except that
all teleports are made to the same source node, for
which we are personalizing the PageRank.

4.2 Coherence and Constraints

The coherence of the node e to the graph G quan-
tifies how well node e “fits” into this graph. Intu-
itively, pairwise weights PPR(s→ e) represent re-
lationships between nodes in the graph: the higher
the weight is, the more relevant endpoint e is for
the source s. Candidate nodes in the graph have
different quality, measured by their initial similarity
iSim. Thus, coherence of the node e to the graph G
due to the presence of node s is given by

cohs(e) = PPR(s→ e) · iSim(s), (1)

where relevance e for s is weighted by the iSim(s),
which is the similarity between entity e and candi-
date s. We experiment with a MaxEnt-trained lo-
cal score and the Freebase popularity as the iSim in
Section 5.

We observe that summing the contributions
cohs(e) for all nodes s∈V would accumulate noise,
and therefore impose two aggregation constraints to
take into account this nature of document graph G.
Namely, to compute coherence coh(e) of the node
e(m, c), corresponding to the entity mention m and
the candidate c, to the graph G we enforce:

(c1) ignore contributions from candidate nodes com-
peting for an entity m;
(c2) take only one, highest contribution from candi-
date nodes, competing for an entity m′ 6= m;

The first constraint (c1) means that alternative candi-
dates ē(m, c̄), generated for the same entity mention
m, should not contribute to the coherence of e(m, c),
as only one candidate per entity can be correct. For
the same reason the second constraint (c2) picks the
single candidate node s(m′, c′) for entity m′ 6= m
with the highest contribution cohs(e) towards e. So
these constraints guarantee that exactly one and the
most relevant candidate per entity will contribute
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to the coherence of the node e. Thus, the set of con-
tributors towards coh(e) is defined as

CONTRe(m,c) =

{ (m′, argmax
c

coh(m′,c)(e) ) ∈V, m′ 6=m } (2)

Then coherence of the node e to graph G is given by

coh(e) =
∑

s∈CONTRe(m,c)

cohs(e) (3)

Consider the example in Figure 1, which
has two connected components. Candidate
Devon White (baseball) is disconnected from the
rest of the graph and can neither contribute towards
any other candidate nor get contributions from other
nodes. So its coherence is zero. All other candidates
are connected, i.e. belong to the same connected
component. Thus, the random walker, started from
any node in this component, will land at any other
node in this component with some positive likeli-
hood.

Let us consider the CONTRe(m,c) for en-
tity mention m = Lincolnshire and candidate
c = Lincolnshire, 0.4,. Without our con-
straints, nodes Devon White (footballer), 0.5,
Lincoln United F.C., 0.5, Boston United F.C., 0.5,
Lincoln Lincolnshire, 0.3,Boston Lincolnshire, 0.3
can all potentially contribute towards coherence of
Lincolnshire, 0.4.

However, (c1) and (c2) will eliminate contri-
bution from some of the candidates: Constraint
(c1) does not allow Lincoln Lincolnshire, 0.3 and
Boston Lincolnshire, 0.3 to contribute, because they
compete for the same entity mention as candidate
Lincolnshire, 0.4; constraint (c2) will allow only one
contribution from either Lincoln United F.C., 0.5
or Boston United F.C., 0.5 whichever is bigger,
since they compete for the same entity mention
United F.C.. Therefore, set CONTRe(m,c) for en-
tity mention m = Lincolnshire and candidate c =
Lincolnshire, 0.4,will contain only two contributors:
candidate Devon White (footballer), 0.5, for entity
mention Devon White, and exactly one of the candi-
dates for entity mention United F.C.

4.3 PPRSim

Our goal is to find the best candidate for every entity
given a candidate’s coherence and its initial similar-

ity to the entity. To combine the coherence score
coh(e) with iSim(e), we weight the latter with an
average value of PPR weights used in coherence
computation (3) across all nodes in the document
graph G(V,E):

PPRavg =

∑
e∈V

∑
s∈CONTRe

PPR(s→ e)
|V |

(4)

Thus, the final score for node e is a linear combina-
tion

score(e) = coh(e) + PPRavg · iSim(e) (5)

If the document graph has no edges then PPRavg is
zero and for any node e its coherence coh(e) is zero
as well. In this case we set score(e) to its initial
similarity iSim(e) for all nodes e in the graph G.
Finally, PPRSim disambiguates entity mention m
with the highest scored candidate c ∈ Cm :

disambiguate(m) = argmax
c∈Cm

score(m, c) (6)

To resolve ties in (6) we pick a candidate with the
most incoming wikipedia links.

Thus, candidate Devon White (footballer), 0.5
in Figure 1 will get higher overall score than its com-
petitor, Devon White (baseball), 0.5. Their initial
scores are the same, 0.5, but the latter one is discon-
nected from other nodes in the graph and thus has
a zero coherence. So, entity mention Devon White
will be correctly disambiguated with the candidate
Devon White (footballer), 0.5. This candidate is
directly connected to Boston United F.C., 0.5
and has a shortest path of length 3 to
Lincolnshire United F.C., 0.5, and therefore
contributes more towards Boston United F.C., 0.5,
and boosts its coherence to make it the cor-
rect disambiguation for United F.C. Similarly,
Lincolnshire is correctly disambiguated with
Boston Lincolnshire F.C., 0.3.

5 Experiments and Results.

Data. For our experiments we use dataset AIDA2.
All textual entity mentions are manually disam-
biguated against Wikipedia links (Hoffart et al.,

2http://www.mpi-inf.mpg.de/yago-naga/aida/
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Models Cucerzan Kulkarni Hoffart Shirakawa Alhelbawy iSim PPR PPRSim
Micro 51.03 72.87 81.82 82.29 87.59 62.61 85.56 91.77
Macro 43.74 76.74 81.91 83.02 84.19 72.21 85.86 89.89

Table 1: Performance of PPRSim compared to baselines and state-of-the-art models on AIDA dataset.
Baselines iSim and PPR choose a candidate with the highest initial similarity or coherence correspondingly.

2011). There are 34,965 annotated mentions in 1393
documents. Only mentions with a valid entry in the
Wikipedia KB are considered (Hoffart et al., 2011),
resulting in a total of 27,816 mentions. We use a
Wikipedia dump from June 14, 2014, as the refer-
ence KB. Our set of candidates is publicly available
for experiments3.

Evaluation. We use two evaluation metrics: (1)
Microaccuracy is the fraction of correctly disam-
biguated entities; (2) Macroaccuracy is the propor-
tion of textual mentions, correctly disambiguated
per entity, averaged over all entities.

PPR. We adopt the Monte Carlo approach (Fogaras
and Racz, 2004) for computing Personalized PageR-
ank. It performs a number of independent random
walks for every source node and takes an empirical
distribution of ending nodes to obtain PPR weights
with respect to the source. We initialized 2,000 ran-
dom walks for every source node, performed 5 steps
of PPR, and computed PPR weights from all itera-
tions dropping walks from the first one. The teleport
probability is set to 0.2.

Baselines. We performed a set of experiments
using initial similarity and Personalized PageRank
weights. Model iSim uses only Freebase scores
and achieves microaccuracy of 62.61% (Table 1).
PPR model picks a candidate with highest coher-
ence, computed in (3), where no initial similarity is
used (iSim ≡ 1.0) and no constraints are applied.
It has microaccuracy of 85.56%. This is a strong
baseline, proving that coherence (3), solely based
on PPR weights, is very accurate. We also reimple-
mented the most recent state-of-the-art approach by
Alhelbawy (2014) based on the PageRank. We ran
it on our set of candidates with freebase scores and
got 82.2% and 80.2% in micro- and macroaccuracy
correspondingy.

3https://github.com/masha-p/PPRforNED

PPRSim Micro Macro
iSim ≡ 1.0 85.56 85.86
iSim = localSim 87.01 86.65
iSim = popSim 90.26 88.98

+(c1) 90.52 89.21
+(c2) 91.68 89.78

+(c1),(c2) 91.77 89.89

Table 2: Performance of PPRSim with different ini-
tial similarities and constraints.

Results. We observe that PPR combined with
global similarity popSim achieves a microaccuracy
of 90.2% (Table 2). Adding constraints into the
coherence computation further improves the perfor-
mance to 91.7%. Interestingly, (c2) is more ac-
curate than (c1). When put together, (c1)+(c2)
performs better than each individual constraint (Ta-
ble 2). Thus, combining coherence and initial sim-
ilarity via (5) improves both micro- and macroac-
curacy, outperforming state-of-the-art models (Ta-
ble 1).

6 Conclusion and Future Work

In this paper we devise a new algorithm for collec-
tive named entity disambiguation based on Person-
alized PageRank. We show how to incorporate pair-
wise constraints between candidate entities by us-
ing PPR scores and propose a new robust scheme to
compute coherence of a candidate entity to a doc-
ument. Our approach outperforms state-of-the-art
models and opens up many opportunities to employ
pairwise information in NED. For future work, we
plan to explore other strategies and constraints for
noise reduction in the document graph.
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Abstract

Several techniques have recently been pro-
posed for training “self-normalized” discrimi-
native models. These attempt to find parameter
settings for which unnormalized model scores
approximate the true label probability. How-
ever, the theoretical properties of such tech-
niques (and of self-normalization generally)
have not been investigated. This paper exam-
ines the conditions under which we can ex-
pect self-normalization to work. We character-
ize a general class of distributions that admit
self-normalization, and prove generalization
bounds for procedures that minimize empiri-
cal normalizer variance. Motivated by these
results, we describe a novel variant of an estab-
lished procedure for training self-normalized
models. The new procedure avoids computing
normalizers for most training examples, and
decreases training time by as much as factor of
ten while preserving model quality.

1 Introduction

This paper investigates the theoretical properties of
log-linear models trained to make their unnormalized
scores approximately sum to one.

Recent years have seen a resurgence of interest in
log-linear approaches to language modeling. This
includes both conventional log-linear models (Rosen-
feld, 1994; Biadsy et al., 2014) and neural networks
with a log-linear output layer (Bengio et al., 2006).
On a variety of tasks, these LMs have produced sub-
stantial gains over conventional generative models
based on counting n-grams. Successes include ma-
chine translation (Devlin et al., 2014) and speech
recognition (Graves et al., 2013). However, log-linear
LMs come at a significant cost for computational ef-
ficiency. In order to output a well-formed probability
distribution over words, such models must typically
calculate a normalizing constant whose computa-
tional cost grows linearly in the size of the vocab-
ulary.

Fortunately, many applications of LMs remain
well-behaved even if LM scores do not actually cor-
respond to probability distributions. For example,
if a machine translation decoder uses output from a
pre-trained LM as a feature inside a larger model, it
suffices to have all output scores on approximately
the same scale, even if these do not sum to one for
every LM context. There has thus been considerable
research interest around training procedures capa-
ble of ensuring that unnormalized outputs for every
context are “close” to a probability distribution. We
are aware of at least two such techniques: noise-
contrastive estimation (NCE) (Vaswani et al., 2013;
Gutmann and Hyvärinen, 2010) and explicit penal-
ization of the log-normalizer (Devlin et al., 2014).
Both approaches have advantages and disadvantages.
NCE allows fast training by dispensing with the need
to ever compute a normalizer. Explicit penalization
requires full normalizers to be computed during train-
ing but parameterizes the relative importance of the
likelihood and the “sum-to-one” constraint, allowing
system designers to tune the objective for optimal
performance.

While both NCE and explicit penalization are ob-
served to work in practice, their theoretical properties
have not been investigated. It is a classical result that
empirical minimization of classification error yields
models whose predictions generalize well. This pa-
per instead investigates a notion of normalization
error, and attempts to understand the conditions un-
der which unnormalized model scores are a reliable
surrogate for probabilities. While language model-
ing serves as a motivation and running example, our
results apply to any log-linear model, and may be of
general use for efficient classification and decoding.

Our goals are twofold: primarily, to provide intu-
ition about how self-normalization works, and why it
behaves as observed; secondarily, to back these intu-
itions with formal guarantees, both about classes of
normalizable distributions and parameter estimation
procedures. The paper is built around two questions:
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When can self-normalization work—for which dis-
tributions do good parameter settings exist? And
why should self-normalization work—how does vari-
ance of the normalizer on held-out data relate to vari-
ance of the normalizer during training? Analysis
of these questions suggests an improvement to the
training procedure described by Devlin et al., and
we conclude with empirical results demonstrating
that our new procedure can reduce training time for
self-normalized models by an order of magnitude.

2 Preliminaries

Consider a log-linear model of the form

p(y|x;θ) =
exp{θ>y x}∑
y′ exp{θ>y′x}

(1)

We can think of this as a function from a context x to a
probability distribution over decisions yi, where each
decision is parameterized by a weight vector θy.1 For
concreteness, consider a language modeling problem
in which we are trying to predict the next word after
the context the ostrich. Here x is a vector of fea-
tures on the context (e.g. x = {1-2=the ostrich,

1=the, 2=ostrich, . . . }), and y ranges over the
full vocabulary (e.g. y1 = the, y2 = runs, . . . ).

Our analysis will focus on the standard log-linear
case, though later in the paper we will also relate
these results to neural networks. We are specifically
concerned with the behavior of the normalizer or
partition function

Z(x;θ) def=
∑
y

exp{θ>y x} (2)

and in particular with choices of θ for which
Z(x;θ) ≈ 1 for most x.

To formalize the questions in the title of this paper,
we introduce the following definitions:

Definition 1. A log-linear model p(y|x,θ) is nor-
malized with respect to a set X if for every x ∈ X ,
Z(x;θ) = 1. In this case we call X normalizable
and θ normalizing.

Now we can state our questions precisely: What
distributions are normalizable? Given data points

1An alternative, equivalent formulation has a single weight
vector and a feature function from contexts and decisions onto
feature vectors.

Figure 1: A normalizable set, the solutions [x, y] to
Z([x, y]; {[−1, 1], [−1,−2]}) = 1. The set forms a
smooth one-dimensional manifold bounded on either side
by the hyperplanes normal to [−1, 1] and [−1,−2].

from a normalizableX , how do we find a normalizing
θ?

In sections 3 and 4, we do not analyze whether the
setting of θ corresponds to a good classifier—only a
good normalizer. In practice we require both good
normalization and good classification; in section 5
we provide empirical evidence that both are achiev-
able.

Some notation: Weight vectors θ (and feature vec-
tors x) are d-dimensional. There are k output classes,
so the total number of parameters in θ is kd. || · ||p
is the `p vector norm, and || · ||∞ specifically is the
max norm.

3 When should self-normalization work?

In this section, we characterize a large class of
datasets (i.e. distributions p(y|x)) that are normal-
izable either exactly, or approximately in terms of
their marginal distribution over contexts p(x). We
begin by noting simple features of Equation 2: it is
convex in x, so in particular its level sets enclose con-
vex regions, and are manifolds of lower dimension
than the embedding space.

As our definition of normalizability requires the
existence of a normalizing θ, it makes sense to begin
by fixing θ and considering contexts x for which it
is normalizing.

Observation. Solutions x to Z(x;θ) = 1, if any
exist, lie on the boundary of a convex region in Rd.
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This follows immediately from the definition of a
convex function, but provides a concrete example of
a set for which θ is normalizing: the solution set of
Z(x;θ) = 1 has a simple geometric interpretation as
a particular kind of smooth surface. An example is
depicted in Figure 1.

We cannot expect real datasets to be this well be-
haved, so seems reasonable to ask whether “good-
enough” self-normalization is possible for datasets
(i.e. distributions p(x)) which are only close to some
exactly normalizable distribution.

Definition 2. A context distribution p(x) is D-close
to a set X if

Ep

[
inf
x∗∈X

||X − x∗||∞
]

= D (3)

Definition 3. A context distribution p(x) is ε-
approximately normalizable if Ep| logZ(X;θ)| ≤ ε.
Theorem 1. Suppose p(x) is D-close to {x :
Z(x;θ) = 1}, and each ||θi||∞ ≤ B. Then p(x)
is dBD-approximately normalizable.

Proof sketch.2 Represent each X as X∗ + X−,
where X∗ solves the optimization problem in Equa-
tion 3. Then it is possible to bound the normalizer by
log exp {θ̃>X−}, where θ̃ maximizes the magnitude
of the inner product with X− over θ.

In keeping with intuition, data distributions that
are close to normalizable sets are themselves approx-
imately normalizable on the same scale.3

4 Why should self-normalization work?

So far we have given a picture of what approxi-
mately normalizable distributions look like, but noth-
ing about how to find normalizing θ from training
data in practice. In this section we prove that any pro-
cedure that causes training contexts to approximately
normalize will also have log-normalizers close to
zero in unseen contexts. As noted in the introduction,
this does not follow immediately from correspond-
ing results for classification with log-linear models.
While the two problems are related (it would be quite
surprising to have uniform convergence for classifi-
cation but not normalization), we nonetheless have a

2Full proofs of all results may be found in the Appendix.
3Here (and throughout) it is straightforward to replace quan-

tities of the form dB with B by working in `2 instead of `∞.

different function class and a different loss, and need
new analysis.

Theorem 2. Consider a sample (X1, X2, . . . ), with
all ||X||∞ ≤ R, and θ with each ||θi||∞ ≤ B. Ad-
ditionally define L̂ = 1

n

∑
i | logZ(Xi)| and L =

E| logZ(X)|. Then with probability 1− δ,

|L̂ − L| ≤ 2

√
dk(log dBR+ log n) + log 1

δ

2n
+

2
n

(4)

Proof sketch. Empirical process theory provides
standard bounds of the form of Equation 4 (Kakade,
2011) in terms of the size of a cover of the function
class under consideration (here Z(·;θ)). In particu-
lar, given some α, we must construct a finite set of
Ẑ(·; θ) such that some Ẑ is everywhere a distance
of at most α from every Z. To provide this cover,
it suffices to provide a cover θ̂ for θ. If the θ̂ are
spaced at intervals of length D, the size of the cover
is (B/D)kd, from which the given bound follows.

This result applies uniformly across choices of θ
regardless of the training procedure used—in partic-
ular, θ can be found with NCE, explicit penalization,
or the variant described in the next section.

As hoped, sample complexity grows as the number
of features, and not the number of contexts. In partic-
ular, skip-gram models that treat context words inde-
pendently will have sample efficiency multiplicative,
rather than exponential, in the size of the condition-
ing context. Moreover, if some features are correlated
(so that data points lie in a subspace smaller than d
dimensions), similar techniques can be used to prove
that sample requirements depend only on this effec-
tive dimension, and not the true feature vector size.

We emphasize again that this result says nothing
about the quality of the self-normalized model (e.g.
the likelihood it assigns to held-out data). We de-
fer a theoretical treatment of that question to future
work. In the following section, however, we provide
experimental evidence that self-normalization does
not significantly degrade model quality.

5 Applications

As noted in the introduction, previous approaches
to learning approximately self-normalizing distribu-
tions have either relied on explicitly computing the
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normalizer for each training example, or at least keep-
ing track of an estimate of the normalizer for each
training example.

Our results here suggest that it should be possi-
ble to obtain approximate self-normalizing behavior
without any representation of the normalizer on some
training examples—as long as a sufficiently large
fraction of training examples are normalized, then
we have some guarantee that with high probability
the normalizer will be close to one on the remaining
training examples as well. Thus an unnormalized
likelihood objective, coupled with a penalty term that
looks at only a small number of normalizers, might
nonetheless produce a good model. This suggests the
following:

l(θ) =
∑
i

θ>yi
xi +

α

γ

∑
h∈H

(logZ(xh;θ))2 (5)

where the parameter α controls the relative impor-
tance of the self-normalizing constraint, H is the
set of indices to which the constraint should be ap-
plied, and γ controls the size of H , with |H| = dnγe.
Unlike the objective used by Devlin et al. (2014)
most examples are never normalized during training.
Our approach combines the best properties of the
two techniques for self-normalization previously dis-
cussed: like NCE, it does not require computation of
the normalizer on all training examples, but like ex-
plicit penalization it allows fine-grained control over
the tradeoff between the likelihood and the quality of
the approximation to the normalizer.

We evaluate the usefulness of this objective with
a set of small language modeling experiments. We
train a log-linear LM with features similar to Biadsy
et al. (2014) on a small prefix of the Europarl cor-
pus of approximately 10M words.4 We optimize the
objective in Equation 5 using Adagrad (Duchi et al.,
2011). The normalized set H is chosen randomly for
each new minibatch. We evaluate using two metrics:
BLEU on a downstream machine translation task, and
normalization risk R, the average magnitude of the
log-normalizer on held-out data. We measure the re-
sponse of our training to changes in γ and α. Results
are shown in Table 1 and Table 2.

4This prefix was chosen to give the fully-normalized model
time to finish training, allowing a complete comparison. Due
to the limited LM training data, these translation results are far
from state-of-the-art.

Normalized fraction (γ)
0 0.001 0.01 0.1 1

Rtrain 22.0 1.7 1.5 1.5 1.5
Rtest 21.6 1.7 1.5 1.5 1.5

BLEU 1.5 19.1 19.2 20.0 20.0

Table 1: Result of varying normalized fraction γ, with
α = 1. When no normalization is applied, the model’s be-
havior is pathological, but when normalizing only a small
fraction of the training set, performance on the down-
stream translation task remains good.

Normalization strength (α)
α 0.01 0.1 1 10

Rtrain 20.4 9.7 1.5 0.5
Rtest 20.1 9.7 1.5 0.5

BLEU 1.5 2.6 20.0 16.9

Table 2: Result of varying normalization parameter α,
with γ = 0.1. Normalization either too weak or too strong
results in poor performance on the translation task, em-
phasizing the importance of training procedures with a
tunable normalization parameter.

Table 1 shows that with small enough α, normal-
ization risk grows quite large. Table 2 shows that
forcing the risk closer to zero is not necessarily desir-
able for a downstream machine translation task. As
can be seen, no noticeable performance penalty is
incurred when normalizing only a tenth of the train-
ing set. Performance gains are considerable: setting
γ = 0.1, we observe a roughly tenfold speedup over
γ = 1.

On this corpus, the original training procedure of
Devlin et al. with α = 0.1 gives a BLEU score of
20.1 and Rtest of 2.7. Training time is equivalent
to choosing γ = 1, and larger values of α result
in decreased BLEU, while smaller values result in
significantly increased normalizer risk. Thus we see
that we can achieve smaller normalizer variance and
an order-of-magnitude decrease in training time with
a loss of only 0.1 BLEU.

6 Relation to neural networks

Our discussion has focused on log-linear models.
While these can be thought of as a class of single-
layer neural networks, in practice much of the de-
mand for fast training and querying of log-linear LMs
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comes from deeper networks. All of the proof tech-
niques used in this paper can be combined straight-
forwardly with existing tools for covering the out-
put spaces of neural networks (Anthony and Bartlett,
2009). If optimization of the self-normalizing portion
of the objective is deferred to a post-processing step
after standard (likelihood) training, and restricted
to parameters in the output layers, then Theorem 2
applies exactly.

7 Conclusion

We have provided both qualitative and formal charac-
terizations of “self-normalizing” log-linear models,
including what we believe to be the first theoretical
guarantees for self-normalizing training procedures.
Motivated by these results, we have described a novel
objective for training self-normalized log-linear mod-
els, and demonstrated that this objective achieves
significant performance improvements without a de-
crease in the quality of the models learned.

A Quality of the approximation

Proof of Theorem 1. Using the definitions of X∗,
X− and θ̃ given in the proof sketch for Theorem 1,

E| log(
∑

exp{θ>i X})|
= E| log(

∑
exp{θ>i (X∗ +X−)})|

≤ E| log(exp{θ̃>X−}
∑

exp{θ>i X∗})|
≤ E| log(exp{θ̃>X−})|
≤ dDB

B Generalization error

Lemma 3. For any θ1, θ2 with ||θ1,i − θ2,i||∞ ≤
D

def= α/dR for all i,

|| logZ(x;θ1)| − | logZ(x;θ2)|| ≤ α (6)

Proof.

|| logZ(x;θ1)| − | logZ(x;θ2)||
≤ | logZ(x;θ1)− logZ(x;θ2)|
≤ log

Z(x;θ1)
Z(x;θ2)

(w.l.o.g.)

= log
∑

i exp
{
(θ1i − θ2i)>x

}
exp

{
θ>2ix

}∑
i exp

{
θ>2ix

}
≤ dDR+ log

Z(x;θ2)
Z(x;θ2)

= α

Corollary 4. The set of partition functions Z =
{Z(·;θ) : ||θ||∞ ≤ B ∀θ ∈ θ} can be covered
on on the `∞ ball of radius R by a grid of θ̂ with
distance D. The size of this cover is

|Ẑ| =
(
B

D

)dk
=
(
dBR

α

)dk
(7)

Proof of Theorem 2. From a standard discretization
lemma (Kakade, 2011) and Corollary 4, we immedi-
ately have that with probabilty 1− δ,

sup
Z∈Z
|L̂ − L| ≤

≤ inf
α

2

√
dk(log dBR− logα) + log 1

δ

2n
+ 2α

Taking α = 1/n,

≤ 2

√
dk(log dBR+ log n) + log 1

δ

2n
+

2
n
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Abstract

Word embeddings have been found useful
for many NLP tasks, including part-of-speech
tagging, named entity recognition, and pars-
ing. Adding multilingual context when learn-
ing embeddings can improve their quality,
for example via canonical correlation analysis
(CCA) on embeddings from two languages. In
this paper, we extend this idea to learn deep
non-linear transformations of word embed-
dings of the two languages, using the recently
proposed deep canonical correlation analy-
sis. The resulting embeddings, when eval-
uated on multiple word and bigram similar-
ity tasks, consistently improve over monolin-
gual embeddings and over embeddings trans-
formed with linear CCA.

1 Introduction

Learned word representations are widely used in
NLP tasks such as tagging, named entity recogni-
tion, and parsing (Miller et al., 2004; Koo et al.,
2008; Turian et al., 2010; Täckström et al., 2012;
Huang et al., 2014; Bansal et al., 2014). The idea
in such representations is that words with similar
context have similar meaning, and hence should
be nearby in a clustering or vector space. Con-
tinuous representations are learned with neural lan-
guage models (Bengio et al., 2003; Mnih and Hin-
ton, 2007; Mikolov et al., 2013) or spectral meth-
ods (Deerwester et al., 1990; Dhillon et al., 2011).

The context used to learn these representations is
typically the set of nearby words of each word oc-
currence. Prior work has found that adding transla-
tional context results in better representations (Diab
and Resnik, 2002; Täckström et al., 2012; Bansal et
al., 2012; Zou et al., 2013). Recently, Faruqui and
Dyer (2014) applied canonical correlation analysis
(CCA) to word embeddings of two languages, and
found that the resulting embeddings represent word

similarities better than the original monolingual em-
beddings.

In this paper, we follow the same intuition as
Faruqui and Dyer (2014) but rather than learning lin-
ear transformations with CCA, we permit the cor-
related information to lie in nonlinear subspaces of
the original embeddings. We use the recently pro-
posed deep canonical correlation analysis (DCCA)
technique of Andrew et al. (2013) to learn non-
linear transformations of two languages’ embed-
dings that are highly correlated. We evaluate our
DCCA-transformed embeddings on word similarity
tasks like WordSim-353 (Finkelstein et al., 2001)
and SimLex-999 (Hill et al., 2014), and also on
the bigram similarity task of Mitchell and Lapata
(2010) (using additive composition), obtaining con-
sistent improvements over the original embeddings
and over linear CCA. We also compare tuning crite-
ria and ensemble methods for these architectures.

2 Method
We assume that we have initial word embeddings for
two languages, denoted by random vectors x ∈ RDx

and y ∈ RDy , and a set of bilingual word pairs. Our
goal is to obtain a representation for each language
that incorporates useful information from both x and
y. We consider the two input monolingual word em-
beddings as different views of the same latent se-
mantic signal. There are multiple ways to incor-
porate multilingual information into word embed-
dings. Here we follow Faruqui and Dyer (2014) in
taking a CCA-based approach, in which we project
the original embeddings onto their maximally corre-
lated subspaces. However, instead of relying on lin-
ear correlation, we learn more powerful non-linear
transformations of each view via deep networks.
Canonical Correlation Analysis A popular
method for multi-view representation learning is
canonical correlation analysis (CCA; Hotelling,
1936). Its objective is to find two vectors u ∈ RDx
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and v ∈ RDy such that projections of the two views
onto these vectors are maximally (linearly) corre-
lated:

max
u∈RDx ,v∈RDy

E
[
(u⊤x)(v⊤y)

]√
E [(u⊤x)2]

√
E [(v⊤y)2]

=
u⊤Σxyv√

u⊤Σxxu
√

v⊤Σyyv
(1)

where Σxy and Σxx are the cross-view and within-
view covariance matrices. (1) is extended to learn
multi-dimensional projections by optimizing the
sum of correlations in all dimensions, subject to
different projected dimensions being uncorrelated.
Given sample pairs {(xi,yi)}N

i=1, the empirical es-
timates of the covariance matrices are Σ̂xx =
1
N

∑N
i=1 xix⊤i + rxI, Σ̂yy = 1

N

∑N
i=1 yiy⊤i + ryI

and Σ̂xy = 1
N

∑N
i=1 xiy⊤i where (rx, ry) > 0 are

regularization parameters (Hardoon et al., 2004;
De Bie and De Moor, 2003). Then the optimal k-
dimensional projection mappings are given in closed
form via the rank-k singular value decomposition

(SVD) of the Dx ×Dy matrix Σ̂
−1/2
xx Σ̂xyΣ̂

−1/2
yy .

2.1 Deep Canonical Correlation Analysis
A linear feature mapping is often not sufficiently
powerful to faithfully capture the hidden, non-linear
relationships within the data. Recently, Andrew et
al. (2013) proposed a nonlinear extension of CCA
using deep neural networks, dubbed deep canonical
correlation analysis (DCCA) and illustrated in Fig-
ure 1. In this model, two (possibly deep) neural
networks f and g are used to extract features from
each view, and trained to maximize the correlations
between outputs in the two views, measured by a
linear CCA step with projection mappings (u,v).
The neural network weights and the linear projec-
tions are optimized together using the objective

max
Wf ,Wg,u,v

u⊤Σfgv√
u⊤Σffu

√
v⊤Σggv

, (2)

where Wf and Wg are the weights of the two net-
works and Σfg, Σff and Σgg are covariance ma-
trices computed for {f(xi),g(yi)}N

i=1 in the same
way as CCA. The final transformation is the com-
position of the neural network and CCA projection,
e.g., u⊤f(x) for the first view. Unlike CCA, DCCA
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Figure 1: Illustration of deep CCA.
does not have a closed-form solution, but the param-
eters can be learned via gradient-based optimization,
with either batch algorithms like L-BFGS as in (An-
drew et al., 2013) or a mini-batch stochastic gradient
descent-like approach as in (Wang et al., 2015). We
choose the latter in this paper.

An alternative nonlinear extension of CCA is ker-
nel CCA (KCCA) (Lai and Fyfe, 2000; Vinokourov
et al., 2003), which introduces nonlinearity through
kernels. DCCA scales better with data size, as
KCCA involves the SVD of an N × N matrix. An-
drew et al. (2013) showed that DCCA achieves bet-
ter correlation on held-out data than CCA/KCCA,
and Wang et al. (2015) found that DCCA outper-
forms CCA and KCCA on a speech recognition task.

3 Experiments
We use English and German as our two languages.
Our original monolingual word vectors are the same
as those used by Faruqui and Dyer (2014). They
are 640-dimensional and are estimated via latent
semantic analysis on the WMT 2011 monolingual
news corpora.1 We use German-English translation
pairs as the input to CCA and DCCA, using the
same set of 36K pairs as used by Faruqui and Dyer.
These pairs contain, for each of 36K English word
types, the single most frequently aligned German
word. They were obtained using the word aligner
in cdec (Dyer et al., 2010) run on the WMT06-
10 news commentary corpora and Europarl. After
training, we apply the learned CCA/DCCA projec-
tion mappings to the original English word embed-
dings (180K words) and use these transformed em-
beddings for our evaluation tasks.

3.1 Evaluation Tasks
We compare our DCCA-based embeddings to the
original word vectors and to CCA-based em-

1www.statmt.org/wmt11/
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beddings on several tasks. We use WordSim-
353 (Finkelstein et al., 2001), which contains 353
English word pairs with human similarity ratings.
It is divided into WS-SIM and WS-REL by Agirre
et al. (2009) to measure similarity and relatedness.
We also use SimLex-999 (Hill et al., 2014), a new
similarity-focused dataset consisting of 666 noun
pairs, 222 verb pairs, and 111 adjective pairs. Fi-
nally, we use the bigram similarity dataset from
Mitchell and Lapata (2010) which has 3 subsets,
adjective-noun (AN), noun-noun (NN), and verb-
object (VN), and dev and test sets for each. For the
bigram task, we simply add the word vectors output
by CCA or DCCA to get bigram vectors.2

All task datasets contain pairs with human sim-
ilarity ratings. To evaluate embeddings, we com-
pute cosine similarity between the two vectors in
each pair, order the pairs by similarity, and com-
pute Spearman’s correlation (ρ) between the model’s
ranking and human ranking.

3.2 Training
We normalize the 36K training pair vectors to unit
norm (as also done by Faruqui and Dyer). We
then remove the per-dimension mean and standard
deviation of this set of training pairs, as is typi-
cally done in neural network training (LeCun et al.,
1998). We do the same to the original 180K Eng-
lish word vectors (normalize to unit norm, remove
the mean/standard deviation of the size-36K train-
ing set), then apply our CCA/DCCA mappings to
these 180K vectors. The resulting 180K vectors are
further normalized to zero mean before cosine simi-
larities between test pairs are computed, as also done
by Faruqui and Dyer.

For both CCA and DCCA, we tune the
output dimensionality among factors in
{0.2, 0.4, 0.6, 0.8, 1.0} of the original embed-
ding dimension (640), and regularization (rx, ry)
from {10−6, 10−5, 10−4, 10−3}, based on the 7
tuning tasks discussed below.

For DCCA, we use standard deep neural net-
works with rectified linear units and tune the
depth (1 to 4 hidden layers) and layer widths (in
{128, 256, 512, 1024, 2048, 4096}) separately for
each language. For optimization, we use stochastic

2We also tried multiplication but it performed worse. In fu-
ture work, we will directly train on bigram translation pairs.

gradient descent (SGD) as described by Wang et al.
(2015). We tune SGD hyperparameters on a small
grid, choosing a mini-batch size of 3000, learning
rate of 0.0001, and momentum of 0.99.

3.3 Tuning
Our main results are based on tuning hyperparame-
ters (of CCA/DCCA) on 7 word similarity tasks.3

We perform additional experiments in which we
tune on the development sets for the bigram tasks.
We set aside WS-353, SimLex-999, and the test sets
of the bigram tasks as held-out test sets. We consider
two tuning criteria:
BestAvg: Choose the hyperparameters with the best
average performance across the 7 tuning tasks. This
is the only tuning criterion used for CCA.
MostBeat: For DCCA, choose the hyperparameters
that beat the best CCA embeddings on a maximum
number of the 7 tasks; to break ties here, choose the
hyperparameters with the best average performance.
The idea is that we want to find a setting that gener-
alizes to many tasks.

We also consider simple ensembles by averaging
the cosine similarities from the three best settings
under each of these two criteria.

3.4 Results
Table 1 shows our main results on the word and bi-
gram similarity tasks. All values are Spearman’s
correlation (ρ). We show the original word vector
results, the best-tuned CCA setting (CCA-1), the en-
semble of the top-3 CCA settings (CCA-Ens), and
the same for DCCA (with both tuning criteria). The
DCCA results show an overall improvement on most
tasks over linear CCA (all of the shaded DCCA re-
sults are better than all corresponding CCA results).

Each of our tuning criteria for DCCA performs
well, and almost always better than CCA. BestAvg
is better on some tasks while MostBeat is better on
others; we report both here to bring attention to and
promote discussion about the effects of tuning meth-
ods when learning representations in the absence of
supervision or in-domain tuning data.

In Table 2, we report additional bigram similarity
results obtained by tuning on the dev sets of the bi-

3RG-65 (Rubenstein and Goodenough, 1965), MC-30
(Miller and Charles, 1991), MTurk-287 (Radinsky et al., 2011),
MTurk-771, MEN (Bruni et al., 2014), Rare Word (Luong et al.,
2013), and YP-130 (Yang and Powers, 2006).
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Embeddings WS-353 WS-SIM WS-REL SL-999 AN NN VN Avg Dim
Original 46.7 56.3 36.6 26.5 26.5 38.1 34.1 32.9 640
CCA-1 67.2 73.0 63.4 40.7 42.4 48.1 37.4 42.6 384

CCA-Ens 67.5 73.1 63.7 40.4 42.0 48.2 37.8 42.7 384
DCCA-1 (BestAvg) 69.6 73.9 65.6 38.9 35.0 40.9 41.3 39.1 128

DCCA-Ens (BestAvg) 70.8 75.2 67.3 41.7 42.4 45.7 40.1 42.7 128
DCCA-1 (MostBeat) 68.6 73.5 65.7 42.3 44.4 44.7 36.7 41.9 384

DCCA-Ens (MostBeat) 69.9 74.4 66.7 42.3 43.7 47.4 38.8 43.3 384
Table 1: Main results on word and bigram similarity tasks, tuned on 7 development tasks (see text for
details). Shading indicates a result that matches or improves the best linear CCA result; boldface indicates
the best result in a given column. See Section 3.4 for discussion on NN results.

Embeddings AN NN VN Avg
CCA 42.4 48.1 37.4 42.6

Deep CCA 45.5 47.1 45.1 45.9
Table 2: Bigram results, tuned on bigram dev sets.

gram tasks themselves (as provided by Mitchell and
Lapata), since the 7 tuning tasks are not particularly
related to the bigram test sets. We see that DCCA
can achieve even stronger improvements over CCA
and overall using these related dev sets.

We note that the performance on the NN task
does not improve. The typical variance of annota-
tor scores for each bigram pair was larger for the
NN dataset than for the other bigram datasets, sug-
gesting noisier annotations. Also, we found that the
NN annotations often reflected topical relatedness
rather than functional similarity, e.g., television set
and television programme are among the most simi-
lar noun-noun bigrams. We expect that multilingual
information would help embeddings to more closely
reflect functional similarity.

For DCCA, we found that the best-performing
networks were typically asymmetric, with 1 to 2 lay-
ers on the English side and 2 to 4 on the German
side. The best network structure on the bigram VN
development set is 640-128-128 for the English view
and 640-128-512-128 for the German view, with a
final CCA projection layer with dimensionality 128
for each language.

4 Discussion
Normalization and Evaluation We note that the
cosine similarity (and thus Spearman’s ρ) between a
pair of words is not invariant to the series of simple
(affine) transformations done by the normalizations
in our procedure. For their baseline, Faruqui and
Dyer (2014) did not remove the standard deviation

better with DCCA worse with DCCA
arrive come author creator
locate find leader manager

way manner buddy companion
recent new crowd bunch

take obtain achieve succeed
boundary border attention interest

win accomplish join add
contemplate think mood emotion

Table 3: Highly-similar pairs in SimLex-999 that
improved/degraded the most under DCCA. Pairs are
sorted in decreasing order according to the amount
of improvement/degradation.

of the 36K training set for the 180K English vocabu-
lary during testing. We have accidentally found that
this normalization step alone greatly improves the
performance of the original vectors.

For example, the WS-353 correlation improves
from 46.7 to 67.1, essentially matching the linear
CCA correlations, though DCCA still outperforms
them both. This indicates that the cosine similarity
is not stable, and it is likely better to learn a dis-
tance/similarity function (using labeled tuning data)
atop the learned features such that similarities be-
tween selected pairs will match the human similari-
ties, or such that the rankings will match.

Error Analysis We analyze high-similarity word
pairs that change the most with DCCA, as compared
to both linear CCA and the original vectors.

For a word pair w, we use r(w) to refer to its
similarity rank, subscripting it whether it is com-
puted according to human ratings (rh) or if based
on cosine similarity via the original vectors (ro),
CCA-1 (rc), or DCCA-1 MostBeat (rd). We define
δa(w) = |ra(w) − rh(w)| and compute ∆(w) =
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Original CCA-1 DCCA-1 (MostBeat)
Figure 2: t-SNE visualization of synonyms (green) and antonyms (red, capitalized) of dangerous.

δd(w) − (δc(w) + δo(w)). If ∆(w) < 0, then
word pair w was closer to the human ranking using
DCCA. Table 3 shows word pairs from SimLex-999
with high human similarity ratings (≥ 7 out of 10);
column 1 shows pairs with smallest ∆ values, and
column 2 shows pairs with largest ∆ values.

Among pairs in column 1, many contain words
with several senses. Using bilingual information is
likely to focus on the most frequent sense in the bi-
text, due to our use of the most frequently-aligned
German word in each training pair. By contrast,
using only monolingual context is expected to find
an embedding that blends the contextual information
across all word senses.

Several pairs from column 2 show hypernym
rather than paraphrase relationships, e.g., author-
creator and leader-manager. Though these pairs are
rated as highly similar by annotators, linear CCA
made them less similar than the original vectors, and
DCCA made them less similar still. This matches
our intuition that bilingual information should en-
courage paraphrase-like similarity and thereby dis-
courage the similarity of hypernym-hyponym pairs.
Visualizations We visualized several synonym-
antonym word lists and often found that DCCA
more cleanly separated synonyms from antonyms
than CCA or the original vectors. An example of
the clearest improvement is shown in Fig. 2.

5 Related work
Previous work has successfully used translational
context for word representations (Diab and Resnik,
2002; Zhao et al., 2005; Täckström et al., 2012;
Bansal et al., 2012; Faruqui and Dyer, 2014), includ-
ing via hand-designed vector space models (Peirs-
man and Padó, 2010; Sumita, 2000) or via unsuper-

vised LDA and LSA (Boyd-Graber and Blei, 2009;
Zhao and Xing, 2006).

There have been other recent deep learning ap-
proaches to bilingual representations, e.g., based on
a joint monolingual and bilingual objective (Zou
et al., 2013). There has also been recent interest
in learning bilingual representations without using
word alignments (Chandar et al., 2014; Gouws et al.,
2014; Kočiskỳ et al., 2014; Vulic and Moens, 2013).

This research is also related to early examples of
learning bilingual lexicons using monolingual cor-
pora (Koehn and Knight, 2002; Haghighi et al.,
2008); the latter used CCA to find matched word
pairs. Irvine and Callison-Burch (2013) used a su-
pervised learning method with multiple monolingual
signals. Finally, other work on CCA and spectral
methods has been used in the context of other types
of views (Collobert and Weston, 2008; Dhillon et al.,
2011; Klementiev et al., 2012; Chang et al., 2013).

6 Conclusion
We have demonstrated how bilingual information
can be incorporated into word embeddings via deep
canonical correlation analysis (DCCA). The DCCA
embeddings consistently outperform linear CCA
embeddings on word and bigram similarity tasks.
Future work could compare DCCA to other non-
linear approaches discussed in §5, compare differ-
ent languages as multiview context, and extend to
aligned phrase pairs, and to unaligned data.
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Abstract

We present a discriminative model for de-
tecting disfluencies in spoken language tran-
scripts. Structurally, our model is a semi-
Markov conditional random field with features
targeting characteristics unique to speech re-
pairs. This gives a significant performance
improvement over standard chain-structured
CRFs that have been employed in past work.
We then incorporate prosodic features over
silences and relative word duration into our
semi-CRF model, resulting in further perfor-
mance gains; moreover, these features are not
easily replaced by discrete prosodic indica-
tors such as ToBI breaks. Our final sys-
tem, the semi-CRF with prosodic information,
achieves an F-score of 85.4, which is 1.3 F1

better than the best prior reported F-score on
this dataset.

1 Introduction

Spoken language is fundamentally different from
written language in that it contains frequent disflu-
encies, or parts of an utterance that are corrected
by the speaker. Removing these disfluencies is de-
sirable in order to clean the input for use in down-
stream NLP tasks. However, automatically identify-
ing disfluencies is challenging for a number of rea-
sons. First, disfluencies are a syntactic phenomenon,
but defy standard context-free parsing models due
to their parallel substructures (Johnson and Char-
niak, 2004), causing researchers to employ other
approaches such as pipelines of sequence models
(Qian and Liu, 2013) or incremental syntactic sys-
tems (Honnibal and Johnson, 2014). Second, hu-
man processing of spoken language is complex and
mixes acoustic and syntactic indicators (Cutler et al.,
1997), so an automatic system must employ fea-
tures targeting all levels of the perceptual stack to

in  the    upper     school                          upper  four   grades 

Fluent Fluent Disfluent 

Reparandum  Repair  

Figure 1: Example of a disfluency where the speaker
corrected upper school. Our model considers both tran-
scribed text and the acoustic signal and predicts disfluen-
cies as complete chunks using a semi-Markov conditional
random field.

achieve high performance. In spite of this, the pri-
mary thread of work in the NLP community has fo-
cused on identifying disfluencies based only on lex-
icosyntactic cues (Heeman and Allen, 1994; Char-
niak and Johnson, 2001; Snover et al., 2004; Ra-
sooli and Tetreault, 2013). A separate line of work
has therefore attempted to build systems that lever-
age prosody as well as lexical information (Shriberg
et al., 1997; Liu et al., 2003; Kim et al., 2004; Liu et
al., 2006), though often with mixed success.

In this work, we present a model for disfluency
detection that improves upon model structures used
in past work and leverages additional prosodic in-
formation. Our model is a semi-Markov conditional
random field that distinguishes disfluent chunks (to
be deleted) from fluent chunks (everything else), as
shown in Figure 1. By making chunk-level predic-
tions, we can incorporate not only standard token-
level features but also features that can consider the
entire reparandum and the start of the repair, en-
abling our model to easily capture parallelism be-
tween these two parts of the utterance.1 This frame-

1The reparandum and repair are important concepts that we
will refer to in this paper, but the model does not distinguish the
repair from other fluent text which follows.
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work also enables novel prosodic features that com-
pute pauses and word duration based on alignments
to the speech signal itself, allowing the model to cap-
ture acoustic cues like pauses and hesitations that
have proven useful for disfluency detection in ear-
lier work (Shriberg et al., 1997). Such informa-
tion has been exploited by NLP systems in the past
via ToBI break indices (Silverman et al., 1992), a
mid-level prosodic abstraction that might be indica-
tive of disfluencies. These have been incorporated
into syntactic parsers with some success (Kahn et
al., 2005; Dreyer and Shafran, 2007; Huang and
Harper, 2010), but we find that using features on
predicted breaks is ineffective compared to directly
using acoustic indicators.

Our implementation of a baseline CRF model al-
ready achieves results comparable to those of a high-
performance system based on pipelined inference
(Qian and Liu, 2013). Our semi-CRF with span fea-
tures improves on this, and adding prosodic indica-
tors gives additional gains. Our final system gets an
F-score of 85.4, which is 1.3 F1 better than the best
prior reported F-score on this dataset (Honnibal and
Johnson, 2014).

2 Experimental Setup

Throughout this work, we make use of the Switch-
board corpus using the train/test splits specified by
Johnson and Charniak (2004) and used in other
work. We use the provided transcripts and gold
alignments between the text and the speech signal.
We follow the same preprocessing regimen as past
work: we remove partial words, punctuation, and
capitalization to make the input more realistic.2 Fi-
nally, we use predicted POS tags from the Berkeley
parser (Petrov et al., 2006) trained on Switchboard.

3 Model

Past work on disfluency detection has employed
CRFs to predict disfluencies using a IOBES tag set
(Qian and Liu, 2013). An example of this is shown
in Figure 2. One major shortcoming of this model is
that beginning and ending of a disfluency are not de-
cided jointly: because features in the CRF are local

2As described in Honnibal and Johnson (2014), we com-
puted features over sentences with filler words (um and uh) and
the phrases I mean and you know removed.

to emissions and transitions, features in this model
cannot recognize that a proposed disfluency begins
with upper and ends before another occurrence of
upper (see Figure 1). Identifying instances of this
parallelism is key to accurately predicting disflu-
encies. Past work has captured information about
repeats using token-level features (Qian and Liu,
2013), but these still apply to either the beginning
or ending of a disfluency in isolation. Such features
are naturally less effective on longer disfluencies as
well, and roughly 15% of tokens occurring in disflu-
encies are in disfluencies of length 5 or greater. The
presence of these longer disfluencies suggests using
a more powerful semi-CRF model as we describe in
the next section.

3.1 Semi-CRF Model

The model that we propose in this work is a semi-
Markov conditional random field (Sarawagi and Co-
hen, 2004). Given a sentence x = (x1, . . . , xn)
the model considers sequences of labeled spans
s̄ = ((`1, b1, e1), (`2, b2, e2), . . . , (`k, bk, ek)),
where `i ∈ {Fluent,Disfluent} is a label for each
span and bi, ei ∈ {0, 1 . . . n} are fenceposts for each
span such that bi < ei and ei = bi+1. The model
places distributions over these sequences given the
sentence as follows:

pθ(s̄|x) ∝ exp

(
θ>

k∑
i=1

f(x, (`i, bi, ei))

)
(1)

where f is a feature function that computes features
for a span given the input sentence. In our model we
constrain the transitions so that fluent spans can only
be followed by disfluent spans. For this task, the
spans we are predicting correspond directly to the
reparanda of disfluencies, since these are the parts
of the input sentences that should be removed. Note
that our feature function can jointly inspect both the
beginning and ending of the disfluency; we will de-
scribe the features of this form more specifically in
Section 3.2.2.

To train our model, we maximize conditional
log likelihood of the training data augmented with
a loss function via softmax-margin (Gimpel and
Smith, 2010). Specifically, during training, we max-
imize L(θ) =

∑d
i=1 log p′θ(s̄|x), where p′θ(s̄|x) =

pθ(s̄|x) exp (`(s̄, s̄∗)). We take the loss function
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to determine  how  you address  how  you weigh… 
TO       VB       WRB  PRP    VBP     WRB  PRP  VBP 

       O        O           B       I        E         O     O      O 

Unigrams: determine, how, you 
Bigrams: (determine, how), (how, you) 
POS Unigrams: VB, WRB, PRP 
POS Bigrams: (VB, WRB), (WRB, PRP) 

Distance: 3 
Word+Distance: (3, how) 
POS Bigram: (WRB, PRP) 

Duplicate 

Figure 2: Token features for CRF and semi-CRF models.

` to be token-level asymmetric Hamming distance
(where the output is viewed as binary edited/non-
edited). We optimize with the AdaGrad algorithm
of Duchi et al. (2011) with L2 regularization.

3.2 Features

Features in our semi-CRF factor over spans, which
cover the reparandum of a proposed disfluency,
and thus generally end at the beginning of the re-
pair. This means that they can look at information
throughout the reparandum as well as the repair by
looking at content following the span. Many of our
features are inspired by those in Qian and Liu (2013)
and Honnibal and Johnson (2014). We use a combi-
nation of features that are fired for each token within
a span, and features that consider properties of the
span as a whole.

3.2.1 Token Features
Figure 2 depicts the token-level word features

we employ in both our basic CRF and our semi-
CRF models. Similar to standard sequence model-
ing tasks, we fire word and predicted part-of-speech
unigrams and bigrams in a window around the cur-
rent token. In addition, we fire features on repeated
words and part-of-speech tags in order to capture the
fact that the repair is typically a partial copy of the
reparandum, with possibly a word or two switched
out. Specifically, we fire features on the distance
to any duplicate words or parts-of-speech in a win-
dow around the current token, conjoined with the

        Fluent                    Disfluent                        Fluent 

to determine how you address  how you weigh… 

Surrounding POS: (VB, WRB)	  	  

Ending POS: (VBP, WRB)	  	  Beginning POS: (VB, WRB)	  	  

Word duplicate length: 2 
POS duplicate length: 3 

TO       VB      WRB PRP   VBP     WRB PRP  VBP 

Figure 3: Span features for semi-CRF model.

word identity itself or its POS tag (see the Dupli-
cate box in Figure 2). We also fire similar features
for POS tags since substituted words in the repair
frequently have the same tag (compare address and
weigh). Finally, we include a duplicate bigram fea-
ture that fires if the bigram formed from the current
and next words is repeated later on. When this hap-
pens, we fire an indicator for the POS tags of the
bigram. In Figure 2, this feature is fired for the word
how because how you is repeated later on, and con-
tains the POS tag bigram (WRB, PRP).

Table 1 shows the results for using these features
in a CRF model run on the development set.3

3.2.2 Span Features
In addition to features that fire for each individual

token, the semi-CRF model allows for the inclusion
of features that look at characteristics of the pro-
posed span as a whole, allowing us to consider the
repair directly by firing features targeting the words
following the span. These are shown in Figure 3.
Critically, repeated sequences of words and parts-
of-speech are now featurized in a coordinated way,
making it less likely that spurious repeated content
will cause the model to falsely posit a disfluency.

We first fire an indicator of whether or not the en-
tire proposed span is later repeated, conjoined with
the length of the span. Because many disfluencies

3We created our development set by randomly sampling
documents from the training set. Compared to the development
set of Johnson and Charniak (2004), this more closely matches
the disfluency distribution of the corpus: their development set
has 0.53 disfluent tokens per sentence, while our set has 0.38
per sentence, and the training set has 0.37 per sentence.
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Prec. Rec. F1

CRF 84.0 82.1 83.0
Semi-CRF 88.6 81.7 85.0

Semi-CRF + Prosody 89.5 82.7 86.0

Table 1: Disfluency results on the development set.
Adding span features on top of a CRF baseline im-
proves performance, and including raw acoustic informa-
tion gives further performance gains.

are just repeated phrases, and longer phrases are
generally not repeated verbatim in fluent language,
this feature is a strong indicator of disfluencies when
it fires on longer spans. For similar reasons, we fire
features for the length of the longest repeated se-
quences of words and POS tags (the bottom box in
Figure 3). In addition to general repeated words, we
fire a separate feature for the number of uncommon
words (appearing less than 50 times in the training
data) contained in the span that are repeated later in
the sentence; consider upper from Figure 1, which
would be unlikely to be repeated on its own as com-
pared to stopwords. Lastly, we include features on
the POS tag bigrams surrounding each span bound-
ary (top of Figure 3), as well as the bigram formed
from the POS tags immediately before and after the
span. These features aim to capture the idea that
a disfluency is a mistake with a disjuncture before
the repair, so the ending bigram will generally not
be a commonly seen fluent pair, and the POS tags
surrounding the reparandum should be fluent if the
reparandum were removed.

Table 1 shows that the additional features enabled
by the CRF significantly improve performance on
top of the basic CRF model.

4 Exploiting Acoustic Information

Section 3 discussed a primarily structural improve-
ment to disfluency detection. Henceforth, we will
use the semi-CRF model exclusively and discuss
two methods of incorporating acoustic duration in-
formation that might be predictive of disfluencies.
Our results will show that features targeting raw
acoustic properties of the signal (Section 4.1) are
quite effective, while using ToBI breaks as a discrete
indicator to import the same information does not
give benefits (Section 4.2)

Pause: 1313ms 

Long; 2.5x average duration for of 

that   kind  of                                     to   me      it    is     more 

Figure 4: Raw acoustic features. The combination of a
long pause and considerably longer than average duration
for of is a strong indicator of a disfluency.

4.1 Raw Acoustic Features

The first way we implemented this information was
in the form of raw prosodic features related to pauses
between words and word duration. To compute
these features, we make use of the alignment be-
tween the speech signal and the raw text. Pauses are
then simply identified by looking for pairs of words
whose alignments are not flush. The specific fea-
tures used are indicators of the existence of a pause
immediately before or after a span, and the total
number of pauses contained within a span. Word
duration is computed based on the deviation of a
word’s length from its average length averaged over
all occurrences in the corpus.4 We fire duration fea-
tures similar to the pause features, namely indicators
of whether the duration of the first and last words in
a span deviate beyond some threshold from the aver-
age, and the total number of such deviations within
a span. As displayed in Table 1, adding these raw
features results in improved performance on top of
the gains from the semi-CRF model.

4.2 ToBI Features

In addition to the raw acoustic features, we also
tried utilizing discrete indicators of acoustic infor-
mation, specifically ToBI break indices (Silverman
et al., 1992). Previous work has shown perfor-
mance improvements resulting from the use of such
discrete information in other tasks, such as pars-
ing (Kahn et al., 2005; Dreyer and Shafran, 2007;
Huang and Harper, 2010). We chose to focus specif-
ically on ToBI breaks rather than on ToBI tones be-
cause tonal information has appeared relatively less

4Note that this averages over multiple speakers as well.
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Disfluency
Prec. Rec. F1

Baseline 88.61 81.69 85.01
AuToBI 3, 4 88.46 81.92 85.06

CRF ToBI 88.42 81.96 85.07
Raw acoustic 89.53 82.74 86.00

Table 2: Disfluency results with predicted ToBI fea-
tures on the development set. We compare our baseline
semi-CRF system (Baseline) with systems that incorpo-
rate prosody via predictions from the AuToBI system of
Rosenberg (2010) and from our CRF ToBI predictor, as
well as the full system using raw acoustic features.

useful for this task (Shriberg et al., 1997). More-
over, the ToBI break specification (Hirschberg and
Beckman, 1992) stipulates a category for strong dis-
juncture with a pause (2) as well as a pause marker
(p), both of which correlate well with disfluencies
on gold-annotated ToBI data.

To investigate whether this correlation translates
into a performance improvement for a disfluency de-
tection system like ours, we add features targeting
ToBI annotations as follows: for each word in a pro-
posed disfluent span, we fire a feature indicating the
break index on the fencepost following that word,
conjoined with where that word is in the span (be-
ginning, middle, or end).

We try two different ways of generating the break
indices used by these features. The first is using
the AuToBI system of Rosenberg (2010), a state-of-
the-art automatic ToBI prediction systems based on
acoustic information which focuses particularly on
detecting occurrences of 3 and 4. Second, we use
the subset of Switchboard labeled with ToBI breaks
(Taylor et al., 2003) to train a CRF-based ToBI pre-
dictor. This model employs both acoustic and lexi-
cal features, which are both useful for ToBI predic-
tion despite breaks being a seemingly more acoustic
phenomenon (Rosenberg, 2010). The acoustic indi-
cators that we use are similar to the ones described
in Section 4 and our lexical features consist of a set
of standard surface features similar to those used in
Section 3.2.1.

In Table 2 we see that neither source of predicted
ToBI breaks does much to improve performance. In
particular, the gains from using raw acoustic features
are substantially greater despite the fact that the pre-

Prec. Rec. F1

Johnson and Charniak (2004) − − 79.7
Qian and Liu (2013) − − 83.7

Honnibal and Johnson (2014) − − 84.1
CRF 88.7 78.8 83.4

Semi-CRF 90.1 80.0 84.8
Semi-CRF + Prosody 90.0 81.2 85.4

Table 3: Disfluency prediction results on the test set; our
base system outperforms that of Honnibal and Johnson
(2014), a state-of-the-art system on this dataset, and in-
corporating prosody further improves performance.

dictions were made in part using similar raw acous-
tic features. This is somewhat surprising, since in-
tuitively, ToBI should be capturing information very
similar to what pauses and word durations capture,
particularly when it is predicted based partially on
these phenomena. However, our learned ToBI pre-
dictor only gets roughly 50 F1 on break prediction,
so ToBI prediction is clearly a hard task even with
sophisticated features. The fact that ToBI cannot
be derived from acoustic features also indicates that
it may draw on information posterior to signal pro-
cessing, such as syntactic and semantic cues. Fi-
nally, pauses are also simply more prevalent in the
data than ToBI markers of interest: there are roughly
40,000 pauses on the ToBI-annotated subset of the
dataset, yet there are fewer than 10,000 2 or p break
indices. The ToBI predictor is therefore trained to
ignore information that may be relevant for disflu-
ency detection.

5 Results and Conclusion

Table 3 shows results on the Switchboard test set.
Our final system substantially outperforms the re-
sults of prior work, and we see that this is a result
of both incorporating span features via a semi-CRF
as well as incorporating prosodic indicators.
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Abstract

This paper presents a novel technique for
empty category (EC) detection using dis-
tributed word representations. A joint
model is learned from the labeled data to
map both the distributed representations
of the contexts of ECs and EC types to
a low dimensional space. In the testing
phase, the context of possible EC positions
will be projected into the same space for
empty category detection. Experiments on
Chinese Treebank prove the effectiveness
of the proposed method. We improve the
precision by about 6 points on a subset of
Chinese Treebank, which is a new state-of-
the-art performance on CTB.

1 Introduction
The empty category (EC) is an important con-
cept in linguistic theories. It is used to de-
scribe nominal words that do not have ex-
plicit phonological forms (they are also called
“covert nouns”). This kind of grammatical phe-
nomenons is usually caused by the omission or
dislocation of nouns or pronouns. Empty cat-
egories are the “hidden” parts of text and are
essential for syntactic parsing (Gabbard et al.,
2006; Yang and Xue, 2010). As a basic prob-
lem in NLP, the resolution of ECs also has a
huge impact on lots of downstream tasks, such
as co-reference resolution (Ponzetto and Strube,
2006; Kong and Ng, 2013), long distance de-
pendency relation analysis (Marcus et al., 1993;
Xue et al., 2005). Research also uncovers the

important role of ECs in machine translation.
Some recent work (Chung and Gildea, 2010; Xi-
ang et al., 2013) demonstrates the improvements
they manage to obtain through EC detection in
Chinese-English translation.

To resolve ECs, we need to decide 1) the po-
sition and type of the EC and 2) the content
of the EC (to which element the EC is linked
to if plausible). Existing research mainly fo-
cuses on the first problem which is referred to
as EC detection (Cai et al., 2011; Yang and
Xue, 2010), and so is this paper. As ECs are
words or phrases inferable from their context,
previous work mainly designs features mining
the contexts of ECs and then trains classifica-
tion models or parsers using these features (Xue
and Yang, 2013; Johnson, 2002; Gabbard et al.,
2006; Kong and Zhou, 2010). One problem with
these human-developed features are that they
are not fully capable of representing the seman-
tics and syntax of contexts. Besides, the feature
engineering is also time consuming and labor in-
tensive.

Recently neural network models have proven
their superiority in capturing features using low
dense vector compared with traditional manu-
ally designed features in dozens of NLP tasks
(Bengio et al., 2006; Collobert and Weston,
2008; Socher et al., 2010; Collobert et al., 2011;
Li and Hovy, 2014; Li et al., 2014).

This paper demonstrates the advantages of
distributed representations and neural networks
in predicting the locations and types of ECs.
We formulate the EC detection as an annotation
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task, to assign predefined labels (EC types) to
given contexts. Recently, Weston et al. (2011)
proposed a system taking advantages of the hid-
den representations of neural networks for image
annotation which is to annotate images with a
set of textual words. Following the work, we de-
sign a novel method for EC detection. We rep-
resent possible EC positions using the word em-
beddings of their contexts and then map them
to a low dimension space for EC detection.

Experiments on Chinese Treebank show that
the proposed model obtains significant improve-
ments over the previous state-of-the-art meth-
ods based on strict evaluation metrics. We also
identify the dependency relations between ECs
and their heads, which is not reported in pre-
vious work. The dependency relations can help
us with the resolution of ECs and benefit other
tasks, such as full parsing and machine transla-
tion in practice.

2 Proposed Method

We represent each EC as a vector by concate-
nating the word embeddings of its contexts. As
is shown in Fig. 1, we learn a map MAPA from
the annotated data, to project the ECs’ feature
vectors to a low dimension space K. Meanwhile,
we also obtain the distributed representations of
EC types in the same low dimension space K. In
the testing phase, for each possible EC position,
we use MAPA to project its context feature to
the same space and further compare it with the
representations of EC types for EC detection.

Figure 1: System Architecture

Distributed representations are good at cap-
turing the semantics and syntax of contexts. For
example, with word embeddings we are able to
tell that “吃/eat” and “喝/drink” have a closer
relationship than “吃/eat” and “走/walk” or
“喝/drink” and “走/walk”. Thus the knowledge
we learn from: “EC(你/You)-吃/have-EC(晚
饭/supper)-了/past tense marker-么/question
marker” could help us to detect ECs in sentences
such as “EC(你/You)-饮料/beverage-喝/drink-
了/past tense marker-么/question marker”,
which are similar, though different from the
original sentence.

Below is a list of EC types contained in the
Chinese Treebank, which are also the types of
EC we are to identity in this work.

• pro: small pro, refer to dropped pronouns.

• PRO: big PRO, refer to shared elements
in control structures or elements that have
generic references.

• OP: null operator, refer to empty relative
pronouns.

• T: trace left by A’-movement, e.g., topical-
ization, relativization.

• RNR: used in right nodes rising.

• *: trace left by passivization, raising.

• Others: other ECs.

According to the reason that one EC is
caused, we are able to assign it one of the above
categories.

We can formulate EC detection as a combi-
nation of a two-class classification problem (is
there an EC or not) and a seven-class classifi-
cation problem (what type the EC is if there is
one) following the two-pass method. For one-
pass method, EC detection can be formulated
as an eight-class (seven EC types listed above
plus a dummy “No” type) classification prob-
lem. Previous research shows there is no sig-
nificant differences between their performances
(Xue and Yang, 2013). Here we adopt the one-
pass method for simplicity.
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2.1 System Overview
The proposed system consists of two maps.

MAPA is from the feature vector of an EC
position to a low dimensional space.

MAPA : Rn → Rk, k ≪ n

fA(X) → WAX
(1)

MAPA is a linear transformation, and WA is a
k ∗ n matrix.

The other one is from labels to the same low
dimensional space.

MAPB : {Label1, Label2, ...} ∈ R → Rk

fB(Labeli) → W i
B

(2)

MAPB is also a linear transformation. W i
B

is a k dimensional vector and it is also the dis-
tributed representation of Labeli in the low di-
mensional space.

The two maps are learned from the training
data simultaneously. In the testing phase, for
any possible EC position to be classified, we ex-
tract the corresponding feature vector X, and
then map it to the low dimensional space using
fA(X) = WAX. Then we have gi(X) for each
Labeli as follows:

gi(X) = (fA(X))T W i
B (3)

For each possible label Labeli, gi(X) is the score
that the example having a Labeli and the label
predicted for the example is the i that maximizes
gi(X).

Following the method of Weston et al. (2011),
we try to minimize a weighted pairwise loss,
learned using stochastic gradient descent:∑

X

∑
i̸=c

L(rankc(X))max(0, (gi(X)− gc(X)))

(4)
Here c is the correct label for example X, and
rankc(X) is the rank of Label c among all pos-
sible labels for X. L is a function which reflects
our attitude towards errors. A constant func-
tion L = C implies we aim to optimize the full
ranking list. Here we adopt L(α) =

∑α
i=1 1/i,

which aims to optimize the top 1 in the rank-
ing list, as stated in (Usunier et al., 2009). The

learning rate and some other parameters of the
stochastic gradient descent algorithm are to be
optimized using the development set.

An alternative method is to train a neural
network model for multi-class classification di-
rectly. It is plausible when the number of classes
is not large. One of the advantages of represent-
ing ECs and labels in a hidden space is that EC
detection usually serves as an intermediate task.
Usually we want to know more about the ECs
such as their roles and explicit content. Rep-
resenting labels and ECs as dense vectors will
greatly benefit other work such as EC resolution
or full parsing. Besides, such a joint embedding
framework can scale up to the large set of la-
bels as is shown in the image annotation task
(Weston et al., 2011), which makes the identifi-
cation of dependency types of ECs (which is a
large set) possible.

2.2 Context Features Construction
2.2.1 Defining Locations

In a piece of text, possible EC positions can be
described with references to tokens, e.g., before
the nth token (Yang and Xue, 2010). One prob-
lem with such methods is that if there are more
than one ECs preceding the nth token, they will
occupy the same position and can not be distin-
guished. One solution is to decide the number
of ECs for each position, which complicates the
problem. But if we do nothing, some ECs will
be ignored.

A compromised solution is to describe posi-
tions using parse trees (Xue and Yang, 2013).
Adjacent ECs before a certain token usually
have different head words, which means they are
attached to different nodes (head words) in a
parse tree. Therefore it is possible to define po-
sitions using “head word, following word” pairs.
Thus the problem of EC detection can be formu-
lated as a classification problem: for each “head
word, following word” pair, what is the type of
the EC? An example is shown in figure 2, in
which there are 2 possible EC positions, (吃,了)
and (吃, 。)1.

1Note that there are still problems with the tree based
method. As is shown in Fig. 3, the pro and T are at-
tached to the same head word (告别) and share the same
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ROOT

吃

。Position-2了Position-1

Figure 2: Possible EC Positions in a Dependency
Tree

Besides, we keep punctuations in the parse
tree so that we can describe all the possible po-
sitions using the “head node, following word”
pairs, as no elements will appear after a full stop
in a sentence.

2.2.2 Feature Extraction
The feature vector is constructed by concate-

nating the word embeddings of context words
that are expected to contribute to the detection
of ECs.

1. The head word (except the dummy root
node). Suppose words are represented us-
ing d dimension vectors, we need d elements
to represent this feature. The distributed
representations of the head word would be
placed at the corresponding positions.

2. The following word in the text. This feature
is extracted using the same method with
head words.

3. “Nephews”, the sons of the following word.
We choose the leftmost two.

4. Words in dependency paths. ECs usu-
ally have long distance dependencies with
words which cannot be fully captured by
the above categories. We need a new fea-
ture to describe such long distance seman-
tic relations: Dependency Paths. From the
training data, we collect all the paths from
root nodes to ECs (ECs excluded) together
with dependency types. Below we give an
example to illustrate the extraction of this
kind of features using a complex sentence

following word (德国). But such phenomenas are rare, so
here we still adopt the tree based method.

with a multi-layer hierarchical dependency
tree as in Fig. 3. If we have m kinds of
such paths with different path types or de-
pendency types, we need md elements to
represent this kind of features. The dis-
tributed representations of the words would
be placed at the corresponding positions in
the feature vector and the remaining are set
to 0.

Previous work usually involves lots of syntac-
tic and semantic features. In the work of (Xue
and Yang, 2013), 6 kinds of features are used,
including those derived from constituency parse
trees, dependency parse trees, semantic roles
and others. Here we use only the dependency
parse trees for the feature extraction. The words
in dependency paths we use have proven their
potential in representing the meanings of text
in frame identification (Hermann et al., 2014).

Take the OP in the sentence shown in Fig. 3
for example. For the OP, its head word is “的”,
its following word is “告别” and its nephews are
“NULL” and “NULL” (ECs are invisible).

The dependency path from root to OP is:
Root

ROOT−−−−→ 举行/hold COMP−−−−−→ 仪式/ceremony
RELC−−−−→ 的/DE COMP−−−−−→ OP
For such a path, we have the following

subpaths:

Root
ROOT−−−−→ .

COMP−−−−−→ .
RELC−−−−→ X

Root
ROOT−−−−→ .

COMP−−−−−→ X

Root
ROOT−−−−→ X

For the position of the OP in the given exam-
ple, the words with corresponding dependency
paths are “的”, “仪式” and “举行”. Similarly,
we collects all the paths from other ECs in the
training examples to build the feature template.

In the testing phase, for each possible EC po-
sition, we place the distributed representations
of the right words at the corresponding positions
of its feature vector.
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俄罗斯 军队 31 日 举行 了 OP pro T 告别 德国 的 最后 仪式 。

ROOT

SUBJ

TMP PRT

COMP
UNK

NMOD
RELC

AMOD

COMP

COMPSBJ
ADV COMP

俄罗斯/Russian 军队/troops 31 日/31rd 举行/hold 了/past-tense-marker 告别/farewell 德
国/Germany 的/DE 最后/final 仪式/ceremony 。

Figure 3: ECs in a Dependency Tree

Train Dev Test
File 81-325, 400-454 41-80 1-40

500-554, 590-596 901-931
600-885, 900

#pro 1023 166 297
#PRO 1089 210 298
#OP 2099 301 575
#T 1981 287 527

#RNR 91 15 32
#* 22 0 19

#Others 0 0 0
Total 6305 979 1748

Table 1: Data Division and EC Distribution

3 Experiments on CTB
3.1 Data
The proposed method can be applied to various
kinds of languages as long as annotated corpus
are available. In our experiments, we use a sub-
set of Chinese Treebank V7.0.

We split the data set into three parts, train-
ing, development and test data. Following the
previous research, we use File 1-40 and 901-931
as the test data, File 41-80 as the development
data. The training data includes File {81-325,
400-454, 500-554, 590-596, 6000-885, 900}. The
development data is used to tune parameters
and the final results are reported on the test
data. CTB trees are transferred to dependency
trees for feature extraction with ECs preserved
(Xue, 2007).

The distributed word representation we use

is learned using the word2vec toolkit (Mikolov
et al., 2013). We train the model on a large
Chinese news copora provided by Sogou2, which
contains about 1 billion words after necessary
preprocessing. The text is segmented into words
using ICTCLAS(Zhang et al., 2003)3.

3.2 Experiment Settings
Initialization WA is initialized according to
uniform[− 24

din+dhidden
, 24

din+dhidden
].

And WB is initialized using
uniform[− 24

dhidden+dout
, 24

dhidden+dout
].

Here din, dhidden and dout are the dimensions of
the input layer, the hidden space and the label
space.

Parameter Tuning To optimize the param-
eters, firstly, we set the dimension of word vec-
tors to be 80, the dimension of hidden space to
be 50. We search for the suitable learning rate
in {10−1, 10−2, 10−4}. Then we deal with the
dimension of word vectors {80, 100, 200}. Fi-
nally we tune the dimension of hidden space in
{50, 200, 500} against the F-1 scores. . Those
underlined figures are the value of the param-
eters after optimization. We use the stochas-
tic gradient descent algorithm to optimize the
model. The details can be checked here (Weston
et al., 2011). The maximum iteration number
we used is 10K. In the following experiments,

2http://www.sogou.com/labs/dl/cs.html
3The word segment standards used by CTB and ICT-

CLAS are roughly the same with minor differences.
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we set the parameters to be learning rate=10−1,
word vector dimension=80 and hidden layer di-
mension=500.

From the experiments for parameter tuning,
we find that for the word embeddings in the
proposed model, low dimension vectors are bet-
ter than high dimensions one for low dimension
vectors are better in sharing meanings. For the
hidden space which represents inputs as uninter-
preted vectors, high dimensional vectors are bet-
ter than low dimensional vectors. The learning
rates also have an impact on the performance.
If the learning rate is too small, we need more
iterations to achieve convergence. If we stop it-
erations too early, we will suffer under-fitting.

3.3 Results
3.3.1 Metrics and Evaluation

Previous work reports results based on dif-
ferent evaluation metrics. Some work uses lin-
ear positions to describe ECs. ECs are judged
on a “whether there is an EC of type A before
a certain token in the text” basis (Cai et al.,
2011). Collapsing ECs before the same token to
one, Cai et al. (2011) has 1352 ECs in the test
data. Xue and Yang (2013) has stated that some
ECs that share adjacent positions have different
heads in the parse tree. They judge ECs on a
“whether there is an EC of type A with a certain
head word and a certain following token in the
text” basis. Using this kind of metric, they gets
1765 ECs.

Here we use the same evaluation metric with
Xue and Yang (2013). Note that we still cannot
describe all the 1838 ECs in the corpora, for on
some occasions ECs preceding the same token
share the same head word. We also omit some
ECs which cause cycles in dependency trees as
described in the previous sections. We have 1748
ECs, 95% of all the ECs in the test data, very
close to 1765 used by Xue and Yang (2013). The
total number of ECs has an impact on the re-
call. In Table 3, we include results based on
each method’s own EC count (1748, 1765, 1352
for Ours, Xue’s and Cai’s respectively) and the
real total EC count 1838 (figures in brackets).

Yang and Xue (2010) report an experiment
result based on a classification model in a unified

Type PRO pro T OP RNR * Others Total
297 298 575 527 32 19 0 1748

Xue 305 298 584 527 32 19 0 1765
Cai 299 290 578 134 32 19 0 1352

Table 2: EC Distribution in the Test Data

class correct p r F1
PRO 162 .479 .545 .510
pro 161 .564 .540 .552
OP 409 .707 .776 .740
T 506 .939 .88 .908
RNR 23 .767 .719 .742
* 0 0 0 0
Overall 1261 .712 .721 .717

(.686) (.699)
(Xue) 903 .653 .512 .574

(.491) (.561)
(Cai) 737 .660 .545 .586

(.401) (.499)

Table 3: Performance on the CTB Test Data

parsing frame. We do not include it for it uses
different and relativelyThe distributions of ECs
in the test data are shown in Table 2.

The results are shown in Table 3. We present
the results for each kind of EC and compare our
results with two previous state-of-the-art meth-
ods(Cai et al., 2011; Xue and Yang, 2013).

The proposed method yields the newest state-
of-the-art performances on CTB as far as we
know. We also identify the dependency types
between ECs and their heads. Some ECs, such
as pro and PRO, are latent subjects of sen-
tences. They usually serve as SBJ with very
few exceptions. While the others may play var-
ious roles. There are 31 possible (EC, Dep)
pairs. Using the same model, the overall result
is p = 0.701, r = 0.703, f = 0.702.

3.3.2 Analysis
We compare the effectiveness of different fea-

tures by eliminating each kind of features de-
scribed in the previous section. As Table 4
shows, the most important kind is the depen-
dency paths, which cause a huge drop in per-
formance if eliminated. Dependency paths en-
code words and path pattern information which
is proved essential for the detection of ECs. Be-
sides, headwords are also useful. While for the
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-dep -head -following -nephews
F1 .501 .604 .703 .716

(-.216) (-.103) (-.014) (-.001)

Table 4: Effectiveness of Features

others, we cannot easily make the conclusion
that they are of little usage in the identification
of ECs. They are not fully explored in the pro-
posed model, but may be vital for EC detection
in reality.

Worth to mention is that of the several kinds
of ECs, the proposed method shows the best
performance on ECs of type T, which repre-
sents ECs that are the trace of “A’”-movement,
which moves a word to a position where no
fixed grammatical function is assigned. Here we
give an example:

“[ ] 看起来/seem A 喜欢/like B.”
“A 看起来/seem (EC) 喜欢/like B.”

A is moved to the head of the sentence as the
topic (topicalization) and left a trace which is
the EC. To detect this EC, we need information
about the action “喜欢/like”, the link verb “看起
来/seem” and the arguments “A” and “B”. ECs
of type T are very common in Chinese, since
Chinese is a topic-prominent language. Using
distributed representations, it is easy to encode
the context information in our feature vectors
for EC detection.

We also have satisfying results and significant
improvements for the other types except * (trace
of A-movement), which make up about 1% of all
the ECs in the test data. Partly because there
are too few * examples in the training data. We
need to further improve our models to detect
such ECs.

4 Discussion
The proposed method is capable of handling
large set of labels. Hence it is possible to detect
EC types and dependency types simultaneously.
Besides, some other NLP tasks can also be for-
mulated as annotation tasks, and therefore can
be resolved using the same scheme, such as the
frame identification for verbs (Hermann et al.,

2014).
This work together with some previous work

that uses classification methods (Cai et al., 2011;
Xue and Yang, 2013; Xue, 2007), regards ECs
in a sentence as independent to each other and
even independent to words that do not appear in
the feature vectors. Such an assumption makes
it easier to design models and features but does
not reflect the grammatic constraints of lan-
guages. For example, simple sentences in Chi-
nese contain one and only one subject, whether
it is an EC or not. If it is decided there is an EC
as a subject in a certain place, there should be no
more ECs as subjects in the same sentence. But
such an important property is not reflected in
these classification models. Methods that adopt
parsing techniques take the whole parse tree as
input and output a parse tree with EC anchored.
So we can view the sentence as a whole and deal
with ECs with regarding to all the words in the
sentence. Iida and Poesio (2011) also take the
grammar constraints into consideration by for-
mulating EC detection as an ILP problem. But
they usually yield poor performances compared
with classification methods partly because the
methods they use can not fully explore the syn-
tactic and semantic features.

5 Related Work

Empty category is a complex problem (Li and
Hovy, 2015). Existing methods for EC detec-
tion mainly explores syntactic and semantic fea-
tures using classification models or parsing tech-
niques.

Johnson (2002) proposes a simple pattern
based algorithm to recover ECs, both the posi-
tions and their antecedents in phrase structure
trees. Gabbard et al. (2006) presents a two stage
parser that uses syntactical features to recover
Penn Treebank style syntactic analyses, includ-
ing the ECs. The first stage, sentences are parse
as usual without ECs, and in the second stage,
ECs are detected using a learned model with rich
text features in the tree structures. Kong and
Zhou (2010) reports a tree kernel-based model
which takes as input parse trees for EC detec-
tion. They also deal with EC resolution, to
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link ECs to text pieces if possible. They re-
ports their results on Chinese Treebank. Yang
and Xue (2010) try to restore ECs from parse
trees using a Maximum Entropy model. Iida
and Poesio (2011) propose an cross-lingual ILP-
based model for zero anaphora detection. Cai et
al. (2011) reports a classification model for EC
detection. Their method is based on “is there
an EC before a certain token”.

Recently Xue and Yang (2013) further de-
velop the method of Yang and Xue (2010) and
explore rich syntactical and semantical features,
including paths in parse trees and semantic
roles, to train an ME classification model for
EC detection and yield the best performance re-
ported using a strict evaluation metric on Chi-
nese Treebank as far as we know.

As we have stated, the traditional features
used by above methods are not good at cap-
turing the meanings of contexts. Currently the
distributed representations together with deep
neural networks have proven their ability not
only in representing meaning of words, inferring
words from the context, but also in represent-
ing structures of text (Socher et al., 2010; Li
et al., 2015). Deep neural networks are capable
of learning features from corpus, therefore saves
the labor of feature engineering and have proven
their ability in lots of NLP task (Collobert et al.,
2011; Bengio et al., 2006).

The most relevant work to this paper are that
of Weston et al. (2011) and that of Hermann
et al. (2014). Weston et al. (2011) propose a
deep neural network scheme exploring the hid-
den space for image annotation. They map both
the images and labels to the same hidden space
and annotate new images according to their rep-
resentations in the hidden space. Hermann et
al. (2014) extend the scheme to frame identifi-
cation, for which they obtain satisfying results.
This paper further uses it for empty category
detection with features designed for EC detec-
tion.

Compared with previous research, the pro-
posed model simplifies the feature engineering
greatly and produces distributed representations
for both ECs and EC types which will benefit
other tasks.

6 Conclusion
In this paper, we propose a new empty category
detection method using distributed word repre-
sentations. Using the word embeddings of the
contexts of ECs as features enables us to employ
rich information in the context without much
feature engineering. Experiments on CTB have
verified the advantages of the proposed method.
We successfully beat the existing state-of-the-
art methods based on a strict evaluation metric.
The proposed method can be further applied to
other languages such as Japanese. We will fur-
ther explore the feasibility of using neural net-
works to resolve empty categories: to link ECs
to their antecedents.
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Abstract

A large part of human communication in-
volves referring to entities in the world and
often these entities are objects that are visu-
ally present for the interlocutors. A system
that aims to resolve such references needs to
tackle a complex task: objects and their vi-
sual features need to be determined, the re-
ferring expressions must be recognised, and
extra-linguistic information such as eye gaze
or pointing gestures need to be incorporated.
Systems that can make use of such informa-
tion sources exist, but have so far only been
tested under very constrained settings, such as
WOz interactions. In this paper, we apply to
a more complex domain a reference resolution
model that works incrementally (i.e., word by
word), grounds words with visually present
properties of objects (such as shape and size),
and can incorporate extra-linguistic informa-
tion. We find that the model works well com-
pared to previous work on the same data, de-
spite using fewer features. We conclude that
the model shows potential for use in a real-
time interactive dialogue system.

1 Introduction

Referring to entities in the world via definite de-
scriptions makes up a large part of human commu-
nication (Poesio and Vieira, 1997). In task-oriented
situations, these references are often to entities that
are visible in the shared environment. This kind of
reference has attracted attention in recent computa-
tional research, but the kinds of interactions stud-
ied are often fairly restricted in controlled lab situ-
ations (Tanenhaus and Spivey-Knowlton, 1995) or
simulated human/computer interactions, (Schlangen

et al., 2009; Kousidis et al., 2013; Chai et al., 2014).
In such task-oriented, co-located settings, interlocu-
tors can make use of extra-linguistic cues such as
gaze or pointing gestures. Furthermore, listeners
resolve references as they unfold, often identifying
the referred entity before the end of the reference
(Tanenhaus and Spivey-Knowlton, 1995; Spivey et
al., 2002), however research in reference resolution
has mostly focused on full, completed referring ex-
pressions.

In this paper we make a first move towards ad-
dressing somewhat more complex domains. We ap-
ply a model of reference resolution, which has been
tested in a simpler setup, on more natural data com-
ing from a corpus of human/human interactions. The
model is incremental in that it does not wait un-
til the end of an utterance to process, rather it up-
dates its interpretation at each word increment. The
model can also incorporate other modalities, such
as gaze or pointing cues (deixis) incrementally. We
also model the saliency of the context, and show that
the model can easily take such contextual informa-
tion into account. The model improves over previ-
ous work on reference resolution applied to the same
data (Iida et al., 2010; Iida et al., 2011).

The paper is structured as follows: in the follow-
ing section we discuss related work on incremental
resolution of referring expressions. We explain the
model that we use in Section 3 and the data we apply
it to in Section 4. We then describe the experiments
and the results and provide a discussion.

2 Related Work

Reference resolution (RR), which is the task of re-
solving referring expressions (REs) to what they are
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intended to refer to, has been well-studied in various
fields such as psychology (Isaacs and Clark, 1987;
Tanenhaus and Spivey-Knowlton, 1995), linguistics
(Pineda and Garza, 2000), as well as human/human
(Iida et al., 2010) and human/machine interaction
(Prasov and Chai, 2010; Siebert and Schlangen,
2008; Schlangen et al., 2009). In recent years,
multi-modal corpora have emerged which provide
RR with important contextual information: collect-
ing dialogue between two humans (Tokunaga et al.,
2012; Spanger et al., 2012), between a human and a
(simulated) dialogue system (Kousidis et al., 2013;
Liu et al., 2013), with gaze, information about the
shared environment, and in some cases deixis.

It has been shown that incorporating gaze im-
proves RR in a situated setting because speakers
need to look at and distinguish from distractors the
objects they are describing: this has been shown
in a static scene on a computer screen (Prasov and
Chai, 2008), in human-human interactive puzzle
tasks (Iida et al., 2010; Iida et al., 2011), in web
browsing (Hakkani-tür et al., 2014), and in a mov-
ing car where speakers look at objects in their vicin-
ity (Misu et al., 2014). Incorporating pointing (deic-
tic) gestures is also potentially useful in situated RR;
as for example Matuszek et al. (2014) have shown
in work on resolving objects processed by computer
vision techniques. Chen and Eugenio (2012) looked
into reference in multi-modal settings, with focus on
co-referential pronouns and pointing gestures. How-
ever, these approaches were applied in settings in
which communication between the two interlocutors
was constrained, or the developed systems did not
process incrementally. Kehler (2000) presented ap-
proach that focused more on interaction in a map
task, though the model was not incremental, nor did
grounding occur between language and world, as we
do here.

Incremental RR has also been studied in a num-
ber of papers, including a framework for fast in-
cremental interpretation (Schuler et al., 2009), a
Bayesian filtering model approach that was sensi-
tive to disfluencies (Schlangen et al., 2009), a model
that used Markov Logic Networks to resolve objects
on a screen (Kennington and Schlangen, 2013), a
model of RR and incremental feedback (Traum et al.,
2012), and an approach that used a semantic repre-
sentation to refer to objects (Peldszus et al., 2012;

Kennington et al., 2014). However, the approaches
reported there did not incorporate multi-modal in-
formation, were too slow to work in real-time, were
evaluated on constrained data, or only focused on a
specific type of RR, ignoring pronouns or deixis.

In this paper, we opted to use the model presented
in Kennington et al. (2013), the simple incremental
update model (SIUM). It has been tested extensively
against data from a puzzle-playing human/computer
interaction domain (the PENTO data, (Kousidis et
al., 2013)); it can incorporate multi-modal informa-
tion, works in real-time, and can resolve definite,
exophoric, and deictic references in a single frame-
work, all of which makes it a potential candidate for
working in an interactive, multi-modal dialogue sys-
tem. The model is similar to the one proposed in Fu-
nakoshi et al. (2012), which could resolve descrip-
tions, anaphora, and deixis in a unified manner, but
that model does not work incrementally.1

The main contributions of this paper are the more
thorough exposition of the model (in Section 3) and
its application and evaluation on much less con-
strained, more interactive (and hence realistic) data
than what it has previously been tested on (Section
4). Moreover, the data set used here is also from a ty-
pologically very different language (Japanese) than
what the model has been previously tested on (Ger-
man), and so the robustness of the model against
these differences is also investigated.

We will now describe the model, and that will be
followed by a description of the corpus we used.

3 The Simple Incremental Update Model

Following Kennington et al. (2013) and Kennington
et al. (2014), we model the task at hand as one of
recovering I , the intention of the speaker making
the RE, where I ranges over the possible alternatives
(the objects in the domain). This recovery proceeds
incrementally (word by word), for RE of arbitrary
length. That is, ifU denotes the current word, we are
interested in P (I|U), the current hypothesis about

1It can be argued that any non-incremental model could be
made into an incremental one by applying that model at each
word (Khouzaimi et al., 2014), but we would argue that more
modeling effort is required in order for the model to work in an
interactive dialogue system, see (Schlangen and Skantze, 2009;
Aist et al., 2007; Skantze and Schlangen, 2009; Skantze and
Hjalmarsson, 1991).
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the intended referent, given the observed word. We
assume the presence of an unobserved, latent vari-
able R, which models properties of the candidate
objects such as colour or shape; explained further
below), and so the computation formally is:

P (I|U) =
∑
r∈R

P (I, U,R)
P (U)

(1)

Which, after making some independence assump-
tions, can be factored into:

P (I|U) =
1

P (U)
P (I)

∑
r∈R

P (U |R)P (R|I) (2)

This is an update model in the usual sense that the
posterior P (I|U) at one step becomes the prior P (I)
at the next. P (R|I) provides the link between the
intentions (that is, objects) and the properties (e.g.,
the colour and shape of each object), and P (U |R)
the link between properties and (observed) words.
Being incremental, this model is computed at each
word. As properties play an important role in this
model, they will now be explained.

Properties The variable R models visual or ab-
stract properties of entities (such as real-world ob-
jects or linguistic entities) and their selection for
verbalisation in the referring expression. The sim-
ple assumption made by the model is that only such
properties can be selected for verbalisation which
the candidate object actually has. Hence, the start-
ing point for the model is a representation of the
world and the current dialogue context in terms of
the properties of the objects. For this paper, this
means properties belonging to objects in the shared
work space.

We will explain the properties we used in our im-
plementation of this model (henceforth SIUM, i.e.,
simple incremental update model), the motivation
for using them, and give an example of applying the
model in Section 5.

4 The REX Data

The corpora presented in Iida et al. (2011) and
Spanger et al. (2012) are a collection of hu-
man/human interaction data where the participants

collaboratively solved Tangram puzzles. In this set-
ting, anaphoric references (i.e., pronoun references
to entities in an earlier utterance, e.g., “move it to
the left”) and exophoric references via definite de-
scriptions (i.e., references to real-world objects, e.g.,
“that one” or “the big triangle”) are common (note
that both refer in different ways to objects that are
physically present). The corpus also records an
added modality: the gaze of the puzzle solver (SV)
who gives the instructions and that of the operator
(OP), who moves the tangram pieces. The mouse
pointer controlled by the OP could also be consid-
ered a modality, used as a kind of pointing gesture
that both participants can observe. The goal of the
task was to arrange puzzle pieces on a board into
a specified shape (example in Figure 1), which was
only known to SV and hidden from OP. The lan-
guage of the dialogues was Japanese.

Figure 1: Example Tangram Board; the goal shape is the
swan in the top left, the shared work area is the large
board on the right, the mouse cursor and OP gaze (blue
dot) are on object 5, the SV gaze is the red dot (gaze points
were not seen by the participants).

This environment provided frequent use of REs
that aimed to distinguish puzzle pieces (and piece
groups) from each other. The following are some
example REs from the REX corpus:

(1) a. chicchai sankakkei
b. small triangle

(2) a. sono ichiban migi ni shippo ni natte iru
sankakkei

b. that most right tail becoming triangle
’that right-most triangle that is the tail’

Example (1) is a typical example of an RE as found
in the corpus. Note that this at the same time consti-
tutes the whole utterance, which hence can be classi-
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fied as a non-sentential utterance (Schlangen, 2004).
Its transliteration consists of 8 Japanese characters,
which could be tokenized into two words. The
more difficult RE shown in Example (2) requires the
model to learn how spatial placements map to cer-
tain descriptions. Moreover, Japanese is a head-final
language where comparative landmark pieces are ut-
tered before the referent. Also, because this was a
highly interactive setting, many exophoric pronouns
were used, e.g., sore and sono, both meaning that.2

Pronoun references like this made up around 32% of
the utterances.

Corpus annotations included (for both partici-
pants) transcriptions of utterances, the object being
looked at any given time, the object being pointed
at or manipulated by the mouse, segmentation of the
REs and the corresponding referred object or objects.
The spatial layout of the board was recorded each
time an object was manipulated. Further details of
the corpus can be found in (Iida et al., 2011). In
order to directly compare our work with previous
work, in our evaluations below we consider the same
annotated REs. Iida et al. (2011) applied a support
vector machine-based ranking algorithm (Joachims,
2002) to the task of resolving REs in this corpus.
They used a total of 36 binary features in the SVM
classifier, which predicted the referred object. They
further used a separate model for pronoun utterances
and non-pronoun utterances, allowing the classifier
to learn patterns without confusing utterance types.
More details on the results of these models are given
below.

The SIU-model has previously been applied to two
datasets from the Pentomino domain (Kennington et
al., 2013), where the speaker’s goal was to identify
one out of a set of tetris-like (but consisting of five
instead of four blocks) puzzle pieces. However, in
these datasets, the references were “one-shot” and
not embedded in longer dialogues, as is the case in
the REX corpus. A summary of differences between
the two tasks is summarised in Table 1. Applying
SIUM to data like that found in the REX corpus is a
natural next step to test the abilities of the model as
a RR component in a dialogue system.

2To be precise, sono is a demonstrative adjective.

PENTO REX
language German Japanese
language type SVO SOV
phrase type head-initial head-final
avg utt length 7-8 4-5
number of objects 15 7
interactivity human-wizard human-human
recorded gaze SV (speaker) SV, OP
% of pronoun utts 0% 32%

Table 1: Summary of differences between PENTO and
REX tasks.

5 Experiment

Procedure The procedure for this experiment is as
follows. In order to compare our results directly
with those of Iida et al. (2011), we provide our
model with the same training and evaluation data, in
a 10-fold cross-validation of the 1192 REs from 27
dialogues (the T2009-11 corpus in Tokunaga et al.
(2012)). For development, we used a separate part
of the REX corpus (N2009-11) that was structured
similarly to the one used in our evaluation.

Task The task is RR. At each increment, SIUM re-
turns a distribution over all objects; the probability
for each object represents the strength of the belief
that it is the referred one. The argmax of the distri-
bution is chosen as the hypothesised referred object.

P(R|I) P (R|I) models the likelihood of selecting
a property of a candidate object for verbalisation;
this likelihood is assumed to be uniform for all the
properties that the candidate object has.3 We derive
these properties from a representation of the scene;
similar to how Iida et al. (2011) computed features
to present to their classifier: namely Ling (linguistic
features), TaskSp (task specific features), and Gaze
(from SV only). Some features were binary, others
such as shape and size had more values. Table 2
shows all the properties that were used here. Each
will now be explained.

Ling Each object had a shape, size, and relative
position to the other pieces. We determined by hand

3Uniformity in the likelihood of the properties isn’t an ideal
approach as certain properties could be more likely to be se-
lected than others; we leave a more principled approach to us-
ing saliency to help determine the likelihood of the properties
to future work.
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Ling TaskSp
tri/squ/pgram most recent move
small/med/big mouse pointed
left/mid/right
prev referred Gaze
top/cen/bottom most gazed at

referred 5 gazed at in utt
referred 10 longest gazed at
referred 20 recent fixation

Table 2: List of properties used for each source of infor-
mation.

the shape and size properties which remained static
through each dialogue. The position properties were
derived from the corpus logs. For each object, the
centroid of each object was computed. Then, the
vertical and horizontal range for all of the objects
was calculated and then split into three even sec-
tions in each dimension (see Figure 2). An object
with a centroid in the left-most section of the hor-
izontal range received a left property, similarly
middle and right properties were calculated for
corresponding objects. For vertical placement, top,
center and bottom properties were given to ob-
jects in the respective vertical segments. Figure 2
shows an example segmentation. Each object had a
vertical and a horizontal property at all times, how-
ever, moving an object could result in a change of
one of these spatial properties as the dialogue pro-
gressed. As an example, compare Figure 1, which
is a snapshot of the interaction towards the begin-
ning, and Figure 2, which shows a later stage of the
game board; spatial layout changes throughout the
dialogue.

These properties differ somewhat from the fea-
tures for the Ling model presented in Iida et al.
(2011). Three features that we did use as properties
had to do with reference recency: the most recently
referred object received the referred X proper-
ties, if an object was referred to in the past 5, 10, or
20 seconds.

TaskSp Iida et al. (2011) used 14 task-specific fea-
tures, three of which they found to be the most in-
formative in their model. Here, we will only use
the two most informative features as properties (the
third one, whether or not an object was being manip-
ulated at the beginning of the RE, did not improve

Figure 2: Tangram later in the dialogue; the notion of
right-ness and other spatial concepts changes throughout
the dialogue (compare to Figure 1), the grids are added to
show which objects receive which horizontal and which
vertical properties.

results in a held-out test): the object that was most
recently moved received the most recent move
property and objects that have the mouse cursor over
them received the mouse pointed property (see
Figure 2; object 4 would receive both of these prop-
erties, but only for the duration that the mouse was
actually over it). Each of these properties can be ex-
tracted directly from the corpus annotations.

Gaze Similar to Iida et al. (2011), we consider
gaze during a window of 1500ms before the onset
of the RE. The object that was gazed at the longest
during that time received a longest gazed at
property, the object which was fixated upon most
recently during that interval before the RE onset
received a recent fixation property, and the
object which had the most fixations received the
most gazed at property. During a RE, an ob-
ject received the gazed at in utt property if it
is gazed at during the RE up until that point. These
properties can be extracted directly from the corpus
annotations. Other gaze features are not really ac-
cessible to an incremental model such as this, as
gaze features extracted from gaze activity over the
RE can only be computed when it is complete. Our
Gaze properties are made up of these 4 properties,
as opposed to the 14 features in Iida et al. (2011).

P(U|R) P (U |R) is the model that connects the
property selected for verbalisation with a way of ver-
balising it (a value for U ). Instead of directly learn-
ing this model from data, which would suffer from
data sparseness, we trained a naive Bayes model
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for P (R|U) (as, according to Bayes’ rule, P (U |R)
is equal to P (R|U)P (U) 1

P (R) , which, plugged in
into formula (2), cancels out 1

P (U) ; further assum-
ing the P (R) is uniform, we can directly replace
P (U |R) with P (R|U) here). On the language side
(the variable U in the model), we used n-grams over
Japanese characters (we attempted tokenisation of
the REs into words, but found that using characters
worked just as well in the held-out set).

P(I) The prior P (I) is the posterior of the previ-
ously computed increment. In the first increment,
it can simply be set to a uniform distribution. Here,
we apply a more informative prior based on saliency.
We learn a context model which is queried when
the first word begins, taking information about the
context immediately before the beginning of the RE

into account, producing a distribution over objects,
which becomes P (I) of the first increment in the
RE. The context model itself is a simple application
of the SIUM, where instead of being a word, U is
a token that represents saliency. The context model
thus learns what properties are important to the pre-
RE context and provides an up-to-date distribution
over the objects as a RE begins.

5.1 Example

Figure 3: Example scene with two triangles and one
square, 1 is being looked at by the SV, 3 was recently
moved and the mouse pointer is still over it.

We will now give a simple example of how the
model is applied to the REX data using a subset of the
above properties for the RE small triangle. Table 3
shows a simple normalised co-occurrence count of
how many times properties were observed as be-
longing to a referred object (the basis for P (U |R)).
Figure 3 shows the current toy scene, and Table 4
shows the properties that each object in the scene

has during the utterance. Table 5 shows the full ap-
plication of the model by summing over the proper-
ties for the product P (U |R)P (R|I) and multiplying
by the prior P (I), the posterior of the previous step.
Included in this example is how the initial prior is
computed from the context model.

property small triangle square 〈context〉
small .87 .02 .4 .04

big .01 .08 .02 .05
triangle .04 .88 .01 .09
square .04 .01 .9 .09

left .06 .07 .06 .09
center .04 .03 .04 .07

right .04 .06 .05 .03
most gazed .07 .09 .07 .6

recent move .03 .1 .04 .56
mouse pointed .08 .05 .06 .71

Table 3: Applications of P (U |R), for some values of U
and R; we assume that this model is learned from data
(rows are excerpted from a larger distribution over all the
words in the vocabulary)

property 1 2 3
small 0.25 0.33 0

big 0 0 0.2
triangle 0.25 0 0.2
square 0 0.33 0

left 0.25 0 0
center 0 0 0.2

right 0 0.33 0
most gazed 0.25 0 0

recent move 0 0 0.2
mouse pointed 0 0 0.2

Table 4: P (R|I), for our example domain. The probabil-
ity mass is distributed over the number of properties that
a candidate object actually has.

Before the RE even begins, the prior saliency
yields that 3 is the most likely object to be referred;
it was the most salient in that it was the most re-
cently moved object and the mouse pointer was still
over it. However, initial prior information alone is
not enough to resolve the intended object; for that
the RE is needed. After the word small is uttered,
1 is the most likely referred object. After triangle,
1 remains the highest in the distribution. With the
RE alone, in this case there would have been enough
information to infer that 1 was the referred object,
but adding the prior information provided additional
evidence.
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I U Σ P (U |R) ∗ P (R|I) P (I|U)

1 〈context〉 .25(.04 + .09 + .09 + .6) .37
2 .33(.04 + .09 + .03) .095
3 .2(.05 + .09 + .07 + .56 + .71) .535
1 small .25(.87 + .04 + .06 + .07) .65
2 .33(.87 + .04 + .04) .2
3 .2(.01 + .04 + .04 + .03 + .08) .15
1 triangle .25(.02 + .88 + .07 + .09) .81
2 .33(.02 + .01 + .06) .028
3 .2(.08 + .88 + .03 + .1 + .05) .162

Table 5: Application of RE small triangle, where 1 is the
referred object

Evaluation Metrics We report results of our eval-
uation in referential accuracy on utterances that were
annotated as referring to a single object (references
to group objects is left for future work). Going be-
yond Iida et al. (2011), our model computes a resolu-
tion hypothesis incrementally; for the performance
of this aspect of the system we followed previously
used metrics for evaluation (Schlangen et al., 2009;
Kennington et al., 2013):
first correct: how deep into the RE does the model
predict the referent for the first time?
first final: how deep into the RE does the model pre-
dict the correct referent and keep that decision until
the end?
edit overhead: how often did the model unneces-
sarily change its prediction (the only necessary pre-
diction happens when it first makes a correct predic-
tion)?

We compare non-incremental results to three eval-
uations performed in Iida et al. (2011), namely when
Ling is used alone, Ling+TaskSP used together, and
Ling+TaskSp+Gaze. Furthermore, they show results
of models where a separate part handled REs that
used pronouns, as well as a part that handled the
non-pronoun REs, and a combined model that han-
dled both types of expressions.

6 Results

6.1 Reference Resolution

Results of our evaluation are shown in Figure 4.
The SIUM model performs better than the combined
approach of Iida et al. (2011), and performs bet-
ter than their separated model—when not including
gaze (there is a significant difference between SIUM

and the separated models for Ling+TaskSp, though

0 %

20 %

40 %

60 %

80 %

Ling Ling+TaskSp Ling+TaskSp+Gaze

74 %71.6 %

63.4 %

77 %
71.5 %

61.8 %

72.5 %
69.9 %

62.7 %

Iida2011-combined Iiida2011-separated SIUM

Figure 4: Comparison of model accuracies; our SIUM
approach generally performs better over the combined
model presented in Iida et al., (2011)

SIUM only got one more correct than the separated
model). This is a welcome result, as it shows that
our very simple incremental model that uses a ba-
sic classifier is comparable to a non-incremental ap-
proach that uses a more complicated classifier. It
further shows that the SIUM model is robust to using
TaskSp and Gaze features as properties, as long as
those features are available immediately before the
RE begins, or during the RE.

The best-performing approach is the Iida2011-
separated model with gaze. This is the case for
several reasons: first, their models use features that
are not available to our incremental model (e.g.,
their model uses 14 gaze features, some of which
were based on the entire RE, ours only uses 4 prop-
erties). Second, and more importantly, separated
models means less feature confusion: in Iida et al.
(2011) (Section 5.2), the authors give a compari-
son of the most informative features for each model;
task and gaze features were prominent for the pro-
noun model, whereas gaze and language features
were prominent for the non-pronoun model. We
also tested SIUM under separated conditions to bet-
ter compare with the approaches presented here. The
separated models, however, did not improve. This,
we assume, is because the model grounds language
with properties (see Discussion below). An interac-
tive dialogue system might not have the luxury of
choosing between two models at runtime. We as-
sume that a model that can sufficiently handle both
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1-5 6-8 9-14
first correct (% into RE) 35.47 22.34 14.8
first final (% into RE) 69.0 49.85 48.0
edit overhead (all lengths) 0.88%
never correct (all lengths) 5.5%

Table 6: Incremental results for SIUM, numbers represent
% into RE.

types of utterances is to be preferred to one that
doesn’t.

6.2 Incremental Behaviour

Table 6 shows how our model fares using the incre-
mental metrics described earlier. (As this has not
been done in Iida et al. (2011), direct comparison
is not possible.) For the evaluation, REs are binned
into short, normal, and long (1-5, 6-8, 9-14 charac-
ters, respectively, based on what the average num-
bers of words in REs in this corpus is), to make rela-
tive statements (“% into the utterance”) comparable.

Ideally, a system would make the first correct de-
cision as early as possible without changing that de-
cision. The results in the table show a respectable
incremental model; on average it picks the right ob-
ject early, with some edit overhead (making unnec-
essary changes in its prediction), finally fixing on a
final decision before the end of the RE with low edit
overhead, meaning it rarely changes its mind once
it has made a decision. In some cases, SIUM never
guessed the correct object, labeled never correct in
the table. These incremental results are consistent
with previous work for the SIUM; overall, the model
is stable across the RE.

6.3 Discussion

Despite being very simple, there is an important dif-
ference that allows SIUM to improve over previous
work. It learns to connect object properties selected
for verbalisation to ways of verbalising them, and
forms a stochastic expectation about which prop-
erties might be selected for verbalisation (namely,
those that are present). This represents a type of
grounding (Harnad, 1990; Roy, 2005).4 In terms
of the SIUM formalism, the link between object and
words is mediated by the properties the object has

4Not to be confused with building common ground (Clark,
1996) which is also referred to as grounding.

Figure 5: Words that describe objects are linked via
a hand-coded compatibility function; links from
words to multiple properties can exist, provided it is
coded.

and by a stochastic process of associating words
with properties. Figure 6 visualises this: each word
has a stochastic connection between each property
and objects have a set of properties. The property
names are arbitrary as long as they are consistent. In
contrast, previous work in RR (Iida et al., 2011; Chai
et al., 2014) used a hand-coded concept-labeled se-
mantic representation and checked if aspects of the
RE match that of a particular object. If so, a bi-
nary compatibility feature was set. Figure 5 shows
this; words can only link to objects via hand-crafted
rules (e.g., the word or FOL predicate and property
string must match). By the way SIUM uses proper-
ties, it can also perform (exophoric) pronoun resolu-
tion, deixis (the mouse pointer) and definite descrip-
tions, in a single framework. This is a nice feature
of the model: adding additional modalities does not
require model reformulation.

Figure 6: Words that describe objects are linked via prop-
erties stochastically: thicker lines between U and R rep-
resent higher probabilities. The lines between R and I
denote a property belonging to an object. The cardinality
of U does not equal R.
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Incorporating saliency information via a context
model is also a nice feature of the model. In
this paper, we computed the initial P (I) using
a context model instantiated by SIUM. By con-
sidering only this saliency information, the con-
text model can predict the referred object in 41%
of the cases. It also learned which properties
were important for saliency (that is, these are
the properties that the model would most likely
select): recently fixated, most gaze at,
longest gazed at, prev ref, as might be ex-
pected. In less than 2% of the cases, the con-
text model referred to the correct object, but was
wrongly “overruled” when processing the corre-
sponding RE.

There were shortcomings, however. In previ-
ous work, it was shown that SIUM performed well
when REs contained pronouns (see Kennington et al.
(2013), experiment 2). However, in the current work
we observed that REs with pronouns were more dif-
ficult for the model to resolve than the model pre-
sented in Iida et al. (2011). We surmise that SIUM

had a difficult time grounding certain properties, as
the Japanese pronoun sore can be used anaphorically
or demonstratively in this kind of context (i.e., some-
times sore refers to previously-manipulated objects,
or objects that are newly identified with a mouse
pointer over them); the model presented in Iida et
al. (2011) made more use of contextual information
when pronouns were used, particularly in the com-
bined model which incorporated gaze information,
as shown above.

7 Conclusion

The SIUM is a model of RR that grounds language
with the world, works incrementally, can incorpo-
rate modalities such as gaze and deixis, and can re-
solve multiple kinds of RRs in a single framework.
This paper represents the natural next step in evalu-
ating SIUM in a setting that was less constrained and
more interactive, with added knowledge that it can
work in more than one language.

There is more to be tested for SIUM. A common
form of RR happens collaboratively over multiple ut-
terances (Clark and Wilkes-Gibbs, 1986; Heeman
and Hirst, 1995), SIUM has only been tested on iso-
lated REs. Though SIUM required fewer features (re-

alised as properties) than previous work, those prop-
erties still need to be computed. We leave for fu-
ture work investigation of a version of the model that
can ground language with raw(er) information from
the world (e.g., vision information), eliminating the
need to determine properties.
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Abstract

Marketing materials such as flyers and other
infographics are a vast online resource. In
a number of industries, such as the com-
mercial real estate industry, they are in fact
the only authoritative source of information.
Companies attempting to organize commer-
cial real estate inventories spend a significant
amount of resources on manual data entry of
this information. In this work, we propose
a method for extracting structured data from
free-form commercial real estate flyers in PDF
and HTML formats. We modeled the prob-
lem as text categorization and Named Entity
Recognition (NER) tasks and applied a su-
pervised machine learning approach (Support
Vector Machines). Our dataset consists of
more than 2,200 commercial real estate fly-
ers and associated manually entered structured
data, which was used to automatically cre-
ate training datasets. Traditionally, text cate-
gorization and NER approaches are based on
textual information only. However, informa-
tion in visually rich formats such as PDF and
HTML is often conveyed by a combination
of textual and visual features. Large fonts,
visually salient colors, and positioning often
indicate the most relevant pieces of informa-
tion. We applied novel features based on vi-
sual characteristics in addition to traditional
text features and show that performance im-
proved significantly for both the text catego-
rization and NER tasks.

1 Introduction

Digital flyers are the preferred and sometimes only
method of conveying offerings information in a

number of broker-based industries. Such industries
typically lack a centralized database or an estab-
lished source of information. Organizing such con-
tent typically involves manual data entry, an expen-
sive and labour intensive effort. Further challenge is
that available offerings constantly change and man-
ually entered data often results in out-dated invento-
ries.

In particular, the commercial real estate industry
in the US (unlike residential real estate1) does not
have a centralized database or an established source
of information. A number of commercial real estate
inventories collect commercial real estate data using
information from flyers, contacting brokers, or vis-
iting physical sites2. The data is manually entered
in structured form. At the same time, inventories
change on a daily basis. As a result, the collected
information is typically sparse and often outdated.
In fact, commercial real estate brokers often need to
rely on networking and chance in preference to con-
sulting third party listing databases.

While brokers do not often update third party in-
ventory databases, they do create marketing mate-
rials (usually PDF flyers and/or HTML emails/web
pages) that contain all relevant listing information.
Virtually all commercial real estate offerings come
with a publicly available marketing material that
contains all relevant listing information. Figures 1
and 2 show two typical commercial real estate flyers.

1The US Multiple Listing Services (MLS), governed by the
National Association of Realtors, represents the US residential
real estate.

2LoopNet, subsidiary of CoStar Group Inc., is the most
heavily trafficked online commercial real estate inventory.
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Figure 1: An example of a commercial real estate flyer
c© Kudan Group Real Estate.

Our goal is to utilize this publicly available informa-
tion and extract structured data that can be continu-
ously updated for a reliable centralized database of
offerings.

Commercial listing information is typically sum-
marized in a structured form suitable for targeted
property searches. The most important information
consists of the various categories of the offering. For
example, the transaction type (sale, lease, and/or in-
vestment), the property type (industrial, retail, of-
fice, etc.), the location of the property (its full geo-
coded address), the size of the property, the contact
information of the brokers representing the property,
etc.

This information is typically present in text form
within the flyer. However, flyers and similar mar-
keting materials are essentially multi-media docu-
ments. In addition to text, information is also con-
veyed by attributes such as font size, color, position-
ing, and images. For example, the listing address
of the flyer on Figure 1 can be easily identified by
its prominent color, size, and positioning (2834 N.
Southport Ave, upper left corner). While the ad-
dress of the broker firm shown in the same flyer is
considered non-essential information and lacks such
visual prominence (156 North Jefferson St., upper
right corner). In fact, it is very difficult and some-
times impossible to distinguish between the two ad-
dress types when considering a text-only version of
the flyer. Similarly, the transaction type (For Sale)

of the property on Figure 2 is prominently shown
in a large font and distinctive color. To account for
the multi-media nature of the dataset, we attempt to
combine textual and visual features for the task of
automatic extraction of structured information from
free-form commercial real estate flyers.

The problem of extracting structured data from
flyers was modeled as text categorization and
Named Entity Recognition (NER) tasks as described
in Section Problem Definition below. Typically,
both text categorization and NER approaches are ap-
plied to genres with exclusively text-based content
(newswires, scientific publications, blogs and other
social media texts). As a result, the feature space of
NER and text categorization involves purely textual
features: word attributes and characteristics, their
contexts and frequencies. However, textual infor-
mation in visually rich formats, such as PDF and
HTML, is interlaced with typographic and other vi-
sually salient characteristics. In this study, we pro-
pose several novel features that take visual charac-
teristics into account and show that performance im-
proves significantly on both the text categorization
and NER tasks.

2 Problem Definition

Given a commercial real estate flyer, our task is to
extract structured information that can be used as in-
put to a commercial real estate listing service. This
information includes categories associated with the
property (property type and transaction type) and a
list of property attributes (address, space informa-
tion, and broker information).

The task of identifying a list of categories was
modeled as a text categorization task. The cate-
gories and associated types are summarized in Ta-
ble 1. Both text categorization tasks (identifying
the Transaction and Property Types) are multi-label
classification tasks, i.e. multiple category labels can
be assigned to each listing. For example, properties
are often offered for both sale and lease and belong
to both transaction types. Similarly, a retail building
could offer an associated office unit and belongs to
property types retail and office.

The task of identifying values of specific listing
attributes was modeled as a Named Entity Recog-
nition (NER) task. The various NER types and de-
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Transaction Type A listing can have one or more of the
following transaction types: sale,
lease, investment.

Property Type A listing can have one or more of the
following property types: retail,
office, industrial, land, multi-family.

Table 1: Types and descriptions of flyer categories.

scriptions are summarized in Table 2. The named
entities represent a typical set of attributes collected
by commercial real estate listing services. They are
1) one or more brokers representing the property and
their contact information; 2) the full address of the
property broken down into individual address fields;
3) one or more spaces including their sizes and types
(e.g. sizes of available units in a shopping mall, the
sizes of a warehouse building and associated office
building, etc.).

Broker Name The contact information of all
Broker Email listing brokers, including full name,
Broker Phone email address, phone number.
Company Name The brokerage company name.
Street The address information of the
City listing address including street or
Neighborhood intersection, city, state, and,
State zip code.
Zip
Space Size Size and attributes of relevant spaces
and Type (e.g. 27,042 SF building, 4.44 acres

site, etc.); Includes the numeric value,
unit of measure, whether the value is
a part of a range (min or max) or exact
value, as well as the space type (unit,
building,lot); Excludes size information
of non-essential listing attributes
(e.g. basement size or parking lot size).

Table 2: Types and descriptions of named entities rel-
evant to extracting listing information from commercial
real estate flyers.

The problem of automatically extracting struc-
tured information from real estate flyers was then
implemented as a combination of the text catego-
rization and NER tasks.

3 Method

3.1 Dataset

The dataset consists of 2,269 commercial real estate
flyers submitted to a listing service3 over a period
of one year. It represents over 450 US locations,
over 90 commercial real estate companies and over
800 commercial real estate brokers. The flyers were
generated using different tools and formats and rep-
resent a wide variety of styles. Typically, the same
broker can represent properties of various categories
and transaction types. The text categorization was
evaluated using the full dataset of 2,269 flyers with
5-fold cross validation. For the NER task, we used
60 percent of the flyers for training (a total of 1,361
flyers), and the remaining 40 percent for testing (a
total of 908 flyers).

All flyers (PDF and HTML) were converted to
a common format (HTML)4. The flyers were con-
verted to text using an HTML parser and extract-
ing DOM5 text elements while preserving some of
the white space formatting. In some cases, text was
presented inside embedded images within the flyer.
Since the majority of flyers, however, were mostly in
text format, OCR6 was not used and text within im-
ages was discarded. The median number of charac-
ters, tokens, and sentences for flyers are 2106, 424,
and 72 respectively.

3.2 Training Data Transformation

In previous work, we have created a tool used to
annotate HTML flyers and evaluated the NER task
on a subset of 800 manually annotated flyers. How-
ever, the manual annotation proved a laborious task
(the same listing attribute typically appears multi-
ple times in the document) and resulted in moder-
ate inter-annotator agreement. In this work, instead
of manually annotating the full set of 2,269 flyers,
we used listing data entered by professional data en-

3 c© BrokerSavant Inc.
4PDFs were converted to HTML using the PDFTO-

HTML conversion program http://pdftohtml.
sourceforge.net/. While the open-source tool oc-
casionally misaligned text, performance was satisfactory
and the use of more accurate commercial PDF-to-HTML5
conversion tool was deemed unnecessary.

5Document Object Model.
6Optical Character Recognition.
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Figure 2: An example of a commercial real estate flyer
and manually entered listing information c© ProMaker
Commercial Real Estate LLC, c© BrokerSavant Inc.

try staff employed by the listing service7. Figure 2
shows an example of a real estate flyer and the cor-
responding manually entered listing data.

To generate a dataset for the text categorization
tasks we assigned the list of manually entered la-
bels for transaction and property types to each flyer.
For example, the flyer from Figure 2 was assigned
to transaction type sale and property type industrial.

To generate annotated data for the NER task, we
had to convert the stand-alone listing information
to annotated text in which each occurrence of the
field values was marked with the corresponding en-
tity type via string matching. The manually entered
listing data, however, introduced some text varia-
tions and did not always match the text in the cor-
responding flyer. For example, the same street and
intersection address could be expressed in a variety
of ways (e.g. ‘Westpark Drive and Main Street’ vs
‘Westpark Dr & Main St’; ‘123 North Main Road’
vs ‘123 N Main’, etc.). Similarly, broker names,
phones, and company names could have a variety of
alternative representations (e.g. ‘Michael R. Smith’
vs ‘Mike Smith CCIM’; ‘Lee and Associates’ vs ‘Lee
& Associates of IL LLC’; ‘773-777-0000 ext 102’ vs
‘773.777.0000x102’, etc.). Lastly, space size infor-
mation was always entered in square feet, while at
the same time it could be expressed as both square
feet and acres (with various precision points) in the
corresponding flyer (e.g. 53796 sf, 1.235 acres, 1.23
acres, etc.).

To account for the various ways in which an at-
tribute value can be expressed in the text we hand-

7 c© BrokerSavant Inc.

crafted a small set of rules and regular expressions
that allowed us to find most of its alternative repre-
sentations. In some cases, however, the listing value
was not found in the corresponding flyer text. In
the case of such a discrepancy, the flyer was sim-
ply discarded from the training set used for the cor-
responding named entity type. Such discrepancies
could occur for several reasons. In some cases, the
manually hand-crafted rules and regular expressions
did not cover all possible variants in which the value
could be expressed. On occasion, the text contain-
ing the attribute value was in image format (inside
embedded images). We also noted a few instances
of incorrectly entered manual data. As a result, only
a portion of the training data (a total of 1,361 fly-
ers) was used for the training of individual named
entity types. We were able to automatically annotate
878 flyers used for training the address named en-
tity recognizer (street or intersection, city, state, zip),
1145 flyers used for training the broker informa-
tion named entity recognizer (broker name, phone,
email, company) and 1242 flyers for training the
space named entity recognizer (size and space type).

3.3 Data Pre-processing

As mentioned earlier, all flyers (PDF and HTML)
were converted to a common format (HTML). An
HTML parser was then used to create a text repre-
sentation of the flyer. The text was tokenized and to-
kens were normalized (all tokens were converted to
lower case and digits were converted to a common
format).

As noted previously, data entry staff were able to
quickly spot listing attributes of interest solely be-
cause of their visual characteristics. To account for
such visual characteristics we included typographic
and other visual features associated with tokens or
text chunks for both the text categorization and NER
tasks. Typographic and visual features were based
on the computed HTML style attributes for each
DOM element containing text.

Computing the HTML style attributes is a com-
plex task since they are typically defined by a combi-
nation of CSS8 files, in-lined HTML style attributes,
and browser defaults. The complexities of style def-
inition, inheritance, and overwriting are handled by

8Cascading Style Sheets.
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browsers9. We used the Chrome browser to dynam-
ically compute the style of each DOM element and
output it as inline style attributes. To achieve this we
programmatically inserted a javascript snippet that
inlines the computed style and saves the new ver-
sion of the HTML on the local file system utilizing
the HTML5 saveAs interface10. We then normalized
the style attribute values for font size, RGB color,
and Y coordinate as described in the following sec-
tions.

3.4 Text Categorization

The text categorization task involves labeling all fly-
ers with appropriate transaction types and property
types as shown in Table 1. This is a multi-label clas-
sification task as in all cases a flyer can have more
than one label (e.g. Transaction Type: sale, lease;
Property Type: retail, office).

We applied a supervised Machine Learning ap-
proach to the task utilizing Support Vector Machines
(SVM) (Vapnik, 2000) using the LibSVM library
(Chang and Lin, 2011). SVM was a sensible choice
as it has been shown to be one of the top performers
on a number of text categorization tasks (Joachims,
1998; Yang and Liu, 1999; Sebastiani, 2002).

Category information such as the transaction type
and property type are one of the key pieces of infor-
mation in a flyer. However, they are not always ex-
plicitly mentioned in the flyer and in some cases the
data entry person needs to read the full content of the
flyer to infer the property type. For example, an in-
dustrial property might be inferred by a mention of
a particular zoning category and description of load-
ing docks; a retail property type might be inferred by
mentions of retail neighbors (e.g. Staples, Bed Bath
and Beyond, etc) and traffic counts; an investment
property type can be inferred by description of NOI
(net operating income) and Cap Rates (the ratio be-
tween the NOI and capital cost of a property), etc.
At the same time, when present, terms indicating
the transaction and property types typically appear
prominently in large fonts. For example, the prop-

9We attempted to use an HTML renderer from the Cobra
java toolkit http://lobobrowser.org/cobra.jsp to
compute HTML style attributes. However, this renderer pro-
duced poor results on our dataset and failed to accurately com-
pute the pixel location of text elements.

10https://github.com/eligrey/FileSaver.js

erty type of the flyer shown on Figure 1 is promi-
nently shown in large font (Restaurant indicates re-
tail property type). Similarly, the transaction type
of the flyer shown on Figure 2 is again prominently
displayed in a large font (For Sale). The classifiers
could then benefit from both the full text of the fly-
ers, combined with some information of the visual
prominence of individual words.

We used ‘bag-of-words’ representation (token un-
igrams) and modeled the task as a binary classifica-
tion for each category label. As a term weighting
scheme, we first used TF-IDF as one of the most
common weighting schemes used for term catego-
rization (Lan et al., 2005; Soucy and Mineau, 2005).
This served as a performance baseline. To account
for visually prominent characteristics of important
document terms we also introduced a term weight
that takes into account the relative font size of the
term. As a measure of the relative font size, we used
the percentile rank of the term font size, compared
to all term font sizes in the document. For example,
a weight of 0.9 is assigned to terms whose font size
is greater than 90% of all tokens within the current
document. The font size percentile was then used as
a term weighting scheme (instead of TF-IDF). Table
3 summarizes the results of 5-fold cross validation
using the full dataset of 2,269 flyers. We used a lin-
ear kernel model with the default parameters.

TF-IDF Font Size Pctl
Property type P 79.57 85.04

R 85.27 84.16
F 82.32 84.6

Transaction type P 87.56 89.64
R 92.87 94.60
F 90.14 92.05

Table 3: Results from applying SVM on the task of
identifying flyer Property Types (retail, office, industrial,
land, multi-family) and Transaction Types (sale, lease, in-
vestment). We used ‘bag-of-words’ representation (uni-
grams) applying two different term weight schemes: TF-
IDF and the relative percentile rank of the term font size.
P=precision, R=recall, F=f1 score.

In both text categorization tasks the Font Size Per-
centile term weight significantly outperformed the
TF-IDF term weight scheme11.

11The difference is statistically significant with p value <
0.05% using Z-test on two proportions.
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3.5 Named Entity Recognition

A supervised machine learning approach was then
applied to the task of identifying the named entities
shown in Table 2. The task was modeled as a BIO
classification task, classifiers identify the Beginning,
the Inside, and Outside of the text segments. We
first used a traditional set of text-based features for
the classification task. Table 4 lists the various text-
based features used. In all cases, a sliding window
including the 6 preceding and 6 following tokens
was used as features.

Feature Name Description
Token A normalized string representation of

the token. All tokens were converted
to lower case and all digits were
converted to a common format.

Token Orth The token orthography. Possible values
are lowercase (all token characters are
lower case), all capitals (all token
characters are upper case), upper initial
(the first token character is upper case,
the rest are lower case), mixed (any
mixture of upper and lower case letters
not included in the previous categories).

Token Kind Possible values are word, number,
symbol, punctuation.

Regex type Regex-based rules were used to mark
chunks as one of 3 regex types:
email, phone number, zip code.

Gazetteer Text chunks were marked as possible
US cities or states based on US Census
Bureau city and state data.
www.census.gov/geo/maps-data/data/gazetteer2013.html.

Table 4: List of text-based features used for the NER task.
A sliding window of the 6 preceding and 6 following to-
kens was used for all features.

As noted previously, data entry staff were able
to quickly spot named entities of interest solely be-
cause of their visual characteristics. To account for
such visual characteristics, we also included visual
features associated with text chunks. We used the
computed HTML style attributes for each DOM el-
ement containing text. Table 5 lists the computed
visual features and shows details on how we nor-
malized the style attribute values for font size, RGB
color, and Y coordinate.

We then applied SVM on the NER task using the
LibSVM library. We again chose SVMs as they
have been shown to perform well on a variety of

Feature Name Description
Font Size The computed font-size attribute of

the surrounding HTML DOM element,
normalized to 7 basic sizes (xx-small,
x-small, small, medium, large, x-large,
xx-large).

Color The computed color attribute of the
surrounding HTML DOM element.
The RGB values were normalized
to a set of 100 basic colors. We
converted the RGB values to the
YUV color space, and then used
Euclidian distance to find the
most similar basic color
approximating human perception.

Y Coordinate The computed top attribute of the
surrounding HTML DOM element, i.e.
the y-coordinate in pixels. The pixel
locations was normalized to 150 pixel
increments (roughly 1/5th of the
visible screen for the most common
screen resolution.)

Table 5: List of visual features used for the NER task.
A sliding window of 6 preceding and 6 following DOM
elements were used for all features.

NER tasks, for example (Isozaki and Kazawa, 2002;
Takeuchi and Collier, 2002; Mayfield et al., 2003;
Ekbal and Bandyopadhyay, 2008). We used a lin-
ear kernel model with the default parameters. The
multi-class problem was converted to binary prob-
lems using the one-vs-others scheme.

As described earlier, we used a portion of the
total training data (a total of 1,361 flyers) for the
NER tasks. We were able to automatically annotate
and use as training data 878 flyers used for address
named entities, 1,145 flyers used for broker infor-
mation named entities, and 1,242 flyers for space
named entities. Results were evaluated against the
manually entered data for the full test set of 908
flyers. We first used the trained classifiers to find
named entities, including their boundaries and types.
The predicted named entities were then used to gen-
erate listing data as follows. For attributes that have
a single value per flyer, we used the predicted named
entity of the corresponding type with the highest
probability estimate12. Single value listing attributes
are the fields of the listing address (street or inter-
section, city, state, zip). Flyers contain a single list-

12We used the LibSVM probability estimates for each pre-
dicted named entity.
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ing, which in turn has a single address. In contrast,
broker information and space information are multi-
value attributes. A listing is typically represented
by multiple brokers and can contain multiple spaces.
To construct listing information in the case of multi-
value attributes, we used all predicted named entities
of the corresponding types. The predicted listing in-
formation was then compared to the gold standard
of manually entered listing data.

The construction of listing data (for comparison
with manually entered data) resulted in a strict per-
formance measure. We consider an answer to be
correct only if both the entity boundaries and entity
type are accurately predicted. In addition, in the case
of single value attributes, only the highest ranking
named entity (based on estimated probabilities) was
retained.

Results are shown in Table 6. We compared per-
formance of classifiers using only textual features
(first 3 columns), versus performance using both tex-
tual and visual features (next 3 columns).

Named Entity Pt Rt Ft Pv+t Rv+t Fv+t
Broker Name 93.3 81.2 86.9 95.9 85.5 90.4
Broker Email 95.6 83.6 89.2 95.8 86.5 90.9
Broker Phone 95.4 82.6 88.6 95.7 83.3 89.1
Company Name 97.6 93.9 95.7 98.2 94.9 96.5
Street 77.0 83.4 80.1 81.4 88.6 84.9
City 88.1 96.1 91.9 92.0 98.3 95.0
State 93.1 98.6 95.8 95.4 99.4 97.3
Zip 92.0 86.7 89.3 96.3 86.4 91.1
Space Size 76.8 57.9 66.0 80.1 65.7 72.2
Space Type 66.7 62.6 64.6 68.8 66.7 67.8
OVERALL 87.7 80.3 83.8 89.7 83.5 86.5

Table 6: Results from applying SVM using the textual
features described in Table 4, as well as both the textual
and visual features described in Tables 4 and 5. t=textual
features only, v+t=visual + textual features, P=Precision,
R=Recall, F=F1-score

The addition of visual features significantly13 in-
creased the overall F1-score from 83.8 to 86.5%.
Performance gains are more significant for named
entities that are typically visually salient and are oth-
erwise difficult (or impossible) to identify in a text-
only version of the flyers. In particular, improve-
ments were most significant for named entities refer-
ring to space information. A flyer typically describes
multiple spaces, however, only a few of these are

13The difference is statistically significant with p value <
0.05% using Z-test on two proportions.

considered relevant for the purposes of listing ser-
vices. For example, the size of an office space is typ-
ically entered, while the size of an office associated
with a retail or industrial space is typically omitted.
Similarly, lot size is included in building and land
listings, but excluded when the listing refers to a unit
(or multiple units) within a building. Essential space
information is usually prominently displayed and as
a result easy to identify. Similarly, named entities
referring to address information also showed over-
all significant improvement. As noted earlier, the
property address (vs other addresses in the flyer) is
typically visually prominent. In both cases, visual
features proved useful predictors.

4 Discussion

In both the text categorization and NER tasks per-
formance improved significantly over the baseline
with the addition of typographic and visual features.
However, in both cases, improvements were some-
what moderate (around 3% on average). Further
improvement could be achieved by including fea-
tures that account for additional visual characteris-
tics, such as a measure of how eye-catching or strik-
ing the relative font color differences are, the per-
ceived contrast between foreground and background
colors, etc.

In future work, we could also add to the overall
system an image classification component. It has
been noted that occasionally the only indicator of
the property type of a flyer is present in embedded
flyer images and not present in the flyer text. For
example, a number of flyers display images of the
inside and outside of restaurants, gas stations, shop-
ping malls and thus specify the property type as re-
tail without giving additional textual clues. Simi-
larly, an image of a warehouse, a land parcel, or an
areal photo of a shopping center explicitly identify
the listing property type.

Lastly, it should be noted that an overall system
performance baseline is one that measures the aver-
age performance of data entry staff in commercial
real estate listing services. However, the terms and
conditions of most listing services prohibit gather-
ing and using data for such purposes. We were able
to collect a very small set of listings (100 listings)
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from several listing services14 and evaluate the pre-
cision of a limited set of listing fields. We compared
the values of manually entered listing fields against
the associated flyer (considered to be the gold stan-
dard). The precision of property type, transaction
type, space type, and space size was measured as
97%, 79%, 72%, and 73% respectively. While re-
sults are not conclusive, this preliminary evaluation
suggests that machine learning could achieve perfor-
mance on par with the performance of manual data
entry.

5 Related Work

A number of studies survey and compare term
weighting schemes and feature selection methods
for text categorization, for example (Salton and
Buckley, 1988; Yang and Pedersen, 1997; Debole
and Sebastiani, 2004; Soucy and Mineau, 2005; Lan
et al., 2005; Lan et al., 2009). They describe super-
vised and traditional term weighting schemes. All,
however, are only considering the textual informa-
tion in documents such as the term frequency, the
collection frequency, combined with normalization
factors, various information theory functions and
statistics metrics.

A number of term weighting schemes have been
suggested for web retrieval and classification that
rely on the HTML DOM structure. (Cutler et al.,
1997; Cutler et al., 1999; Riboni, 2002; Kwon and
Lee, 2000). The idea is that terms appearing in dif-
ferent HTML elements of a document may have dif-
ferent significance in identifying the document (e.g.
terms in HTML titles and headings vs HTML body).
In our dataset, however, visually salient informa-
tion does not fall into any distinctive HTML element
type. Instead all text is typically presented in div el-
ements whose style characteristics are defined by a
number of css descriptors complicated by external
css files, css inlining, style inheritance, and browser
defaults.

Nadeau and Satoshi (2007) present a survey of
NER and describe the feature space of NER re-
search. While they mention multi-media NER in the
context of video/text processing, all described fea-
tures/approaches focus only on textual representa-

14Due to data usage restrictions we were unable to collect a
larger dataset or reveal the identity of the source listing services.

tion.
The literature on Information Extraction from

HTML resources is dominated by various ap-
proaches based on wrapper induction (Kushmerick,
1997; Kushmerick, 2000). Wrapper inductions rely
on common HTML structure (based on the HTML
DOM) and formatting features to extract structured
information from similarly formatted HTML pages.
This approach, however, is not applicable to the gen-
res of marketing materials (PDF and HTML) since
they typically do not share any common structure
that can be used to identify relevant named entities.
Laender et al. (2002) present a survey of data extrac-
tion techniques and tools from structured or semi-
structured web resources.

Cai et al. (2003) present a vision-based segmenta-
tion algorithm of web pages that uses HTML layout
features and attempts to partition the page at the se-
mantic level. In (Burget and Rudolfova, 2009) au-
thors propose web-page block classification based
on visual features. Yang and Zhang (2001) build a
content tree of HTML documents based on visual
consistency inferred semantics. Burget (2007) pro-
poses a layout based information extraction from
HTML documents and states that this visual ap-
proach is more robust than traditional DOM-based
methods.

Changuel et al.(2009a) describe a system for au-
tomatically extracting author information from web-
pages. They use spatial information based on the
depth of the text node in the HTML DOM tree. In
(Changuel et al., 2009b) and (Hu et al., 2006), the
authors proposed a machine learning method for ti-
tle extraction and utilize format information such as
font size, position, and font weight. In (Zhu et al.,
2007) authors use layout information based on font
size and weight for NER for automated expense re-
imbursement.

None of the above studies, however, include com-
puted HTML style attributes (as seen in browsers),
and as a result are not applicable to the vast major-
ity of web pages which do not rely on HTML layout
tags or DOM-structure to describe style.

6 Conclusion

In this study, we generated dataset and features from
available commercial real estate flyers and associ-
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ated manually entered listing data. This approach
precludes the need for manual linguistic annotation
and instead relies on existing data available from
commercial real estate listing services. We modeled
the structured data extraction task as text catego-
rization and NER tasks and applied machine learn-
ing (SVM) on the automatically generated training
datasets. The learned models were then applied on
our test set and the predicted values were used to
reconstruct listing data matching the manually en-
tered fields. Results suggest that this completely
automated approach could substitute or enhance the
existing manual data entry workflows.

In addition, we have shown that ubiquitous online
formats such as PDF and HTML often exploit the
interaction of textual and visual elements. Specifi-
cally, in the marketing domain, information is often
augmented or conveyed by non-textual features such
as positioning, font size, color, and images. We ex-
plored the use of novel features capturing the visual
characteristics of marketing flyers. Results show
that the addition of visual features improved over-
all performance significantly in the context of text
categorization and NER.
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Abstract

We propose a method for simultaneously
translating from a single source language to
multiple target languages T1, T2, etc. The mo-
tivation behind this method is that if we only
have a weak language model for T1 and trans-
lations in T1 and T2 are associated, we can use
the information from a strong language model
over T2 to disambiguate the translations in T1,
providing better translation results. As a spe-
cific framework to realize multi-target transla-
tion, we expand the formalism of synchronous
context-free grammars to handle multiple tar-
gets, and describe methods for rule extraction,
scoring, pruning, and search with these mod-
els. Experiments find that multi-target transla-
tion with a strong language model in a similar
second target language can provide gains of up
to 0.8-1.5 BLEU points.1

1 Introduction

In statistical machine translation (SMT), the great
majority of work focuses on translation of a sin-
gle language pair, from the source F to the tar-
get E. However, in many actual translation situa-
tions, identical documents are translated not from
one language to another, but between a large num-
ber of different languages. Examples of this abound
in commercial translation, and prominent open data
sets used widely by the MT community include UN
documents in 6 languages (Eisele and Chen, 2010),
European Parliament Proceedings in 21 languages

1Code and data to replicate the experiments can be found at
http://phontron.com/project/naacl2015

Kyoto Protocol
Kyoto Sanction
Kyoto Treaty

اتفاقية كيوتو
京都议定书
京都制裁
京都条约

??
Target 2Target 1Source

Figure 1: An example of multi-target translation, where a
second target language is used to assess the quality of the
first target language.

(Koehn, 2005), and video subtitles on TED in as
many as 50 languages (Cettolo et al., 2012).

However, despite this abundance of multilingual
data, there have been few attempts to take advantage
of it. One exception is the multi-source SMT method
of Och and Ney (2001), which assumes a situation
where we have multiple source sentences, and would
like to combine the translations from these sentences
to create a better, single target translation.

In this paper, we propose a framework of multi-
target SMT. In multi-target translation, we translate
F to not a single target E, but to a set of sentences
E = 〈E1, E2, . . . , E|E|〉 in multiple target languages
(which we will abbreviate T1, T2, etc.). This, in a
way, can be viewed as the automated version of the
multi-lingual dissemination of content performed by
human translators when creating data for the UN,
EuroParl, or TED corpora mentioned above.

But what, one might ask, do we expect to gain
by generating multiple target sentences at the same
time? An illustrative example in Figure 1 shows
three potential Chinese T1 translations for an Arabic
input sentence. If an English speaker was asked to
simply choose one of the Chinese translations, they
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likely could not decide which is correct. However, if
they were additionally given English T2 translations
corresponding to each of the Chinese translations,
they could easily choose the third as the most natu-
ral, even without knowing a word of Chinese.

Translating this into MT terminology, this is
equivalent to generating two corresponding target
sentences E1 and E2, and using the naturalness of
E2 to help decide which E1 to generate. Language
models (LMs) are the traditional tool for assessing
the naturalness of sentences, and it is widely known
that larger and stronger LMs greatly help translation
(Brants et al., 2007). It is easy to think of a situation
where we can only create a weak LM for T1, but
much more easily create a strong LM for T2. For
example, T1 could be an under-resourced language,
or a new entrant to the EU or UN.

As a concrete method to realize multi-target trans-
lation, we build upon Chiang (2007)’s framework of
synchronous context free grammars (SCFGs), which
we first overview in Section 2.2 SCFGs are an exten-
sion of context-free grammars that define rules that
synchronously generate source and target strings F
and E. We expand this to a new formalism of
multi-synchronous CFGs (MSCFGs, Section 3) that
simultaneously generate not just two, but an arbi-
trary number of strings 〈F,E1, E2, . . . , EN 〉. We
describe how to acquire these from data (Section
4), and how to perform search, including calculation
of LM probabilities over multiple target language
strings (Section 5).

To evaluate the effectiveness of multi-target trans-
lation in the context of having a strong T2 LM to
help with T1 translation, we perform experiments
on translation of United Nations documents (Section
6). These experiments, and our subsequent analysis,
show that the framework of multi-target translation
can, indeed, provide significant gains in accuracy (of
up to 1.5 BLEU points), particularly when the two
target languages in question are similar.

2 Synchronous Context-Free Grammars

We first briefly cover SCFGs, which are widely used
in MT, most notably in the framework of hierarchi-

2One could also consider a multi-target formulation of
phrase-based translation (Koehn et al., 2003), but generating
multiple targets while considering reordering in phrase-based
search is not trivial. We leave this to future work.
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Figure 2: Synchronous grammars and derivations using
(a) standard SCFGs and (b) the proposed MSCFGs.

cal phrase-based translation (Hiero; Chiang (2007)).
SCFGs are based on synchronous rules defined as
tuples of X , γ, and α

X → 〈γ, α〉, (1)

where X is the head of the rule, and γ and α are
strings of terminals and indexed non-terminals on
the source and target side of the grammar. Each
non-terminal on the right side is indexed, with non-
terminals with identical indices corresponding to
each-other. For example, a synchronous rule could
take the form of3

X → 〈X0 of the X1, X0 des X1〉. (2)

By simply generating from this grammar, it is
possible to generate a string in two languages syn-
chronously, as shown in Figure 2 (a). When we are
already given a source side sentence and would like
to using an SCFG to generate the translation, we
find all rules that match the source side and perform
search using the CKY+ algorithm (Chappelier et al.,
1998). When we would additionally like to consider

3It is possible to use symbols other than X (e.g.: NP , V P )
to restrict rule application to follow grammatical structure, but
we focus on the case with a single non-terminal.

294



an LM, as is standard in SMT, we perform a mod-
ified version of CKY+ that approximately explores
the search space using a method such as cube prun-
ing (Chiang, 2007).

3 Multi-Synchronous CFGs

In this section, we present the basic formalism that
will drive our attempts at multi-target translation.
Specifically, we propose a generalization of SCFGs,
which we will call multi-synchronous context free
grammars (MSCFGs). In an MSCFG, the elemen-
tary structures are rewrite rules containing not a
source and target, but an arbitrary number M of
strings

X → 〈η1, ..., ηM 〉, (3)

where X is the head of the rule and ηm is a string of
terminal and non-terminal symbols.4 In this paper,
for notational convenience, we will use a specialized
version of Equation 3 in which we define a single γ
as the source side string, and α1, ...αN as an arbi-
trary number N of target side strings:

X → 〈γ, α1, ..., αN 〉. (4)

Therefore, at each derivation step, one non-terminal
in γ is chosen and all the nonterminals with same
indices in α1, ..., αN will be rewritten using a single
rule. Figure 2 (b) gives an example of generating
sentences in three languages using MSCFGs. Trans-
lation can also be performed by using the CKY+ al-
gorithm to parse the source side, and then generate
targets in not one, but multiple languages.

It can be noted that this formalism is a relatively
simple expansion of standard SCFGs. However, the
additional targets require non-trivial modifications
to the standard training and search processes, which
we discuss in the following sections.

4 Training Multi-Synchronous Grammars

This section describes how, given a set of parallel
sentences in N languages, we can create translation
models (TMs) using MSCFGs.

4We will also make the restriction that indices are linear and
non-deleting, indicating that each non-terminal index present in
any of the strings will appear exactly once in all of the strings.
Thus, MSCFGs can also be thought of as a subset of the “gen-
eralized multi-text grammars” of Melamed et al. (2004).

4.1 SCFG Rule Extraction

First, we briefly outline rule extraction for SCFGs
in the standard two-language case, as proposed by
Chiang (2007). We first start by preparing two cor-
pora in the source and target language, F and E , and
obtaining word alignments for each sentence auto-
matically, using a technique such as the IBM models
implemented by GIZA++ (Och and Ney, 2003).

We then extract initial phrases for each sentence.
Given a source fJ1 , target eI1, and alignment A =
{〈i1, i′1〉, . . . , 〈i|A|, i′|A|〉} where i and i′ represent
indices of aligned words in F and E respectively.
First, based on this alignment, we extract all pairs of

phrases BP = {〈f j1i1 , e
j′1
i′1 〉, . . . , 〈f

j|BP |
i|BP | , e

j′|BP |
i′|BP |

〉},
where f j1i1 is a substring of fJ1 spanning from i1 to

j1, and e
j′1
i′1 is analogous for the target side. The

criterion for whether a phrase 〈f ji , ej
′
i′ 〉 can be ex-

tracted or not is whether there exists at least one
alignment in A that falls within the bounds of both
f ji and ej

′
i′ , and no alignments that fall within the

bounds of one, but not the other. It is also com-
mon to limit the maximum length of phrases to be
less than a constant S (in our experiments, 10). The
phrase-extract algorithm of Och (2002) can
be used to extract phrases that meet these criteria.

Next, to create synchronous grammar rules, we
cycle through the phrases in BP , and extract all po-
tential rules encompassed by this phrase. This is
done by finding all sets of 0 or more non-overlapping
sub-phrases of initial phrase 〈f ji , ej

′
i′ 〉, and replacing

them by non-terminals to form rules. In addition,
it is common to limit the number of non-terminals
to two and not allow consecutive non-terminals on
the source side to ensure search efficiency, and limit
the number of terminals to limit model size (in our
experiments, we set this limit to five).

4.2 MSCFG Rule Extraction

In this section, we generalize the rule extraction pro-
cess in the previous section to accommodate multi-
ple targets. We do so by first independently creating
alignments between the source corpus F , and each
of N target corpora {E1, . . . , EN}.

Given a particular sentence we now have
source F , N target strings {E1, . . . , EN}, and
N alignments {A1, . . . , AN}. We next in-
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dependently extract initial phrases for each of
the N languages using the standard bilingual
phrase-extract algorithm, yielding initial
phrase sets {BP1, . . . , BPN}. Finally, we convert
these bilingual sets of phrases into a single set of
multilingual phrases. This can be done by noting
that all source phrases f ji will be associated with
a set of 0 or more phrases in each target language.
We define the set of multilingual phrases associated
with f ji as the cross product of these sets. In other
words, if f ji is associated with 2 phrases in T1, and
3 phrases in T2, then there will be a total of 2∗3 = 6
phrase triples extracted as associated with f ji .5

Once we have extracted multilingual phrases, the
remaining creation of rules is essentially the same
as the bilingual case, with sub-phrases being turned
into non-terminals for the source and all targets.

4.3 Rule Scoring

After we have extracted rules, we assign them fea-
ture functions. In traditional SCFGs, given a source
and target γ and α1, it is standard to calculate
the log forward and backward translation probabil-
ities P (γ|α1) and P (α1|γ), log forward and back-
ward lexical translation probabilities Plex(γ|α1)
and Plex(α1|γ), a word penalty counting the non-
terminals in α1, and a constant phrase penalty of 1.

In our MSCFG formalism, we also add new fea-
tures regarding the additional targets. Specifically
in the case where we have one additional target
α2, we add the log translation probabilities P (γ|α2)
and P (α2|γ), log lexical probabilities Plex(γ|α2)
and Plex(α2|γ), and word penalty for α2. In addi-
tion, we add log translation probabilities that con-
sider both targets at the same time P (γ|α1, α2) and
P (α1, α2|γ). As a result, compared to the 6-feature
set in standard SCFGs, an MSCFG rule with two tar-
gets will have 13 features.

4.4 Rule Table Pruning

In MT, it is standard practice to limit the number of
rules used for any particular source γ to ensure re-
alistic search times and memory usage. This limit
is generally imposed by ordering rules by the phrase

5Taking the cross-product here has the potential for combi-
natorial explosion as more languages are added, but in our cur-
rent experiments with two target languages this did not cause
significant problems, and we took no preventative measures.

probability P (α1|γ) and only using the top few (in
our case, 10) for each source γ. However, in the
MSCFG case, this is not so simple. As the previ-
ous section mentioned, in the two-target MSCFG,
we have a total of three probabilities conditioned on
γ: P (α1, α2|γ), P (α1|γ), P (α2|γ). As our main
motivation for multi-target translation is to use T2
to help translation of T1, we can assume that the fi-
nal of these three probabilities, which only concerns
T2, is of less use. Thus, we propose two ways for
pruning the rule table based on the former two.

The first method, which we will call T1+T2, is
based on P (α1, α2|γ). The use of this probability
is straightforward, as it is possible to simply list the
top rules based on this probability. However, this
method also has a significant drawback. If we are
mainly interested in accurate generation of the T1
sentence, there is a possibility that the addition of
the T2 phrase α2 will fragment the probabilities for
α1. This is particularly true when the source and T1
are similar, while T2 is a very different language.
For example, in the case of a source of English, T1
of French, and T2 of Chinese, translations of En-
glish to French will have much less variation than
translastions of English to Chinese, due to less free-
dom of translation and higher alignment accuracy
between English and French. In this situation, the
pruned model will have a variety of translations in
T2, but almost no variety in T1, which is not con-
ducive to translating T1 accurately.

As a potential solution to this problem, we also
test a T1 method, which is designed to maintain va-
riety of T1 translations for each rule. In order to do
so, we first list the top α1 candidates based only on
the P (α1|γ) probability. Each α1 will be associated
with one or more α2 rule, and thus we choose the
α2 resulting in the highest joint probability of the
two targets P (α1, α2|γ) as the representative rule
for α1. This pruning method has the potential advan-
tage of increasing the variety in the T1 translations,
but also has the potential disadvantage of artificially
reducing genuine variety in T2. We examine which
method is more effective in the experiments section.

5 Search with Multiple LMs

LMs computes the probability P (E) of observing
a particular target sentence, and are a fundamental
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Figure 3: State splitting with (a) one LM, (b) two LMs
with joint search, and (c) two LMs with sequential search,
where T1 and T2 are the first (red) and second (blue)
columns respectively.

part of both standard SMT systems and the proposed
method. Unlike the other features assigned to rules
in Section 4.3, LM probabilities are non-local fea-
tures, and cannot be decomposed over rules. In case
of n-gram LMs, this probability is defined as:

PLM (E) =
|E|+1∏
i=1

p(ei|ei−n+1, . . . , ei−2, ei−1) (5)

where the probabilities of the next word ei depend
on the previous n− 1 words.

When not considering an LM, it is possible to effi-
ciently find the best translation for an input sentence
fJ1 using the CKY+ algorithm, which performs dy-
namic programming remembering the most proba-
ble translation rule for each state corresponding to
source span f ji . When using an LM, it is further nec-
essary split each state corresponding to f ji to distin-
guish between not only the span, but also the strings
of n − 1 boundary words on the left and right side
of the translation hypothesis, as illustrated in Figure
3 (a). As this expands the search space to an in-
tractable size, this space is further reduced based on
a limit on expanded edges (the pop limit), or total
states per span (the stack limit), through a procedure
such as cube pruning (Chiang, 2007).

In a multi-target translation situation with one LM
for each target, managing the LM state becomes

more involved, as we need to keep track of the n−1
boundary words for both targets. We propose two
methods for handling this problem.

The first method, which we will dub the joint
search method, is based on consecutively expand-
ing the LM states of both T1 and T2. As shown in
the illustration in Figure 3 (b), this means that each
post-split search state will be annotated with bound-
ary words from both targets. This is a natural and
simple expansion of the standard search algorithm,
simply using a more complicated representation of
the LM state. On the other hand, because the new
state space is the cross-product of all sets of bound-
ary words in the two languages, the search space be-
comes significantly larger, with the side-effect of re-
ducing the diversity of T1 translations for the same
beam size. For example, in the figure, it can be seen
that despite the fact that 3 hypotheses have been ex-
panded, we only have 2 unique T1 LM states.

Our second method, which we will dub the se-
quential search method, first expands the state space
of T1, then later expands the search space of T2.
This procedure can be found in Figure 3 (c). It can
be seen that by first expanding the T1 space we en-
sure diversity in the T1 search space, then addition-
ally expand the states necessary for scoring with the
T2 LM. On the other hand, if the T2 LM is important
for creating high-quality translations, it is possible
that the first pass of search will be less accurate and
prune important hypotheses.

6 Experiments

6.1 Experimental Setup

We evaluate the proposed multi-target translation
method through translation experiments on the Mul-
tiUN corpus (Eisele and Chen, 2010). We choose
this corpus as it contains a large number of paral-
lel documents in Arabic (ar), English (en), Span-
ish (es), French (fr), Russian (ru), and Chinese (zh),
languages with varying degrees of similarity. We
use English as our source sentence in all cases, as
it is the most common actual source language for
UN documents. To prepare the data, we first de-
duplicate the sentences in the corpus, then hold out
1,500 sentences each for tuning and test. In our ba-
sic training setup, we use 100k sentences for training
both the TM and the T1 LM. This somewhat small
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number is to simulate a T1 language that has rela-
tively few resources. For the T2 language, we as-
sume we have a large language model trained on all
of the UN data, amounting to 3.5M sentences total.

As a decoder, we use the Travatar (Neubig, 2013)
toolkit, and implement all necessary extensions to
the decoder and rule extraction code to allow for
multiple targets. Unless otherwise specified, we use
joint search with a pop limit of 2,000, and T1 rule
pruning with a limit of 10 rules per source rule.
BLEU is used for both tuning and evaluating all
models. In particular, we tune and evaluate all mod-
els based on T1 BLEU, simulating a situation simi-
lar to that in the introduction, where we want to use
a large LM in T2 to help translation in T1. In order
to control for optimizer instability, we follow Clark
et al. (2011)’s recommendation of performing tun-
ing 3 times, and reporting the average of the runs
along with statistical significance obtained by pair-
wise bootstrap resampling (Koehn, 2004).

6.2 Main Experimental Results

In this section we first perform experiments to inves-
tigate the effectiveness of the overall framework of
multi-target translation.

We assess four models, starting with standard
single-target SCFGs and moving gradually towards
our full MSCFG model:

SCFG: A standard SCFG grammar with only the
source and T1.

SCFG+T2Al: SCFG constrained during rule ex-
traction to only extract rules that also match the
T2 alignments. This will help measure the ef-
fect, if any, of being limited by T2 alignments
in rule extraction.

MSCFG-T2LM: The MSCFG, without using the
T2 LM. Compared to SCFG+T2Al, this will
examine the effect caused by adding T2 rules
in scoring (Section 4.3) and pruning (Section
4.4) the rule table.

MSCFG: The full MSCFG model with the T2 LM.

The result of experiments using all five languages as
T1, and the remaining four languages as T2 for all
of these methods is shown in Table 1.

SCFG MSCFG
T1 T2 SCFG +T2Al -T2LM MSCFG

ar

es

24.97

25.11 24.79 †25.19
fr 24.70 24.73 24.89
ru 24.54 24.62 24.48
zh 24.21 24.16 23.95

es

ar

42.15

41.73 41.21 41.22
fr 42.20 41.84 ‡42.91
ru 41.62 41.90 41.98
zh 41.80 41.61 41.65

fr

ar

37.21

37.26 37.03 37.41
es 37.25 37.22 ‡38.67
ru 37.11 37.31 ‡37.79
zh 37.14 37.29 36.99

ru

ar

26.20

25.91 25.67 25.86
es 26.17 26.01 †26.45
fr 26.07 25.77 26.29
zh 25.53 25.57 25.52

zh

ar

21.16

21.06 20.85 20.84
es 21.39 21.31 21.33
fr †21.60 21.28 21.16
ru 20.50 21.15 21.14

Table 1: Results for standard Hiero (SCFG), SCFG with
T2 extraction constraints (SCFG+T2Al), a multi-SCFG
minus the T2 LM (MSCFG-T2LM), and full multi-target
translation (MSCFG). Bold indicates the highest BLEU
score, and daggers indicate statistically significant gains
over SCFG (†: p < 0.05, ‡: p < 0.01)

First, looking at the overall results, we can see
that MSCFGs with one of the choices of T2 tends to
outperform SCFG for all instances of T1. In partic-
ular, the gain for the full MSCFG model is large for
the cases where the two target languages are French
and Spanish, with en-fr/es achieving a gain of 1.46
BLEU points, and en-es/fr achieving a gain of 0.76
BLEU points over the baseline SCFG. This is fol-
lowed by Arabic, Russian and Chinese, which all
saw small gains of less than 0.3 when using Span-
ish as T2, with no significant difference for Chinese.
This result indicates that multi-target MT has the po-
tential to provide gains in T1 accuracy, particularly
in cases where the languages involved are similar to
each other.

It should be noted however, that positive results
are sensitive to the languages chosen for T1 and T2,
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Figure 4: BLEU scores for different T1 LM sizes without (-LM2) or with (+LM2) an LM for the second target.

T2 SCFG +T2Al
ar

223M

46.5M
es 134M
ru 70.8M
zh 26.0M

Table 2: Differences in rule table sizes for a T1 of French.

and in the cases involving Russian or Chinese, there
is often even a drop in accuracy compared to the
baseline SCFG. The reason for this can be seen by
examining the results for SCFG+T2Al and MSCFG-
T2LM. It can be seen that in the cases where there
is an overall decrease in accuracy, this decrease can
generally be attributed to a decrease when going
from SCFG to SCFG+T2Al (indicating that rule ex-
traction suffers from the additional constraints im-
posed by T2), or a decrease from SCFG+T2Al to
MSCFG-LM2 (indicating that rule extraction suffers
from fragmentation of the T1 translations by adding
the T2 translation). On the other hand, we can see
that in the majority of cases, going from MSCFG-
LM2 to MSCFG results in at least a small gain in
accuracy, indicating that a T2 LM is generally use-
ful, after discounting any negative effects caused by
a change in the rule table.

In Table 2 we show additional statistics illustrat-
ing the effect of adding a second language on the
number of rules that can be extracted. From these
results, we can see that all languages reduce the
number of rules extracted, with the reduction being
greater for languages with a larger difference from
English and French, providing a convincing expla-
nation for the drop in accuracy observed between
these two settings.

6.3 Effect of T1 Language Model Strength

The motivation for multi-target translation stated in
the introduction was that information about T2 may
give us hints about the appropriate translation in T1.
It is also a reasonable assumption that the less in-
formation we have about T1, the more valuable the
information about T2 may be. To test this hypoth-
esis, we next show results of experiments in which
we vary the size of the training data for the T1 LM
in intervals from 0 to 3.5M sentences. For T2, we ei-
ther use no LM (MSCFG-T2LM) or an LM trained
on 3.5M sentences (MSCFG). The results for when
French is used as T1 are shown in Figure 4.

From these results, we can see that this hypothesis
is correct. When no T1 LM is used, we generally see
some gain in translation accuracy by introducing a
strong T2 LM, with the exception of Chinese, which
never provides a benefit. When using Spanish as T2,
this benefit continues even with a relatively strong
T1 LM, with the gap closing after we have 400k
sentences of data. For Arabic and Russian, on the
other hand, the gap closes rather quickly, with con-
sistent gains only being found up to about 20-40k
sentences. In general this indicates that the more in-
formative the T2 LM is in general, the more T1 data
will be required before the T2 LM is no longer able
to provide additional gains.

6.4 Effect of Rule Pruning

Next we examine the effect of the rule pruning meth-
ods explained in Section 4.4. We set T1 to either
French or Chinese, and use either the naive pruning
criterion using T1+T2, or the criterion that picks the
top translations in T1 along with their most proba-
ble T2 translation. Like previous experiments, we

299



0.0 0.2 0.4 0.6 0.8 1.0
Pop Limit

0.0

0.2

0.4

0.6

0.8

1.0

B
LE

U

10 20 40 100 200 400 1k 2k
33

34

35

36

37

38

39
en-fr/es T1

10 20 40 100 200 400 1k 2k
33

34

35

36

37

38

39
en-fr/es T1+T2

10 20 40 100 200 400 1k 2k
33

34

35

36

37

38

39
en-fr/zh T1

10 20 40 100 200 400 1k 2k
33

34

35

36

37

38

39
en-fr/zh T1+T2

1 LM

Joint

Seq.

Figure 5: The impact of search on accuracy. Lines indicate a single LM (1 LM), two LMs with joint search (Joint) or
two LMs with sequential search (Seq.) for various pop limits and pruning criteria.

T1=fr T1=zh
T2 T1+T2 T1 T1+T2 T1
ar 36.21 37.41 20.35 20.84
es 38.68 38.67 20.73 21.33
fr - 20.49 21.16
ru 37.14 37.79 19.87 21.14
zh 36.41 36.99 -

Table 3: BLEU scores by pruning criterion. Columns
indicate T1 (fr or zh) and the pruning criterion (T1+T2
joint probability, or T1 probability plus max T2). Rows
indicate T2.

use the top 10 rules for any particular F .
Results are shown in Table 3. From these results

we can see that in almost all cases, pruning using
T1 achieves better results. This indicates the verac-
ity of the observation in Section 4.4 that considering
multiple T2 for a particular T1 causes fragmentation
of TM probabilities, and that this has a significant
effect on translation results. Interestingly, the one
exception to this trend is T1 of French and T2 of
Spanish, indicating that with sufficiently similar lan-
guages, the fragmentation due to the introduction of
T2 translations may not be as much of a problem.

It should be noted that in this section, we are us-
ing the joint search algorithm, and the interaction
between search and pruning will be examined more
completely in the following section.

6.5 Effect of Search

Next we examine the effect of the search algo-
rithms suggested in Section 5. To do so, we per-
form experiments where we vary the search algo-
rithm (joint or sequential), the TM pruning criterion

(T1 or T1+T2), and the pop limit. For sequential
search, we set the pop limit of T2 to be 10, as this
value did not have a large effect on results. For ref-
erence, we also show results when using no T2 LM.

From the BLEU results shown in Figure 5, we
can see that the best search algorithm depends on
the pruning criterion and language pair.6 In gen-
eral, when trimming using T1, we achieve better re-
sults using joint search, indicating that maintaining
T1 variety in the TM is enough to maintain search
accuracy. On the other hand, when using the T1+T2
pruned model when T2 is Chinese, sequential search
is better. This shows that in cases where there are
large amounts of ambiguity introduced by T2, se-
quential search effectively maintains necessary T1
variety before expanding the T2 search space. As
there is no general conclusion, an interesting direc-
tion for future work is search algorithms that can
combine the advantages of these two approaches.

7 Related Work

While there is very little previous work on multi-
target translation, there is one line of work by
González and Casacuberta (2006) and Pérez et al.
(2007), which adapts a WFST-based model to output
multiple targets. However, this purely monotonic
method is unable to perform non-local reordering,
and thus is not applicable most language pairs. It is
also motivated by efficiency concerns, as opposed to
this work’s objective of learning from a T2 language.

Factored machine translation (Koehn and Hoang,
2007) is also an example where an LM over a second

6Results for model score, a more direct measure of search
errors, were largely similar.
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stream of factors (for example POS tags, classes,
or lemmas) has been shown to increase accuracy.
These factors are limited, however, by the strong
constraint of being associated with a single word and
not allowing reordering, and thus are not applicable
to our setting of using multiple languages.

There has also been work on using multiple lan-
guages to improve the quality of extracted transla-
tion lexicons or topic models (Mausam et al., 2009;
Baldwin et al., 2010; Mimno et al., 2009). These are
not concerned with multi-target translation, but may
provide us with useful hints about how to generate
more effective multi-target translation models.

8 Conclusion

In this paper, we have proposed a method for multi-
target translation using a generalization of SCFGs,
and proposed methods to learn and perform search
over the models. In experiments, we found that these
models are effective in the case when a strong LM
exists in a second target that is highly related to the
first target of interest.

As the overall framework of multi-target transla-
tion is broad-reaching, there are a still many chal-
lenges left for future work, a few of which we out-
line here. First, the current framework relies on data
that is entirely parallel in all languages of interest.
Can we relax this constraint and use comparable
data, or apply MSCFGs to pivot translation? Sec-
ond, we are currently performing alignment inde-
pendently for each target. Can we improve results by
considering all languages available (Lardilleux and
Lepage, 2009)? Finally, in this paper we considered
the case where we are only interested in T1 accuracy,
but optimizing translation accuracy for two or more
targets, possibly through the use of multi-metric op-
timization techniques (Duh et al., 2012) is also an
interesting future direction.
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Abstract

This paper describes a joint model of word
segmentation and phonological alternations,
which takes unsegmented utterances as input
and infers word segmentations and underlying
phonological representations. The model is a
Maximum Entropy or log-linear model, which
can express a probabilistic version of Opti-
mality Theory (OT; Prince and Smolensky
(2004)), a standard phonological framework.
The features in our model are inspired by OT’s
Markedness and Faithfulness constraints. Fol-
lowing the OT principle that such features in-
dicate “violations”, we require their weights
to be non-positive. We apply our model to a
modified version of the Buckeye corpus (Pitt
et al., 2007) in which the only phonological
alternations are deletions of word-final /d/ and
/t/ segments. The model sets a new state-of-
the-art for this corpus for word segmentation,
identification of underlying forms, and identi-
fication of /d/ and /t/ deletions. We also show
that the OT-inspired sign constraints on fea-
ture weights are crucial for accurate identifi-
cation of deleted /d/s; without them our model
posits approximately 10 times more deleted
underlying /d/s than appear in the manually
annotated data.

1 Introduction

This paper unifies two different strands of research
on word segmentation and phonological rule induc-
tion. The word segmentation task is the task of
segmenting utterances represented as sequences of

phones into sequences of words. This is an ideal-
isation of the lexicon induction problem, since the
resulting words are phonological forms for lexical
entries.

In its simplest form, the data for a word segmen-
tation task is obtained by looking up the words of
an orthographic transcript (of, say, child-directed
speech) in a pronouncing dictionary and concate-
nating the results. However, this formulation sig-
nificantly oversimplifies the problem because it as-
sumes that each token of a word type is pronounced
identically in the form specified by the pronouncing
dictionary (usually its citation form). In reality there
is usually a significant amount of pronunciation vari-
ation from token to token.

The Buckeye corpus, on which we base our exper-
iments here, contains manually-annotated surface
phonetic representations of each word as well as the
corresponding underlying form (Pitt et al., 2007).
For example, a token of the word “lived” has the
underlying form /l.ih.v.d/ and could have the sur-
face form [l.ah.v] (we follow standard phonological
convention by writing underlying forms with slashes
and surface forms with square brackets, and use the
Buckeye transcription format).

There is a large body of work in the phonolog-
ical literature on inferring phonological rules map-
ping underlying forms to their surface realisations.
While most of this work assumes that the underly-
ing forms are available to the inference procedure,
there is work that induces underlying forms as well
as the phonological processes that map them to sur-
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face forms (Eisenstat, 2009; Pater et al., 2012).
We present a model that takes a corpus of unseg-

mented surface representations of sentences and in-
fers a word segmentation and underlying forms for
each hypothesised word. We test this model on data
derived from the Buckeye corpus where the only
phonological variation consists of word-final /d/ and
/t/ deletions, and show that it outperforms a state-of-
the-art model that only handles word-final /t/ dele-
tions.

Our model is a MaxEnt or log-linear model,
which means that it is formally equivalent to a Har-
monic Grammar, which is a continuous version of
Optimality Theory (OT) (Smolensky and Legen-
dre, 2005). We use features inspired by OT, and
show that sign constraints on feature weights re-
sult in models that recover underlying /d/s signif-
icantly more accurately than models that don’t in-
clude such contraints. We present results suggest-
ing that these constraints simplify the search prob-
lem that the learner faces.

The rest of this paper is structured as follows.
The next section describes related work, including
previous work that this paper builds on. Section 3
describes our model, while section 4 explains how
we prepared the data, presents our experimental re-
sults and investigates the effects of design choices on
model performance. Section 5 concludes the paper
and discusses possible future directions.

2 Background and related work

The word segmentation task is the task of segment-
ing utterances represented as sequences of phones
into sequences of words. Elman (1990) introduced
the word segmentation task as a simplified form of
lexical acquisition, and Brent and Cartwright (1996)
and Brent (1999) introduced the unigram model of
word segmentation, which forms the basis of the
model used here. Goldwater et al. (2009) described
a non-parametric Bayesian model of word segmen-
tation, and highlighted the importance of contex-
tual dependencies. Johnson (2008) and Johnson
and Goldwater (2009) showed that word segmen-
tation accuracy improves when phonotactic con-
straints on word shapes are incorporated into the
model. That model has been extended to also exploit
stress cues (Börschinger and Johnson, 2014), the

“topics” present in the non-linguistic context (John-
son et al., 2010) and the special properties of func-
tion words (Johnson et al., 2014).

Liang and Klein (2009) proposed a simple un-
igram model of word segmentation much like the
original Brent unigram model, and introduced a
“word length penalty” to avoid under-segmentation
that we also use here. (As Liang et al note, without
this the maximum likelihood solution is not to seg-
ment utterances at all, but to analyse each utterance
as a single word). Berg-Kirkpatrick et al. (2010) ex-
tended this model by defining the unigram distribu-
tion with a MaxEnt model. The MaxEnt features
can capture phonotactic generalisations about possi-
ble word shapes, and their model achieves a state-
of-the-art word segmentation f-score.

The phonological learning task is to learn the
phonological mapping from underlying forms to sur-
face forms. Johnson (1984) and Johnson (1992)
describe a search procedure for identifying under-
lying forms and the phonological rules that map
them to surface forms given surface forms organ-
ised into inflectional paradigms. Goldwater and
Johnson (2003) and Goldwater and Johnson (2004)
showed how Harmonic Grammar phonological con-
straint weights (Smolensky and Legendre, 2005) can
be learnt using a Maximum Entropy parameter esti-
mation procedure given data consisting of underly-
ing and surface word form pairs. There is now a
significant body of work using Maximum Entropy
techniques to learn phonological constraint weights
(see esp. Hayes and Wilson (2008), as well as the
review in Coetzee and Pater (2011)).

Recently there has been work attempting to inte-
grate these two approaches. The word segmentation
work generally ignores pronunciation variation by
assuming that the input to the learner consists of se-
quences of citation forms of words, which is highly
unrealistic. The phonology learning work has gen-
erally assumed that the learner has access to the un-
derlying forms of words, which is also unrealistic.

In the word segmentation area, Elsner et al. (2012)
and Elsner et al. (2013) generalise the Goldwater bi-
gram model by assuming that the bigram model gen-
erates underlying forms, which a finite state trans-
ducer maps to surface forms. While this is an ex-
tremely general model, inference in such a model
is very challenging, and they restrict attention to
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transducers where the underlying to surface map-
ping consists of simple substitutions, so their model
cannot handle the deletion phenomena studied here.
Börschinger et al. (2013) also generalise the Gold-
water bigram model by including an underlying-
to-surface mapping, but their mapping only allows
word-final underlying /t/ to be deleted, which en-
ables them to use a straight-forward generalisation
of Goldwater’s Gibbs sampling inference procedure.

In phonology, Eisenstat (2009) and Pater et al.
(2012) showed how to generalise a MaxEnt model
so it also learns underlying forms as well as MaxEnt
phonological constraint weights given surface forms
in paradigm format. The vast sociolinguistic liter-
ature on /t/-/d/-deletion is surveyed in Coetzee and
Pater (2011), together with prior OT and MaxEnt
analyses of the phenomena.

2.1 The Berg-Kirkpatrick et al. model
This section contains a more technical description
of the Berg-Kirkpatrick et al. (2010) MaxEnt uni-
gram model of word segmentation, which our model
directly builds on. Our model integrates the Max-
Ent unigram word segmentation model of Berg-
Kirkpatrick et al. with the MaxEnt phonology mod-
els developed by Goldwater and Johnson (2003)
and Goldwater and Johnson (2004). Because both
kinds of models are MaxEnt models, this integra-
tion is fairly easy, and the inference procedure re-
quires optimisation of a fairly straight-forward ob-
jective function. We use a customised version of
the OWLQN-LBFGS procedure (Andrew and Gao,
2007) that allows us to impose sign constraints on
individual feature weights.

As is standard in the word-segmentation liter-
ature, the model’s input is a sequence of utter-
ances D = (w1, . . . , wn), where each utterance
wi = (wi,1, . . . , wi,mi) is a sequence of (surface)
phones. The Berg-Kirkpatrick et al model is a uni-
gram model, so it defines a probability distribution
over possible words s, where s is also a sequence of
phones. The probability of an utterance w is the sum
of the probability of all word sequences that gener-
ate it:

P(w | θ) =
∑
s1...s`

s.t.s1...s`=w

∏̀
j=1

P(sj | θ)

Berg-Kirkpatrick et al’s model of word probabili-
ties P(s | θ) is a MaxEnt model with parameters θ,
where the features f(s) of surface form s are chosen
to encourage the model to generalise appropriately
over word shapes. While they don’t describe their
features in complete detail, they include features for
each word s, features for the prefix and suffix of s
and features for the CV skeleton of the prefix and
suffix of s.

In more detail, P(s | θ) is a MaxEnt model as
follows:

P(s | θ) =
1
Z

exp(θ · f(s)), where:

Z =
∑
s′∈S

exp(θ · f(s′))

The set of possible surface word forms S is the
set of substrings (i.e., sequences of phones) occuring
in the training data D that are shorter than a user-
specified length bound. We follow Berg-Kirkpatrick
in imposing a length bound on possible words; for
the Brent corpus the maximum word length is 10
phones, while for the Buckeye corpus the maximum
word length is 15 phones (reflecting the fact that
words are longer in this adult-directed corpus).

While restricting the set of possible word forms
S to the substrings appearing in D is reasonable
for a simple multinomial model like the one in
Liang and Klein (2009), it’s interesting that this pro-
duces good results with a MaxEnt model like Berg-
Kirkpatrick et al’s, since one might expect such a
model would have to learn generalisations about im-
possible word shapes in order to perform well. Be-
cause S only contains a small fraction of the possi-
ble phone strings, one might worry that the model
would not see enough “impossible words” to learn
to distinguish possible words from impossible ones,
but the model’s good performance suggests this is
not the case.1

1The non-parametric Bayesian approach of Goldwater et al.
(2009) and Johnson (2008) can be viewed as setting S to the set
of all possible phone strings (i.e., a possible word can be any
string of phones, whether or not it appears in D). The success
of Berg-Kirkpatrick et al’s approach suggests that these non-
parametric methods might not be necessary here, i.e., the set of
substrings actually occuring in D is “large enough” to enable
the model to learn “implicit negative evidence” generalisations
about impossible word shapes.
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Berg-Kirkpatrick et al follow Liang et al in us-
ing maximum likelihood estimation to estimate their
model’s parameters (Berg-Kirkpatrick et al actually
use L2-regularised maximum likelihood estimates).
As Liang et al note, it’s easy to show that the maxi-
mum likelihood segmentation leaves each utterance
unsegmented, i.e., each utterance is analysed as a
single word. To avoid this, Berg-Kirkpatrick et al
follow Liang et al by multiplying the word probabil-
ities by a word length penalty term. Thus the likeli-
hood LD they actually maximise is as shown below:

LD(θ) =
n∏
i=1

P(wi | θ)

P(w | θ) =
∑
s1...s`

s.t.s1...s`=w

∏̀
j=1

P(sj | θ) exp(−|si|d)

where d is a constant chosen to optimise segmenta-
tion performance. This means that the model is defi-
cient, i.e.,

∑
s∈S P(s | θ) < 1. (Because our model

uses a word length penalty in the same way, it too is
deficient).

As Figure 1 shows, performance is very sensitive
to the word length penalty parameter d: the best
word segmentation on the Brent corpus is obtained
when d ≈ 1.6, while the best segmentation on the
Buckeye corpus is obtained when d ≈ 1.5. As far as
we know there is no principled way to set d in an un-
supervised fashion, so this sensitivity to d is perhaps
the greatest weakness of this kind of model.

Even so, it’s interesting that a unigram model
without the kind of inter-word dependencies that
Goldwater et al. (2009) argues for can do so well.
It’s possible that the improvement that Goldwater
et al found with the bigram model is because mod-
elling individual bigram dependencies splits the data
in a way that reduces overlearning (Börschinger et
al., 2012).

3 A MaxEnt unigram model of word
segmentation and word-final /d/ and /t/
deletion

This section explains how we extend the Berg-
Kirkpatrick et al. (2010) model to handle a set P of
phonological processes, where a phonological pro-
cess p ∈ P is a partial, non-deterministic function
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Figure 1: Sensitivity of surface token f-score to word
length penalty factor d for the Brent and Buckeye cor-
pora on data with no /d/ or /t/ deletions. Performance is
sensitive to the value of the word length penalty d, and
the optimal value of d depends on the corpus.

mapping underlying forms to surface forms. For ex-
ample, word-final /t/ deletion is the function map-
ping underlying underlying forms ending in /t/ to
surface forms lacking that final segment.

Our model is also a unigram model, but it defines
a distribution over pairs (s, u) of surface/underlying
form pairs, where s is a surface form and u is an un-
derlying form. Below we allow this distribution to
condition on phonological properties of the neigh-
bouring surface forms.

The set X of possible (s, u) surface/underlying
form pairs is defined as follows. For each surface
form s ∈ S (the set of length-bounded phone sub-
strings of the data D), (s, s) ∈ X . In addition, if
u ∈ S and some phonological alternation p ∈ P
maps u to a surface form s ∈ p(u) ∈ S , then
(s, u) ∈ X . That is, we require that potential under-
lying forms appear as surface substrings somewhere
in the data D (which means this model cannot han-
dle e.g., absolute neutralisation).

In the experiments below, we let P be phono-
logical processes that delete word-final /d/ and
/t/ phonemes. Given the Buckeye data, ([l.ih.v],
/l.ih.v/), ([l.ih.v], /l.ih.v.d/) and ([l.ih.v], /l.ih.v.t/) are
all members ofX (i.e., candidate (s, u) pairs), corre-
sponding to “live”, “lived” and the non-word “livet”
respectively, where the latter two surface forms are
generated by final /d/ and /t/ deletion respectively.

Word-final /d/ and /t/ deletion depends on var-
ious aspects of the phonological context, such as
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whether the following word begins with a conso-
nant or a vowel. Our model handles this depen-
dency by learning a conditional model over sur-
face/underlying form pairs (s, u) ∈ X that depends
on the phonological context c:

P(s, u | c, θ) =
1
Zc

exp(θ · f(s, u, c)), where:

Zc =
∑

(s,u)∈X
exp(θ · f(s, u, c))

In our experiments below, the set of possible con-
texts is C = {C,V,#}, encoding whether the fol-
lowing word begins with a consonant, a vowel or
is the end of the utterance respectively. We leave
for future research the exploration of other sorts of
contextual conditioning. Note that the set X is the
same for all contexts c; we show below that restrict-
ing attention to just those surface/underlying pairs
appearing in the context c degrades the model’s per-
formance. In other words, the model benefits from
the implicit negative evidence provided by underly-
ing/surface pairs that do not occur in a given context.

We define the probability of a surface form s ∈ S
in a context c ∈ C by marginalising out the underly-
ing form:

P(s | c, θ) =
∑

u:(s,u)∈X
P(s, u | c, θ)

We optimise a penalised log likelihood QD(θ),
with the word length penalty term d applied to the
underlying form u.

Q(s | c, θ) =
∑

u:(s,u)∈X
P(s, u | c, θ) exp(−|u|d)

Q(w | θ) =
∑
s1...s`

s.t.s1...s`=w

∏̀
j=1

Q(sj | c, θ)

QD(θ) =
n∑
i=1

logQ(wi | θ)− λ ||θ||1

We are somewhat cavalier about the conditional
contexts c here: in our model below the context c
for a word is determined by the following word, so
one can view our model as a generative model that
generates the words in an utterance from right to left.

Because our model is a MaxEnt model, we have
considerable freedom in the choice of features, and
as Berg-Kirkpatrick et al. (2010) emphasise, the
choice of features directly determines the kinds of
generalisations the model can learn. The features
f(s, u, c) of a surface form s, underlying form u
and context c we use here are inspired by OT. We
describe our features using an example where s =
[l.ih.v], u = /l.ih.v.t/ and c = C (i.e., the word is
followed by a consonant).

Underlying form lexical features: A feature for
each underlying form u. In our example, the
feature is <U l ih v t>. These features en-
able the model to learn language-specific lex-
ical entries. There are 4,803,734 underlying
form lexical features (one for each possible
substring in the training data).

Surface markedness features: The length of
the surface string (<#L 3>), the number of
vowels (<#V 1>) (this is a rough indication
of the number of syllables), the surface suf-
fix (<Suffix v>), the surface prefix and
suffix CV shape (<CVPrefix CV> and
<CVSuffix VC>), and suffix+context
CV shape (<CVContext _C> and
<CVContext C _C>). There are 108
surface markedness features.

Faithfulness features: A feature for each diver-
gence between underlying and surface forms
(in this case, <*F t>). There are two faith-
fulness features.

We used L1 regularisation here, rather than the
L2 regularisation used by Berg-Kirkpatrick et al.
(2010), in the hope that its sparsity-inducing “fea-
ture selection” capabilities would enable it to “learn”
lexical entries for the language, as well as precisely
which markedness features are required to account
for the data. However, we found that the choice
of L1 versus L2 regression makes little difference,
and the model is insensitive to the value of the reg-
ulariser constant λ (we set to λ = 1 in the experi-
ments below).

We developed a specially modified version of the
LBFGS-OWLQN optimisation procedure for opti-
mising L1-regularised loss functions (Andrew and

307



Gao, 2007) that allows us to constrain certain feature
weights θk to have a particular sign. This is a natural
extension of the LBFGS-OWLQN procedure since
it performs orthant-constrained line searches in any
case. We describe experiments below where we re-
quire the feature weights for the markedness and
faithfulness features to be non-positive, and where
the underlying lexical form features are required to
be non-negative. The requirement that the lexical
form features are positive, combined with the spar-
sity induced by the L1 regulariser, was intended
to force the model to learn an explicit lexicon en-
coded by the underlying form features with positive
weights (although our results below suggest that it
did not in fact do this).

The inspiration for the requirement that marked-
ness and faithfulness features are non-positive
comes from OT, which claims that the presence
of such features can only reduce the “harmony”,
i.e., the well-formedness, of an (s, u) pair. Ver-
sions of Harmonic Grammar that aim to produce OT-
like behavior with weighted constraints often bound
weights at zero (see e.g. Pater (2009)). The results
below are the first to show that these constraints mat-
ter for word segmentation.

4 Experimental results

This section describes the experiments we per-
formed to evaluate the model just described. We
first describe how we prepared the data on which the
model is trained and evaluated, and then we describe
the performance of that model. Finally we perform
an analysis of how the model’s performance varies
as parameters of the model are changed.

We ran this model on data extracted from the
Buckeye corpus of conversational speech (Pitt et al.,
2007) which was modified so the only alternations it
contained are final /d/ and /t/ deletions. The Buck-
eye corpus gives a surface realisation and an un-
derlying form for each word token, and following
Börschinger et al. (2013), we prepared the data as
follows. We used the Buckeye underlying forms as
our underlying forms. Our surface forms were also
identical to the Buckeye underlying forms, except
when the underlying form ends in either a /d/ or a
/t/. In this case, if the Buckeye surface form does not
end in an allophonic variant of that segment, then

our surface form consists of the Buckeye underly-
ing form with that final segment deleted. Thus the
only phonological variation in our data are deletions
of word-final /d/ and /t/ appearing in the Buckeye
corpus, otherwise our surface forms are identical to
Buckeye underlying forms.

For example, consider a token whose Buckeye
underlying form is /l.ih.v.d/ “lived”. If the Buck-
eye surface form is [l.ah.v] then our surface form
would be [l.ih.v], while if the Buckeye surface form
is [l.ah.v.d] then our surface form would be [l.ih.v.d].

We now present some descriptive statistics on
our data. The data contains 48,796 sentences and
890,597 segments. The longest sentence has 187
segments. The “gold” data has the following prop-
erties. There are 236,996 word boundaries, 285,792
word tokens, and 9,353 underlying word types. The
longest word has 17 segments. Of the 41,186 /d/s
and 73,392 /t/s in the underlying forms, 24,524 /d/s
and 40,720 /t/s are word final, and of these 13,457
/d/s and 11,727 /t/s are deleted (i.e., do not appear
on the surface).

Our model considers all possible substrings of
length 15 or less as a possible surface form of a
word, yielding 4,803,734 possible word types and
5,292,040 possible surface/underlying word type
pairs. Taking the 3 contexts derived from the
following word into account, there are 4,969,718
possible word+context types. When all possible
surface/underlying pairs are considered in all pos-
sible contexts there are 15,876,120 possible sur-
face/underlying/context triples.

Table 1 summarises the major experimental re-
sults for this model, and compares them to the re-
sults of Börschinger et al. (2013). Note that their
model only recovers word-final /t/ deletions and was
run on data without word-final /d/ deletions, so it is
solving a simpler problem than the one studied here.
Even so, our model achieves higher overall accura-
cies.

We also conducted experiments on several of the
design choices in our model. Figure 2 shows the
effect of the sign constraints on feature weights dis-
cussed above. This plot shows that the contraints on
the weights of markedness and faithfulness features
seems essential for good word segmentation perfor-
mance. Interestingly, we found that the weight con-
straints make very little difference if the data does
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Börschinger et al. 2013 Our model

Surface token f-score 0.72 0.76 (0.01)
Underlying type f-score — 0.37 (0.02)
Deleted /t/ f-score 0.56 0.58 (0.03)
Deleted /d/ f-score — 0.62 (0.19)

Table 1: Results summary for our model compared to that
of the Börschinger et al. (2013) model. Surface token f-
score is the standard token f-score, while underlying type
or “lexicon” f-score measures the accuracy with which
the underlying word types are recovered. Deleted /t/ and
/d/ f-scores measure the accuracy with which the model
recovers segments that don’t appear in the surface. These
results are averaged over 40 runs (standard deviations in
parentheses) with the word length penalty d = 1.525 ap-
plied to underlying forms; standard deviations are given
in parentheses.
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surface token f-score. “OT” indicates that the markedness
and faithfulness features are required to be non-positive,
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tures are required to be non-negative.
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not any /t/ or /d/ deletions (i.e., the case that Berg-
Kirkpatrick et al. (2010) studied).

Investigating this further, we found that the
weight constraints on the markedness and faithful-
ness features has a dramatic effect on the recov-
ery of underlying segments, particularly underlying
/d/s. Figure 3 shows that with these constraints the
model recovers approximately the correct number
of deleted underlying segments, while without this
constraint the model posits far too many underlying
/d/s. Figure 4 shows that these constraints help the
model find higher regularised likelihood sets of fea-
ture weights with fewer non-zero feature weights.

We examined how the number of non-zero fea-
ture weights (most of which are for underlying type

features) relate to the number of underlying types
posited by the model. Figure 5 shows that the
weight constraints on markedness and faithfulness
constraints have great impact on the number of non-
zero feature weights and on the number of underly-
ing forms the model posits. In all cases, the model
recovers far more underlying forms than it finds non-
zero weights.

The lexicon weight constraints have much less
impact than the OT weight constraints. As Figure 3
shows, without the OT weight constraints the mod-
els posit too many deleted /d/ and essentially no
deleted /t/. Figure 4 shows that OT weight con-
straints enable the model to find higher likelihood
solutions, i.e., the OT weight constraints help search.
Inspired by a reviewer’s comments, we studied type-
token ratios and the number of boundaries our mod-
els posit. We found that the models without OT
weight constraints posit far too few word boundaries
compared to the gold data, so the number of surface
tokens is too low, so the words are too long, and the
number of underlying types is too high. This is con-
sistent with Figures 4–5.

We also examined whether it is necessary to con-
sider all surface/underlying pairs X in each context
C, or whether it is possible to restrict attention to
the much smaller sets Xc that occur in each c ∈ C
(this dramatically reduces the amount of memory re-
quired and speeds the computation). Figure 6 shows
that working with the smaller, context-specific sets
dramatically decreases the model’s ability to recover
deleted segments.

5 Conclusions and future work

The MaxEnt unigram model of word segmentation
developed by Berg-Kirkpatrick et al. (2010) inte-
grates straight-forwardly with the MaxEnt phonol-
ogy models of Goldwater and Johnson (2003) to pro-
duce a MaxEnt model that jointly models word seg-
mentation and the mapping from underlying to sur-
face forms.

We tested our model on data derived from the
manually-annotated Buckeye corpus of conversa-
tional speech (Pitt et al., 2007) in which the only
phonological alternations are deletions of word-final
/d/ and /t/ segments. We demonstrated that our
model improves on the state-of-the-art for word seg-
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mentation, recovery of underlying forms and recov-
ery of deleted segments for this corpus.

Our model is a MaxEnt or log-linear un-
igram model over the set of possible sur-
face/underlying form pairs. Inspired by the work
of Berg-Kirkpatrick et al. (2010), the set of sur-
face/underlying form pairs our model calculates the
partition function over is restricted to those actually
appearing in the training data, and doesn’t include
all logically possible pairs. We found that even with
this restriction, the model produces good results.

Because our model is a Maximum Entropy or log-
linear model, it is formally an instance of a Har-
monic Grammar (Smolensky and Legendre, 2005),
so we investigated features inspired by OT, which
is a discretised version of Harmonic Grammar that
has been extensively developed in the linguistics lit-
erature. The features our model uses consist of un-
derlying form features (one for each possible under-
lying form), together with markedness and faithful-
ness phonological features inspired by OT phono-
logical analyses. According to OT, these marked-
ness and faithfulness features should always have
negative weights (i.e., when such a feature “fires”, it
should always make the analysis less probable). We
found that constraining feature weights in this way
dramatically improves the model’s accuracy, appar-
ently helping to find higher likelihood solutions.

Looking forwards, a major drawback of the Max-
Ent approaches to word segmentation are their
sensitivity to the word length penalty parameter,
which this model shares with the models of Berg-
Kirkpatrick et al. (2010) and (Liang and Klein,
2009) on which it is based. It would be very de-
sirable to have a principled way to set this parameter
in an unsupervised manner.

Because our goal was to explore the MaxEnt ap-
proach to joint segmenation and alternation, we de-
liberately used a minimal feature set here. As the
reviewers pointed out, we did not include any mor-
phological features, which could have a major im-
pact on the model. Investigating the impact of richer
feature sets, including a combination of phonotactic
and morphological features, would be an excellent
topic for future work.

It would be interesting to extend this approach
to a wider range of phonological processes in ad-
dition to the word-final /t/ and /d/ deletion studied

here. Because this model enumerates the possible
surface/underlying/context triples before beginning
to search for potential surface and underlying words,
its memory requirements would grow dramatically
if the set of possible surface/underlying alternations
were increased. (The fact that we only considered
word final /d/ and /t/ deletions means that there are
only three possible underlying word forms for each
surface word forms). Perhaps there is a way of iden-
tifying potential underlying forms that avoids enu-
merating them. For example, it might be possible
to sample possible underlying word forms during
the learning process rather than enumerating them
ahead of time, perhaps by adapting non-parametric
Bayesian approaches (Goldwater et al., 2009; John-
son and Goldwater, 2009; Börschinger et al., 2013).
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Abstract

One of the weaknesses of current supervised
word sense disambiguation (WSD) systems is
that they only treat a word as a discrete en-
tity. However, a continuous-space represen-
tation of words (word embeddings) can pro-
vide valuable information and thus improve
generalization accuracy. Since word embed-
dings are typically obtained from unlabeled
data using unsupervised methods, this method
can be seen as a semi-supervised word sense
disambiguation approach. This paper investi-
gates two ways of incorporating word embed-
dings in a word sense disambiguation setting
and evaluates these two methods on some Sen-
sEval/SemEval lexical sample and all-words
tasks and also a domain-specific lexical sam-
ple task. The obtained results show that such
representations consistently improve the ac-
curacy of the selected supervised WSD sys-
tem. Moreover, our experiments on a domain-
specific dataset show that our supervised base-
line system beats the best knowledge-based
systems by a large margin.

1 Introduction

Because of the ambiguity of natural language, many
words can have different meanings in different con-
texts. For example, the word “bank” has two differ-
ent meanings in “the bank of a river” and “a bank
loan”. While it seems simple for humans to iden-
tify the meaning of a word according to the con-
text, word sense disambiguation (WSD) (Ng and
Lee, 1996; Lee and Ng, 2002) is a difficult task
for computers and thus requires sophisticated means

to achieve its goal. Part of this ambiguity may be
resolved by considering part-of-speech (POS) tags
but the word senses are still highly ambiguous even
for the same part-of-speech. Machine translation
is probably the most important application of word
sense disambiguation. In machine translation, dif-
ferent senses of a word cause a great amount of am-
biguity for automated translation and it negatively
affects the results. Hence, an accurate WSD system
can benefit machine translation significantly and im-
prove the results (Chan et al., 2007; Carpuat and Wu,
2007; Vickrey et al., 2005). Moreover, Zhong and
Ng (2012) have shown that word sense disambigua-
tion improves information retrieval by proposing a
method to use word senses in a language modeling
approach to information retrieval.

The rest of this paper is organized as follows.
Section 2 gives a literature review of related work,
including a review of semi-supervised word sense
disambiguation and distributed word representation
called word embeddings. The method and frame-
work used in this paper are explained in Section 3.
Finally, we evaluate the system in Section 4 and con-
clude the paper in Section 5.

2 Related Work

The method that we use in this paper is a semi-
supervised learning method which incorporates
knowledge from unlabeled datasets by using word
embeddings. This section is a literature review of
previous work on semi-supervised word sense dis-
ambiguation and various methods of obtaining word
embeddings.
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2.1 Semi-Supervised Word Sense
Disambiguation

Among various types of semi-supervised learning
approaches, co-training and self-training are prob-
ably the most common. These methods randomly
select a subset of a large unlabeled dataset and
classify these samples using one (self-training) or
two (co-training) classifiers, trained on a smaller
set of labeled samples. After assigning labels to
the new samples, these methods select the samples
that were classified with a high confidence (accord-
ing to a selection criterion) and add them to the set
of labeled data. These methods have been used in
the context of word sense disambiguation. Mihal-
cea (2004) used both co-training and self-training
to make use of unlabeled datasets for word sense
disambiguation. Mihalcea also introduced a tech-
nique for combining co-training and majority vot-
ing, called smoothed co-training, and reported im-
proved results. Another related study was done by
(Pham et al., 2005). In (Pham et al., 2005), some
semi-supervised learning techniques were used for
word sense disambiguation. Pham et al. employed
co-training and spectral graph transduction meth-
ods in their experiments and obtained significant im-
provements over a supervised method.

Another semi-supervised learning method used
for word sense disambiguation is Alternating Struc-
ture Optimization (ASO), first introduced by (Ando
and Zhang, 2005) and later applied to word sense
disambiguation tasks by (Ando, 2006). This al-
gorithm learns a predictive structure shared be-
tween different problems (disambiguation of a tar-
get word). Semi-supervised application of the ASO
algorithm was shown to be useful for word sense
disambiguation and improvements can be achieved
over a supervised predictor (Ando, 2006).

This paper uses a different method proposed by
(Turian et al., 2010) that can be applied to a wide
variety of supervised tasks in natural language pro-
cessing. This method uses distributed word rep-
resentations (word embeddings) as additional fea-
ture functions in supervised tasks and is shown to
improve the accuracy of named-entity recognition
(NER) and chunking. In this paper, we also follow
the same approach for word sense disambiguation.
The key idea is that a system without a continuous-

space representation of words ignores the similar-
ity of words completely and relies only on their dis-
crete form. However, when a distributed representa-
tion for words is added to the system, the classifier
can make use of the notion of similarity of words
and learn the relationships between class labels and
words.

In addition to using raw word embeddings, we
also propose a method to adapt embeddings for each
classification task. Since word embeddings do not
include much task-specific discriminative informa-
tion, we use a neural network to modify word vec-
tors to tune them for our WSD tasks. We show that
this process results in improved accuracy compared
to raw word embeddings.

Recently, obtaining word embeddings in an un-
supervised manner from large text corpora has at-
tracted the attention of many researchers (Collobert
and Weston, 2008; Mnih and Hinton, 2009; Mikolov
et al., 2013a; Mikolov et al., 2013b). Subsequently,
there have been some published word embeddings
and some software for training word embeddings.

For word sense disambiguation, there are very
few open source programs. Since we are inter-
ested in a fully supervised WSD tool, IMS (It Makes
Sense) (Zhong and Ng, 2010) is selected in our
work. This system allows addition of extra features
in a simple way and hence is a good choice for test-
ing the effect of word embeddings as additional fea-
tures. Moreover, the scores reported for IMS are
competitive with or better than state-of-the-art sys-
tems (Zhong and Ng, 2010).

2.2 Word Embeddings
There are several types of word representations. A
one-hot representation is a vector where all com-
ponents except one are set to zero and the compo-
nent at the index associated with a word is set to
one. This type of representation is the sparsest word
representation and does not carry any information
about word similarity. Another popular approach
is to use the methods mainly applied in information
retrieval. Latent Semantic Analysis (LSA) and La-
tent Dirichlet Allocation (LDA) are such examples,
and word representations produced by these meth-
ods can also be used in other applications. However,
a dense distributed representation for words (word
embeddings) can learn more complex relationships
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between words and hence, it can be useful in a wide
range of applications. We only focus on word em-
beddings in this paper and apply them to word sense
disambiguation.

Word embeddings are distributed representations
of words and contain some semantic and syntactic
information (Mikolov et al., 2013c). Such represen-
tations are usually produced by neural networks. Ex-
amples of such neural networks are (log-)linear net-
works (Mikolov et al., 2013a), deeper feed-forward
neural networks (Bengio et al., 2003; Collobert
and Weston, 2008), or recurrent neural networks
(Mikolov et al., 2010). Moreover, it has been shown
that deep structures may not be needed for word em-
beddings estimation (Lebret et al., 2013) and shal-
low structures can obtain relatively high quality rep-
resentations for words (Mikolov et al., 2013b).

In this paper, we have used the word embeddings
created and published by (Collobert and Weston,
2008). Throughout this paper, we refer to these word
embeddings as ‘CW’. This method is proposed in
(Collobert and Weston, 2008) and explained further
in (Collobert et al., 2011). The authors use a feed-
forward neural network to produce word representa-
tions. In order to train the neural network, a large
text corpus is needed. Collobert and Weston (2008)
use Wikipedia (Nov. 2007 version containing 631
million words) and Reuters RCV1 (containing 221
million words) (Lewis et al., 2004) as their text cor-
pora and Stochastic Gradient Descent (SGD) as the
training algorithm. The training algorithm selects a
window of text randomly and then replaces the mid-
dle word with a random word from the dictionary.
Then the original window of text and the corrupted
one is given to the neural network. The neural net-
work computes f(x) and f(x(w)), where x is the
original window of text, x(w) is the same window of
text with the middle word replaced by word w, and
f(.) is the function that the neural network repre-
sents. After computing f(x) and f(x(w)), the train-
ing algorithm uses a pairwise ranking cost function
to train the network. The training algorithm mini-
mizes the cost function by updating the parameters
(including word embeddings) and as a consequence
of using the pairwise ranking cost function, this neu-
ral network tends to assign higher scores to valid
windows of texts and lower scores to incorrect ones.
After training the neural network, the word vectors

Figure 1: The neural network architecture for adaptation
of word embeddings.

in the lookup table layer form the word embeddings
matrix. Collobert et al. (2011) have made this ma-
trix available for public use and it can be accessed
online1.

3 Method

In this section, we first explain our novel task-
specific method of adapting word embeddings and
then describe our framework in which raw or
adapted word embeddings are included in our word
sense disambiguation system. To the best of our
knowledge, the use of word embeddings for semi-
supervised word sense disambiguation is novel.

3.1 Adaptation of Word Embeddings

Word embeddings capture some semantic and syn-
tactic information and usually similar words have
similar word vectors in terms of distance measures.
However, in a classification task, it is better for word
embeddings to also include some task specific dis-
criminative information. In order to add such in-
formation to word embeddings, we modify word
vectors using a neural network (Figure 1) to obtain
adapted word embeddings. This section explains
this process in detail.

The neural network that we used to adapt word
embeddings is similar to the window approach net-
work introduced by (Collobert and Weston, 2008).
This neural network includes the following layers:

1http://ml.nec-labs.com/senna
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• Lookup table layer: This layer includes three
lookup tables. The first lookup table assigns a
vector to each input word, as described earlier.
The second lookup table maps each word to a
vector with respect to the capitalization feature.
Finally, the third lookup table maps each word
to its corresponding vector based on the word’s
POS tag.

• Dropout layer: In order to avoid overfitting, we
added a dropout layer (Hinton et al., 2012) to
the network to make use of its regularization ef-
fect. During training, the dropout layer copies
the input to the output but randomly sets some
of the entries to zero with a probability p, which
is usually set to 0.5. During testing, this layer
produces the output by multiplying the input
vector by 1 − p (see (Hinton et al., 2012) for
more information).

• Output layer: This layer linearly maps the input
vector X to a C-dimensional vector Y (equa-
tion 1) and then applies a SoftMax operation
(Bridle, 1990) over all elements of Y (equation
2):

Y = WX + b (1)

p(t|I) =
exp(Yt)∑C
j=1 exp(Yj)

1 ≤ t ≤ C (2)

where I is the input window of text and t is
a class label (sense tag in WSD). The output
of the output layer can be interpreted as a con-
ditional probability p(t|I) over tags given the
input text.

This architecture is similar to the network used by
(Collobert and Weston, 2008) but it does not include
a hidden layer. Since the number of training samples
for each word type in WSD is relatively small, we
did not use a hidden layer to decrease the model size
and consequently overfitting, as much as possible.
Moreover, we added the dropout layer and observed
increased generalization accuracy subsequently.

In order to train the neural network, we used
Stochastic Gradient Descent (SGD) and error back-
propagation to minimize negative log-likelihood
cost function for each training example (I, t) (equa-

tion 3).

− log p(t|I) = log(
C∑
j=1

exp(Yj))− Yt (3)

During the training process, the inputs are the win-
dows of text surrounding the target word with their
assigned POS tags. We used fixed learning rate
(0.01) during training, with no momentum.

Since the objective is to adapt word embeddings
using the neural network, we initialized the lookup
table layer parameters using pre-trained word em-
beddings and trained a model for each target word
type. After the training process completes, the mod-
ified word vectors form our adapted word embed-
dings, which will be used in exactly the same way
as the original embeddings. Section 3.2 explains the
way we use word embeddings to improve a super-
vised word sense disambiguation system.

3.2 Framework
The supervised system that we used for word sense
disambiguation is an open source tool named IMS
(Zhong and Ng, 2010). This software extracts three
types of features and then uses Support Vector Ma-
chines (SVM) as the classifier. The three types of
features implemented in IMS are explained below.

• POS tags of surrounding words: IMS uses the
POS tags of all words in a window size of 7,
surrounding the target ambiguous word. POS
tag features are limited to the current sentence
and neighboring sentences are not considered.

• Surrounding words: Additionally, the sur-
rounding words of a target word (after remov-
ing stop words) are also used as features in
IMS. However, unlike POS tags, the words oc-
curring in the immediately adjacent sentences
are also included.

• Local collocations: Finally, 11 local colloca-
tions around the target word are considered as
features. These collocations also cover a win-
dow size of 7, where the target word is in the
middle.

All mentioned features are binary features and
will be used by the classifier in the next phase. Af-
ter extracting these features, the classifier (SVM) is
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used to train a model for each target word. In the test
phase, the model is used to classify test samples and
assign a sense tag to each sample.

This supervised framework with separate feature
extraction and classification phases makes it easy to
add any number of features and in our case, word
embeddings. In order to make use of word embed-
dings trained by a neural network, we follow the
approach of (Turian et al., 2010) and include word
embeddings for all words in the surrounding win-
dow of text, given a target ambiguous word. We use
the words from immediately adjacent sentences if
the window falls beyond the current sentence bound-
aries. Since each word type has its own classification
model, we do not add the word embeddings for the
target word because the same vector will be used in
all training and test samples and will be useless.

After extraction of the three mentioned types of
features, d.(w − 1) features will be added to each
sample, where d is the word embeddings dimension
and w is the number of words in the window of text
surrounding the target word (window size). w is one
of the hyper-parameters of our system that can be
tuned for each word type separately. However, since
the training sets for some of the benchmark tasks are
small, tuning the window size will not be consistent
over different tuning sets. Thus, we decided to select
the same window size for all words in a task and
tune this parameter on the whole tuning set instead.
After augmenting the features, a model is trained for
the target word and then the classifier can be used to
assign the correct sense to each test sample.

However, since the original three types of features
are binary, newly added real-valued word embed-
dings do not fit well into the model and they tend
to decrease performance. This problem is addressed
in (Turian et al., 2010) and a simple solution is to
scale word embeddings. The following conversion
is suggested by (Turian et al., 2010):

E ← σ · E/stddev(E) (4)

where σ is a scalar hyper-parameter denoting the
desired standard deviation, E is the word embed-
dings matrix and stddev(.) is the standard devia-
tion function, which returns a scalar for matrix E.
However, different dimensions of word embedding
vectors may have different standard deviations and

Equation 4 may not work well. In this case, per-
dimension scaling will make more sense. In order to
scale the word embeddings matrix, we use Equation
5 in our experiments:

Ei ← σ · Ei/stddev(Ei), i : 1, 2, ..., d (5)

where Ei denotes the ith dimension of word embed-
dings. Like (Turian et al., 2010), we also found that
σ = 0.1 is a good choice for the target standard de-
viation and works well.

4 Results and Discussion

We evaluate our word sense disambiguation system
experimentally by using standard benchmarks. The
two major tasks in word sense disambiguation are
lexical sample task and all-words task. For each
task, we explain our experimental setup first and
then present the results of our experiments for the
two mentioned tasks. Although most benchmarks
are general domain test sets, a few domain-specific
test sets also exist (Koeling et al., 2005; Agirre et al.,
2010).

4.1 Lexical Sample Tasks
We have evaluated our system on SensEval-2 (SE2)
and SensEval-3 (SE3) lexical sample tasks and also
the domain-specific test set (we call it DS05) pub-
lished by (Koeling et al., 2005). This subsection de-
scribes our experiments and presents the results of
these tasks.

4.1.1 Experimental Setup
Most lexical sample tasks provide separate train-

ing and test sets. Some statistics about these tasks
are given in Table 1.

SE2 SE3 DS05
#Word types 73 57 41
#Training samples 8,611 8,022 -
#Test samples 4,328 3,944 10,272

Table 1: Statistics of lexical sample tasks

The DS05 dataset does not provide any training
instances. In order to train models for DS05 (and
later for the SE3 all-words task), we generated train-
ing samples for the top 60% most frequently occur-
ring polysemous content words in Brown Corpus,
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using the approach described in (Ng et al., 2003;
Chan and Ng, 2005). This dataset is automatically
created by processing parallel corpora without any
manual sense annotation effort. We used the fol-
lowing six English-Chinese parallel corpora: Hong
Kong Hansards, Hong Kong News, Hong Kong
Laws, Sinorama, Xinhua News, and the English
translations of Chinese Treebank. Similar to (Zhong
and Ng, 2010), we obtained word alignments using
GIZA++ (Och and Ney, 2000). Then, for each En-
glish word, the aligned Chinese word is used to find
the corresponding sense tag for the English word.
Finally, we made use of examples from the DSO cor-
pus (Ng and Lee, 1996) and SEMCOR (Miller et al.,
1994) as part of our training data. Table 2 shows
some statistics of our training data.

POS #word types
Adj. 5,129
Adv. 28
Noun 11,445
Verb 4,705
Total 21,307

Table 2: Number of word types in each part-of-speech
(POS) in our training set

Since the dataset used by (Zhong and Ng, 2010)
does not cover the specific domains of DS05 (Sports
and Finance), we added a few samples from these
domains to improve our baseline system. For each
target word, we randomly selected 5 instances (a
sentence including the target word) for Sports do-
main and 5 instances for Finance domain from the
Reuters (Rose et al., 2002) dataset’s Sports and Fi-
nance sections and manually sense annotated them.
Annotating 5 instances per word and domain takes
about 5 minutes. To make sure that these instances
are not the same samples in the test set, we filtered
out all documents containing at least one of the test
instances and selected our training samples from the
rest of the collection. After removing samples with
unclear tags, we added the remaining instances (187
instances for Sports domain and 179 instances for
Finance domain) to our original training data (Zhong
and Ng, 2010). We highlight this setting in our ex-
periments by ‘CC’ (concatenation).

We used the published CW word embeddings and

set the word embeddings dimension to 50 in all our
experiments. Finally, in order to tune the window
size hyper-parameter, we randomly split our train-
ing sets into two parts. We used 80% for training
models and the remaining 20% for evaluation. After
tuning the window size, we used the original com-
plete training set for training our models.

4.1.2 Results
In order to select a value for the window size pa-

rameter, we performed two types of tuning. The first
method, which (theoretically) can achieve higher ac-
curacies, is per-word tuning. Since each word type
has its own model, we can select different window
sizes for different words. The second method, on
the other hand, selects the same value for the win-
dow size for all word types in a task, and we call it
per-task tuning.

Although, per-word tuning achieved very high ac-
curacies on the held-out development set, we ob-
served that it performed poorly on the test set. More-
over, the results of per-word tuning are not stable
and different development sets lead to different win-
dow sizes and also fluctuating accuracies. This is be-
cause the available training sets are small and using
20% of these samples as the development set means
that the development set only contains a small num-
ber of samples. Thus the selected development sets
are not proper representatives of the test sets and the
tuning process results in overfitting the parameters
(window sizes) to the development sets, with low
generalization accuracy. However, per-task tuning
is relatively stable and performs better on the test
sets. Thus we have selected this method of tuning
in all our experiments. Mihalcea (2004) also reports
that per-word tuning of parameters is not helpful and
does not result in improved performance.

We also evaluated our system separately on the
word types in each part-of-speech (POS) for SE2
and SE3 lexical sample tasks. The results are in-
cluded in Table 3 and Table 4. According to these
tables, word embeddings do not affect all POS types
uniformly. For example, on SE2, the improvement
achieved on verbs is much larger than the other two
POS types and on SE3, adjectives benefited from
word embeddings more than nouns and verbs. How-
ever, this table also shows that improvements from
word embeddings are consistent over POS types and
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both lexical sample tasks.

SE2
POS #word types baseline CW (17)
Adj. 15 67.45% 67.72%
Noun 29 69.39% 69.38%
Verb 29 60.45% 61.89%

Table 3: The scores for each part-of-speech (POS) on
SE2 lexical sample tasks. The window size is shown in-
side brackets.

SE3
POS #word types baseline CW (9)
Adj. 5 45.93% 47.81%
Noun 32 73.44% 73.83%
Verb 20 74.12% 74.17%

Table 4: The scores for each part-of-speech (POS) on
SE3 lexical sample tasks. The window size is shown in-
side brackets.

Finally, we evaluated the effect of word embed-
dings and the adaptation process. Table 5 summa-
rizes our findings on SE2 and SE3 lexical sample
tasks. According to this table, both types of word
embeddings lead to improvements on lexical sample
tasks. We also performed a one-tailed paired t-test to
see whether the improvements are statistically sig-
nificant over the baseline (IMS). The improvements
obtained using CW word embeddings over the base-
line are significant (p < 0.05) in both lexical sample
tasks. Furthermore, the results show that adapted
word embeddings achieve higher scores than raw
word embeddings. We have included the scores ob-
tained by the first and the second best participating
systems in these lexical sample tasks and also the
Most Frequent Sense (MFS) score. The results also
show that the Dropout layer increases performance
significantly. The reason behind this observation is
that without Dropout, word embeddings are overfit-
ted to the training data and when they are used as
extra features in IMS, the classifier does not gen-
eralize well to the test set. Since adaptation with-
out Dropout leads to worse performance, we include
Dropout in all other experiments and only report re-
sults obtained using Dropout.

Similarly, Table 6 presents the results obtained

SE2 SE3
IMS (baseline) 65.3% 72.7%
IMS + CW 66.1%* (17) 73.0%* (9)
IMS + adapted CW 66.2%* (5) 73.4%* (7)

– Dropout 65.4% (7) 72.7% (7)
Rank 1 system 64.2% 72.9%
Rank 2 system 63.8% 72.6%
MFS 47.6% 55.2%

Table 5: Lexical sample task results. The values inside
brackets are the selected window sizes and statistically
significant (p < 0.05) improvements are marked with ‘*’.

from our experiments on the DS05 dataset. In this
table, as explained earlier, ‘CC’ denotes the addi-
tional manually tagged instances. For comparison
purposes, we included the results reported by two
state-of-the-art knowledge-based systems, namely
PPRw2w (Agirre et al., 2014) and Degree (Ponzetto
and Navigli, 2010).

Table 6 shows that IMS performs worse than
PPRw2w on Sports and Finance domains but IMS +
CC outperforms PPRw2w. One of the reasons be-
hind this observation is unseen sense tags. For ex-
ample, in the sentence “the winning goal came with
less than a minute left to play2”, the sense tag for
word ‘goal’ is ‘goal%1:04:00::’. However, the train-
ing data for IMS does not contain any sample with
this sense tag and so it is impossible for IMS to as-
sign this tag to any test instances. On the other hand,
the manually annotated instances (CC) include sam-
ples with this tag and therefore IMS + CC is able to
associate a target word with this sense tag.

According to Table 6, adding word embeddings
results in improved performance over the baseline
(IMS + CC). Moreover, adapting word embeddings
is found to increase accuracy in most cases.

4.2 All-Words Task

We also evaluated the performance of our system on
the SensEval-3 (SE3) all-words task. Next, we ex-
plain our setup and then present the results of our
evaluation.

2This example is taken from WordNet v3.1.
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BNC Sports Finance Total
IMS 48.7% 41.4% 53.4% 47.8%
IMS + CC (baseline) 51.7% 55.7% 62.1% 56.4%
IMS + CC + CW (3) 51.9% 56.1%* 62.3% 56.7%*

IMS + CC + adapted CW (3) 52.3%* 57.1%* 62.0% 57.1%*

PPRw2w 37.7% 51.5% 59.3% 49.3%
Degree - 42.0% 47.8% -

Table 6: DS05 task results. The values inside brackets are the selected window sizes and statistically significant (p <
0.05) improvements over ‘IMS + CC’ are marked with ‘*’.

4.2.1 Experimental Setup
All-words tasks do not provide any training sam-

ples and only include a test set (see Table 7). In order
to train our system for SE3 all-words task, we used
the automatically labeled training samples used ear-
lier for training models for DS05 (see section 4.1.1).
Table 2 shows some statistics about our training set.

SE3
#Word types 963
#Test samples 2,041

Table 7: Statistics of SE3 all-words task

Similar to the lexical sample tasks, we tune our
system on 20% of the original training set. After ob-
taining window size parameter via tuning, we train
on the whole training set and test on the given stan-
dard test set.

4.2.2 Results
The results of the evaluation on SE3 all-words

task are given in Table 8. This table shows that
CW word embeddings improve the accuracy. Sim-
ilar to the results obtained for the lexical sample
tasks, we observe some improvement by adapting
word embeddings for SE3 all-words task as well.
For comparison purposes, we have included the offi-
cial scores of rank 1 and rank 2 participating systems
in SE3 all-words task and the WordNet first sense
(WNs1) score.

5 Conclusion

Supervised word sense disambiguation systems usu-
ally treat words as discrete entities and consequently
ignore the concept of similarity between words.
However, by adding word embeddings, some of the

SE3
IMS (baseline) 67.6%
IMS + CW 68.0%* (9)
IMS + adapted CW 68.2%* (9)
Rank 1 system 65.2%
Rank 2 system 64.6%
WNs1 62.4%

Table 8: SE3 all-words task results. The values inside
brackets are the selected window sizes and statistically
significant (p < 0.05) improvements over the IMS base-
line are marked with ‘*’.

samples that cannot be discriminated based on the
original features (surrounding words, collocations,
POS tags) have more chances to be classified cor-
rectly. Moreover, word embeddings are likely to
contain valuable linguistic information too. Hence,
adding continuous-space representations of words
can provide valuable information to the classifier
and the classifier can learn better discriminative cri-
teria based on such information.

In this paper, we exploited a type of word embed-
dings obtained by feed-forward neural networks. We
also proposed a novel method (i.e., adaptation) to
add discriminative information to such embeddings.
These word embeddings were then added to a super-
vised WSD system by augmenting the original bi-
nary feature space with real-valued representations
for all words occurring in a window of text. We
evaluated our system on two general-domain lexical
sample tasks, an all-words task, and also a domain-
specific dataset and showed that word embeddings
consistently improve the accuracy of a supervised
word sense disambiguation system, across different
datasets. Moreover, we observed that adding dis-
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criminative information by adapting word embed-
dings further improves the accuracy of our word
sense disambiguation system.
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Abstract

For phylogenetic inference, linguistic typol-
ogy is a promising alternative to lexical evi-
dence because it allows us to compare an ar-
bitrary pair of languages. A challenging prob-
lem with typology-based phylogenetic infer-
ence is that the changes of typological fea-
tures over time are less intuitive than those
of lexical features. In this paper, we work
on reconstructing typologically natural ances-
tors To do this, we leverage dependencies
among typological features. We first repre-
sent each language by continuous latent com-
ponents that capture feature dependencies. We
then combine them with a typology evaluator
that distinguishes typologically natural lan-
guages from other possible combinations of
features. We perform phylogenetic inference
in the continuous space and use the evalua-
tor to ensure the typological naturalness of in-
ferred ancestors. We show that the proposed
method reconstructs known language fami-
lies more accurately than baseline methods.
Lastly, assuming the monogenesis hypothesis,
we attempt to reconstruct a common ancestor
of the world’s languages.

1 Introduction
Linguistic typology is a cross-linguistic study that
classifies the world’s languages according to struc-
tural properties such as complexity of syllable struc-
ture and object-verb ordering. The availability of a
large typology database (Haspelmath et al., 2005)
makes it possible to take computational approaches
to this area of study (Daumé III and Campbell, 2007;
Georgi et al., 2010; Rama and Kolachina, 2012). In

this paper, we consider its application to phyloge-
netic inference. We aim at reconstructing evolution-
ary trees that illustrate how modern languages have
descended from common ancestors.

Typological features have two advantages over
other linguistic traits. First, they allow us to com-
pare an arbitrary pair of languages. By contrast,
historical linguistics has worked on regular sound
changes (see (Bouchard-Côté et al., 2013) for com-
putational models). Glottochronology and computa-
tional phylogenetics make use of the presence and
absence of lexical items (Swadesh, 1952; Gray and
Atkinson, 2003). All these approaches require that
certain sets of cognates, or words with common et-
ymological origins, are shared by the languages in
question. For this reason, it is hardly possible to use
lexical evidence to search for external relations in-
volving language isolates and tiny language families
such as Ainu, Basque, and Japanese. For these lan-
guages, typology can be seen as the last hope.

The second advantage is that typological features
are potentially capable of tracing evolutionary his-
tory on the order of 10,000 years because they
change far more slowly than lexical traits. A glot-
tochronological study indicates that even if Japanese
is genetically related to Korean, they diverged from
a common ancestor no earlier than 6,700 years
ago (Hattori, 1999). Even the basic vocabulary van-
ishes so rapidly that after some 6,000 years, the re-
tention rate becomes comparable to chance similar-
ity. By contrast, the word order of Japanese, for ex-
ample is astonishingly stable. It remains intact from
the earliest attested data. Thus we argue that if we
manage to develop a statistical model of typological
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Munda Mon-Khmer
grammar synthetic analytic
word order head-last, OV, postpositional head-first, VO, prepositional
affixation pre/infixing, suffixing pre/infixing or isolating
fusion agglutinative fusional
consonants stable/assimilative shifting/dissimilative
vowels harmonizing/stable reducing/diphthongizing

Table 1: Typological comparison of the Munda and Mon-Khmer branches of the Austroasiatic languages.
An abridged version of Table 1 of (Donegan and Stampe, 2004).

changes with predictive power, we can understand a
much deeper past.

A challenging problem with typology-based in-
ference is that the changes of typological features
over time are less intuitive than those of lexical fea-
tures. Regular sound changes have been well known
since the time of the Neogrammarians. The bi-
nary representations of lexical items commonly used
in computational phylogenetics correspond to their
their presence and absence. The alternations of each
feature value can be straightforwardly interpreted as
the birth and death (Le Quesne, 1974) of a lexical
item. By contrast, it is difficult to understand how a
language switches from SOV to SVO.

Practically speaking, since each language is rep-
resented by a vector of categorical features, we can
easily perform distance-based hierarchical cluster-
ing. Still, the extent to which the resultant tree
reflects evolutionary history is unclear. Teh et al.
(2008) proposed a generative model for hierarchical
clustering, which straightforwardly explains evolu-
tionary history. However, features used in their ex-
periments were binarized in a one-versus-rest man-
ner (i.e., expanding a feature with K possible val-
ues into K binary features) (Daumé III and Camp-
bell, 2007) although the model itself had an abil-
ity to handle categorical values. With the indepen-
dence assumption of binary features, the model was
likely to reconstruct ancestors with logically impos-
sible states.

Typological studies have shown that dependen-
cies among typological features are not limited to
the categorical constraints. For example, object-
verb ordering is said to imply adjective-noun order-
ing (Greenberg, 1963). A natural question arises as
to what would happen to adjective-noun ordering if
object-verb ordering were altered. While dependen-
cies among feature pairs were discussed in previous

studies (Greenberg, 1978; Dunn et al., 2011), depen-
dencies among more than two features are yet to be
exploited.

To gain a better insight into typological changes,
we take Austroasiatic languages as an example. Ta-
ble 1 compares some typological features of the
Munda and Mon-Khmer branches. Although their
genetic relationship was firmly established, they are
almost opposite in structure. Their common an-
cestor is considered to have been Mon-Khmer-like.
This indicates that the holistic changes have hap-
pened in the Munda branch (Donegan and Stampe,
2004). To generalize from this example, we suggest
the following hypotheses:

1. The holistic polarization can be explained by
latent components that control dependencies
among observable features.

2. Typological changes can occur in a way such
that typologically unnatural intermediate states
are avoided.

To incorporate these hypotheses, we propose con-
tinuous space representations of linguistic typology.
Specifically, we use an autoencoder (see (Bengio,
2009) for a review) to map each language into the
latent space. In analogy with principal component
analysis (PCA), each element of the encoded vec-
tor is referred to as a component. We combine the
autoencoder with a typology evaluator that distin-
guishes typologically natural languages from other
possible combinations of features.

Armed with the typology evaluator, we perform
phylogenetic inference in the continuous space. The
evaluator ensures that inferred ancestors are also
typologically natural. The inference procedure is
guided by known language families so that each
component’s stability with respect to evolutionary
history can be learned. To evaluate the proposed
method, we hide some trees to see how well they
are reconstructed.
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Lastly, we build a binary tree on top of known
language families. This experiment is based on a
controversial assumption that the world’s languages
descend from one common ancestor. Our goal here
is not to address the validity of the monogenesis hy-
pothesis. Rather, we address the questions of how
the common ancestor looked like if it existed and
how modern languages have evolved from it.

2 Related Work
In linguistic typology, much attention has been
given to non-tree-like evolution (Trubetzkoy, 1928).
Daumé III (2009) incorporated linguistic areas into
a phylogenetic model and reported that the extended
model outperformed a simple tree model. This re-
sult motivates us to use known language families for
supervision rather than to perform phylogenetic in-
ference in purely unsupervised settings.

Dunn et al. (2011) applied a state-process model
to reference phylogenetic trees to test if a pair of
features is independent. The model they adopted
can hardly be extended to handle multiple features.
They separately applied the model to each lan-
guage family and claimed that most dependencies
were lineage-specific rather than universal tenden-
cies. However, each known language family is so
shallow in time depth that few feature changes can
be observed in it (Croft et al., 2011). We mitigate
data sparsity by letting our model share parameters
among language families all over the world.

3 Data and Preprocessing
3.1 Typology Database and Phylogenetic Trees
The typology database we used is the World Atlas
of Language Structures (WALS) (Haspelmath et al.,
2005). As of 2014, it contains 2,679 languages and
192 typological features. It covers less than 15% of
the possible language/feature pairs, however.

WALS provides phylogenetic trees but they only
have two layers above individual languages: fam-
ily and genus. Language families include Indo-
European, Austronesian and Niger-Congo, and gen-
era within Indo-European include Germanic, In-
dic and Slavic. For more detailed trees, we
used hierarchical classifications provided by Ethno-
logue (Lewis et al., 2014). The mapping between
WALS and Ethnologue was done using ISO 639-3
language codes. We manually corrected some obso-
lete language codes used by WALS and dropped lan-

guages without language codes. We also excluded
languages labeled by Ethnologue as Deaf sign lan-
guage, Mixed language, Creole or Unclassified. For
both WALS and Ethnologue trees, we removed in-
termediate nodes that had only one child. Language
isolates were treated as family trees of their own.
We obtained 193 family trees for WALS and 189 for
Ethnologue.

We made no further modifications to the trees al-
though we were aware that some language families
and their subgroups were highly controversial. In
the future work, the Altaic language family, for ex-
ample, should be disassembled into Turkic, Mon-
golic and Tungusic to test if the Altaic hypothesis
is valid (Vovin, 2005).

Next, we removed features with low coverage.
Some features such as “Inclusive/Exclusive Forms
in Pama-Nyungan” (39B) and “Irregular Negatives
in Sign Languages” (139A) were not supposed to
cover the world. We selected 98 features that cov-
ered at least 10% of languages.1

We used the original, categorical feature values.
The mergers of some fine-grained feature values
seem desirable (Daumé III and Campbell, 2007;
Greenhill et al., 2010; Dunn et al., 2011). Some fea-
tures like “Consonant Inventories” might be better
represented as real-valued features. We leave them
for future work.

In the end, we created two sets of data. The first
set PARTIAL was used to train the typology evalua-
tor. We selected 887 languages that covered at least
30% of features. The second set FULL was for phy-
logenetic inference. We chose language families in
each of which at least 30% of features were covered
by one or more languages in the family. The num-
bers of language families (including language iso-
lates) were reduced to 103 for WALS and 110 for
Ethnologue.

3.2 Missing Data Imputation
We imputed missing data using the R package miss-
MDA (Josse et al., 2012). It handled missing val-
ues using multiple correspondence analysis (MCA).
Specifically, we used the imputeMCA function to

1Additional cleanup is needed. For example, the high-
coverage feature “The Position of Negative Morphemes in SOV
Languages” (144L) is not defined for non-SOV languages. A
natural solution is to add another feature value (Undefined).
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Figure 1: Representations of a language.

predict missing feature values. The substituted data
are used (1) to train the typology evaluator and (2)
to initialize phylogenetic inference.

To evaluate the performance of missing data im-
putation, we hid some known features to see how
well they were predicted. A 10-fold cross-validation
test using the PARTIAL dataset showed that 64.6% of
feature values were predicted correctly. It consider-
ably outperformed (1) the random baseline of 22.4%
and (2) the most-frequent-value baseline of 28.1%.
Thus our assumption of dependencies among fea-
tures was confirmed.

4 Typology Evaluator
We use a combination of an autoencoder to trans-
form typological features into continuous latent
components, and an energy-based model to evaluate
how a given feature vector is typologically natural.

We begin with the autoencoder. Figure 1 shows
various representations of a language. The origi-
nal feature representation v is a vector of categorical
features. v is binarized into x ∈ {0, 1}d0 in a one-
versus-rest manner. x is mapped by an encoder to a
latent representation h ∈ [0, 1]d1 , in which d1 is the
dimension of the latent space:

h = s(Wex + be),

where s is the sigmoid function, and matrix We and
vector be are weight parameters to be estimated. A
decoder then maps h back to x′ through a similar
transformation:

x′ = s(Wdh + bd).

We use tied weights: Wd = WT
e . Note that x′ is

a real vector. To recover a categorical vector, we
need to first binarize x′ according to categorical con-
straints and then to debinarize the resultant vector.

The training objective of the autoencoder alone is
to minimize cross-entropy of reconstruction:

LAE(x, x′) = −
d∑

k=1

xk log x′
k+(1−xk) log(1−x′

k),

where xk is the k-th element of x.
Next, we plug an energy-based model into the au-

toencoder. It gives a probability to x.

p(x) =
exp(WT

s g)∑
x′ exp(WT

s g′)
,

g = s(Wlh + bl),

where vector Ws, matrix Wl and bias term bl are
the weights to be estimated. h is mapped to g ∈
[0, 1]d2 before evaluation. This transformation is
motivated by our speculation that typologically nat-
ural languages may not be linearly separable from
unnatural ones in the latent space since biplots of
principal components of PCA often show sinusoidal
waves (Novembre and Stephens, 2008). The denom-
inator sums over all possible states of x′, including
those which violate categorical constraints. By max-
imizing the average log probability of training data,
we can distinguish typologically natural languages
from other possible combinations of features.

Given a set of N languages with missing data im-
puted,2 our training objective is to maximize the fol-
lowing:

N∑
i=1

(−LAE(xi, x′i) + C log p(xi))),

where C is some constant. Weights are optimized
by the gradient-based AdaGrad algorithm (Duchi et
al., 2011) with a mini-batch. A problem with this
optimization is that the derivative of the second term
contains an expectation that involves a summation
over all possible states of x′, which is computa-
tionally intractable. Inspired by contrastive diver-
gence (Hinton, 2002), we do not compute the ex-
pectation exactly but approximate it by few negative
samples collected from Gibbs samplers.

4.1 Mixing Languages: An Experiment
To analyze the continuous space representations, we
generated mixtures of two languages, which were

2We tried a joint inference of weight optimization and miss-
ing data imputation but dropped it for its instability. A cross-
validation test revealed that the joint inference caused a big ac-
curacy drop in missing data imputation.
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Figure 2: Mixtures of Mundari (a Munda language)
and Khmer (a Mon-Khmer language). The transitions
from Mundari (leftmost) to Khmer (rightmost). The ver-
tical axis denotes typological naturalness log p(x) + C.

potential candidates for their common ancestor. The
pair of languages A and B was mixed in two ways.
First, we replaced elements of A’s categorical vector
vA with vB , with the specified probability. We re-
peated this procedure 1,000 times to obtain a mean
and a standard deviation. Second, we applied lin-
ear interpolation of two vectors hA and hB and
mapped the resultant vector to v′. In this experi-
ment, d0 = 539 and we set d1 = 100 and d2 = 10.

Figure 2 shows the case of the Austroasiatic lan-
guages. In the original, categorical representations,
the mixtures of two languages form a deep valley
(i.e., typologically unnatural intermediate states).
By contrast, the continuous space representations al-
low a language to change into another without harm-
ing typological naturalness. This indicates that in
the continuous space, we can easily reconstruct ty-
pologically natural ancestors. The major feature
changes include “postpositional” to “prepositional”
(0.46–0.47), “strongly suffixing” to “little affixa-
tion” (0.53–0.54) and “SOV” to “SVO” (0.60–0.61).

5 Phylogenetic Inference
5.1 Tree Model
We use continuous space representations and the ty-
pology evaluator for phylogenetic inference. Our
strategy is to find a tree in which (1) nodes are ty-
pologically natural and (2) edges are shorter by the
principle of Occam’s razor. The first point is realized
by applying the typology evaluator. To implement
the second point, we define a probability distribu-
tion over a parent-to-child move in the continuous

space.
We assume that latent components are indepen-

dent. For the k-th component, the node’s value hk is
drawn from a Normal distribution with mean hP

k (its
parent’s value) and precision λk (inverse variance).
The further the node moves, the smaller probabil-
ity it receives. Precision controls each component’s
stability with respect to evolutionary history.

We set a gamma prior over λk, with hyperparam-
eters α and β.3 Taking advantage of the conjugacy
property, we marginalize out λk. Suppose that we
have drawn n samples and let mi be the difference
between the i-th node and its parent, hk − hP

k . Then
the posterior hyperparameters are αn = α+n/2 and
βn = β + 1

2

∑n
i=1 m2

i . The posterior predictive dis-
tribution is Student’s t-distribution (Murphy, 2007):

pk(hk|hP
k ,Mhist, α, β)= t2αn(hk|hP

k , σ2=βn/αn),
where Mhist is a collection of α, β and a history of
previously observed differences. The probability of
a parent-to-child move is a product of the probabili-
ties of its component moves:

pMOVE(h|hP,Mhist) =
d∏

k=1

pk(hk|hP
k , Mhist).

The root node is drawn from a uniform distribution.
To sum up, the probability of a phylogenetic tree

τ is given by pEVAL(tree)× pCONT(tree), where

pEVAL(tree) = Uniform(tree)
∏

x∈nodes(τ )

p(x),

pCONT(tree) = Uniform(root)

×
∏

(h,hP)∈edges(τ )

pMOVE(h|hP,Mhist).

nodes(τ ) is the set of nodes in τ , and edges(τ ) is
the set of edges in τ , We abuse notation as Mhist is
updated each time a node is observed.

5.2 Inference
Given observed data, we aim at reconstructing the
best phylogenetic tree. The data observed are (1)
leaves (with some missing feature values) and (2)
some tree topologies. We need to infer (1) the miss-
ing feature values of leaves, (2) the latent compo-
nents of internal nodes including the root and (3) the
remaining portion of tree topologies. Since leaves

3In the experiments, we set α = β = 0.1.
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Figure 3: SWAP operator. The gray circle is the target node. Its parent P, sibling S and two children C1 and
C2 are shown. (a) The current state. (b–e) The proposed states. (b–c) The topology remains the same but
the target is moved toward C1 and C2, respectively. (d) C1 is swapped for S. (e) C2 is swapped for S.

are tied to observed categorical vectors, our infer-
ence procedures also work on them. We map cate-
gorical vectors into the latent space every time we
attempt to change a feature value. By contrast, we
adopt latent vectors as the primary representations
of internal nodes.

Take the Indo-European language family for ex-
ample. Its tree topology is given but the states of
its internal nodes such as Indo-European, Germanic
and Indic need to be inferred. Dutch has some miss-
ing feature values. Although they have been imputed
with multiple correspondence analysis, its close rel-
atives such as Danish and German might be helpful
for better estimation.

We need to infer portions of tree topologies even
though a set of trees (language families) is given. To
evaluate the performance of phylogenetic inference,
we hide some trees to see how well they are recon-
structed. To reconstruct a common ancestor of the
world’s languages, we build a binary tree on top of
the set of trees. Note that while we only infer binary
trees, a node may have more than two children in the
fixed portions of tree topologies.

We use Gibbs sampling for inference. We define
four operators, CAT, COMP, SWAP and MOVE. The
first tree operators correspond to missing feature val-
ues, latent components and tree topologies, respec-
tively.

CAT – For the target categorical feature of a leaf
node, we sample from K possible values. Let x′ be a
binary feature representation with the target feature
value altered, let hP be the state of the node’s parent,
and let h′ = s(Wex′+be). The probability of choos-
ing x′ is proportional to p(x′) pMOVE(h′|hP,Mhist),
where h is removed from the history. The second

term is omitted if the target node has no parent.4

COMP – For the target k-th component of an
internal node, we choose its new value using the
Metropolis algorithm. It stochastically proposes
a new state and accepts it with some probabil-
ity. If the proposal is rejected, the current state
is reused as the next state. The proposal distribu-
tion Q(h′

k|hk) is a Gaussian distribution centered
at hk. The acceptance probability is a(hk, h

′
k) =

min(1, P (h′
k)/P (hk)), where P (h′

k) is defined as

P (h′
k) = p(x′) pMOVE(h′|hP,Mhist)∏

hC∈children(h′)

pMOVE(hC|h′, Mhist)

where children(h′) is the set of the target node’s
children.

SWAP – For the target internal node (which cannot
be the root), we use the Metropolis-Hastings algo-
rithm to locally rearrange its neighborhood in a way
similar to Li et al. (2000). We first propose a new
state as illustrated in Figure 3. The target node has
a parent P, a sibling S and two children C1 and C2.
From among S, C1 and C2, we choose two nodes.
If C1 and C2 are chosen, the topology remains the
same; otherwise S is swapped for one of the node’s
children. It is shown that one topology can be trans-
formed into any other topology in a finite number of
steps (Li et al., 2000).

To improve mobility, we also move the target
node toward C1, C2 or S, depending on the pro-
posed topology. Here the selected node is denoted
by ∗. We first draw r′ from a log-normal distri-
bution whose underlying Gaussian distribution has

4It is easy to extend the operator to handle internal nodes
supplied with some categorical features.
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mean −1 and variance 1. The target’s proposed state
is h′ = (1 − r′)h + r′h∗. r′ can be greater than 1,
and in that case, the proposed state h′ is more distant
from h∗ than the current state h. This ensures that
the transition is reversible because r = 1/r′. The
acceptance probability can be calculated in a similar
manner to that described for COMP.

MOVE – Propose to move the target internal node,
without swapping its neighbors.

For initialization, missing feature values are im-
puted by missMDA. The initial tree is constructed by
distance-based agglomerative clustering. The state
of an internal node is set to the average of those of
its children.

6 Experiments
6.1 Reconstruction of Known Family Trees
6.1.1 Data and Method

We first conducted a quantitative evaluation of
phylogenetic inference, using known family trees.
We ran 5-fold cross-validations. For each of WALS
and Ethnologue, we subdivided a set of language
families into 5 subsets with roughly the same num-
ber of leaves. Because of some huge language fami-
lies, the number of language families per subset was
uneven. We disassembled family trees in the target
subset and to let the model reconstruct a binary tree
for each language family. Unlike ordinary held-out
evaluation, this experiment used all data for infer-
ence at once.

6.1.2 Model Settings
We used the parameter settings described in Sec-

tion 4.1. For phylogenetic inference, we ran 9,000
burn-in iterations after which we collected 100 sam-
ples at an interval of 10 iterations.

For comparison, we performed average-link ag-
glomerative clustering (ALC). It has two variants,
ALC-CAT and ALC-CONT. ALC-CAT worked on
categorical features and used the ratio of disagree-
ment as a distance metric. ALC-CONT performed
clustering in the continuous space, using cosine dis-
tance. In other words, we can examine the effects
of the typology evaluator and precision parameters.
For these models, missing feature values are im-
puted by missMDA.

6.1.3 Evaluation Measures
We present purity (Heller and Ghahramani, 2005),

subtree (Teh et al., 2008) and outlier fraction

(a)

(b)

(c)

Figure 4: Maximum clade credibility tree of the
world. (a) The whole tree. Three-letter labels are ISO
639-3 codes. Nodes below language families are omit-
ted. (b–c) Portions of the tree are enlarged.

scores (Krishnamurthy et al., 2012). All scores are
between 0 and 1 and higher scores are better. We
calculated these scores for each language family and
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WALS Ethnologue
purity subtree outlier outlier

ALC-CAT .500 .557 .608 .626 .343 .330 .358 .398
ALC-CONT .503 .557 .630 .630 .343 .330 .353 .395
Proposed .522 .572 .603 .651 .351 .346 .356 .394

Table 2: Results of the reconstruction of known family trees. Macro-averages are followed by micro-
averages.

report macro- and micro-averages. Only non-trivial
family trees (trees with more than two children)
were considered.

Purity and subtree scores compare inferred trees
with gold-standard class labels. In WALS, genera
were treated as class labels because they were the
only intermediate layer between families and leaves.
By contrast, Ethnologue provided more complex
trees and we were unable to assign one class label
to each language. For this reason, only outlier frac-
tion scores are reported for Ethnologue.

6.1.4 Results
Table 2 shows the scores for reconstructed fam-

ily trees. The proposed method outperformed the
baselines in 5 out of 8 metrics. Three methods per-
formed almost equally for Ethnologue. We suspect
that typological features reflect long term trends in
comparison to Ethnologue’s fine-grained classifica-
tion. For WALS, the proposed method was beaten
by average-link agglomerative clustering only in
the macro-average of subtree scores. One pos-
sible explanation is randomness of the proposed
method. Apparently, random sampling distributed
errors more evenly than deterministic clustering. It
was penalized more often by subtree scores because
they required that all leaves of an internal node be-
longed to the same class.

6.2 Reconstruction of a Common Ancestor of
the World’s Languages

We reconstructed a single tree that covers the world.
To do this, we build a binary tree on top of known
language families, a product of historical linguistics.
It is generally said that historical linguistics cannot
go far beyond 6,000–7,000 years (Nichols, 2011).
Here we attempt to break the brick wall.

It is no surprise that this experiment is full of
problems and difficulties. No quantitative evalua-
tion is possible. Underlying assumptions are ques-
tionable. No one knows for sure if there was such
a thing as one common ancestor of all modern lan-
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Figure 5: Histogram of posterior variances σ2 =
βn/αn of the 4,000th sample.
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Figure 6: Scatter plot of languages using the
components with the two smallest variances.

guages. Moreover, language capacity of humans, in
addition to languages themselves, is likely to have
evolved over time (Nichols, 2011). This casts doubt
on the applicability of the typology evaluator, which
is trained on modern languages, to languages of far
distant past. Nevertheless, it is fascinating to make
inference on the world’s ancestral languages.

We used Ethnologue as the known tree topologies.
For Gibbs sampling, we ran 3,000 burn-in iterations
after which we collected 100 samples at an interval
of 10 iterations.

Figure 4 shows a reconstructed tree. To summa-
rize multiple sample trees, we constructed a max-
imum clade credibility tree. For each clade (a set
of all leaves that share a common ancestor), we cal-
culated the fraction of times it appears in the col-
lected samples, which we call a support in this pa-
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Features Frequencies/Values

Consonant Inventories
95 Average
5 Moderately small

Vowel Quality Inventories
85 Average (5-6)
15 Small (2-4)

Syllable Structure
100 Moderately complex

0 Complex

Coding of Nominal Plurality

97 Plural suffix
2 Plural word
1 No plural
0 Plural clitic

Order of Numeral and Noun
61 Noun-Numeral
39 Numeral-Noun

Position of Case Affixes
61 No case affixes or adp. clitics
39 Case suffixes

Ord. of SOV
61 SOV
38 SVO
1 No dominant order

Ord. of Adposition and NP
91 Postpositions
9 Prepositions

Ord. of Adjective and Noun
87 Noun-Adjective
13 Adjective-Noun

Table 3: Some features of the world’s ancestor with
sample frequencies.

per. A tree was scored by the product of supports of
all clades within it, and we created a tree that maxi-
mized the score. Each edge label shows the support
of the corresponding clade. As indicated by gen-
erally low supports, the sample trees were very un-
stable. Some geographically distant groups of lan-
guages were clustered near the bottom. We partially
attribute this to the underspecificity of linguistic ty-
pology: even if a pair of languages shares the same
feature vector, they are not necessarily the same lan-
guage. This problem might be eased by incorporat-
ing geospatial information into phylogenetic infer-
ence (Bouckaert et al., 2012).

Table 3 shows some features of the root. The re-
constructed ancestor is moderate in phonological ty-
pology, uses suffixing in morphology and prefers the
SOV word order. The inferred word order agrees
with speculations given by previous studies (Mau-
rits and Griffiths, 2014).

Figure 5 shows the histogram of variance parame-
ters. Some latent components had smaller variances
and thus were more stable with respect to evolution-
ary history. Figure 6 displays languages using the
components with the two smallest variances. Unlike
PCA plots, data concentrated at the edges.

We used a geometric mean of pMOVE of multi-
ple samples to calculate how a modern language is

Rank Language Classificatoin Logprob.
1(Japanese)Japonic 76.8
2Shuri Japonic -37.7
3Khalkha Altaic>Mongolic -200.0
4Lepcha Sino-Tibetan>Tibeto-Burman -201.9
5Chuvash Altaic>Turkic -205.5
6Deuri Sino-Tibetan>Tibeto-Burman -218.3
7Urum Altaic>Turkic -218.6
8Ordos Altaic>Mongolic -219.0
9Uzbek Altaic>Turkic -219.6

10Archi N. Caucasian>E. Caucasian -221.5
131Korean (isolate) -265.7
493Ainu (isolate) -409.9

Table 4: Modern languages ranked by the similarity
to Japanese.

similar to another. The case of Japanese is shown
in Table 4. This ranked list is considerably dif-
ferent from that of disagreement rates of categor-
ical vectors (Spearman’s ρ = 0.76). When fea-
tures’ stability with respect to evolutionary history
is considered, Japanese is less closer to Korean and
Ainu than to some Tibeto-Burman languages south
of the Himalayas. As the importance of these mi-
nor languages of Northeast India is recognized, the
Sino-Tibetan tree might be drastically revised in the
future (Blench and Post, 2013). The least similar
languages include the Malayo-Polynesian and Nilo-
Saharan languages.

7 Conclusion
In this paper, we proposed continuous space repre-
sentations of linguistic typology and used them for
phylogenetic inference. Feature dependencies are
a major focus of linguistic typology, and typology
data have occasionally been used for computational
phylogenetics. To our knowledge, however, we are
the first to integrate the two lines of research. In
addition, the continuous space representations un-
derlying interdependent discrete features are appli-
cable to other data including phonological invento-
ries (Moran et al., 2014).

We believe that typology provides important clues
for long-term language change. The currently avail-
able database only contains modern languages, but
we expect that data of some ancestral languages
could greatly facilitate computational approaches to
diachronic linguistics.
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Abstract

A weakly-supervised method is applied to
anonymized queries to extract lexical interpre-
tations of compound noun phrases (e.g.,“for-
tune 500 companies”). The interpretations
explain the subsuming role (“listed in” ) that
modifiers (fortune 500) play relative to heads
(companies) within the noun phrases. Exper-
imental results over evaluation sets of noun
phrases from multiple sources demonstrate
that interpretations extracted from queries
have encouraging coverage and precision. The
top interpretation extracted is deemed relevant
for more than 70% of the noun phrases.

1 Introduction

Motivation : Semantic classes of interest to Web
users are often expressed as lexical class labels (e.g.,
“fortune 500 companies”, “italian composers”,
“victorinox knives”). Each class label hints at the
implicit properties shared among its instances (e.g.,
general electric, gaetano donizetti, swiss army jet-
setterrespectively). Class labels allow for the orga-
nization of instances into hierarchies, which in turn
allows for the systematic development of knowl-
edge repositories. This motivates research efforts
to acquire as many relevant class labels of instances
as possible, which have received particular empha-
sis (Wang and Cohen, 2009; Dalvi et al., 2012; Flati
et al., 2014). The efforts are part of the larger area of
extracting open-domain facts and relations (Banko
et al., 2007; Hoffart et al., 2013; Yao and Van
Durme, 2014), ultimately delivering richer results in
Web search.

Different methods can associate instances (gen-
eral electric) with both class labels (“fortune 500

companies”) and facts (<general electric, founded
in, 1892>) extracted from text. But the class labels
tend to be extracted, maintained and used separately
from facts. Beyond organizing the class labels hi-
erarchically (Kozareva and Hovy, 2010), the mean-
ing of a class label is rarely explored (Nastase and
Strube, 2008), nor is it made available downstream
to applications using the extracted data.

Contributions : The method introduced in this paper
is the first to exploit Web search queries to uncover
the semantics of open-domain class labels in par-
ticular; and of compound noun phrases in general.
The method extracts candidate, lexical interpreta-
tions of compound noun phrases from queries. The
interpretations turn implicit properties or subsuming
roles (“listed in” , “from” , “made by”) that mod-
ifiers (fortune 500, italian, victorinox) play within
longer noun phrases (“fortune 500 companies”,
“italian composers”, “victorinox knives”) into ex-
plicit strings. The roles of modifiers relative to heads
of noun phrase compounds cannot be characterized
in terms of a finite list of possible compounding re-
lationships (Downing, 1977). Hence, the interpreta-
tions are not restricted to a closed, pre-defined set.
Experimental results over evaluation sets of noun
phrases from multiple sources demonstrate that in-
terpretations can be extracted from queries for a sig-
nificant fraction of the input noun phrases. Without
relying on syntactic analysis, extracted interpreta-
tions induce implicit bracketings over the interpreted
noun phrases. The bracketings reveal the multiple
senses, some of which are more rare but still plau-
sible, in which the same noun phrase can be some-
times explained. The quality of interpretations is en-
couraging, with at least one interpretation deemed
relevant among the top 3 retrieved for 77% of the
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noun phrases with extracted interpretations. The top
interpretation is deemed relevant for more than 70%
of the noun phrases.
Applications: The extracted interpretations can
serve as a bridge connecting class labels and facts.
Relevant interpretations allow one to potentially de-
rive missing facts (<general electric, listed in, for-
tune 500>) from existing class labels (<general
electric, fortune 500 companies>) and vice versa.
In addition, relevant interpretations of class la-
bels are themselves class labels inferred for the
same instances. Examples are<general electric,
companies listed in fortune 500>, or <general
electric, companies in fortune 500>, based on
<general electric, fortune 500 companies>. If
the input class labels are organized hierarchi-
cally (<fortune 500 companies, companies>), in-
terpretations explain why more specific class la-
bels (“fortune 500 companies”, “german com-
panies”, “dow jones industrial average compa-
nies”, “french companies”) do not merely belong
under more general ones (“companies”), but do
so along shared interpretations (companies→listed
in→{fortune 500, dow jones industrial average
companies}; vs. {companies→from→{germany,
france}); and, more generally, aid in the better un-
derstanding of noun phrases.

2 Interpreting Noun Phrases

Hypothesis: Let N be a compound noun phrase,
containing a headH preceded by modifiersM .
Each ofH andM may contain one or multiple to-
kens. Being a compound, the sequence of modifiers
and head inN act as a single noun (Downing, 1977;
Hendrickx et al., 2013). IfN is relevant and of inter-
est to Web users, then in a sufficiently large corpus it
will eventually be referred to in relatively more ver-
bose search queries, which explain the implicit role
that modifiersM play relative to the headH.
Acquisition from Queries: To illustrate the intu-
ition above, consider the noun phrases“water an-
imals” and “zone 7 plants”. If enough Web users
are interested in the concepts represented by these
noun phrases, then the phrases are likely to be sub-
mitted as search queries. In addition, some Web
users seeking similar information are likely to sub-
mit queries that make the role of the modifierswater
andzone 7explicit, such as“animals living in wa-
ter” or “plants that grow in zone 7”.

As illustrated in Figure 1, the extraction method

animals that grow in water   animals who live in water   plants that grow in zone 11

plants that grow in zone 7   plants that grow well in zone 7   plants for zone 10

animals living in coral reef   animals living in freshwater   animals living in water

plants for zone 7   plants for planting zone 10   plants for planting zone 7

justices of the washington state supreme court   supreme court justices in ohio

supreme court justices in oregon   supreme court justices in washington state

supreme court justices born in new jersey   justices of the vermont supreme court

justices of the warren court   supreme court justices from new hampshire

justices of the australian high court   justices of the california supreme court

aquatic animals
Noun phrase

Noun phrase
zone 7 plants

Noun phrase

Noun phrase
water animals Source queries

animals who live in water

Source queries
plants that grow in zone 7
plants that grow in zone 11

Source queries

animals living in coral reef
Source queries

animals living in freshwater
animals living in water

justices of the california supreme court
justices of the australian high court
justices of the washington state supreme court
justices of the warren court

court justices
california supreme

Source queries

Candidate interpretations for noun phrases
aquatic animals

water animals

zone 7 plants

california supreme court justices

                                        (supreme court justices)H born in (california)M

                                        (plants)H that grow in (zone 7)M

                                        (animals)H living in (water)M

                                        (animals)H who live in (water)M
                                        (animals)H living in (water)M

                                        (justices)H of the (california supreme court)M

                                        (animals)H who live in (water)M

california supreme court

washington state supreme court
vermont supreme court
warren court

water

air

pond water

aquatic

water
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zone 7

zone 10
zone 11
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supreme court justices born in new jersey

Query logs

Queries

Figure 1: Overview of extraction of interpretations of
noun phrases from Web search queries

proposed in this paper takes as input a vocabulary of
noun phrases, as well as a set of anonymized queries
from which possible interpretations for the noun
phrases must be extracted. The extraction consists of
several steps: (1) the selection of a subset of queries
that may be candidate interpretations of some yet-to-
be-specified noun phrases; (2) the matching of the
selected queries to the noun phrases to interpret; and
(3) the aggregation of matched queries into candi-
date interpretations extracted for a noun phrase.
Queries as Candidate Interpretations: The in-
put queries are matched against the extraction pat-
terns from Table 1. The use of targeted patterns
in information extraction has been suggested be-
fore (Hearst, 1992; Fader et al., 2011). In our
case, the patterns match queries that start with an
arbitrary ngramH, followed by what is likely a
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Extraction Pattern
→ Examples of Matched Queries

Passive constructs:
H [VBN |VBD|VBG] [<anything>] M [<anything>]
→ (plants)H grown in (zone 7)M
→ (supreme court justices)H born in (new jersey)M
→ (medicinal plants)H used as (ayurvedic)M drugs
→ (manipulatives)H used in (elementary math)M

Prepositional constructs:
H [IN |TO] [<anything>] M [<anything>]
→ (plants)H for (zone 7)M
→ (justices)H of the (california supreme court)M

→ (medicinal plants)H in (ayurvedic)M products
→ (math manipulatives)H for (elementary)M level

Relative pronoun constructs:
H [that|who|which] [<anything>] M [<anything>]
→ (plants)H that grow in (zone 7)M
→ (animals)H who live in (water)M
→ (medicinal plants)H that are used in (ayurveda)M

→ (math manipulatives)H that are taught in the
(elementary)M classroom

Table 1: Extraction patterns matched against queries to
identify candidate interpretations (H, M=head and mod-
ifier of a hypothetical noun phrase)

passive, prepositional or relative-pronoun construct,
followed by another ngramM , and optionally fol-
lowed by other tokens. The ngramsH and M
contain one or more tokens. The patterns effec-
tively split matching queries into four consecutive
sequences of tokensQ=[Q1 Q2 Q3 Q4], whereH
andM correspond toQ1 andQ3, andQ4 may be
empty. For example, the pattern in the lower portion
of Table 1 matches the query“(plants)H that grow
in (zone 7)M ” , which is one of the queries shown in
the upper portion of Figure 1.

Mapping Noun Phrases to Interpretations: Each
noun phrase to interpret is split into all possible de-
compositions of two consecutive sequences of to-
kensN=[N1 N2], where the two sequences corre-
spond to a hypothetical modifier and a hypothetical
head of the noun phrase. For example, the noun
phrase“zone 7 plants” is split into [“zone” , “7
plants”] and separately into [“zone 7”, “plants” ]. If
N1 andQ3, andN2 andQ1 respectively, match, then
the matching queryQ (e.g.,“(plants)H that grow in
(zone 7)M ” ) is retained as a candidate interpretation
of the noun phraseN (“(zone 7)M (plants)H ” ), as
shown in the middle portion of Figure 1.

Mapping via Modifier Variants : At its simplest,
the matching of the hypothetical modifier relies on
strict string matching. Alternatively, original modi-
fiers in the noun phrases to interpret may be matched

to queries via expansion variants. Variants are
phrases that likely play the same role, and there-
fore share interpretations, as modifiers relative to
the head in a noun phrase. Variants allow for the
extraction of candidate interpretations that may oth-
erwise not be available in the input data. For ex-
ample, in Figure 1, the variantnew jerseyavailable
for california allows for the matching ofcalifornia
in the noun phrase“(california) M (supreme court
justices)H ” , with new jerseyin the query“(supreme
court justices)H born in (new jersey)M ” . The candi-
date interpretation“(supreme court justices)H born
in (california)M ” is extracted for the noun phrase
“(california) M (supreme court justices)H ” , even
though the query“supreme court justices born in
california” is not present among the input queries.

Possible sources of variants include distribution-
ally similar phrases (Lin and Wu, 2009), where the
phrases most similar to a modifier would act as
its variants. Mappings from adjectival modifiers in
noun phrases (e.g.,aquaticin “aquatic animals” in
Figure 1) into the nominal counterparts (e.g.,wa-
ter) that are likely to occur in interpretations (e.g.,
“(animals)H who live in (water)M ” ) are also useful.
Concretely, as described later in Section 3, variants
are generated using WordNet (Fellbaum, 1998), dis-
tributional similarities and Wikipedia.
Aggregation of Candidate Interpretations: Can-
didate interpretations of a noun phrase are aggre-
gated from source queries that matched the noun
phrase. The frequency score of a candidate inter-
pretation is the weighted sum of the frequencies of
source queries from which the candidate interpre-
tation is collected, possibly via variants of modi-
fiers. In the weighted sum, the weights are similarity
scores between the original modifier from the noun
phrase, on one hand, and the variant from the source
query into which the modifier was mapped, on the
other hand. For example, in Figure 1, the frequency
score of the candidate interpretation“(plants)H that
grow in (zone 7)M ” for the noun phrase“(zone 7)M
(plants)H ” is the weighted sum of the frequencies of
the source queries“plants that grow in zone 7”and
“plants that grow in zone 11”. The weights for the
variantszone 7andzone 11relative to the original
modifierzone 7may be 1.0 (identity) and 0.8 (distri-
butional similarity), whereas the weights of adjecti-
val modifiers such aswater for aquaticmay be 1.0.
Separately from the frequency score, a penalty score
is computed that penalizes interpretations containing
extraneous tokens. Specifically, the penalty counts
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the number of nouns or adjectives located outside
the modifier and head. Candidate interpretations ex-
tracted for a noun phrase are ranked in increasing
order of their penalty scores or, in case of ties, in
decreasing order of their frequency scores.

3 Experimental Setting

Sources of Textual Data: The experiments rely
on a random sample of around 1 billion fully-
anonymized Web search queries in English. The
sample is drawn from queries submitted to a general-
purpose Web search engine. Each query is available
independently from other queries, and is accompa-
nied by its frequency of occurrence in the query logs.
Sources of Variants: The original form of the mod-
ifiers is denoted asorig-phrase. Three types of vari-
ant phrases are collected for the purpose of match-
ing modifiers within noun phrases to interpret, with
phrases from queries. Relations encoded as Value-
Of, Related-Noun and Derivationally-Related rela-
tions in WordNet (Fellbaum, 1998) are the source of
adj-noun variants. They map around 6,000 adjec-
tives into one or more nouns (e.g., (french→france),
(electric→electricity), (aquatic→water)). A repos-
itory of distributionally similar phrases, collected
in advance (Lin and Wu, 2009) from a sample of
around 200 million Web documents in English, is
the source ofdist-sim variants. For each of around 1
million phrases, the variants consist of their 50 most
similar phrases (e.g.,art garfunkel→{carly simon,
melissa manchester, aaron neville, ..}).

A snapshot of all Wikipedia articles in English, as
available in June 2014, is the source ofwiki-templ
variants. For each of around 50,000 phrases, their
wiki-templ variants are collected from Wikipedia
categories sharing a common parent Wikipedia cat-
egory (e.g.,“albums by artist”) and having a com-
mon head (“art garfunkel albums”, “black sabbath
albums”, “metallica albums”). The different mod-
ifiers (art garfunkel, black sabbath, metallica) that
accompany the shared head are collected as vari-
ants of one another. Among the four types of vari-
ants, wiki-templ variants are applied only when the
noun phrase to interpret, and the source Wikipedia
category names from which the variants were col-
lected, have the same head. For example,X=art
garfunkel→{black sabbath, metallica, 50 cent, ..}
is applied only in the context of the noun phrase“X
albums”.
Vocabularies of Noun Phrases: The extraction

Vocabulary Relative Coverage
R Q I I / Q

ListQ 406,249 406,249 277,193 0.682
IsA 613,148 405,262 282,927 0.698

WikiC 248,615 87,878 63,518 0.723

Table 2: Relative coverage of noun phrase interpretation,
over noun phrases from various vocabularies (R=number
of raw noun phrases; Q=subset of noun phrases from R
that are queries; I=subset of noun phrases from Q with
some extracted interpretation(s); I/Q=fraction of noun
phrases from Q that are present in I)

method acquires interpretations from queries, for
noun phrases from three vocabularies.ListQ is a set
of phrasesX (e.g.,“aramaic words”) from queries in
the form [list of X], where the frequency of the query
[X] is at most 100 times higher than the frequency of
the query [list of X], and the frequency of the latter is
at least 5.IsA is a set of class labels (e.g.,“academy
award nominees”), originally extracted from Web
documents via Hearst patterns (Hearst, 1992), and
associated with at least 25 instances each (e.g.,zero
dark thirty). WikiC is a set of Wikipedia categories
that contain some tokens in lowercase beyond prepo-
sitions and determiners, and whose heads are plural-
form nouns (e.g.,“french fiction writers”). Only
phrases that are one of the full-length queries from
the input set of Web search queries are retained in
the respective sets, as vocabularies of noun phrases
to interpret; other phrases are discarded.
Parameter Settings: The noun phrases to interpret
and queries are both part-of-speech tagged (Brants,
2000). From among candidate interpretations ex-
tracted for a noun phrase, interpretations whose
penalty score is higher than 1 are discarded. When
computing the frequency score of a candidate in-
terpretation as the weighted sum of the frequencies
of source queries, the weights assigned to various
variants are 1.0, for orig-phrase, adj-noun and wiki-
templ variants; and the available distributional simi-
larity scores within [0.0, 1.0], for dist-sim variants.

4 Evaluation Results

Relative Coverage: Because it is not feasible to
manually compile the exhaustive sets of all string
forms of valid interpretations of all (or many) noun
phrases, we compute relative instead of absolute
coverage. As illustrated in Table 2, some inter-
pretations are extracted from queries for more than
500,000 of the noun phrases from all input vocabu-
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Gold Set: Sample of Noun Phrases

ListQ: 1911 pistols, 2009 movies, alabama sororities,
alaskan towns, american holidays, aramaic words, argumen-
tative essays, arm loans, army ranks, .., yugioh movies
IsA: academy award nominees, addicting games, advanced
weapons systems, android tablet, application layer protocols,
astrological signs, automotive parts, .., zip code
WikiC: 2k sports games, aaliyah songs, advertising slogans,
airline tickets, alan jackson songs, ancient romans, andrea
bocelli albums, athletic shoes, .., wii accessories

Table 3: Gold sets of 100 noun phrases per vocabulary

laries, or around 70% of all input noun phrases.
Precision of Interpretations: From an input vo-
cabulary, an initial weighted sample of 150 noun
phrases with some extracted interpretations is manu-
ally inspected. The sampling weight is the frequency
of the noun phrases as queries. A noun phrase
from the selected sample is either retained, or dis-
carded if deemed to be a non-interpretable phrase.
A noun phrase is not interpretable if it is in fact an
instance (“new york” , “alicia keys” ) rather than a
class; or it is not a properly formed noun phrase
(“watch movies”); or does not refer to a meaningful
class (“3 significant figures”). The manual inspec-
tion ends, once a sample of 100 noun phrases has
been retained. The procedure gives weighted ran-
dom samples of 100 noun phrases, drawn from each
of the ListQ, IsA and WikiC vocabularies. The sam-
ples, shown in Table 3, constitute the gold sets of
phrases ListQ, IsA and WikiC, over which precision
of interpretations is computed. Note that, since the
samples are random, Wikipedia categories that con-
tribute to the automatic construction of wiki-templ
variants may be selected as gold phrases in WikiC.
This is the case for three of the gold phrases in Wi-
kiC.

The top 20 interpretations extracted for each gold
phrase are manually annotated with correctness la-
bels. As shown in Table 4, an interpretation is an-
notated as: correct and generic, or correct and spe-
cific, if relevant; okay, if useful but containing non-
essential information; or wrong. To compute the
precision score over a gold set of phrases, the cor-
rectness labels are converted to numeric values. Pre-
cision of a ranked list of extracted interpretations is
the average of the correctness values of the interpre-
tations in the list.

Table 5 provides a comparison of precision scores
at various ranks in the extracted lists of interpreta-
tions, as an average over all phrases from a gold set.

Label (Score)→ Examples of (Noun Phrase: Interpretation)

cg (1.0)→ (good short stories: short stories that are good),
(bay area counties: counties in the bay area), (fourth grade
sight words: sight words in fourth grade), (army ranks: ranks
from the army), (who wants to be a millionaire winners: win-
ners of who wants to be a millionaire), (us visa: visa for us)
cs (1.0)→ (brazilian dances: dances of the brazilian cul-
ture), (tsunami charities: charities that gave to the tsunami),
(stephen king books: books published by stephen king),
(florida insurance companies: insurance companies head-
quartered in florida), (florida insurance companies: insur-
ance companies operating in florida), (us visa: visa required
to enter us)
qq (0.5)→ (super smash bros brawl characters: characters
meant to be in super smash bros brawl), (carribean islands:
islands by the carribean), (pain assessment tool: tool for
recording pain assessment)
xw (0.0)→ (periodic functions: functions of periodic dis-
tributions), (simpsons episodes: episodes left of simpsons),
(atm card: card left in wachovia atm)

Table 4: Examples of interpretations manually anno-
tated with each correctness label (cg=correct generic;
cs=correct specific; qq=okay; xw=incorrect)

Gold Set Precision@N
@1 @3 @5 @10 @20

ListQ 0.770 0.708 0.655 0.568 0.465
IsA 0.730 0.598 0.530 0.423 0.329

WikiC 0.780 0.647 0.561 0.455 0.357

Table 5: Average precision, at various ranks in the ranked
lists of interpretations extracted for noun phrases from
various sets of gold phrases

At ranks 1, 5 and 20, precision scores vary between
0.770, 0.655 and 0.465 respectively, for the ListQ
gold set; and between 0.730, 0.530 and 0.329 re-
spectively, for the IsA gold set.

Presence of Relevant Interpretations: Sometimes
it is difficult to even manually enumerate as many as
20 distinct, relevant string forms of interpretations
for a given noun phrase. Measuring precision at a
particular rank (e.g., 20) in a ranked list of interpre-
tations may be too conservative. Table 6 summa-
rizes a different type of scoring metric, namely the
presence of any relevant interpretation, among the
interpretations extracted up to a particular rank. Rel-
evance is flexibly defined, by requiring the interpre-
tations to have been assigned a certain correctness
label, then computing the average number of gold
phrases for which such interpretations are present up
to a particular rank. When considering only inter-
pretations annotated as correct and generic or cor-
rect and specific, in the second row of each vertical
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Gold
Set

Selected
Correct-
ness Labels

Average presence of any interpreta-
tions with any of the selected cor-
rectness labels

cg cs qq @1 @3 @5 @10 @20

ListQ
√ √ √

0.790 0.860 0.870 0.880 0.880√ √
0.750 0.810 0.830 0.840 0.840√
0.720 0.780 0.790 0.800 0.800√
0.030 0.160 0.360 0.450 0.460

IsA
√ √ √

0.750 0.800 0.810 0.830 0.830√ √
0.710 0.770 0.790 0.800 0.800√
0.650 0.690 0.710 0.710 0.720√
0.060 0.220 0.350 0.480 0.520

WikiC
√ √ √

0.810 0.900 0.920 0.930 0.930√ √
0.750 0.830 0.860 0.860 0.870√
0.640 0.730 0.750 0.750 0.760√
0.110 0.210 0.370 0.520 0.560

Table 6: Average of scores indicating the presence or ab-
sence of any interpretations annotated with a correctness
label from a particular subset of correctness labels. Com-
puted over interpretations extracted up to various ranks
in the ranked lists of extracted interpretations (cg=correct
generic; cs=correct specific; qq=okay)

Noun Phrase→ Multiple-Bracketing Interpretations

african american women writers→ (writers)H who wrote
about (african american)M women, (women writers)H who
are (african american)M , (writers)H who cover (african
american)M women struggles
chinese traditional instruments→ (traditional instruments)H

of (china)M , (instruments)H used in (chinese traditional)M

music
elementary math manipulatives→ (manipulatives)H
for (elementary math)M , (math manipulatives)H in the
(elementary)M classroom, (manipulatives)H used in (ele-
mentary math)M , (math manipulatives)H for (elementary)M
level
global corporate tax rates→ (corporate tax rates)H around
the (world)M , (tax rates)H on (global corporate)M profits

Table 7: Sample of noun phrases from the ListQ gold
set, whose top 10 extracted interpretations induce mul-
tiple pairs of a head and a modifier of the noun phrases
(H=head; M=modifier)

portion in Table 6, the scores at rank 5 are 0.830 for
ListQ, 0.790 for IsA and 0.860 for WikiC. Alterna-
tively, in the fourth rows of each vertical portion, the
scores at rank 5 are 0.360, 0.350 and 0.370 respec-
tively. The scores indicate that at least one of the top
5 interpretations is correct and specific for about a
third of the noun phrases in the gold sets.
Induced Modifiers, Heads and Interpretations:
When a candidate interpretation is extracted for a
noun phrase, the interpretation effectively induces
a particular bracketing over the noun phrase, as it
splits it into a modifier and a head. For an ambiguous

Presence of Multiple Bracketings
Vocabulary ListQ IsA WikiC

Fraction of Noun Phrases 0.110 0.124 0.051

Table 8: Fraction of noun phrases that have some ex-
tracted interpretation(s) and contain at least 3 tokens,
whose interpretations induce multiple (rather than single)
bracketings over interpreted noun phrases. The presence
of multiple bracketings for a noun phrase is equivalent to
the presence of multiple pairs of a head and a modifier,
as induced by the top 10 interpretations extracted for the
noun phrase

Noun Phrase→ Extracted Interpretations

beatles songs→ (songs)H sung by the (beatles)M , (songs)H
about the (beatles)M

company accounts→ (accounts)H maintained by the
(company)M , (accounts)H owed to a (company)M

florida insurance companies→ (insurance companies)H

headquartered in (florida)M , (insurance companies)H insur-
ing in (florida)M
german food→ (food)H eaten in (germany)M , (food)H
produced in (germany)M , (food)H that originated in
(germany)M
math skills → (skills)H needed for (math)M , (skills)H
learned in (math)M , (skills)H gained from studying (math)M

michael jackson song→ (song)H written by (michael
jackson)M , (song)H sung by (michael jackson)M , (song)H
about (michael jackson)M

Table 9: Sample of alternative relevant interpretations ex-
tracted among the top 20 interpretations for noun phrases
from the ListQ gold set (H=head; M=modifier)

noun phrase, multiple bracketings may be possible,
each corresponding to a different interpretation. In-
terpretations extracted from queries do capture such
multiple bracketings, even for phrases from the gold
sets, as illustrated in Table 7. Over all noun phrases
from the input vocabularies that have some extracted
interpretations and contain at least 3 tokens, about
10% (ListQ and IsA) and 5% (WikiC) of the noun
phrases have multiple bracketings induced by their
top 10 interpretations, as shown in Table 8.

Table 9 shows examples of noun phrases with
multiple extracted interpretations that induce identi-
cal bracketings, but capture distinct interpretations.
Impact of Variants : Variants of modifiers provide
alternatives in extracting candidate interpretations,
even when the modifiers from the noun phrases are
not present in their original form in the interpreta-
tions. For example, the adj-noun variantethiopia
of the modifierethiopianleads to the extraction of
the interpretation“runners from ethiopia” for the
noun phrase“ethiopian runners”. Similarly, wiki-
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Vocab Variant Type
orig-phrase adj-noun dist-sim wiki-templ

Interpretations produced by variant type (not exclusive):
ListQ 0.453 0.089 0.642 0.017

IsA 0.389 0.121 0.597 0.003
WikiC 0.191 0.097 0.603 0.425
Interpretations produced only by variant type (exclusive):
ListQ 0.281 0.069 0.450 0.005

IsA 0.299 0.099 0.491 0.001
WikiC 0.086 0.076 0.351 0.225

Table 10: Impact of various types of variants of modifiers,
on the coverage of noun phrase interpretations. Com-
puted as the fraction of the top 10 extracted interpreta-
tions produced by a particular variant type, and possibly
by other variant types (upper portion); or produced only
by a particular variant type, and by no other variant types
(lower portion) (Vocab=vocabulary of noun phrases)

templ variantsmetallica and 50 centof the mod-
ifier art garfunkel, in the context“X albums”, al-
low for the extraction of the interpretation“albums
sold by art garfunkel”for the noun phrase“art gar-
funkel albums”, via the interpretations“albums sold
by metallica”and“albums sold by 50 cent”.

Table 10 quantifies the impact of various types of
variants, on the coverage of noun phrase interpre-
tations. The scores provided for each variant type
correspond to either non-exclusive (upper portion of
the table) or exclusive (lower portion) contribution
of that variant type towards some extracted interpre-
tations. In other words, in the lower portion, the
scores capture the fraction of the top 10 interpreta-
tions that are produced only by that particular variant
type. Three conclusions can be drawn from the re-
sults. First, all variant types contribute to increasing
coverage, relative to using only orig-phrase variants.
Second, dist-sim variants have a particularly strong
impact. Third, wiki-templ variants have a strong im-
pact, but only when the contexts from which they
were collected match the context of the noun phrase
being interpreted. On the WikiC vocabulary in the
lower portion of Table 10, the scores for wiki-templ
illustrate the potential that contextual variants have
in extracting additional interpretations.

Table 11 again quantifies the impact of variant
types, but this time on the coverage and, more im-
portantly, accuracy of interpretations extracted for
phrases from the gold sets. The scores are com-
puted over the ranked lists of interpretations from
the ListQ gold set, as certain types of variants are
temporarily disabled in ablation experiments. The
upper portion of the table shows results when only

Variant Types Impact on Precision
O A D W Cvg P@5 C@5√

- - - 74 0.433 0.581
-
√

- - 16 0.474 0.562
- -

√
- 66 0.478 0.651

- - -
√

2 0.166 0.500

-
√ √ √

73 0.484 0.657√
-
√ √

97 0.641 0.835√ √
-
√

83 0.448 0.590√ √ √
- 99 0.649 0.828√

- - - 74 0.433 0.581√ √
- - 81 0.453 0.592√

-
√

- 96 0.635 0.833√
- -

√
76 0.429 0.578√ √ √ √

100 0.655 0.830

Table 11: Impact of various types of variants of modifiers,
on the precision of noun phrase interpretations. Com-
puted over the ListQ gold set, at rank 5 in the ranked lists
of extracted interpretations, when various variant types
are allowed (

√
) or temporarily not allowed (-) to produce

interpretations (O=orig-phrase variant type; A=adj-noun
variant type; D=dist-sim variant type; W=wiki-templ
variant type; Cvg=number of noun phrases from the gold
set with some interpretation(s) produced by the allowed
variant types; P@5=precision at rank 5; C@5=average
presence of any interpretations annotated as correct and
generic (cg) or correct and specific (cs), among interpre-
tations up to rank 5)

one of the variant types is enabled. It shows that
none of the variant types, taken in isolation, can
match what they achieve when combined together,
in terms of both coverage and accuracy. The middle
portion of the table shows results when all but one
of the variant types are enabled. Each of the vari-
ant types incrementally contributes to higher cover-
age and accuracy over the combination of the other
variant types. The incremental contribution of wiki-
templ variants is the smallest. The lower portion of
Table 11 gives the incremental contribution of the
variant types, relative to using only the orig-phrase
variant type. The last row of Table 11 corresponds
to all variant types being enabled.
Discussion: Independently of the choice of the tex-
tual data source (e.g., documents, queries) from
which interpretations are extracted, a noun phrase
is intuitively more difficult to interpret if it is rela-
tively more rare or more complex (i.e., longer). Ad-
ditional experiments quantify the effect, by measur-
ing the correlation between the presence of some ex-
tracted interpretations for an input noun phrase, on
one hand; and the frequency of the noun phrase as a
query (in Table 12), on the other hand. In Table 12,
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Vocabulary Noun Phrases
With : Without Interpretation(s)
I : ¬I AI : A¬I MI : M¬I

ListQ 2.14 : 1 2.93 : 1 2.65 : 1
IsA 2.31 : 1 5.76 : 1 3.26 : 1

WikiC 2.60 : 1 3.72 : 1 3.63 : 1

Table 12: Correlation between coverage, measured as the
presence of some extracted interpretation(s) for a noun
phrase, on one hand; and frequency of the noun phrase
as a query, on the other hand (I=number of noun phrases
that are queries and have some extracted interpretation(s);
¬I=number of noun phrases that are queries and do not
have any extracted interpretation(s); A=average query
frequency of noun phrases as queries; M=median query
frequency of noun phrases as queries)
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Figure 2: Ability to extract interpretations for noun
phrases, as a function of the length of noun phrases.
Computed as the fraction of noun phrases from an input
vocabulary with a particular number of tokens, for which
there are some extracted interpretation(s)

the effect is visible in that query frequency is higher
for noun phrases with some extracted interpretations
vs. noun phrases with none. For example, the aver-
age query frequency is almost three times higher for
the former than for the latter, for the ListQ vocabu-
lary. Similarly, in Figure 2, a larger fraction of the
input noun phrases with a particular number of to-
kens have some extracted interpretations, when the
number of tokens is lower rather than higher. The
effect is somewhat less pronounced for, but still ap-
plicable to, the WikiC vocabulary, with some ex-
tracted interpretations being present for 75%, 71%,
63%, and 37% of the noun phrases containing 2, 3,
4 and 8 tokens respectively. That a larger fraction of
the longer noun phrases can be interpreted in the Wi-
kiC vocabulary is attributed to the role of wiki-templ
variants in extracting interpretations that would oth-
erwise not be available.
Interpretations from Queries vs. Documents: For

completeness, additional experiments evaluate the
interpretations extracted from queries, relative to
a gold standard introduced in (Hendrickx et al.,
2013). The gold standard consists of a gold set
of 181 compound noun phrases (e.g.,“account-
ing principle” and “application software”), their
manually-assembled gold paraphrases (e.g.,“prin-
ciple of accounting”, “software to make applica-
tions”), and associated scoring metrics referred to
as non-isomorphic and isomorphic. Note that, in
comparison to the ListQ, IsA and WikiC evaluation
sets, the gold standard in (Hendrickx et al., 2013)
may contain relatively less popular gold phrases. As
many as 45 gold paraphrases are available per gold
phrase on average. They illustrate the difficulty of
any attempt to manually assemble exhaustive sets
of all strings that are valid interpretations of a noun
phrase. For example, the gold paraphrases of the
gold phraseblood cell include “cell that is found
in the blood”, but not the arguably equally-relevant
“cell found in the blood”. In addition, more than one
human annotators independently provide the same
gold paraphrase for only a tenth of all gold para-
phrases. See (Hendrickx et al., 2013) for details on
the gold standard and scoring metrics. The gold set
is added as another input vocabulary to the method
proposed here. After inspection of a training set of
compound noun phrases also introduced in (Hen-
drickx et al., 2013), the parameter settings are mod-
ified to only retain interpretations whose penalty
score is 0.

The isomorphic and non-isomorphic scores re-
ward coverage and accuracy respectively. For
the ranked candidate interpretations extracted from
queries for the gold set, they are 0.037 and 0.556 re-
spectively. In comparison to previous methods that
operate over documents instead of queries, the iso-
morphic score is much lower for our method (e.g.,
0.037 vs. 0.130 (Van de Cruys et al., 2013)). It
suggests that queries cannot reliably provide an ex-
haustive list of all possible strings available in the
gold standard for each gold phrase. However, the
non-isomorphic score is higher for our method than
for the best method operating over documents (i.e.,
0.556 vs. 0.548 (Hendrickx et al., 2013)). In fact,
the non-isomorphic score using queries would be
0.745 instead of 0.556, if it were computed over only
the 135 gold noun phrases with some extracted in-
terpretations. The results suggests that the method
proposed here extracts more accurate interpretations
from queries, than previous methods extract from
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documents. Higher accuracy is preferable in scenar-
ios like Web search, where it is important to accu-
rately trigger structured results.
Error Analysis : The relative looseness of the ex-
traction patterns applied to queries causes inter-
pretations containing undesirable tokens to be ex-
tracted. In addition, part-of-speech tagging er-
rors lead to interpretations receiving artificially low
penalty scores, and therefore being considered to be
of higher quality than they should be. For example,
phd in the interpretation“job for phd in chemistry”
is incorrectly tagged as a past participle verb. As a
result, the computed penalty score is too low.

Occasionally, the presence of additional tokens
within an interpretation is harmless (e.g.,“issues
of controversy in society”for “controversial is-
sues”, “foods allowed on a high protein low carb
diet” for “high protein low carb foods”), if not
necessary (e.g.,“dances with brazilian origin”
for “brazilian dances”, “artists of the surrealist
movement” for “surrealist artists”, “options with
weekly expirations” for “weekly options”). But of-
ten it leads to incorrect interpretations (e.g.,“towns
of alaska map” for “alaska towns”, “processes in
chemical vision” for “chemical processes”).

Variants of modifiers occasionally lead to incor-
rect interpretations for a noun phrase, even if the in-
terpretations may be correct for the individual vari-
ants. The phenomenon is an instance of semantic
drift, wherein variants do share many properties but
still diverge in others. Examples are“words that are
bleeped similarly” extracted for“bleeped words”
via the variantbleeped→spelled. Separately, lin-
guistic constructs that negate or at least alter the
desired meaning affect the understanding of text in
general and also affect the extraction of interpreta-
tions in particular. Examples are“heaters with no
electricity” for “electric heaters”, and“animal that
used to be endangered”for “endangered animal”.

5 Related Work

Relevant interpretations extracted from queries act
as a potential bridge between facts, on one hand,
and class labels, on the other hand, available for in-
stances. The former might be inferred from the lat-
ter and vice versa. There are two previous studies
that are relevant to the task of extracting facts from
existing noun phrases. First, (Yahya et al., 2014)
extract facts for attributes of instances, without re-
quiring the presence of the verbal predicates usu-

ally employed (Fader et al., 2011) in open-domain
information extraction. Second, in (Nastase and
Strube, 2008), relations encoded implicitly within
Wikipedia categories are converted into explicit rela-
tions. As an example, the relation<deconstructing
harry, directed, woody allen> is obtained from
the fact thatdeconstructing harryis listed under
“movies directed by woody allen”in Wikipedia.
The method in (Nastase and Strube, 2008) relies
on manually-compiled knowledge, and does not at-
tempt to interpret compound noun phrases.

Since relevant interpretations paraphrase the noun
phrases which they interpret, a related area of re-
search is paraphrase acquisition (Madnani and Dorr,
2010; Ganitkevitch et al., 2013). Previous methods
for the acquisition of paraphrases of compound noun
phrases (Kim and Nakov, 2011; Van de Cruys et al.,
2013) operate over documents, and may rely on text
analysis tools including syntactic parsing (Nakov
and Hearst, 2013). In contrast, the method proposed
here extracts interpretations from queries, and ap-
plies part of speech tagging. Queries were used as a
textual data source in other tasks in open-domain in-
formation extraction (Jain and Pennacchiotti, 2010;
Pantel et al., 2012).

6 Conclusion

Interpretations extracted from queries explain the
roles that modifiers play within longer noun
phrases. Current work explores the interpretation
of noun phrases containing multiple modifiers (e.g.,
“(french)M1 ( healthcare)M2 (companies)H ” by
separately interpreting“(french)M1 (companies)H ”
and “(healthcare)M2 (companies)H ” ); the group-
ing of lexically different but semantically equivalent
interpretations (e.g.,“dances of brazilian origin”,
“dances from brazil”); the collection of more vari-
ants from Wikipedia and other resources; the incor-
poration of variants of heads (physicists→scientists
for interpreting the phrase“belgian physicists”),
which likely need to be more conservatively applied
than for modifiers; and the use of query sessions, as
an alternative to sets of disjoint queries.
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Abstract

We present an approach to speech recogni-
tion that uses only a neural network to map
acoustic input to characters, a character-level
language model, and a beam search decoding
procedure. This approach eliminates much of
the complex infrastructure of modern speech
recognition systems, making it possible to di-
rectly train a speech recognizer using errors
generated by spoken language understand-
ing tasks. The system naturally handles out
of vocabulary words and spoken word frag-
ments. We demonstrate our approach us-
ing the challenging Switchboard telephone
conversation transcription task, achieving a
word error rate competitive with existing base-
line systems. To our knowledge, this is the
first entirely neural-network-based system to
achieve strong speech transcription results on
a conversational speech task. We analyze
qualitative differences between transcriptions
produced by our lexicon-free approach and
transcriptions produced by a standard speech
recognition system. Finally, we evaluate the
impact of large context neural network charac-
ter language models as compared to standard
n-gram models within our framework.

1 Introduction

Users increasingly interact with natural language
understanding systems via conversational speech in-
terfaces. Google Now, Microsoft Cortana, and
Apple Siri are all systems which rely on spoken
language understanding (SLU), where transcribing
∗Authors contributed equally.

speech is a single step within a larger system. Build-
ing such systems is difficult because spontaneous,
conversational speech naturally contains repetitions,
disfluencies, partial words, and out of vocabulary
(OOV) words (De Mori et al., 2008; Huang et al.,
2001). Moreover, SLU systems must be robust to
transcription errors, which can be quite high depend-
ing on the task and domain.

Modern systems for large vocabulary continuous
speech recognition (LVCSR) use hidden Markov
models (HMMs) to handle sequence processing,
word-level language models, and a pronunciation
lexicon to map words into phonetic pronunciations
(Saon and Chien, 2012). Traditional systems use
Gaussian mixture models (GMMs) to build a map-
ping from sub-phonetic states to audio input fea-
tures. The resulting speech recognition system con-
tains many sub-components, linguistic assumptions,
and typically over ten thousand lines of source code.
Within the past few years LVCSR systems improved
by replacing GMMs with deep neural networks
(DNNs) (Dahl et al., 2011; Hinton et al., 2012),
drawing on early work on with hybrid GMM-NN
architectures (Bourlard and Morgan, 1993). Both
HMM-GMM and HMM-DNN systems remain dif-
ficult to build, and nearly impossible to efficiently
optimize for downstream SLU tasks. As a result,
SLU researchers typically operate on an n-best list
of possible transcriptions and treat the LVCSR sys-
tem as a black box.

Recently Graves and Jaitly (2014) demonstrated
an approach to LVCSR using a neural network
trained with the connectionist temporal classifica-
tion (CTC) loss function (Graves et al., 2006). Us-
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ing the CTC loss function the authors built a neural
network which directly maps audio input features to
a sequence of characters. By re-ranking word-level
n-best lists generated from an HMM-DNN system
the authors obtained competitive results on the Wall
Street Journal corpus.

Our work builds upon the foundation introduced
by Graves and Jaitly (2014). Rather than reason-
ing at the word level, we train and decode our sys-
tem by reasoning entirely at the character-level. By
reasoning over characters we eliminate the need
for a lexicon, and enable transcribing new words,
fragments, and disfluencies. We train a deep bi-
directional recurrent neural network (DBRNN) to
directly map acoustic input to characters using the
CTC loss function introduced by Graves and Jaitly
(2014). We are able to efficiently and accurately
perform transcription using only our DBRNN and
a character-level language model (CLM), whereas
previous work relied on n-best lists from a baseline
HMM-DNN system. On the challenging Switch-
board telephone conversation transcription task, our
approach achieves a word error rate competitive
with existing baseline HMM-GMM systems. To our
knowledge, this is the first entirely neural-network-
based system to achieve strong speech transcription
results on a conversational speech task.

Section 2 reviews the CTC loss function and de-
scribes the neural network architecture we use. Sec-
tion 3 presents our approach to efficiently perform
first-pass decoding using a neural network for char-
acter probabilities and a character language model.
Section 4 presents experiments on the Switchboard
corpus to compare our approach to existing LVCSR
systems, and evaluates the impact of different lan-
guage models. In Section 5, we offer insight on how
the CTC-trained system performs speech recogni-
tion as compared to a standard HMM-GMM model,
and finally conclude in Section 6.

2 Model

We address the complete LVCSR problem. Our
system trains on utterances which are labeled by
word-level transcriptions and contain no indication
of when words occur within an utterance. Our ap-
proach consists of two neural networks which we
integrate during a beam search decoding procedure.

Our first neural network, a DBRNN, maps acoustic
input features to a probability distribution over char-
acters at each time step. Our second system compo-
nent is a neural network character language model.
Neural network CLMs enable us to leverage high or-
der n-gram contexts without dramatically increas-
ing the number of free parameters in our language
model. To facilitate further work with our approach
we make our source code publicly available. 1

2.1 Connectionist Temporal Classification

We train neural networks using the CTC loss func-
tion to do maximum likelihood training of letter
sequences given acoustic features as input. This
is a direct, discriminative approach to building a
speech recognition system in contrast to the gen-
erative, noisy-channel approach which motivates
HMM-based speech recognition systems. Our ap-
plication of the CTC loss function follows the ap-
proach introduced by Graves and Jaitly (2014), but
we restate the approach here for completeness.

CTC is a generic loss function to train systems
on sequence problems where the alignment between
the input and output sequence are unknown. CTC
accounts for time warping of the output sequence
relative to the input sequence, but does not model
possible re-orderings. Re-ordering is a problem in
machine translation, but is not an issue when work-
ing with speech recognition – our transcripts provide
the exact ordering in which words occur in the input
audio.

Given an input sequence X of length T , CTC as-
sumes the probability of a length T character se-
quence C is given by,

p(C|X) =
T∏
t=1

p(ct|X). (1)

This assumes that character outputs at each timestep
are conditionally independent given the input. The
distribution p(ct|X) is the output of some predictive
model.

CTC assumes our ground truth transcript is a char-
acter sequence W with length τ where τ ≤ T . As
a result, we need a way to construct possibly shorter
output sequences from our length T sequence of

1Available at: deeplearning.stanford.edu/lexfree
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character probabilities. The CTC collapsing func-
tion achieves this by introducing a special blank
symbol, which we denote using “ ”, and collapsing
any repeating characters in the original length T out-
put. This output symbol contains the notion of junk
or other so as to not produce a character in the fi-
nal output hypothesis. Our transcriptsW come from
some set of symbols ζ ′ but we reason over ζ = ζ ′∪ .

We denote the collapsing function by κ(·) which
takes an input string and produces the unique col-
lapsed version of that string. As an example, here
are the set of strings Z of length T = 3 such that
κ(z) = hi, ∀z ∈ Z:

Z = {hhi,hii, hi,h i,hi }.

There are a large number of possible length T
sequences corresponding to a final length τ tran-
script hypothesis. The CTC objective function
LCTC(X,W ) is a likelihood of the correct final tran-
script W which requires integrating over the prob-
abilities of all length T character sequences CW =
{C : κ(C) = W} consistent with W after applying
the collapsing function,

LCTC(X,W ) =
∑
CW

p(C|X)

=
∑
CW

T∏
t=1

p(ct|X).
(2)

Using a dynamic programming approach we can ex-
actly compute this loss function efficiently as well as
its gradient with respect to our probabilities p(ct|X).

2.2 Deep Bi-Directional Recurrent Neural
Networks

Our loss function requires at each time t a probabil-
ity distribution p(c|xt) over characters c given in-
put features xt. We model this distribution using
a DBRNN because it provides an expressive model
which explicitly accounts for the sequential relation-
ships that should exist in our task. Moreover, the
DBRNN is a relatively straightforward neural net-
work architecture to specify, and allows us to learn
parameters from data rather than more explicitly
specifying how to convert audio features into char-
acters. Figure 1 shows a DBRNN with two hidden
layers.

W (1) W (1) W (1)

W (2) W (2) W (2)

W (f) W (f)

W (b) W (b)
W (s) W (s) W (s)

+ + +

x

h(1)

h(f)

h(b)

p(c|x)

t− 1 t t+ 1

Figure 1: Deep bi-directional recurrent neural net-
work to map input audio features X to a distribu-
tion p(c|xt) over output characters at each timestep
t. The network contains two hidden layers with the
second layer having bi-directional temporal recur-
rence.

A DBRNN computes the distribution p(c|xt) us-
ing a series of hidden layers followed by an output
layer. Given an input vector xt the first hidden layer
activations are a vector computed as,

h(1) = σ(W (1)Txt + b(1)), (3)

where the matrix W (1) and vector b(1) are the
weight matrix and bias vector. The function σ(·)
is a point-wise nonlinearity. We use σ(z) =
min(max(z, 0), µ). This is a rectified linear acti-
vation function clipped to a maximum possible ac-
tivation of µ to prevent overflow. Rectified linear
hidden units have been show to work well in gen-
eral for deep neural networks, as well as for acoustic
modeling of speech data (Glorot et al., 2011; Zeiler
et al., 2013; Dahl et al., 2013; Maas et al., 2013)

We select a single hidden layer j of the network
to have temporal connections. Our temporal hidden
layer representation h(j) is the sum of two partial
hidden layer representations,

h
(j)
t = h

(f)
t + h

(b)
t . (4)

The representation h(f) uses a weight matrix W (f)

to propagate information forwards in time. Sim-
ilarly, the representation h(b) propagates informa-
tion backwards in time using a weight matrix W (b).
These partial hidden representations both take input
from the previous hidden layer h(j−1) using a weight
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matrix W (j),

h
(f)
t = σ(W (j)Th

(j−1)
t +W (f)Th

(f)
t−1 + b(j)),

h
(b)
t = σ(W (j)Th

(j−1)
t +W (b)Th

(b)
t+1 + b(j)).

(5)

Note that the recurrent forward and backward hid-
den representations are computed entirely inde-
pendently from each other. As with the other
hidden layers of the network we use σ(z) =
min(max(z, 0), µ).

All hidden layers aside from the first hidden layer
and temporal hidden layer use a standard dense
weight matrix and bias vector,

h(i) = σ(W (i)Th(i−1) + b(i)). (6)

DBRNNs can have an arbitrary number of hidden
layers, but we assume that only one hidden layer
contains temporally recurrent connections.

The model outputs a distribution p(c|xt) over a
set of possible characters ζ using a softmax output
layer. We compute the softmax layer as,

p(c = ck|xt) =
exp(−(W (s)T

k h(:) + b
(s)
k ))∑|ζ|

j=1 exp(−(W (s)T
j h(:) + b

(s)
j ))

,

(7)

where W (s)
k is the k’th column of the output weight

matrix W (s) and b(s)k is a scalar bias term. The vec-
tor h(:) is the hidden layer representation of the final
hidden layer in our DBRNN.

We can directly compute a gradient for all weights
and biases in the DBRNN with respect to the CTC
loss function and apply batch gradient descent.

3 Decoding

Our decoding procedure integrates information from
the DBRNN and language model to form a sin-
gle cohesive estimate of the character sequence in
a given utterance. For an input sequence X of
length T our DBRNN produces a set of probabilities
p(c|xt), t = 1, . . . , T . Again, the character proba-
bilities are a categorical distribution over the symbol
set ζ.

3.1 Decoding Without a Language Model
As a baseline, we use a simple, greedy approach
to decoding the DBRNN outputs (Graves and Jaitly,

2014). The simplest form of decoding does not em-
ploy the language model and instead finds the high-
est probability character transcription given only the
DBRNN outputs. This process selects a transcript
hypothesis W ∗ by making a greedy approximation,

W ∗ = arg max
W

p(W |X) ≈ κ(arg max
C

p(C|X))

= κ(arg max
C

T∏
t=1

p(ct|X)).

(8)

This decoding procedure ignores the issue of many
time-level character sequences mapping to the same
final hypothesis, and instead considers only the most
probable character at each point in time. Because
our model assumes the character labels for each
timestep are conditionally independent, C∗ is sim-
ply the most probable character at each timestep in
our DBRNN output. As a result, this decoding pro-
cedure is very fast to compute, requiring only time
O(T |ζ|).
3.2 Beam Search Decoding

To decode while taking language model probabili-
ties into account, we use a beam search to combine
a character language model and the outputs of our
DBRNN. This search-based decoding method does
not make a greedy approximation and instead as-
signs probability to a final hypothesis by integrat-
ing over all character sequences consistent with the
hypothesis under our collapsing function κ(·). Al-
gorithm 1 outlines our decoding procedure.

We note that our decoding procedure is signifi-
cantly simpler, and in practice faster, than previous
decoding procedures applied to CTC models. This
is due to reasoning at the character level without a
lexicon so as to not introduce difficult multi-level
constraints to obey during the decoding search pro-
cedure. While a softmax over words is typically
the bottleneck in neural network language models,
a softmax over possible characters is comparatively
cheap to compute. Our character language model is
applied at every time step, while word models can
only be applied when we consider adding a space or
by computing the likelihood of a sequence being the
prefix of a word in the lexicon (Graves and Jaitly,
2014). Additionally, our lexicon-free approach re-
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Algorithm 1 Beam Search Decoding: Given the likelihoods from our DBRNN and our character language
model, for each time step t and for each string s in our current previous hypothesis set Zt−1, we consider
extending s with a new character. Blanks and repeat characters with no separating blank are handled sep-
arately. For all other character extensions, we apply our character language model when computing the
probability of s. We initialize Z0 with the empty string ∅. Notation: ζ ′: character set excluding “ ”, s+ c:
concatenation of character c to string s, |s|: length of s, pb(c|x1:t) and pnb(c|x1:t): probability of s ending
and not ending in blank conditioned on input up to time t, ptot(c|x1:t): pb(c|x1:t) + pnb(c|x1:t)

Inputs CTC likelihoods pctc(c|xt), character language model pclm(c|s)
Parameters language model weight α, insertion bonus β, beam width k
Initialize Z0 ← {∅}, pb(∅|x1:0)← 1, pnb(∅|x1:0)← 0
for t = 1, . . . , T do

Zt ← {}
for s in Zt−1 do

pb(s|x1:t)← pctc( |xt)ptot(s|x1:t−1) . Handle blanks
pnb(s|x1:t)← pctc(c|xt)pnb(s|x1:t−1) . Handle repeat character collapsing
Add s to Zt
for c in ζ ′ do

s+ ← s+ c
if c 6= st−1 then

pnb(s+|x1:t)← pctc(c|xt)pclm(c|s)αptot(c|x1:t−1)
else

pnb(s+|x1:t)← pctc(c|xt)pclm(c|s)αpb(c|x1:t−1) . Repeat characters have “ ” between
end if
Add s+ to Zt

end for
end for
Zt ← k most probable s by ptot(s|x1:t)|s|β in Zt . Apply beam

end for
Return arg maxs∈Zt

ptot(s|x1:T )|s|β

moves the difficulties of handling OOV words dur-
ing decoding, which is typically a troublesome issue
in speech recognition systems.

4 Experiments

We perform LVCSR experiments on the 300 hour
Switchboard conversational telephone speech cor-
pus (LDC97S62). Switchboard utterances are taken
from approximately 2,400 conversations among 543
speakers. Each pair of speakers had never met, and
converse no more than once about a given topic cho-
sen randomly from a set of 50 possible topics. Ut-
terances exhibit many rich, complex phenomena that
make spoken language understanding difficult. Ta-
ble 2 shows example transcripts from the corpus.

For evaluation, we report word error rate (WER)

and character error rate (CER) on the HUB5
Eval2000 dataset (LDC2002S09). This test set con-
sists of two subsets, Switchboard and CallHome.
The CallHome subset represents a mismatched test
condition as it was collected from phone conversa-
tions among family and friends rather than strangers
directed to discuss a particular topic. The mismatch
makes the CallHome subset quite difficult overall.
The Switchboard evaluation subset is substantially
easier, and represents a better match of test data to
our training corpus. We report WER and CER on
the test set as a whole, and additionally report WER
for each subset individually.

4.1 Baseline Systems
We build two baseline LVCSR systems to compare
our approach to standard HMM-based approaches.
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Method CER EV CH SWBD

HMM-GMM 23.0 29.0 36.1 21.7
HMM-DNN 17.6 21.2 27.1 15.1
HMM-SHF NR NR NR 12.4

CTC no LM 27.7 47.1 56.1 38.0
CTC+5-gram 25.7 39.0 47.0 30.8
CTC+7-gram 24.7 35.9 43.8 27.8
CTC+NN-1 24.5 32.3 41.1 23.4
CTC+NN-3 24.0 30.9 39.9 21.8
CTC+RNN 24.9 33.0 41.7 24.2
CTC+RNN-3 24.7 30.8 40.2 21.4

Table 1: Character error rate (CER) and word er-
ror rate results on the Eval2000 test set. We re-
port word error rates on the full test set (EV) which
consists of the Switchboard (SWBD) and CallHome
(CH) subsets. As baseline systems we use an HMM-
GMM system and HMM-DNN system. We evaluate
our DBRNN trained using CTC by decoding with
several character-level language models: 5-gram, 7-
gram, densely connected neural networks with 1 and
3 hidden layers (NN-1, and NN-3), as well as recur-
rent neural networks s with 1 and 3 hidden layers.
We additionally include results from a state-of-the-
art HMM-based system (HMM-DNN-SHF) which
does not report performance on all metrics we eval-
uate (NR).

First, we build an HMM-GMM system using the
Kaldi open-source toolkit2 (Povey et al., 2011). The
baseline recognizer has 8,986 sub-phone states and
200K Gaussians trained using maximum likelihood.
Input features are speaker-adapted MFCCs. Overall,
the baseline GMM system setup largely follows the
existing s5b Kaldi recipe, and we defer to previous
work for details (Vesely et al., 2013).

We additionally built an HMM-DNN system
by training a DNN acoustic model using maxi-
mum likelihood on the alignments produced by our
HMM-GMM system. The DNN consists of five hid-
den layers, each with 2,048 hidden units, for a total
of approximately 36 million (M) free parameters in
the acoustic model.

Both baseline systems use a bigram language

2http://kaldi.sf.net

model built from the 3M words in the Switch-
board transcripts interpolated with a second bi-
gram language model built from 11M words on the
Fisher English Part 1 transcripts (LDC2004T19).
Both LMs are trained using interpolated Kneser-
Ney smoothing. For context we also include WER
results from a state-of-the-art HMM-DNN system
built with quinphone phonetic context and Hessian-
free sequence-discriminative training (Sainath et al.,
2014).

4.2 DBRNN Training

We train a DBRNN using the CTC loss function on
the entire 300hr training corpus. The input features
to the DBRNN at each timestep are MFCCs with
context window of ±10 frames. The DBRNN has
5 hidden layers with the third containing recurrent
connections. All layers have 1824 hidden units, giv-
ing about 20M trainable parameters. In preliminary
experiments we found that choosing the middle hid-
den layer to have recurrent connections led to the
best results.

The output symbol set ζ consists of 33 characters
including the special blank character. Note that be-
cause speech recognition transcriptions do not con-
tain proper casing or punctuation, we exclude capi-
tal letters and punctuation marks with the exception
of “-”, which denotes a partial word fragment, and
“’”, as used in contractions such as “can’t.”

We train the DBRNN from random initial pa-
rameters using the gradient-based Nesterov’s accel-
erated gradient (NAG) algorithm as this technique
is sometimes beneficial as compared with standard
stochastic gradient descent for deep recurrent neural
network training (Sutskever et al., 2013). The NAG
algorithm uses a step size of 10−5 and a momentum
of 0.95. After each epoch we divide the learning rate
by 1.3. Training for 10 epochs on a single GTX 570
GPU takes approximately one week.

4.3 Character Language Model Training

The Switchboard corpus transcripts alone are too
small to build CLMs which accurately model gen-
eral orthography in English. To learn how to spell
words more generally we train our CLMs using a
corpus of 31 billion words gathered from the web
(Heafield et al., 2013). Our language models use
sentence start and end tokens, <s> and </s>, as

350



well as a <null> token for cases when our context
window extends past the start of a sentence.

We build 5-gram and 7-gram CLMs with modified
Kneser-Ney smoothing using the KenLM toolkit
(Heafield et al., 2013). Building traditional n-gram
CLMs is for n > 7 becomes increasingly difficult as
the model free parameters and memory footprint be-
come unwieldy. Our 7-gram CLM is already 21GB;
we were not able to build higher order n-gram mod-
els to compare against our neural network CLMs.

Following work illustrating the effectiveness of
neural network CLMs (Sutskever et al., 2011) and
word-level LMs for speech recognition (Mikolov et
al., 2010), we train and evaluate two variants of neu-
ral network CLMs: standard feedfoward deep neu-
ral networks (DNNs) and a recurrent neural network
(RNN). The RNN CLM takes one character at a time
as input, while the non-recurrent CLM networks use
a context window of 19 characters. All neural net-
work CLMs use the rectified linear activation func-
tion, and the layer sizes are selected such that each
has about 5M parameters (20MB).

The DNN models are trained using standard back-
propagation using Nesterov’s accelerated gradient
with a learning rate of 0.01 and momentum of 0.95
and a batch size of 512. The RNN is trained using
backpropagation through time with a learning rate of
0.001 and batches of 128 utterances. For both model
types we halve the learning rate after each epoch.
The DNN models were trained for 10 epochs, and
the RNN models for 5 epochs.

All neural network CLMs were trained using a
combination of the Switchboard and Fisher train-
ing transcripts which in total contain approximately
23M words. We also performed experiments with
CLMs trained from a large corpus of web text,
but found these CLMs to perform no better than
transcript-derived CLMs for our task.

4.4 Results
After training the DBRNN and CLMs we run de-
coding on the Eval2000 test set to obtain CER and
WER results. For all experiments using a CLM
we use our beam search decoding algorithm with
α = 1.25, β = 1.5 and a beam width of 100. We
found that larger beam widths did not significantly
improve performance. Table 1 shows results for the
DBRNN as well as baseline systems.

The DBRNN performs best with the 3 hidden
layer DNN CLM. This DBRNN+NN-3 attains both
CER and WER performance comparable to the
HMM-GMM baseline system, albeit substantially
below the HMM-DNN system. Neural networks
provide a clear gain as compared to standard n-gram
models when used for DBRNN decoding, although
the RNN CLM does not produce any gain over the
best DNN CLM.

Without a language model the greedy DBRNN
decoding procedure loses relatively little in terms of
CER as compared with the DBRNN+NN-3 model.
However, this 3% difference in CER translates to a
16% gap in WER on the full Eval2000 test set. Gen-
erally, we observe that small CER differences trans-
late to large WER differences. In terms of character-
level performance it appears as if the DBRNN
alone performs well using only acoustic input data.
Adding a CLM yields only a small CER improve-
ment, but guides proper spelling of words to produce
a large reduction in WER.

5 Analysis

To better see how the DBRNN performs transcrip-
tion we show the output probabilities p(c|x) for an
example utterance in Figure 2. The model tends to
output mostly blank characters and only spike long
enough for a character to be the most likely sym-
bol for a few frames at a time. The dominance of
the blank class is not forced, but rather learned by
the DBRNN during training. We hypothesize that
this spiking behavior results in more stable results
as the DBRNN only produces a character when its
confidence of seeing that character rises above a cer-
tain threshold. Note that this a dramatic contrast to
HMM-based LVCSR systems, which, due to the na-
ture of generative models, attempt to explain almost
all timesteps as belonging to a phonetic substate.

Next, we qualitatively compare the DBRNN and
HMM-GMM system outputs to better understand
how the DBRNN approach might interact with SLU
systems. This comparison is especially interesting
because our best DBRNN system and the HMM-
GMM system have comparable WERs, removing
the confound of overall quality when comparing hy-
potheses. Table 2 shows example test set utterances
along with transcription hypotheses from the HMM-
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# Method Transcription

(1)
Truth yeah i went into the i do not know what you think of fidelity but
HMM-GMM yeah when the i don’t know what you think of fidel it even them
CTC+CLM yeah i went to i don’t know what you think of fidelity but um

(2)

Truth no no speaking of weather do you carry a altimeter slash barometer
HMM-GMM no i’m not all being the weather do you uh carry a uh helped emitters last

brahms her
CTC+CLM no no beating of whether do you uh carry a uh a time or less barometer

(3)
Truth i would ima- well yeah it is i know you are able to stay home with them
HMM-GMM i would amount well yeah it is i know um you’re able to stay home with them
CTC+CLM i would ima- well yeah it is i know uh you’re able to stay home with them

Table 2: Example test set utterances with a ground truth transcription and hypotheses from our method
(CTC+CLM) and a baseline HMM-GMM system of comparable overall WER. The words fidelity and
barometer are not in the lexicon of the HMM-GMM system.

0 10 20 30
time (t)

0.5

1.0

p(
c|x

t)

s:

κ(s):

_____o__hh__________ ____y_eahh___

oh yeah

p( |xt)
p(¬ |xt)

Figure 2: DBRNN character probabilities over time
for a single utterance along with the per-frame most
likely character string s and the collapsed output
κ(s). Due to space constraints we only show a dis-
tinction in line type between the blank symbol and
non-blank symbols.

GMM and DBRNN+NN-3 systems.
The DBRNN sometimes correctly transcribes

OOV words with respect to our audio training cor-
pus. We find that OOVs tend to trigger clusters of
errors in the HMM-GMM system, an observation
that has been systematically explored in previous
work (Goldwater et al., 2010). As shown in ex-
ample utterance (3), HMM-GMM errors can intro-
duce word substitution errors which may alter mean-
ing whereas the DBRNN system outputs word frag-
ments or non-words which are phonetically similar
and may be useful input features for SLU systems.
Unfortunately the Eval2000 test set does not offer a

rich set of utterances containing OOVs or fragments
to perform a deeper analysis. The HMM-GMM and
best DBRNN system achieve identical WERs on the
subset of test utterances containing OOVs and the
subset of test utterances containing fragments.

Finally, we quantitatively compare how character
probabilities from the DBRNN align with phonetic
segments from the HMM-GMM system. We gener-
ate HMM-GMM forced alignments on a large sam-
ple of the training set, and separate utterances into
monophone segments. For each monophone, we
compute the average character probabilities from the
DBRNN by aligning the beginning of each mono-
phone segment, treating it as time 0. We measure
time using feature frames rather than seconds. Fig-
ure 3 shows character probabilities over time for the
phones k, sh, w, and uw.

Although the CTC model does not explicitly com-
pute a forced alignment as part of training, we
see significant rises in character probabilities corre-
sponding to particular phones during HMM-GMM-
aligned monophone segments. This indicates that
the CTC model automatically learns a reasonable
alignment of characters to the audio. Generally, the
CTC model tends to produce character spikes to-
wards the beginning of monophone segments. This
is especially evident in plosive consonants such as
k and t. For liquids and glides (r, l, w, y), the CTC
model does not produce characters until later in the
monophone segment. For vowels the CTC character
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Figure 3: Character probabilities from the CTC-trained neural network averaged over monophone segments
created by a forced alignment of the HMM-GMM system. Time is measured in frames, with 0 indicating the
start of the monophone segment. The vertical dotted line indicates the average duration of the monophone
segment. We show only characters with non-trivial probability for each phone while excluding the blank
and space symbols.

probabilities generally rise slightly later in the phone
segment as compared to consonants. This may occur
to avoid the large contextual variations in vowel pro-
nunciations at phone boundaries. For certain conso-
nants we observe CTC probability spikes before the
monophone segment begins, as is the case for sh.
The probabilities for sh additionally exhibit multiple
modes, suggesting that CTC may learn different be-
haviors for the two common spellings of the sibilant
sh: the letter sequence “sh” and the letter sequence
“ti”.

6 Conclusion

We presented an LVCSR system consisting of two
neural networks integrated via beam search decod-
ing that matches the performance of an HMM-GMM
system on the challenging Switchboard corpus. We
built on the foundation of Graves and Jaitly (2014)
to vastly reduce the overall complexity required for
LVCSR systems. Our method yields a complete
first-pass LVCSR system with about 1,000 lines of
code — roughly an order of magnitude less than
high performance HMM-GMM systems. Operat-
ing entirely at the character level yields a system
which does not require assumptions about a lexicon

or pronunciation dictionary, instead learning orthog-
raphy and phonics directly from data. We hope the
simplicity of our approach will facilitate future re-
search in improving LVCSR with CTC-based sys-
tems and jointly training LVCSR systems for SLU
tasks. DNNs have already shown great results as
acoustic models in HMM-DNN systems. We free
the neural network from its complex HMM infras-
tructure, which we view as the first step towards
the next wave of advances in speech recognition and
language understanding.
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Abstract

The advent of social media has brought Inter-
net memes, a unique social phenomenon, to
the front stage of the Web. Embodied in the
form of images with text descriptions, little do
we know about the “language of memes”. In
this paper, we statistically study the correla-
tions among popular memes and their word-
ings, and generate meme descriptions from
raw images. To do this, we take a multi-
modal approach—we propose a robust non-
paranormal model to learn the stochastic de-
pendencies among the image, the candidate
descriptions, and the popular votes. In experi-
ments, we show that combining text and vision
helps identifying popular meme descriptions;
that our nonparanormal model is able to learn
dense and continuous vision features jointly
with sparse and discrete text features in a prin-
cipled manner, outperforming various com-
petitive baselines; that our system can gener-
ate meme descriptions using a simple pipeline.

1 Introduction

In the past few years, Internet memes become a new,
contagious social phenomenon: it all starts with an
image with a witty, catchy, or sarcastic sentence, and
people circulate it from friends to friends, colleagues
to colleagues, and families to families. Eventually,
some of them go viral on the Internet.

Meme is not only about the funny picture, the
Internet culture, or the emotion that passes along,
but also about the richness and uniqueness of its
language: it is often highly structured with special
written style, and forms interesting and subtle con-
notations that resonate among the readers. For ex-
ample, the LOL cat memes (e.g., Figure 1) often

Figure 1: An example of the LOL cat memes.

include superimposed text with broken grammars
and/or spellings.

Even though the memes are popular over the In-
ternet, the “language of memes” is still not well-
understood: there are no systematic studies on pre-
dicting and generating popular Internet memes from
the Natural Language Processing (NLP) and Com-
puter Vision (CV) perspectives.

In this paper, we take a multimodal approach to
predict and generate popular meme descriptions. To
do this, we collect a set of original meme images,
a list of candidate descriptions, and the correspond-
ing votes. We propose a robust nonparanormal ap-
proach (Liu et al., 2009) to model the multimodal
stochastic dependencies among images, text, and
votes. We then introduce a simple pipeline for gen-
erating meme descriptions combining reverse im-
age search and traditional information retrieval ap-
proaches. In empirical experiments, we show that
our model outperforms strong discriminative base-
lines by very large margins in the regression/ranking
experiments, and that in the generation experiment,
the nonparanormal outperforms the second-best su-
pervised baseline by 4.35 BLEU points, and obtains
a BLEU score improvement of 4.48 over an unsu-
pervised recurrent neural network language model
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trained on a large meme corpus that is almost 90
times larger. Our contributions are three-fold:

• We are the first to study the “language of
memes” combining NLP, CV, and machine
learning techniques, and show that combining
the visual and textual signals helps identifying
popular meme descriptions;

• Our approach empowers Internet users to select
better wordings and generate new memes auto-
matically;

• Our proposed robust nonparanormal model
outperforms competitive baselines for predict-
ing and generating popular meme descriptions.

In the next section, we outline related work. In
Section 3, we introduce the theory of copula, and
our nonparanormal approach. In Section 4, we de-
scribe the datasets. We show the prediction and gen-
eration results in Section 5 and Section 6. Finally,
we conclude in Section 7.

2 Related Work

Although the language of Internet memes is a rel-
atively new research topic, our work is broadly re-
lated to studies on predicting popular social media
messages (Hong et al., 2011; Bakshy et al., 2011;
Artzi et al., 2012). Most recently, Tan et al. (2014)
study the effect on wordings for Tweets. However,
none of the above studies have investigated multi-
modal approaches that combine text and vision.

Recently, there has been growing interests in
inter-disciplinary research on generating image de-
scriptions. Gupta el al. (2009) have studied the prob-
lem of constructing plots from video understand-
ing. The work by Farhadi et al. (2010) is among
the first to generate sentences from images. Kulka-
rni et al. (2011) use linguistic constraints and a con-
ditional random field model for the task, whereas
Mitchell et al. (2012) leverage syntactic information
and co-occurrence statistics and Dodge et al. (2012)
use a large text corpus and CV algorithms for detect-
ing visual text. With the surge of interests in deep
learning techniques in NLP (Socher et al., 2013; De-
vlin et al., 2014) and CV (Krizhevsky et al., 2012;
Oquab et al., 2013), there have been several unref-
ereed manuscripts on parsing images and generating
text descriptions lately (Vinyals et al., 2014; Chen

and Zitnick, 2014; Donahue et al., 2014; Fang et
al., 2014; Karpathy and Fei-Fei, 2014) using neural
network models. Although the above studies have
shown interesting results, our task is arguably more
complex than generating text descriptions: in ad-
dition to the visual and textual signals, we have to
model the popular votes as a third dimension for
learning. For example, we cannot simply train a con-
volutional neural network image parser on billions
of images, and use recurrent neural networks to gen-
erate texts such as “There is a white cat sitting next
to a laptop.” for Figure 1. Additionally, since not
all images are suitable as meme images, collecting
training images is also more challenging in our task.

In contrast to prior work, we take a very
different approach: we investigate copula meth-
ods (Schweizer and Sklar, 1983; Nelsen, 1999), in
particular, the nonparanormals (Liu et al., 2009), for
joint modeling of raw images, text descriptions, and
popular votes. Copula is a statistical framework for
analyzing random variables from Statistics (Liu et
al., 2012), and often used in Economics (Chen and
Fan, 2006). Only until very recently, researchers
from the machine learning and information retrieval
communities (Ghahramani et al., 2012; Han et al.,
2012; Eickhoff et al., 2013). start to understand the
theory and the predictive power of copula models.
Wang and Hua (2014) are the first to introduce semi-
parametric Gaussian copula (a.k.a. nonparanormals)
for text prediction. However, their approach may
be prone to overfitting. In this work, we generalize
Wang and Hua’s method to jointly model text and
vision features with popular votes, while scaling up
the model using effective dropout regularization.

3 Our Approach

A key challenge for joint modeling of text and vision
is that, because textual features are often relatively
sparse and discrete, while visual features are typi-
cally dense and continuous, it is difficult to model
them jointly in a principled way.

To avoid comparing “apple and oranges” in the
same probabilistic space, we propose the non-
paranormal approach, which extends the Gaussian
graphical model by transforming its variables by
smooth functions. More specifically, for each di-
mension of textual and visual features, instead of
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Figure 2: Our nonparanormal method extends Gaussian
by transforming each dimension with a smooth function,
and jointly models the stochastic dependencies among
textual and visual features, as well as the popular votes
by the crowd.

using raw counts or histograms, we first use prob-
ability integral transform to generate empirical cu-
mulative density functions (ECDF): now instead of
the probability density function (PDF) space, we are
working in the ECDF space where the value of each
feature is based on the rank, and is strictly restricted
between 0 and 1. Then, we use kernel density esti-
mation to smooth out the zeroing features1. Finally,
now textual and visual features are compatible, and
we then build a parametric Gaussian copula model
to estimate the pair-wise correlations among the co-
variate and the dependent variable.

In this section, we first explain the visual and tex-
tual features used in this study. Then, we introduce
the theory of copula, and describe the robust non-
paranormal. Finally, we show a simple pipeline for
generating meme descriptions.

3.1 Features
Textual Features To model the meme descriptions,
we take a broad range of textual features into con-
siderations:
• Lexical Features: we extract unigrams and bi-

grams from meme descriptions as surface-level
lexical features.

• Part-of-Speech Features: to model shallow
syntactic cues, we extract lexicalized part-of-
speech features using the Stanford part-of-
speech tagger (Toutanova et al., 2003).

• Dependency Triples: to better understand the
deeper syntactic dependencies of keywords in

1This is necessary for the normal inversion of the ECDFs,
which we will describe in Section 3.2.

Figure 3: An example of the standard SIFT keypoints de-
tected on the “doge” meme.

memes, we have also extracted typed depen-
dency triples (e.g., subj(I,are)) using the Malt-
Parser (Nivre et al., 2007).

• Named Entity Features: after browsing the
dataset, we notice that certain names are of-
ten mentioned in memes (e.g. “Drake”, “Kenye
West”, and “Justin Bieber”), so we utilize the
Stanford named entity recognizer (Finkel et al.,
2005) to extract lexicalized named entities.

• Frame-Semantics Features: SEMAFOR (Das
et al., 2010) is a state-of-the-art frame-
semantics parser that produces FrameNet-style
semantic annotation. We use SEMAFOR to ex-
tract frame-level semantic features.

Visual Features A key insight on viral memes is
that the images producing a shared social signal are
typically inter-related in style. For example, LOL-
cats are an early series of memes involving funny cat
photos. Similarly, “Bieber memes” involve modified
pictures of Bieber.

Therefore, we hypothesize that, by extracting vi-
sual features, it is of crucial importance to capture
the entities, objects, and styles as visual words in
these inter-related meme images. The popular vi-
sual bag-of-words representation (Sivic and Zisser-
man, 2003) is used to describe images:

1. PHOW Features Extraction: unlike text fea-
tures, SIFT first detects the Harris keypoints
from an image, and then describes each key-
point with a vector. An example of the SIFT
frames are shown in Figure 3. PHOW (Bosch
et al., 2007) is a dense and multi-scale vari-
ant of the Scale Invariant Feature Transform
(SIFT) descriptors. Using PHOW, we obtain
about 20K keypoints for each image.
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2. Elkan K-means Clustering is the clustering
method (Elkan, 2003) that we use to obtain
the vocabulary for visual words. Compar-
ing to other variants of K-means, this method
quickly constructs the codebook from PHOW
keypoints.

3. Bag-of-Words Histograms are used to repre-
sent each image. We match the PHOW key-
points of each image with the vocabulary that
we extract from the previous step, and generate
a 1× 200 sized visual bag-of-words vector.

3.2 The Theory of Copula
In the Statistics literature, copula is widely known
as a family of distribution function. The idea be-
hind copula theory is that the cumulative distribu-
tion function (CDF) of a random vector can be rep-
resented in the form of uniform marginal cumula-
tive distribution functions, and a copula that con-
nects these marginal CDFs, which describes the cor-
relations among the input random variables. How-
ever, in order to have a valid multivariate distribution
function regardless of n-dimensional covariates, not
every function can be used as a copula function. The
central idea behind copula, therefore, can be sum-
marize by the Sklar’s theorem and the corollary.
Theorem 1 (Sklar’s Theorem (1959)) Let F be
the joint cumulative distribution function of n ran-
dom variables X1, X2, ..., Xn. Let the correspond-
ing marginal cumulative distribution functions of
the random variable be F1(x1), F2(x2), ..., Fn(xn).
Then, if the marginal functions are continuous, there
exists a unique copula C, such that

F (x1, ..., xn) = C[F1(x1), ..., Fn(xn)]. (1)

Furthermore, if the distributions are continuous, the
multivariate dependency structure and the marginals
might be separated, and the copula can be consid-
ered independent of the marginals (Joe, 1997; Parsa
and Klugman, 2011). Therefore, the copula does not
have requirements on the marginal distributions, and
any arbitrary marginals can be combined and their
dependency structure can be modeled using the cop-
ula. The inverse of Sklar’s Theorem is also true in
the following:
Corollary 1 If there exists a copula C : (0, 1)n

and marginal cumulative distribution func-
tions F1(x1), F2(x2), ..., Fn(xn), then

C[F1(x1), ..., Fn(xn)] defines a multivariate
cumulative distribution function.

3.3 The Nonparanormal

To model multivariate text and vision variables,
we choose the nonparanormal (NPN) as the copula
function in this study, which can be explained in the
following two parts.

The Nonparametric Estimation
Assume we have n random variables of vision and

text features X1, X2, ..., Xn. The problem is that
text features are sparse, so we need to perform non-
parametric kernel density estimation to smooth out
the distribution of each variable. Let f1, f2, ..., fn
be the unknown density, we are interested in deriv-
ing the shape of these functions. Assume we havem
samples, the kernel density estimator can be defined
as:

f̂h(x) =
1
m

m∑
i=1

Kh(x− xi) (2)

=
1
mh

m∑
i=1

K

(
x− xi
h

)
(3)

Here, K(·) is the kernel function, where in our case,
we use the Box kernel2 K(z):

K(z) =
1
2
, |z| ≤ 1, (4)

= 0, |z| > 1. (5)

Comparing to the Gaussian kernel and other kernels,
the Box kernel is simple, and computationally in-
expensive. The parameter h is the bandwidth for
smoothing3.

Now, we can derive the empirical cumulative dis-
tribution functions

F̂X1(f̂1(X1)), F̂X2(f̂2(X2)), ..., F̂Xn(f̂n(Xn))

of the smoothed covariates, as well as the dependent
variable y (which is the reciprocal rank of the pop-
ular votes of a meme) and its CDF F̂y(f̂(y)). The

2It is also known as the original Parzen windows (Parzen,
1962).

3In our implementation, we use the default h of the Box
kernel in the ksdensity function in Matlab.
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empirical cumulative distribution functions are de-
fined as:

F̂ (ν) =
1
m

m∑
i=1

I{xi ≤ ν} (6)

where I{·} is the indicator function, and ν indicates
the current value that we are evaluating. Note that
the above step is also known as probability integral
transform (Diebold et al., 1997), which allows us to
convert any given continuous distribution to random
variables having a uniform distribution. This is cru-
cial for text: instead of using the raw counts, we are
now working with uniform marginal CDFs, which
helps coping with the overfitting issue due to noise
and data sparsity. We also use the same procedure to
transform the vision features into CDF space to be
compatible with text features.

The Robust Estimation of Copula
Now that we have obtained the marginals, and

then the joint distribution can be constructed by ap-
plying the copula function that models the stochastic
dependencies among marginal CDFs:

F̂ (f̂1(X1), ..., f̂1(Xn), f̂(y))

= C[F̂X1

(
f̂1(X1)

)
, ..., F̂Xn

(
f̂n(Xn)

)
, F̂y

(
f̂y(y)

)
]
(7)

In this work, we apply the parametric Gaussian cop-
ula to model the correlations among the text features
and the label. Assume xi is the smoothed version of
random variable Xi, and y is the smoothed label, we
have:
F (x1, ..., xn, y)

= ΦΣ

(
Φ−1[Fx1(x1)], ..., ,Φ−1[Fxn

(xn)],Φ−1[Fy(y)]
)

(8)
where ΦΣ is the joint cumulative distribution func-
tion of a multivariate Gaussian with zero mean and
Σ variance. Φ−1 is the inverse CDF of a standard
Gaussian. In this parametric part of the model, the
parameter estimation boils down to the problem of
learning the covariance matrix Σ of this Gaussian
copula. In this work, we perform standard maxi-
mum likelihood estimation (MLE) for the Σ matrix,
where we follow the details from prior work (Wang
and Hua, 2014).

To avoid overfitting, traditionally, one resorts to
classic regularization techniques such as Lasso (Tib-

shirani, 1996). While Lasso is widely used, the non-
differentiable nature of the L1 norm often make the
objective function difficult to optimize. In this work,
we propose dropout training (Hinton et al., 2012)
as copula regularization. Dropout was proposed by
Hinton et al. as a method to prevent feature co-
adaptation in the deep learning framework, but re-
cently studies (Wager et al., 2013) also show that its
behaviour is similar to L2 regularization, and can be
approximated efficiently (Wang and Manning, 2013)
in many other machine learning tasks. Another ad-
vantage of dropout training is that, unlike Lasso, it
does not require all the features for training, and
training is “embarrassingly” parallelizable.

In Gaussian copula estimation context, we can in-
troduce another dimension `: the number of dropout
learners, to extend the Σ into a dropout tensor. Es-
sentially, the task becomes the estimation of

Σ1,Σ2, ...,Σ`

where the input feature space for each dropout com-
ponent is randomly corrupted by (1 − δ) percent of
the original dimension. In the inference time, we
use geometric mean to average the predictions from
each dropout learner, and generate the final predic-
tion. Note that the final Σ matrix has to be symmet-
ric and positive definite, so we apply tiny random
Gaussian noise ε to maintain the property.
Computational Complexity

One important question regarding the proposed
nonparanormal model is the corresponding compu-
tational complexity. This boils down to the es-
timation of the Σ̂ matrix (Liu et al., 2012): one
only needs to calculate the correlation coefficients
of n(n − 1)/2 pairs of random variables. Chris-
tensen (2005) shows that sorting and balanced bi-
nary trees can be used to calculate the correlation
coefficients with complexity of O(n log n). There-
fore, the computational complexity of MLE for the
proposed model is O(n log n).
Efficient Approximate Inference

In this prediction task, in order to perform
the exact inference of the conditional probabil-
ity distribution p(Fy(y)|Fx1(x1), ..., Fxn(xn)),
one needs to solve the mean response
Ê(Fy(y)|Fx1(x1), ..., Fx1(x1)) from a joint
distribution of high-dimensional Gaussian cop-
ula. Unfortunately, the exact inference can be
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Figure 4: Our pipeline for generating memes from raw
images.

intractable in the multivariate case, and approximate
inference, such as Markov Chain Monte Carlo
sampling (Gelfand and Smith, 1990; Pitt et al.,
2006) is often used for posterior inference. In this
work, we propose an efficient sampling method
to derive y given the text features — we sample

ˆFy(y) s.t. it maximizes the joint high-dimensional
Gaussian copula density:

arg max
ˆFy(y)∈(0,1)

1√
det Σ

exp
(
−1

2
∆T · (Σ−1 − I

) ·∆)
(9)

where

∆ =


Φ−1(Fx1(x1))

...
Φ−1(Fxn(xn))
Φ−1(Fy(y))


This approximate inference scheme using max-

imum density sampling from the Gaussian copula
significantly relaxes the complexity of inference. Fi-
nally, to derive ŷ, the last step is to compute the
inverse CDF of ˆFy(y). A detailed description of
the inference algorithm can be found in our prior
work (Wang and Hua, 2014).

3.4 A Simple Meme Generation Pipeline
Now after we train a nonparanormal model for rank-
ing meme descriptions, we show the simple meme
generation pipeline in Figure 4.

Given a test image, we disguise as the Internet
Explorer, and query Google’s “Search By Image”
inverse image search service4. By comparing the

4http://www.google.com/imghp/

query image with all possible images with their cap-
tions in Google’s database, a “Best Guess” of the
keywords in the image is then revealed.

Using the extracted image keywords, we further
query a TF-IDF based Lucene5 meme search en-
gine, which we indexed with a large number of Web-
crawled meme descriptions. After we obtain the
candidate generations, we then extract all the text
and vision features that we described in Section 3.1.
Finally, our nonparanormal model ranks all possible
candidates, and selects the final generation with the
highest posterior.

4 Datasets
We collected meme images and text descriptions6

from two popular meme websites7. In the predic-
tion experiment, we use 3,008 image-description
pairs for training, and 526 image-description pairs
for testing. In the generation experiment, we use
269,473 meme descriptions to index the meme
search engine, and 50 randomly selected images for
testing. During training, we convert the raw counts
of popular votes into reciprocal ranks (e.g., the most
popular text descriptions will all have a reciprocal
rank of 1, and n-th popular one will have a score of
1/n).

5 Prediction Experiments
In the first experiment, we compare the proposed
NPN with various baselines in a prediction task,
since prior literature (Hodosh et al., 2013) also sug-
gests using ranking based evaluation for associating
images with text descriptions. Throughout the ex-
periment sections, we set ` = 10, and δ = 80 as the
dropout hyperparameters.

Baselines:
The baselines are standard squared-loss lin-

ear regression, linear kernel SVM, and non-linear
(Gaussian) kernel SVM. In a recent empirical
study (Fernández-Delgado et al., 2014) that evalu-
ates 179 classifiers from 17 families on 121 UCI
datasets, the authors find that Gaussian SVM is one
of the top performing classifiers. We use the Sta-
tistical Toolbox’s linear regression implementation
in Matlab, and LibSVM (Chang and Lin, 2011) for

5http://lucene.apache.org/
6http://www.cs.cmu.edu/˜yww/data/meme dataset.zip.
7memegenerator.net and cheezburger.com
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training and testing the SVM models. The hyperpa-
rameter C in linear SVM, and the γ and C hyperpa-
rameters in Gaussian SVM are tuned on the training
set using 10-fold cross-validation.

Evaluation Metrics:
Spearman’s correlation (Hogg and Craig, 1994)

and Kendall’s tau (Kendall, 1938) have been widely
used in many real-valued prediction (regression)
problems in NLP (Albrecht and Hwa, 2007; Yo-
gatama et al., 2011), and here we use them to mea-
sure the quality of predicted values ŷ by comparing
to the vector of ground truth y. Kendall’s tau is a
nonparametric statistical metric that have shown to
be inexpensive, robust, and representation indepen-
dent (Lapata, 2006). We use paired two-tailed t-test
to measure the statistical significance.

5.1 Comparison with Various Baselines

The first two figures in Figure 5 show the learn-
ing curve of our system, comparing other baselines.
We see that when increasing the amount of training
data, our approach clearly dominates all other meth-
ods by a large margin. Linear and Gaussian SVMs
perform similarly, and have good performances with
only 25% of the training data, but the improvements
are not large when increasing the amount of training
data.

In the last two figures in Figure 5, we increase
the amount of features, and compare various mod-
els. We see that the linear regression model overfits
with 600 features, and Gaussian SVM outperforms
the linear SVM. We see that our NPN model clearly
outperforms all baselines by a big gap, and does not
overfit.

5.2 Combination of Text and Vision

In Table 1, we systematically compare the contribu-
tions of each feature set. First, we see that bigram
features clearly improve the performance on top of
unigram features. Second, named entities are crucial
for further boosting the performance. Third, adding
the shallow part-of-speech features does not benefit
all models, but the dependency triples are shown to
be useful for all methods. Finally, we see that using
semantic features helps increasing the performances
for most of the cases, and combining text and vision
features in our NPN framework doubles the perfor-

Feature Sets LR LSVM GSVM NPN
Unigrams 0.152 0.158 0.176 0.241*
+ Bigrams 0.163 0.248 0.279 0.318*
+ Named Entities 0.188 0.296 0.312 0.339*
+ Part-of-Speech 0.184 0.318 0.337 0.343
+ Dependency 0.191 0.322 0.348 0.350
+ Semantics 0.183 0.368 0.388 0.367
All Text + Vision 0.413 0.415 0.451 0.754*

Unigrams 0.102 0.105 0.118 0.181*
+ Bigrams 0.115 0.164 0.187 0.237*
+ Named Entities 0.127 0.202 0.213 0.248*
+ Part-of-Speech 0.125 0.218 0.232 0.239
+ Dependency 0.130 0.223 0.242 0.255
+ Semantics 0.124 0.257 0.270 0.270
All Text + Vision 0.284 0.288 0.314 0.580*

Table 1: The Spearman correlation (top table) and
Kendall’s τ (bottom table) for comparing various text fea-
tures and combining with vision features. The best results
of each row are highlighted in bold. * indicates p < .001
comparing to the second best result.

mance for associating popular votes, meme images,
and text descriptions.

5.3 The Effects of Dropout Training for
Nonparanormals

As we mentioned before, because NPNs model the
complex network of random variables, a key issue
for training NPN is to prevent the model from over-
fitting to the training data. So far, none of the prior
work have investigated dropout training for regular-
izing the nonparanormals or even copula in general.
To empirical test the effects of dropout training for
nonparanormals, in addition to our datasets, we also
compare with the unregularized copula from Wang
and Hua (2014) on predicting financial risks from
earnings calls. Table 2 clearly suggests that dropout
training for NPNs significant improves the perfor-
mances on various datasets.

5.4 Qualitative Analysis

Table 3 shows the top ranked text features that are
highly correlated with popular votes. We see that the
named entity features are useful: Paul Walker, UPS,
Bruce Willis, Pencil Guy, Amy Winehouse are rec-
ognized as entities in the meme dataset. Dependency
triples, as a less-understood feature set, also perform
well in this task. For example, xcomp(tell,mean)
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Figure 5: Two figures on the left: varying the amount of training data. L(1): Spearman. L(2): Kendall. Two figures on
the right: varying the amount of features. R(1): Spearman. R(2): Kendall.

Datasets No Dropout With Dropout
Meme 0.625 0.754*
Finance (pre2009) 0.416 0.482*
Finance (2009) 0.412 0.445*
Finance (post2009) 0.377 0.409*
Meme 0.491 0.580*
Finance (pre2009) 0.307 0.349*
Finance (2009) 0.302 0.318*
Finance (post2009) 0.282 0.297*

Table 2: The effects of dropout training for NPNs on
meme and other datasets. The best results of each row
are highlighted in bold. * indicates p < .001 comparing
to the no dropout setting.

captures the dependency relation of the popular
meme series “You mean to tell me...”. Interestingly,
the transitional dependency feature dep(when,but)
plays an important role in the language of memes.
The object of a preposition, such as pobj(vegas,in)
and pobj(life,of), also made the list.

Bigrams are shown to be important features as
usual. For example, “Yo daw” is a popular meme
based on rapper Xzibit’s famous reality car show
“Pimp My Ride”, where the rapper customizes peo-
ple’s car according to personal preferences. This vi-
ral meme follows the pattern8 of “Yo daw(g), I herd
you like X (noun), so I put an X in your Y (noun)
so you can W (verb) while you Z (verb).”

The use of pronouns, captured by frame semantics
features, is associated with popular memes. We hy-
pothesize that by using pronouns such as “i”, “you”,
“we”, and “they”, the meme recalls personal expe-
riences and emotions, thus connects better with the
audience. Finally, we see that the punctuation bi-
gram “... :” is an important feature in the language

8http://knowyourmeme.com/memes/xzibit-yo-dawg

Top 1-10 Top 11-20 Top 21-30
paul/PER FE party you new
xcomp(tell,mean) dep(when,but) FE Entity it
possessive(’s,it) ... : bruce/PER
yo daw FE Theme i FE party we
pobj(vegas,in) on a FE Food fat
ups/ORG FE Exp. they <start> make
into FE Entity you so you
so you’re <start> how penci/PER
FE Cognizer i of the y
yo . pobj(life,of) winehouse/PER

Table 3: Top-30 linguistic features that are highly corre-
lated with the popular votes.

of memes, and Web dialect such as “y” (why) also
exhibits high correlation with the popular votes.

6 Generation Experiments
In this section, we investigate the performance of
our meme generation system using 50 test meme
images. To quantitatively evaluate our system, we
compare with both unsupervised and supervised
baselines. For the unsupervised baselines, we com-
pare with a compact recurrent neural network lan-
guage model (RNNLM) (Mikolov, 2012) trained on
the 3,008 text descriptions of our meme training set,
as well as a full model of RNNLM trained on a large
meme corpus of 269K sentences9. For the super-
vised baselines, all models are trained on the 3,008
training image-description pairs with labels. All
these models can be viewed as different re-ranking
methods for the retrieved candidate descriptions. We
use BLEU score (Papineni et al., 2002) as the evalu-
ation metric, since the generation task can be viewed
as translating raw images into sentences, and it is

9Note that there are no image features feeding to the unsu-
pervised RNN models.
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Figure 6: Examples from the meme generation exper-
iment. First row: the chemistry cat meme. Second
row: the forever alone meme. Third row: the Batman
slaps Robin meme. Left column: human generated top-
voted meme descriptions on memegenerator.net at the
time of writing. Middle column: generated output from
RNNLM. Right column: generated output from NPNs.

used in many caption generation studies (Vinyals
et al., 2014; Chen and Zitnick, 2014; Donahue et
al., 2014; Fang et al., 2014; Karpathy and Fei-Fei,
2014).

The generation result is shown in Table 4. Note
that when combining B-1 to B-4 scores, BLEU in-
cludes a brevity penalty as described in the original
BLEU paper. We see that our NPN model outper-
forms the best supervised baseline by 4.35 BLEU
points, while also obtaining an advantage of 4.48

Systems BLEU B-1 B-2 B-3 B-4
RNN-C 19.52 62.2 21.2 12.1 9.0
RNN-F 23.76 72.2 31.4* 16.2 8.7
LR 23.89 72.3 28.3 15.0 10.6
LSVM 21.06 65.0 24.8 13.1 9.3
GSVM 20.63 66.2 22.8 12.8 9.3
NPN 28.24* 66.9 29.0 19.7* 16.6*

Table 4: The BLEU scores for generating memes from
images. B-1 to B-4: BLEU unigram to four-grams. The
best BLEU results are highlighted in bold. * indicates
p < .001 comparing to the second best system.

BLEU points over the full RNNLM, which is trained
on a corpus that is ∼90 times larger, in an unsuper-
vised fashion. When breaking down the results, we
see that our NPN’s advantage is on generating longer
phrases, typically trigrams and four-grams, compar-
ing to the other models. This is very interesting, be-
cause generating high-quality long phrases is diffi-
cult, since the memes are often short.

We show some generation examples in Figure 6.
We see that on the left column, the reference memes
are the ones with top votes by the crowd. The first
chemistry cat meme includes puns, the second for-
ever alone meme includes reference to the life sim-
ulation video game, while the last Batman meme
has interesting conversations. In the second col-
umn, we see that the memes generated by the full
RNNLM model are short, which corresponds to the
quantitative results in Table 4. In the third col-
umn, our NPN meme generator was able to gen-
erate longer descriptions. Interestingly, it also cre-
ates a pun for the chemistry cat meme. Our genera-
tion on the forever alone meme is also accurate. In
the Batman example, we show that the NPN model
makes a sentence-image-mismatch type of error: al-
though the generated sentence includes the entities
Batman and Robin, as well as their slapping activ-
ity, it was originally created for the “overly attached
girlfriend” meme10.

7 Conclusions

In this paper, we study the language of memes
by jointly learning the image, the description, and
the popular votes. In particular, we propose a ro-
bust nonparanormal approach to transform all vi-
sion and text features into the cumulative density
function space. By learning the stochastic depen-
dencies, we show that our model significantly out-
performs various competitive baselines in the pre-
diction experiments. In addition, we also propose
a simple pipeline for generating memes from raw
images, drawing the wisdom from reverse image
search and traditional information retrieval perspec-
tives. Finally, we show that our model obtains sig-
nificant BLEU point improvements over an unsuper-
vised RNNLM baseline trained on a larger corpus,
as well as other strong supervised baselines.

10http://www.overlyattachedgirlfriend.com
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Abstract

We present a two-stage framework to parse
a sentence into its Abstract Meaning Repre-
sentation (AMR). We first use a dependency
parser to generate a dependency tree for the
sentence. In the second stage, we design
a novel transition-based algorithm that trans-
forms the dependency tree to an AMR graph.
There are several advantages with this ap-
proach. First, the dependency parser can be
trained on a training set much larger than the
training set for the tree-to-graph algorithm, re-
sulting in a more accurate AMR parser over-
all. Our parser yields an improvement of 5%
absolute in F-measure over the best previous
result. Second, the actions that we design are
linguistically intuitive and capture the regular-
ities in the mapping between the dependency
structure and the AMR of a sentence. Third,
our parser runs in nearly linear time in practice
in spite of a worst-case complexity of O(n2).

1 Introduction

Abstract Meaning Representation (AMR) is a
rooted, directed, edge-labeled and leaf-labeled
graph that is used to represent the meaning of a sen-
tence. The AMR formalism has been used to anno-
tate the AMR Annotation Corpus (Banarescu et al.,
2013), a corpus of over 10 thousand sentences that
is still undergoing expansion. The building blocks
for an AMR representation are concepts and rela-
tions between them. Understanding these concepts
and their relations is crucial to understanding the
meaning of a sentence and could potentially bene-
fit a number of natural language applications such

as Information Extraction, Question Answering and
Machine Translation.

The property that makes AMR a graph instead of
a tree is that AMR allows reentrancy, meaning that
the same concept can participate in multiple rela-
tions. Parsing a sentence into an AMR would seem
to require graph-based algorithms, but moving to
graph-based algorithms from the typical tree-based
algorithms that we are familiar with is a big step in
terms of computational complexity. Indeed, quite a
bit of effort has gone into developing grammars and
efficient graph-based algorithms that can be used to
parse AMRs (Chiang et al., 2013).
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(a) Dependency tree
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(b) AMR graph

Figure 1: Dependency tree and AMR graph for the
sentence, “The police want to arrest Micheal Karras
in Singapore.”

Linguistically, however, there are many similari-
ties between an AMR and the dependency structure
of a sentence. Both describe relations as holding be-
tween a head and its dependent, or between a parent
and its child. AMR concepts and relations abstract
away from actual word tokens, but there are regular-
ities in their mappings. Content words generally be-
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come concepts while function words either become
relations or get omitted if they do not contribute to
the meaning of a sentence. This is illustrated in Fig-
ure 1, where ‘the’ and ‘to’ in the dependency tree
are omitted from the AMR and the preposition ‘in’
becomes a relation of type location. In AMR, reen-
trancy is also used to represent co-reference, but this
only happens in some limited contexts. In Figure 1,
‘police’ is both an argument of ‘arrest’ and ‘want’ as
the result of a control structure. This suggests that it
is possible to transform a dependency tree into an
AMR with a limited number of actions and learn a
model to determine which action to take given pairs
of aligned dependency trees and AMRs as training
data.

This is the approach we adopt in the present
work, and we present a transition-based framework
in which we parse a sentence into an AMR by tak-
ing the dependency tree of that sentence as input and
transforming it to an AMR representation via a se-
ries of actions. This means that a sentence is parsed
into an AMR in two steps. In the first step the sen-
tence is parsed into a dependency tree with a depen-
dency parser, and in the second step the dependency
tree is transformed into an AMR graph. One advan-
tage of this approach is that the dependency parser
does not have to be trained on the same data set as
the dependency to AMR transducer. This allows us
to use more accurate dependency parsers trained on
data sets much larger than the AMR Annotation Cor-
pus and have a more advantageous starting point.
Our experiments show that this approach is very ef-
fective and yields an improvement of 5% absolute
over the previously reported best result (Flanigan et
al., 2014) in F-score, as measure by the Smatch met-
ric (Cai and Knight, 2013).

The rest of the paper is as follows. In §2, we
describe how we align the word tokens in a sen-
tence with its AMR to create a span graph based
on which we extract contextual information as fea-
tures and perform actions. In §3, we present our
transition-based parsing algorithm and describe the
actions used to transform the dependency tree of a
sentence into an AMR. In §4, we present the learn-
ing algorithm and the features we extract to train the
transition model. In §5, we present experimental re-
sults. §6 describes related work, and we conclude in
§7.

2 Graph Representation

Unlike the dependency structure of a sentence where
each word token is a node in the dependency tree
and there is an inherent alignment between the word
tokens in the sentence and the nodes in the depen-
dency tree, AMR is an abstract representation where
the word order of the corresponding sentence is not
maintained. In addition, some words become ab-
stract concepts or relations while other words are
simply deleted because they do not contribute to
meaning. The alignment between the word tokens
and the concepts is non-trivial, but in order to learn
the transition from a dependency tree to an AMR
graph, we have to first establish the alignment be-
tween the word tokens in the sentence and the con-
cepts in the AMR. We use the aligner that comes
with JAMR (Flanigan et al., 2014) to produce this
alignment. The JAMR aligner attempts to greedily
align every concept or graph fragment in the AMR
graph with a contiguous word token sequence in the
sentence.

want-01

police

arrest-01

person

name

“Micheal” “Karras”

ARG0
ARG1

ARG0

ARG1

name

op1 op2

(a) AMR graph

s0,1:ROOT

s3,4:want-01

s2,3:police

s5,6:arrest-01

s6,8:
person+name

ARG0

ARG1

ARG0

ARG1

(b) Span graph

Figure 2: AMR graph and its span graph for the sen-
tence, “The police want to arrest Micheal Karras.”

We use a data structure called span graph to
represent an AMR graph that is aligned with the
word tokens in a sentence. For each sentence w =
w0, w1, . . . , wn, where token w0 is a special root
symbol, a span graph is a directed, labeled graph
G = (V,A), where V = {si,j |i, j ∈ (0, n) and j >
i} is a set of nodes, and A ⊆ V × V is a set of arcs.
Each node si,j of G corresponds to a continuous
span (wi, . . . , wj−1) in sentence w and is indexed
by the starting position i. Each node is assigned a
concept label from a set LV of concept labels and
each arc is assigned a relation label from a set LA
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of relation labels, respectively.
For example, given an AMR graph GAMR in Fig-

ure 2a, its span graph G can be represented as Fig-
ure 2b. In span graph G, node s3,4’s sentence span
is (want) and its concept label is want-01, which
represents a single node want-01 in AMR. To sim-
plify the alignment, when creating a span graph out
of an AMR, we also collapse some AMR subgraphs
in such a way that they can be deterministically re-
stored to their original state for evaluation. For ex-
ample, the four nodes in the AMR subgraph that cor-
respond to span (Micheal, Karras) is collapsed into
a single node s6,8 in the span graph and assigned the
concept label person+name, as shown in Figure 3.
So the concept label set that our model predicts con-
sists of both those from the concepts in the original
AMR graph and those as a result of collapsing the
AMR subgraphs.

person

name

“Micheal” “Karras”

s6,8:person+name

name

op1 op2

Figure 3: Collapsed nodes

Representing AMR graph this way allows us to
formulate the AMR parsing problem as a joint learn-
ing problem where we can design a set of actions to
simultaneously predict the concepts (nodes) and re-
lations (arcs) in the AMR graph as well as the labels
on them.

3 Transition-based AMR Parsing

3.1 Transition System
Similar to transition-based dependency pars-
ing (Nivre, 2008), we define a transition system for
AMR parsing as a quadruple S = (S, T, s0, St),
where

• S is a set of parsing states (configurations).
• T is a set of parsing actions (transitions), each

of which is a function t : S → S.
• s0 is an initialization function, mapping each

input sentence w and its dependency tree D to
an initial state.

• St ⊆ S is a set of terminal states.

Each state (configuration) of our transition-based
parser is a triple (σ, β,G). σ is a buffer that stores
indices of the nodes which have not been processed
and we write σ = σ0|σ′ to indicate that σ0 is the top-
most element of σ. β is also a buffer [β0, β1, . . . , βj ]
and each element βi of β indicates the edge (σ0, βi)
which has not been processed in the partial graph.
We also write β = β0|β′ to indicate the topmost el-
ement of β is β0. We use span graph G to store the
partial parses for the input sentence w. Note that
unlike traditional transition-based syntactic parsers
which store partial parses in the stack structure and
build a tree or graph incrementally, here we use
σ and β buffers only to guide the parsing process
(which node or edge to be processed next) and the
actual tree-to-graph transformations are applied to
G.

When the parsing procedure starts, σ is initialized
with a post-order traversal of the input dependency
treeD with topmost element σ0, β is initialized with
node σ0’s children or set to null if σ0 is a leaf node.
G is initialized with all the nodes and edges of D.
Initially, all the nodes of G have a span length of
one and all the labels for nodes and edges are set
to null. As the parsing procedure goes on, the parser
will process all the nodes and their outgoing edges in
dependency treeD in a bottom-up left-right manner,
and at each state certain action will be applied to
the current node or edge. The parsing process will
terminate when both σ and β are empty.

The most important part of the transition-based
parser is the set of actions (transitions). As stated
in (Sartorio et al., 2013), the design space of possi-
ble actions is actually infinite since the set of pars-
ing states is infinite. However, if the problem is
amenable to transition-based parsing, we can design
a finite set of actions by categorizing all the possi-
ble situations we run into in the parsing process. In
§5.2 we show this is the case here and our action set
can account for almost all the transformations from
dependency trees to AMR graphs.

We define 8 types of actions for the actions set
T , which is summarized in Table 1. The action set
could be divided into two categories based on con-
ditions of buffer β. When β is not empty, parsing
decisions are made based on the edge (σ0, β0); oth-
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Action Current state⇒ Result state Assign labels Precondition
NEXT EDGE-lr (σ0|σ′, β0|β′, G)⇒ (σ0|σ′, β′, G′) δ[(σ0, β0)→ lr]

β is not empty

SWAP-lr (σ0|σ′, β0|β′, G)⇒ (σ0|β0|σ′, β′, G′) δ[(β0, σ0)→ lr]
REATTACHk-lr (σ0|σ′, β0|β′, G)⇒ (σ0|σ′, β′, G′) δ[(k, β0)→ lr]
REPLACE HEAD (σ0|σ′, β0|β′, G)⇒ (β0|σ′, β = CH(β0, G

′), G′) NONE
REENTRANCEk-lr (σ0|σ′, β0|β′, G)⇒ (σ0|σ′, β0|β′, G′) δ[(k, β0)→ lr]
MERGE (σ0|σ′, β0|β′, G)⇒ (σ̃|σ′, β′, G′) NONE

NEXT NODE-lc (σ0|σ1|σ′, [], G)⇒ (σ1|σ′, β = CH(σ1, G
′), G′) γ[σ0 → lc] β is empty

DELETE NODE (σ0|σ1|σ′, [], G)⇒ (σ1|σ′, β = CH(σ1, G
′), G′) NONE

Table 1: Transitions designed in our parser. CH(x, y) means getting all node x’s children in graph y.

erwise, only the current node σ0 is examined. Also,
to simultaneously make decisions on the assignment
of concept/relation label, we augment some of the
actions with an extra parameter lr or lc. We define
γ : V → LV as the concept labeling function for
nodes and δ : A→ LA as the relation labeling func-
tion for arcs. So δ[(σ0, β0) → lr] means assign-
ing relation label lr to arc (σ0, β0). All the actions
update buffer σ, β and apply some transformation
G ⇒ G′ to the partial graph. The 8 actions are de-
scribed below.

• NEXT-EDGE-lr (ned). This action assigns a
relation label lr to the current edge (σ0, β0)
and makes no further modification to the par-
tial graph. Then it pops out the top element of
buffer β so that the parser moves one step for-
ward to examine the next edge if it exists.

oppose

Korea

South and Israel

oppose

and

Korea

South Israel

op1

Figure 4: SWAP action

• SWAP-lr (sw). This action reverses the de-
pendency relation between node σ0 and β0 and
then makes node β0 as new head of the sub-
graph. Also it assigns relation label lr to the
arc (β0, σ0). Then it pops out β0 and inserts it
into σ right after σ0 for future revisiting. This
action is to resolve the difference in the choice
of head between the dependency tree and the
AMR graph. Figure 4 gives an example of ap-

plying SWAP-op1 action for arc (Korea, and)
in the dependency tree of sentence “South Ko-
rea and Israel oppose ...”.
• REATTACHk-lr (reat). This action removes

the current arc (σ0, β0) and reattaches node β0

to some node k in the partial graph. It also
assigns a relation label lr to the newly cre-
ated arc (k, β0) and advances one step by pop-
ping out β0. Theoretically, the choice of node
k could be any node in the partial graph un-
der the constraint that arc (k, β0) doesn’t pro-
duce a self-looping cycle. The intuition behind
this action is that after swapping a head and
its dependent, some of the dependents of the
old head should be reattached to the new head.
Figure 5 shows an example where node Israel
needs to be reattached to node and after a head-
dependent swap.

oppose

and

Korea

South Israel

op1 reattach

oppose

and

Korea

South

Israel

op1 op2

Figure 5: REATTACH action

• REPLACE-HEAD (rph). This action removes
node σ0, replaces it with node β0. Node β0 also
inherits all the incoming and outgoing arcs of
σ0. Then it pops out β0 and inserts it into the
top position of buffer σ. β is re-initialized with
all the children of β0 in the transformed graph
G′. This action targets nodes in the dependency
tree that do not correspond to concepts in AMR
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graph and become a relation instead. An exam-
ple is provided in Figure 6, where node in, a
preposition, is replaced with node Singapore,
and in a subsequent NEXT-EDGE action that
examines arc (live, Singapore), the arc is la-
beled location.

live

in

Singapore

live

Singapore

Figure 6: REPLACE-HEAD action

• REENTRANCEk-lr (reen). This is the action
that transforms a tree into a graph. It keeps the
current arc unchanged, and links node β0 to ev-
ery possible node k in the partial graph that can
also be its parent. Similar to the REATTACH
action, the newly created arc (k, β0) should not
produce a self-looping cycle and parameter k is
bounded by the sentence length. In practice, we
seek to constrain this action as we will explain
in §3.2. Intuitively, this action can be used to
model co-reference and an example is given in
Figure 7.

want

police arrest

reentrance

want

police arrestARG0

Figure 7: REENTRANCE action

• MERGE (mrg). This action merges nodes σ0

and β0 into one node σ̃ which covers multiple
words in the sentence. The new node inher-
its all the incoming and outgoing arcs of both
nodes σ0 and β0. The MERGE action is in-
tended to produce nodes that cover a continu-
ous span in the sentence that corresponds to a
single name entity in AMR graph. see Figure 8
for an example.

arrest

Michael

Karras

arrest

Michael,Karras

Figure 8: MERGE action

When β is empty, which means all the outgoing arcs
of node σ0 have been processed or σ0 has no outgo-
ing arcs, the following two actions can be applied:

• NEXT-NODE-lc (nnd). This action first as-
signs a concept label lc to node σ0. Then it
advances the parsing procedure by popping out
the top element σ0 of buffer σ and re-initializes
buffer β with all the children of node σ1 which
is the current top element of σ. Since this action
will be applied to every node which is kept in
the final parsed graph, concept labeling could
be done simultaneously through this action.
• DELETE-NODE (dnd). This action simply

deletes the node σ0 and removes all the arcs as-
sociated with it. This action models the fact
that most function words are stripped off in the
AMR of a sentence. Note that this action only
targets function words that are leaves in the de-
pendency tree, and we constrain this action by
only deleting nodes which do not have outgo-
ing arcs.

When parsing a sentence of length n (excluding
the special root symbol w0), its corresponding de-
pendency tree will have n nodes and n − 1 arcs.
For projective transition-based dependency parsing,
the parser needs to take exactly 2n − 1 steps or ac-
tions. So the complexity is O(n). However, for
our tree-to-graph parser defined above, the actions
needed are no longer linearly bounded by the sen-
tence length. Suppose there are no REATTACH,
REENTRANCE and SWAP actions during the pars-
ing process, the algorithm will traverse every node
and edge in the dependency tree, which results in
2n actions. However, REATTACH and REEN-
TRANCE actions would add extra edges that need
to be re-processed and the SWAP action adds both
nodes and edges that need to be re-visited. Since the
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space of all possible extra edges is (n − 2)2 and re-
visiting them only adds more actions linearly, the to-
tal asymptotic runtime complexity of our algorithm
is O(n2).

In practice, however, the number of applications
of the REATTACH action is much less than the
worst case scenario due to the similarities between
the dependency tree and the AMR graph of a sen-
tence. Also, nodes with reentrancies in AMR only
account for a small fraction of all the nodes, thus
making the REENTRANCE action occur at constant
times. These allow the tree-to-graph parser to parse
a sentence in nearly linear time in practice.

3.2 Greedy Parsing Algorithm

Algorithm 1 Parsing algorithm
Input: sentence w = w0 . . . wn and its dependency

tree Dw

Output: parsed graph Gp
1: s← s0(Dw, w)
2: while s /∈ St do
3: T ← all possible actions according to s
4: bestT ← arg maxt∈T score(t, c)
5: s← apply bestT to s
6: end while
7: return Gp

Our parsing algorithm is similar to the parser in
(Sartorio et al., 2013). At each parsing state s ∈ S,
the algorithm greedily chooses the parsing action
t ∈ T that maximizes the score function score().
The score function is a linear model defined over
parsing action t and parsing state s.

score(t, s) = ~ω · φ(t, s) (1)

where ~ω is the weight vector and φ is a function
that extracts the feature vector representation for one
possible state-action pair 〈t, s〉.

First, the algorithm initializes the state s with the
sentence w and its dependency tree Dw. At each
iteration, it gets all the possible actions for current
state s (line 3). Then, it chooses the action with the
highest score given by function score() and applies
it to s (line 4-5). When the current state reaches a
terminal state, the parser stops and returns the parsed
graph.

As pointed out in (Bohnet and Nivre, 2012), con-
straints can be added to limit the number of possible
actions to be evaluated at line 3. There could be for-
mal constraints on states such as the constraint that
the SWAP action should not be applied twice to the
same pair of nodes. We could also apply soft con-
straints to filter out unlikely concept labels, relation
labels and candidate nodes k for REATTACH and
REENTRANCE. In our parser, we enforce the con-
straint that NEXT-NODE-lc can only choose from
concept labels that co-occur with the current node’s
lemma in the training data. We also empirically set
the constraint that REATTACHk could only choose
k among σ0’s grandparents and great grandparents.
Additionally, REENTRANCEk could only choose k
among its siblings. These constraints greatly reduce
the search space, thus speeding up the parser.

4 Learning

4.1 Learning Algorithm
As stated in section 3.2, the parameter of our model
is weight vector ~ω in the score function. To train the
weight vector, we employ the averaged perceptron
learning algorithm (Collins, 2002).

Algorithm 2 Learning algorithm
Input: sentence w = w0 . . . wn, Dw, Gw
Output: ~ω

1: s← s0(Dw, w)
2: while s /∈ St do
3: T ← all possible actions according to s
4: bestT ← arg maxt∈T score(t, s)
5: goldT ← oracle(s,Gw)
6: if bestT 6= goldT then
7: ~ω ← ~ω − φ(bestT, s) + φ(goldT, s)
8: end if
9: s← apply goldT to s

10: end while

For each sentence w and its corresponding AMR
annotation GAMR in the training corpus, we could
get the dependency tree Dw of w with a dependency
parser. Then we represent GAMR as span graph
Gw, which serves as our learning target. The learn-
ing algorithm takes the training instances (w, Dw,
Gw), parses Dw according to Algorithm 1, and get
the best action using current weight vector ~ω. The
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gold action for current state s is given by consulting
span graph Gw, which we formulate as a function
oracle() (line 5). If the gold action is equal to the
best action we get from the parser, then the best ac-
tion is applied to current state; otherwise, we update
the weight vector (line 6-7) and continue the parsing
procedure by applying the gold action.

4.2 Feature Extraction

Single node features
σ̄0.w, σ̄0.lem, σ̄0.ne, σ̄0.t, σ̄0.dl, σ̄0.len
β̄0.w, β̄0.lem, β̄0.ne, β̄0.t, β̄0.dl, β̄0.len
k̄.w, k̄.lem, k̄.ne, k̄.t, k̄.dl, k̄.len
σ̄0p.w, σ̄0p.lem, σ̄0p.ne, σ̄0p.t, σ̄0p.dl

Node pair features
σ̄0.lem+ β̄0.t, σ̄0.lem+ β̄0.dl
σ̄0.t+ β̄0.lem, σ̄0.dl + β̄0.lem
σ̄0.ne+ β̄0.ne, k̄.ne+ β̄0.ne
k̄.t+ β̄0.lem, k̄.dl + β̄0.lem

Path features
σ̄0.lem+ β̄0.lem+ pathσ0,β0

k̄.lem+ β̄0.lem+ pathk,β0

Distance features
distσ0,β0

distk,β0

distσ0,β0 + pathσ0,β0

distσ0,β0 + pathk,β0

Action specific features
β̄0.lem+ β̄0.nswp
β̄0.reph

Table 2: Features used in our parser. σ̄0, β̄0, k̄, σ̄0p

represents elements in feature context of nodes
σ0, β0, k, σ0p, separately. Each atomic feature is
represented as follows: w - word; lem - lemma; ne -
name entity; t - POS-tag; dl - dependency label; len
- length of the node’s span.

For transition-based dependency parsers, the fea-
ture context for a parsing state is represented by the
neighboring elements of a word token in the stack
containing the partial parse or the buffer containing
unprocessed word tokens. In contrast, in our tree-
to graph parser, as already stated, buffers σ and β
only specify which arc or node is to be examined
next. The feature context associated with current arc

or node is mainly extracted from the partial graph
G. As a result, the feature context is different for
the different types of actions, a property that makes
our parser very different from a standard transition-
based dependency parser. For example, when evalu-
ating action SWAP we may be interested in features
about individual nodes σ0 and β0 as well as features
involving the arc (σ0, β0). In contrast, when evaluat-
ing action REATTACHk, we want to extract not only
features involving σ0 and β0, but also information
about the reattached node k. To address this prob-
lem, we define the feature context as 〈σ̄0, β̄0, k̄, σ̄0p〉,
where each element x̄ consists of its atomic features
of node x and σ0p denotes the immediate parent of
node σ0. For elements in feature context that are not
applicable to the candidate action, we just set the el-
ement to NONE and only extract features which are
valid for the candidate action. The list of features we
use is shown in Table 2.

Single node features are atomic features concern-
ing all the possible nodes involved in each candi-
date state-action pair. We also include path features
and distance features as described in (Flanigan et al.,
2014). A path feature pathx,y is represented as the
dependency labels and parts of speech on the path
between nodes x and y in the partial graph. Here
we combine it with the lemma of the starting and
ending nodes. Distance feature distx,y is the num-
ber of tokens between two node x, y’s spans in the
sentence. Action-specific features record the his-
tory of actions applied to a given node. For exam-
ple, β̄0.nswp records how many times node β0 has
been swapped up. We combine this feature with the
lemma of node β0 to prevent the parser from swap-
ping a node too many times. β̄0.reph records the
word feature of nodes that have been replaced with
node β0. This feature is helpful in predicting rela-
tion labels. As we have discussed above, in an AMR
graph, some function words are deleted as nodes but
they are crucial in determining the relation label be-
tween its child and parent.

5 Experiments

5.1 Experiment Setting

Our experiments are conducted on the
newswire section of AMR Annotation Cor-
pus (LDC2013E117) (Banarescu et al., 2013).
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We follow Flanigan et al. (2014) in setting up the
train/development/test splits1 for easy comparison:
4.0k sentences with document years 1995-2006
as the training set; 2.1k sentences with document
year 2007 as the development set; 2.1k sentences
with document year 2008 as the test set, and only
using AMRs that are tagged ::preferred.
Each sentence w is preprocessed with the Stanford
CoreNLP toolkit (Manning et al., 2014) to get part-
of-speech tags, name entity information, and basic
dependencies. We have verified that there is no
overlap between the training data for the Stanford
CoreNLP toolkit2 and the AMR Annotation Corpus.
We evaluate our parser with the Smatch tool (Cai
and Knight, 2013), which seeks to maximize the
semantic overlap between two AMR annotations.

5.2 Action Set Validation

One question about the transition system we pre-
sented above is whether the action set defined here
can cover all the situations involving a dependency-
to-AMR transformation. Although a formal theo-
retical proof is beyond the scope of this paper, we
can empirically verify that the action set works well
in practice. To validate the actions, we first run the
oracle() function for each sentencew and its depen-
dency tree Dw to get the “pseudo-gold” G′w. Then
we compare G′w with the gold-standard AMR graph
represented as span graph Gw to see how similar
they are. On the training data we got an overall 99%
F-score for all 〈G′w, Gw〉 pairs, which indicates that
our action set is capable of transforming each sen-
tence w and its dependency tree Dw into its gold-
standard AMR graph through a sequence of actions.

5.3 Results

Table 3 gives the precision, recall and F-score of our
parser given by Smatch on the test set. Our parser
achieves an F-score of 63% (Row 3) and the result
is 5% better than the first published result reported
in (Flanigan et al., 2014) with the same training and
test set (Row 2). We also conducted experiments on
the test set by replacing the parsed graph with gold

1A script to create the train/dev/test partitions is available at
the following URL: http://goo.gl/vA32iI

2Specifically we used CoreNLP toolkit v3.3.1 and parser
model wsjPCFG.ser.gz trained on the WSJ treebank sections
02-21.

relation labels or/and gold concept labels. We can
see in Table 3 that when provided with gold concept
and relation labels as input, the parsing accuracy im-
proves around 8% F-score (Row 6). Rows 4 and 5
present results when the parser is provided with just
the gold relation labels (Row 4) or gold concept la-
bels (Row 5), and the results are expectedly lower
than if both gold concept and relation labels are pro-
vided as input.

Precision Recall F-score
JAMR .52 .66 .58

Our parser .64 .62 .63
Our parser +lgr .68 .65 .67
Our parser +lgc .69 .67 .68
Our parser +lgrc .72 .70 .71

Table 3: Results on the test set. Here, lgc - gold
concept label; lgr - gold relation label; lgrc - gold
concept label and gold relation label.

5.4 Error Analysis

Figure 9: Confusion Matrix for actions 〈tg, t〉. Ver-
tical direction goes over the correct action type, and
horizontal direction goes over the parsed action type.

Wrong alignments between the word tokens in the
sentence and the concepts in the AMR graph ac-
count for a significant proportion of our AMR pars-
ing errors, but here we focus on errors in the tran-
sition from the dependency tree to the AMR graph.
Since in our parsing model, the parsing process has
been decomposed into a sequence of actions ap-
plied to the input dependency tree, we can use the
oracle() function during parsing to give us the cor-
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rect action tg to take for a given state s. A compar-
ison between tg and the best action t actually taken
by our parser will give us a sense about how accu-
rately each type of action is applied. When we com-
pare the actions, we focus on the structural aspect of
AMR parsing and only take into account the eight
action types, ignoring the concept and edge labels at-
tached to them. For example, NEXT-EDGE-ARG0
and NEXT-EDGE-ARG1 would be considered to be
the same action and counted as a match when we
compute the errors even though the labels attached
to them are different.

Figure 9 shows the confusion matrix that presents
a comparison between the parser-predicted actions
and the correct actions given by oracle() func-
tion. It shows that the NEXT-EDGE (ned), NEXT-
NODE (nnd), and DELETENODE (dnd) actions ac-
count for a large proportion of the actions. These
actions are also more accurately applied. As ex-
pected, the parser makes more mistakes involving
the REATTACH (reat), REENTRANCE (reen) and
SWAP (sw) actions. The REATTACH action is of-
ten used to correct PP-attachment errors made by the
dependency parser or readjust the structure result-
ing from the SWAP action, and it is hard to learn
given the relatively small AMR training set. The
SWAP action is often tied to coordination structures
in which the head in the dependency structure and
the AMR graph diverges. In the Stanford depen-
dency representation which is the input to our parser,
the head of a coordination structure is one of the
conjuncts. For AMR, the head is an abstract con-
cept signaled by one of the coordinating conjunc-
tions. This also turns out to be one of the more dif-
ficult actions to learn. We expect, however, as the
AMR Annotation Corpus grows bigger, the parsing
model trained on a larger training set will learn these
actions better.

6 Related Work

Our work is directly comparable to JAMR (Flanigan
et al., 2014), the first published AMR parser. JAMR
performs AMR parsing in two stages: concept iden-
tification and relation identification. They treat con-
cept identification as a sequence labeling task and
utilize a semi-Markov model to map spans of words
in a sentence to concept graph fragments. For rela-

tion identification, they adopt the graph-based tech-
niques for non-projective dependency parsing. In-
stead of finding maximum-scoring trees over words,
they propose an algorithm to find the maximum
spanning connected subgraph (MSCG) over concept
fragments obtained from the first stage. In con-
trast, we adopt a transition-based approach that finds
its root in transition-based dependency parsing (Ya-
mada and Matsumoto, 2003; Nivre, 2003; Sagae
and Tsujii, 2008), where a series of actions are per-
formed to transform a sentence to a dependency tree.
As should be clear from our description, however,
the actions in our parser are very different in na-
ture from the actions used in transition-based depen-
dency parsing.

There is also another line of research that attempts
to design graph grammars such as hyperedge re-
placement grammar (HRG) (Chiang et al., 2013) and
efficient graph-based algorithms for AMR parsing.
Existing work along this line is still theoretical in
nature and no empirical results have been reported
yet.

7 Conclusion and Future Work

We presented a novel transition-based parsing algo-
rithm that takes the dependency tree of a sentence
as input and transforms it into an Abstract Mean-
ing Representation graph through a sequence of ac-
tions. We show that our approach is linguistically
intuitive and our experimental results also show that
our parser outperformed the previous best reported
results by a significant margin. In future work we
plan to continue to perfect our parser via improved
learning and decoding techniques.
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Abstract

Most modern statistical machine translation
systems are based on linear statistical models.
One extremely effective method for estimating
the model parameters is minimum error rate
training (MERT), which is an efficient form of
line optimisation adapted to the highly non-
linear objective functions used in machine
translation. We describe a polynomial-time
generalisation of line optimisation that com-
putes the error surface over a plane embedded
in parameter space. The description of this al-
gorithm relies on convex geometry, which is
the mathematics of polytopes and their faces.

Using this geometric representation of MERT
we investigate whether the optimisation of lin-
ear models is tractable in general. Previous
work on finding optimal solutions in MERT
(Galley and Quirk, 2011) established a worst-
case complexity that was exponential in the
number of sentences, in contrast we show
that exponential dependence in the worst-case
complexity is mainly in the number of fea-
tures.

Although our work is framed with respect to
MERT, the convex geometric description is
also applicable to other error-based training
methods for linear models. We believe our
analysis has important ramifications because it
suggests that the current trend in building sta-
tistical machine translation systems by intro-
ducing a very large number of sparse features
is inherently not robust.

1 Introduction

The linear model of Statistical Machine Translation
(SMT) (Och and Ney, 2002) casts translation as a

search for translation hypotheses under a linear com-
bination of weighted features: a source language
sentence f is translated as

ê(f ;w) = argmax
e
{wh(e, f)} (1)

where translation scores are a linear combination of
the D × 1 feature vector h(e, f) ∈ RD under the
1×D model parameter vector w.

Convex geometry (Ziegler, 1995) is the math-
ematics of such linear equations presented as the
study of convex polytopes. We use convex geom-
etry to show that the behaviour of training methods
such as MERT (Och, 2003; Macherey et al., 2008),
MIRA (Crammer et al., 2006), PRO (Hopkins and
May, 2011), and others converge with a high fea-
ture dimension. In particular we analyse how robust-
ness decreases in linear models as feature dimension
increases. We believe that severe overtraining is a
problem in many current linear model formulations
due to this lack of robustness.

In the process of building this geometric represen-
tation of linear models we discuss algorithms such
as the Minkowski sum algorithm (Fukuda, 2004)
and projected MERT (Section 4.2) that could be use-
ful for designing new and more robust training algo-
rithms for SMT and other natural language process-
ing problems.

2 Training Linear Models

Let f1 . . . fS be a set of S source language sentences
with reference translations r1 . . . rS . The goal is to
estimate the model parameter vector w so as to min-
imize an error count based on an automated metric,
such as BLEU (Papineni et al., 2002), assumed to be
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additive over sentences:

ŵ = argmin
w

S∑
s=1

E(ê(fs;w), rs) (2)

Optimisation can be made tractable by restricting
the search to rescoring of K-best lists of translation
hypotheses, {es,i, 1 ≤ i ≤ K}Ss=1 . For fs, let
hs,i = h(es,i, fs) be the feature vector associated
with hypothesis es,i. Restricted to these lists, the
general decoder of Eqn. 1 becomes

ê(fs;w) = argmax
es,i

{wh(es,i, fs)} (3)

Although the objective function in Eqn. (2) cannot
be solved analytically, MERT as described by Och
(2003) can be performed over the K-best lists. The
line optimisation procedure considers a subset of pa-
rameters defined by the line w(0) + γd, where w(0)

corresponds to an initial point in parameter space
and d is the direction along which to optimise. Eqn.
(3) can be rewritten as:

ê(fs; γ) = argmax
es,i

{w(0)hs,i + γdhs,i)} (4)

Line optimisation reduces the D-dimensional pro-
cedure in Eqn. (2) to a 1-Dimensional problem that
can be easily solved using a geometric algorithm for
many source sentences (Macherey et al., 2008).

More recently, Galley and Quirk (2011) have in-
troduced linear programming MERT (LP-MERT) as
an exact search algorithm that reaches the global op-
timum of the training criterion. A hypothesis es,i
from the sth K-best list can be selected by the de-
coder only if

w(hs,j − hs,i) ≤ 0 for 1 ≤ j ≤ K (5)

for some parameter vector w 6= 0. If such a solution
exists then the system of inequalities is feasible, and
defines a convex region in parameter space within
which any parameter w will yield es,i. Testing the
system of inequalities in (5) and finding a parameter
vector can be cast as a linear programming feasibil-
ity problem (Galley and Quirk, 2011), and this can
be extended to find a parameter vector that optimizes
Eqn. 2 over a collection of K-best lists. We discuss
the complexity of this operation in Section 4.1.

Hopkins and May (2011) note that for the sth
source sentence, the parameter w that correctly
ranks its K-best list must satisfy the following set
of constraints for 1 ≤ i, j ≤ K:

w(hs,j − hs,i) ≤ 0 if ∆(es,i, es,j) ≥ 0 (6)

where ∆ computes the difference in error between
two hypotheses. The difference vectors (hs,j−hs,i)
associated with each constraint can be used as input
vectors for a binary classification problem in which
the aim is to predict whether the the difference in
error ∆(es,i, es,j) is positive or negative. Hopkins
and May (2011) call this algorithm Pairwise Rank-
ing Optimisation (PRO). Because there are SK2 dif-
ference vectors across all source sentences, a subset
of constraints is sampled in the original formulation;
with effcient calculation of rankings, sampling can
be avoided (Dreyer and Dong, 2015).

The online error based training algorithm MIRA
(Crammer et al., 2006) is also used for SMT (Watan-
abe et al., 2007; Chiang et al., 2008; Chiang, 2012).
Using a sentence-level error function, a set of S or-
acle hypotheses are indexed with the vector î:

îs = argmin
i

E(es,i, rs) for 1 ≤ s ≤ S

For a given s the objective at iteration n+ 1 is :

minimise
w(n+1)

1
2
‖w(n+1) −w(n)‖2 + C

K∑
j=1

ξj (7)

subject to ξj ≥ 0 and for 1 ≤ j ≤ K, îs 6= j :

w(n+1)(hs,j − hs,̂is) + ∆(es,̂is , es,j)− ξj ≤ 0

where {ξ} are slack variables added to allow infea-
sible solutions, and C controls the trade-off between
error minimisation and margin maximisation. The
online nature of the optimiser results in complex
implementations, therefore batch versions of MIRA
have been proposed (Cherry and Foster, 2012; Gim-
pel and Smith, 2012).

Although MERT, LP-MERT, PRO, and MIRA
carry out their search in very different ways, we can
compare them in terms of the constraints they are
attempting to satisfy. A feasible solution for LP-
MERT is also an optimal solution for MERT, and
vice versa. The constraints (Eqn. (5)) that define
LP-MERT are a subset of the constraints (Eqn. (6))
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that define PRO and so a feasible solution for PRO
will also be feasible for LP-MERT; however the con-
verse is not necessarily true. The constraints that
define MIRA (Eqn. (7)) are similar to the LP-MERT
constraints (5), although with the addition of slack
variables and the ∆ function to handle infeasible so-
lutions. However, if a feasible solution is available
for MIRA, then these extra quantities are unneces-
sary. With these quantities removed, then we re-
cover a ‘hard-margin’ optimiser, which utilises the
same constraint set as in LP-MERT. In the feasible
case, the solution found by MIRA is also a solution
for LP-MERT.

2.1 Survey of Recent Work

One avenue of SMT research has been to add as
many features as possible to the linear model, es-
pecially in the form of sparse features (Chiang et
al., 2009; Hopkins and May, 2011; Cherry and Fos-
ter, 2012; Gimpel and Smith, 2012; Flanigan et al.,
2013; Galley et al., 2013; Green et al., 2013). The
assumption is that the addition of new features will
improve translation performance. It is interesting
to read the justification for many of these works as
stated in their abstracts. For example Hopkins and
May (2011) state that:

We establish PRO’s scalability and effec-
tiveness by comparing it to MERT and
MIRA and demonstrate parity on both
phrase-based and syntax-based systems

Cherry and Foster (2012) state:
Among other results, we find that a simple
and efficient batch version of MIRA per-
forms at least as well as training online.

Along similar lines Gimpel and Smith (2012) state:
[We] present a training algorithm that is
easy to implement and that performs com-
parable to others.

In defence of MERT, Galley et al. (2013) state:
Experiments with up to 3600 features
show that these extensions of MERT yield
results comparable to PRO, a learner often
used with large feature sets.

Green et al. (2013) also note that feature-rich
models are rarely used in annual MT evaluations,
an observation they use to motivate an investigation
into adaptive learning rate algorithms.

Why do such different methods give such remark-
ably ‘comparable’ performance in research settings?
And why is it so difficult to get general and unam-
biguous improvements through the use of high di-
mensional, sparse features? We believe that the ex-
planation is in feasibility. If the oracle index vector
î is feasible then all training methods will find very
similar solutions. Our belief is that as the feature
dimension increases, the chance of an oracle index
vector being feasible also increases.

3 Convex Geometry

We now build on the description of LP-MERT to
give a geometric interpretation to training linear
models. We first give a concise summary of the
fundamentals of convex geometry as presented by
(Ziegler, 1995) after which we work through the ex-
ample in Cer et al. (2008) to provide an intuition be-
hind these concepts.

3.1 Convex Geometry Fundamentals

In this section we reference definitions from convex
geometry (Ziegler, 1995) in a form that allows us to
describe SMT model parameter optimisation.
Vector Space The real valued vector space RD rep-
resents the space of all finite D-dimensional feature
vectors.
Dual Vector Space The dual vector space (RD)∗ are
the real linear functions RD → R.
Polytope The polytope Hs ⊆ RD is the convex hull
of the finite set of feature vectors associated with
the K hypotheses for the sth sentence, i.e. Hs =
conv(hs,1, . . . ,hs,K).
Faces in RD Suppose for w ∈ (RD)∗ that wh ≤
maxh′∈Hs wh′, ∀h ∈ Hs. A face is defined as

F = {h ∈ Hs : wh = max
h′∈Hs

wh′} (8)

Vertex A face consisting of a single point is called
a vertex. The set of vertices of a polytope is denoted
vert(Hs).
Edge An edge is a face in the form of a line seg-
ment between two vertices hs,i and hs,j in the poly-
tope Hs. The edge can be written as [hs,i,hs,j ] =
conv(hs,i,hs,j). If an edge exists then the following
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hLM : log(PLM (e)) hTM : log(PTM (f |e))

e1 -0.1 -1.2
e2 -1.2 -0.2
e3 -0.9 -1.6
e4 -0.9 -0.1

e5 -0.8 -0.9

Table 1: An example set of two dimensional fea-
ture vectors (after Cer et al. (2008), Table 1) with
language model (hLM ) and translation model (hTM )
components. A fifth feature vector has been added
to illustrate redundancy.

modified system from (5) is feasible

w(hj − hi) = 0 (9)

w(hk − hi) < 0, 1 ≤ k ≤ K, k 6= i, k 6= j

w(hl − hj) < 0, 1 ≤ l ≤ K, l 6= i, l 6= j

which implies that [hs,i,hs,j ] defines a decision
boundary in (RD)∗ between the parameters that
maximise hs,i and those that maximise hs,j .
Normal Cone For the face F in polytope Hs the
normal cone NF takes the form.

NF = {w : w(hs,j − hs,i) ≤ 0,∀hs,i ∈ vert(F ),
∀hs,j ∈ vert(Hs)} (10)

If the face is a vertex F = {hs,i} then its normal
cone N{hs,i} is the set of feasible parameters that
satisfy the system in (5).
Normal Fan The set of all normal cones associated
with the faces ofHs is called the normal fanN (Hs).

3.2 Drawing a Normal Fan
Following the example in Cer et al. (2008) we an-
alyze a system based on two features: the transla-
tion PTM (f |e) and language PLM (e) models. For
brevity we omit the common sentence index, so
that hi = hs,i. The system produces a set of
four hypotheses which yield four feature vectors
{h1,h2,h3,h4} (Table 1). To this set of four hy-
potheses, we add a fifth hypothesis and feature vec-
tor h5 to illustrate an infeasible solution. These fea-
ture vectors are plotted in Figure 1.

The feature vectors form a polytope H shaded in
light blue. From Figure 1 we see that h4 satisfies the

hLM

hTM

h1

h2

h3

h4

h5

Figure 1: A geometric interpretation of LP-MERT
(after Cer et al. (2008) and Galley and Quirk
(2011)). The decision boundary represented by the
dashed line intersects the polytope at only h4, mak-
ing it a vertex. No decision boundary intersects
h5 without intersecting other points in the polytope,
making h5 redundant.

conditions for a vertex in Eqn. (8), because we can
draw a decision boundary that interests the vertex
and no other h ∈ H . We also note h5 is not a vertex,
and is redundant to the description of H.

Figure 1 of Cer et al. (2008) actually shows a nor-
mal fan, although it is not described as such. We now
describe how this geometric object is constructed
step by step in Figure 2. In Part (a) we identify the
edge [h4,h1] in R2 with a decision boundary rep-
resented by a dashed line. We have also drawn a
vector w normal to the decision boundary that satis-
fies Eqn. (8). This parameter would result in a tied
model score such that wh4 = wh1. When moving
to (R2)∗ we see that the normal cone N[h4,h1] is a
ray parallel to w. This ray can be considered as the
set of parameter vectors that yield the edge [h4,h1].
The ray is also a decision boundary in (R2)∗, with
parameters on either side of the decision boundary
maximising either h4 or h1. Any vector parallel to
the edge [h4,h1], such as (h1 − h4), can be used to
define this decision boundary in (R2)∗.

Next in Part (b), with the same procedure we de-
fine the normal cone for the edge [h3,h1]. Now both
the edges from parts (a) and (b) share the the vertex
h1. This implies that any parameter vector that lies
between the two decision boundaries (i.e. between
the two rays N[h3,h1] and N[h4,h1]) would maximise
the vertex h1: this is the set of vectors that comprise
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]

N
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1 ]

R2 (R2)∗

(b)

h1

h2

h3

h4

h5 wLM

wTM

N [h4
,h1

]

N
[h

3 ,h
1 ]

N{h1}

R2 (R2)∗

(c)

h1

h2

h3

h4

h5

N [h4
,h1

]

N
[h

3 ,h
1 ]

N
[h

4 ,h
2 ]

N[h3,h2]
N{h1}

N{h3}

N{h4}

N{h2}

R2 (R2)∗

(d)
Figure 2: Drawing the Normal Fan. See the description in Section 3.2. The end result in the r.h.s. of Part
(d) reproduces Figure 1 from Cer et al. (2008), identifying the normal cones for all vertices.

normal cone of the vertex N{h1}.
In Part (c) we have shaded and labelled N{h1}.

Note that no other edges are needed to define this
normal cone; these other edges are redundant to the
normal cone’s description.

Finally in Part (d) we draw the full fan. We have
omitted the axes in (R2)∗ for clarity. The normal
cones for all 4 vertices have been identified.

4 Training Set Geometry

The previous discussion treated only a single sen-
tence. For a training set of S input sentences, let i
be an index vector that contains S elements. Each
element is an index is to a hypothesis and a feature
vector for the sth sentence. A particular i specifies
a set of hypotheses drawn from each of the K-best
lists. LP-MERT builds a set of KS feature vectors
associated with S dimensional index vectors i of the
form hi = h1,i1 + . . .+hS,iS . The polytope of these
feature vectors is then constructed.

In convex geometry this operation is called the
Minkowski sum and for the polytopes Hs and Ht,
is defined as (Ziegler, 1995)

Hs +Ht := {h + h′ : h ∈ Hs,h′ ∈ Ht} (11)

We illustrate this operation in the top part of Figure
3. The Minkowski sum is commutative and asso-
ciative and generalises to more than two polytopes
(Gritzmann and Sturmfels, 1992).

For the polytopes Hs and Ht the common refine-
ment (Ziegler, 1995) is

N (Hs) ∧N (Ht) := {N ∩N ′ :
N ∈ N (Hs), N ′ ∈ N (Ht)} (12)

Each cone in the common refinement is the set of
parameter vectors that maximise two faces inHs and
Ht. This operation is shown in the bottom part of
Figure 3.

As suggested by Figure 3 the Minkowski sum and
common refinement are linked by the following
Proposition 1. N (Hs +Ht) = N (Hs) ∧N (Ht)

Proof. See Gritzmann and Sturmfels (1992)

This implies that, with hi defined for the index
vector i, the Minkowski sum defines the parameter
vectors that satisfy the following (Tsochantaridis et
al., 2005, Eqn. 3)

w(hs,j − hs,is) ≤ 0, 1 ≤ s ≤ S, 1 ≤ j ≤ K (13)
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Figure 3: An example of the equivalence between the Minkowski sum and the common refinement.

4.1 Computing the Minkowski Sum

In the top part of the Figure 3 we see that computing
the Minkowski sum directly gives 12 feature vectors,
10 of which are unique. Each feature vector would
have to be tested under LP-MERT. In general there
areKS such feature vectors and exhaustive testing is
impractical. LP-MERT performs a lazy enumeration
of feature vectors as managed through a divide and
conquer algorithm. We believe that in the worst case
the complexity of this algorithm could be O(KS).

The lower part of Figure 3 shows the computation
of the common refinement. The common refinement
appears as if one normal fan was superimposed on
the other. We can see there are six decision bound-
aries associated with the six edges of the Minkowski
sum. Even in this simple example, we can see that
the common refinement is an easier quantity to com-
pute than the Minkowski sum.

We now briefly describe the algorithm of Fukuda
(2004) that computes the common refinement. Con-
sider the example in Figure 3. For H1 and H2 we
have drawn an edge in each polytope with a dashed
line. The corresponding decision boundaries in their
normal fans have also been drawn with dashed lines.

Now consider the vertex h1,3 + h2,2 in H =
H1 +H2 and note it has two incident edges. These
edges are parallel to edges in the summand poly-
topes and correspond to decision boundaries in the
normal cone N{h1,3+h2,2}.

We can find the redundant edges in the
Minkowski sum by testing the edges suggested by
the summand polytopes. If a decision boundary in
(RD)∗ is redundant, then we can ignore the feature
vector that shares the decision boundary. For exam-
ple h1,4 +h2,2 is redundant and the decision bound-
ary N[h1,3,h1,4] is also redundant to the description
of the normal cone N{h1,3+h2,2}. The test for redun-
dant edges can be performed by a linear program.

Given a Minkowski sumH we can define an undi-
rected cyclic graph G(H) = (vert(H), E) where E
is the set of edges. The degree of a vertex in G(H)
is the number of edges incident to a vertex; δ is de-
noted as the maximum degree of the vertices.

The linear program for testing redundancy of
decision boundaries has a runtime of O(D3.5δ)
(Fukuda, 2004). Enumerating the vertices of graph
G(H) is not trivial due to it being an undirected
and cyclic graph. The solution is to use a reverse
search algorithm (Avis and Fukuda, 1993). Essen-

381



BLEU

-0.2

-0.1

0

0.1

0.2

-0.2 -0.1 0 0.1 0.2

W
IP

Pa
ra

m
et

er
γ
2

UtoV Parameter γ1

0.331 0.334 0.337

w(0)

Figure 4: The BLEU score over a 1502 sentence
tune set for the CUED Russian-to-English (Pino et
al., 2013) system over two parameters. Enumer-
ated vertices of the Minkowski sum are shown in the
shaded regions.

tially reverse search transforms the graph into a tree.
The vertex associated with w(0) is denoted as the
root of the tree, and from this root vertices are enu-
merated in reverse order of model score under w(0).
Each branch of the tree can be enumerated indepen-
dently, which means that the enumeration can be
parallelised.

The complexity of the full algorithm is
O(δ(D3.5δ)| vert(H)|) (Fukuda, 2004). In compar-
ison with the O(KS) for LP-MERT the worst case
complexity of the reverse search algorithm is linear
with respect to the size of vert(H).

4.2 Two Dimensional Projected MERT

We now explore whether the reverse search algo-
rithm is a practical method for performing MERT
using an open source implementation of the algo-
rithm (Weibel, 2010). For reasons discussed in the
next section, we wish to reduce the feature dimen-
sion. For M < D, we can define a projection ma-
trix AM+1,D that maps hi ∈ RD into RM+1 as
AM+1,Dhi = h̃i, h̃i ∈ RM+1. There are tech-
nical constraints to be observed, discussed in Waite
(2014). We note that when M = 1 we obtain Eqn.
(4).

For our demonstration, we plot the error count
over a plane in (RD)∗. Using the CUED Russian-to-
English (Pino et al., 2013) entry to WMT’13 (Bojar
et al., 2013) we build a tune set of 1502 sentences.
The system uses 12 features which we initially tune
with lattice MERT (Macherey et al., 2008) to get a
parameter w(0). Using this parameter we generate
1000-best lists. We then project the feature functions
in the 1000-best lists to a 3-dimensional representa-
tion that includes the source-to-target phrase proba-
bility (UtoV), the word insertion penalty (WIP), and
the model score due to w(0). We use the Minkowski
sum algorithm to compute BLEU as γ ∈ (R2)∗ is
applied to the parameters from w(0).

Figure 4 displays some of the characteristics of
the algorithm1. This plot can be interpreted as a
3-dimensional version of Figure 3 in Macherey et
al. (2008) where we represent the BLEU score as
a heatmap instead of a third axis. Execution was
on 12 CPU cores, leading to the distinct search re-
gions, demonstrating the parallel nature of the algo-
rithm. Weibel (2010) uses a depth-first enumeration
order of G(H), hence the narrow and deep explo-
ration of (RD)∗. A breadth-first ordering would fo-
cus on cones closer to w(0). To our knowledge, this
is the first description of a generalised line optimi-
sation algorithm that can search all the parameters
in a plane in polynomial time. Extensions to higher
dimensional search are straightforward.

5 Robustness of Linear Models

In the previous section we described the Minkowski
sum polytope. Let us consider the following upper
bound theorem
Theorem 1. Let H1, . . . ., HS be polytopes in RD

with at most N vertices each. Then for D > 2 the
upper bound on number of vertices ofH1+ . . .+HS

is O(SD−1K2(D−1)).

Proof. See Gritzmann and Sturmfels (1992)

Each vertex hi corresponds to a single index
vector i, which itself corresponds to a single set
of selected hypotheses. Therefore the number
of distinct sets of hypotheses that can be drawn

1A replication of this experiment forms part of the UCAM-
SMT tutorial at http://ucam-smt.github.io
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from the S K-best lists in bounded above by
O(min(KS , SD−1K2(D−1))).

For low dimension features, i.e. for D :
SD−1K2(D−1) � KS , the optimiser is therefore
tightly constrained. It cannot pick arbitrarily from
the individual K-best lists to optimise the overall
BLEU score. We believe this acts as an inherent
form of regularisation.

For example, in the system of Section 4.2 (D=12,
S=1502, K=1000), only 10−4403 percent of the KS

possible index vectors are feasible. However, if the
feature dimension D is increased to D = 493, then
SD−1K2(D−1) � KS and this inherent regularisa-
tion is no longer at work: any index vector is feasi-
ble, and sentence hypotheses can chosen arbitrarily
to optimise the overall BLEU score.

This exponential relationship of feasible solutions
with respect to feature dimension can be seen in Fig-
ure 6 of Galley and Quirk (2011). At low feature di-
mension, they find that the LP-MERT algorithm can
run to completion for a training set size of hundreds
of sentences. As feature dimension increases, the
runtime increases exponentially.

PRO and other ranking methods are similarly con-
strained for low dimensional feature vectors.
Theorem 2. If H is a D-dimensional polytope, then
for D ≥ 3 the following is an upper bound on the
number of edges |E|

|E| ≤
(| vert(H)|

2

)
(14)

Proof. This is a special case of the upper bound the-
orem. See Ziegler (1995, Theorem 8.23).

Each feasible pairwise ranking of pairs of hy-
potheses corresponds to an edge in the Minkowski
sum polytope. Therefore in low dimension ranking
methods also benefit from this inherent regularisa-
tion.

For higher dimensional feature vectors, these up-
per bounds no longer guarantee that this inherent
regularisation is at work. The analysis suggests - but
does not imply - that index vectors, and their cor-
responding solutions, can be picked arbitrarily from
the K-best lists. For MERT overtraining is clearly a
risk.

MIRA and related methods have a regularisation
mechanism due to the margin maximisation term in

N
[h

4 ,h
2 ]

N [h4
,h1

]

N{h4}

N{h2} N{h1}

w(0)

w(2) w(1)

ŵ

Figure 5: We redraw the normal fan from Figure 2
with potential optimal parameters under the `2 reg-
ularisation scheme of Galley et al. (2013) marked.
The thick red line is the subspace of (R2)∗ opti-
mised. The dashed lines mark the distances between
the decision boundaries and w(0).

their objective functions. Although this form of reg-
ularisation may be helpful in practice, there is no
guarantee that it will prevent overtraining due to the
exponential increase in feasible solutions. For ex-
ample the adaptive learning rate method of Green et
al. (2013) finds gains of over 13 BLEU points in the
training set with the addition of 390,000 features, yet
only 2 to 3 BLEU points are found in the test set.

5.1 A Note on Regularisation

The above analysis suggest a need for regularisa-
tion in training with high dimensional feature vec-
tors. Galley et al. (2013) note that regularisation is
hard to apply to linear models due to the magnitude
invariance of w in Eqn. (1). Figure 2 makes the dif-
ficulty clear: the normal cones are determined en-
tirely by the feature vectors of the training samples,
and within any particular normal cone a parameter
vector can be chosen with arbitrary magnitude. This
renders schemes such as L1 or L2 normalisation in-
effective. To avoid this, Galley et al. (2013) de-
scribe a regularisation scheme for line optimisation
that encourages the optimal parameter to be found
close to w(0). The motivation is that w(0) should be
a trusted initial point, perhaps taken from a lower-
dimensional model. We briefly discuss the chal-
lenges of doing this sort of regularisation in MERT.

In Figure 5 we reproduce the normal fan from Fig-
ure 2. In this diagram we represent the set of pa-
rameters considered by a line optimisation as a thick
red line. Let us assume that both e1 and e2 have a
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similarly low error count. Under the regularisation
scheme of Galley et al. (2013) we have a choice of
w(1) or w(2), which are equidistant from w(0). In
this affine projection of parameter space it is unclear
which one is the optimum. However, if we consider
the normal fan as a whole we can clearly see that
ŵ ∈ N{hi} is the optimal point under the regular-
isation. However, it is not obvious in the projected
parameter space that ŵ is the better choice. This
analysis suggests that direct intervention, e.g. mon-
itoring BLEU on a held-out set, may be more effec-
tive in avoiding overtraining.

6 Discussion

The main contribution of this work is to present
a novel geometric description of MERT. We show
that it is possible to enumerate all the feasible so-
lutions of a linear model in polynomial time using
this description. The immediate conclusion from
this work is that the current methods for estimating
linear models as done in SMT works best for low
dimensional feature vectors.

We can consider the SMT linear model as a mem-
ber of a family of linear models where the output
values are highly structured, and where each input
yields a candidate space of possible output values.
We have already noted that the constraints in (13) are
shared with the structured-SVM (Tsochantaridis et
al., 2005), and we can also see the same constraints
in Eqn. 3 of Collins (2002). It is our belief that our
analysis is applicable to all models in this family and
extends far beyond the discussion of SMT here.

We note that the upper bound on feasible solu-
tions increases polynomially in training set size S,
whereas the number of possible solutions increases
exponentially in S. The result is that the ratio of
feasible to possible solutions decreases with S. Our
analysis suggests that inherent regularisation should
be improved by increasing training set size. This
confirms most researchers intuition, with perhaps
even larger training sets needed than previously be-
lieved.

Another avenue to prevent overtraining would be
to project high-dimensional feature sets to low di-
mensional feature sets using the technique described
in Section 4.1. We could then use existing training
methods to optimise over the projected feature vec-

tors.
We also note that non-linear models methods,

such as neural networks (Schwenk et al., 2006;
Kalchbrenner and Blunsom, 2013; Devlin et al.,
2014; Cho et al., 2014) and decision forests (Crimin-
isi et al., 2011) are not bound by these analyses. In
particular neural networks are non-linear functions
of the features, and decision forests actively reduce
the number of features for individual trees in the for-
rest. From the perspective of this paper, the recent
improvements in SMT due to neural networks are
well motivated.
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Abstract

Abstract structures from which the generation
naturally starts often do not contain any func-
tional nodes, while surface-syntactic struc-
tures or a chain of tokens in a linearized tree
contain all of them. Therefore, data-driven
linguistic generation needs to be able to cope
with the projection between non-isomorphic
structures that differ in their topology and
number of nodes. So far, such a projection
has been a challenge in data-driven genera-
tion and was largely avoided. We present
a fully stochastic generator that is able to
cope with projection between non-isomorphic
structures. The generator, which starts from
PropBank-like structures, consists of a cas-
cade of SVM-classifier based submodules that
map in a series of transitions the input struc-
tures onto sentences. The generator has been
evaluated for English on the Penn-Treebank
and for Spanish on the multi-layered Ancora-
UPF corpus.

1 Introduction

Applications such as machine translation that inher-
ently draw upon sentence generation increasingly
deal with deep meaning representations; see, e.g.,
(Aue et al., 2004; Jones et al., 2012; Andreas et al.,
2013). Deep representations tend to differ in their
topology and number of nodes from the correspond-
ing surface structures since they do not contain, e.g.,
any functional nodes, while syntactic structures or
chains of tokens in linearized trees do. This means
that sentence generation needs to be able to cope

with the projection between non-isomorphic struc-
tures. However, most of the recent work in data-
driven sentence generation still avoids this chal-
lenge. Some systems focus on syntactic generation
(Bangalore and Rambow, 2000; Langkilde-Geary,
2002; Filippova and Strube, 2008) or linearization
and inflection (Filippova and Strube, 2007; He et
al., 2009; Wan et al., 2009; Guo et al., 2011a), and
avoid thus the need to cope with this projection all
together; some use a rule-based module to handle
the projection between non-isomorphic structures
(Knight and Hatzivassiloglou, 1995; Langkilde and
Knight, 1998; Bohnet et al., 2011); and some adapt
the meaning structures to be isomorphic with syn-
tactic structures (Bohnet et al., 2010). However, it is
obvious that a “syntacticization” of meaning struc-
tures can be only a temporary workaround and that a
rule-based module raises the usual questions of cov-
erage, maintenance and portability.

In this paper, we present a fully stochastic gener-
ator that is able to cope with the projection between
non-isomorphic structures.1 Such a generator can
be used as a stand-alone application and also, e.g.,
in text simplification (Klebanov et al., 2004) or deep
machine translation (Jones et al., 2012) (where the
transfer is done at a deep level). In abstractive sum-
marization, it facilitates the generation of the sum-
maries, and in extractive summarization a better sen-
tence fusion.2

1The data-driven sentence generator is available
for public downloading at https://github.com/
talnsoftware/deepgenerator/wiki.

2For all of these applications, the deep representation can
be obtained by a deep parser, such as, e.g., (Ballesteros et al.,
2014a).
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The generator, which starts from elementary
predicate-argument lexico-structural structures as
used in sentence planning by Stent et al. (2004),
consists of a cascade of Support Vector Machines
(SVM)-classifier based submodules that map the in-
put structures onto sentences in a series of transi-
tions. Following the idea presented in (Ballesteros et
al., 2014b), a separate SVM-classifier is defined for
the mapping of each linguistic category. The genera-
tor has been tested on Spanish with the multi-layered
Ancora-UPF corpus (Mille et al., 2013) and on En-
glish with an extended version of the dependency
Penn TreeBank (Johansson and Nugues, 2007).

The remainder of the paper is structured as
follows. In the next section, we briefly out-
line the fundamentals of sentence generation as
we view it in our work, focusing in partic-
ular on the most challenging part of it: the
transition between the non-isomorphic predicate-
argument lexico-structural structures and surface-
syntactic structures. Section 3 outlines the setup of
our system. Section 4 discusses the experiments we
carried out and the results we obtained. In Section
5, we briefly summarize related work, before in Sec-
tion 6 some conclusions are drawn and future work
is outlined.

2 The Fundamentals

Sentence generation realized in this paper is part
of the sentence synthesis pipeline argued for by
Mel’čuk (1988). It consists of a sequence of two
mappings:

1. Predicate-argument lexico-structural structure
→ Syntactic structure

2. Syntactic Structure→ Linearized structure

Following the terminology in (Mel’čuk, 1988),
we refer to the predicate-argument lexico-structural
structures as “deep-syntactic structures” (DSyntSs)
and to the syntactic structures as “surface-syntactic
structures” (SSyntSs).

While SSyntSs and linearized structures are iso-
morphic, the difference in the linguistic abstraction
of the DSyntSs and SSyntSs leads to divergences
that impede the isomorphy between the two and
make the first mapping a challenge for statistical
generation. Therefore, we focus in this section on

the presentation of the DSyntSs and SSyntSs and the
mapping between them.

2.1 DSyntSs and SSyntSs

2.1.1 Input DSyntSs

DSyntSs are very similar to the PropBank
(Babko-Malaya, 2005) structures and the structures
as used for the deep track of the First Surface Re-
alization Shared Task (SRST, (Belz et al., 2011))
annotations. DSyntSs are connected trees that con-
tain only meaning-bearing lexical items and both
predicate-argument (indicated by Roman numbers:
I, II, III, IV, . . . ) and lexico-structural, or deep-
syntactic, (ATTR(ibutive), APPEND(itive) and CO-
ORD(inative)) relations. In other words, they do
not contain any punctuation and functional nodes,
i.e., governed elements, auxiliaries and determin-
ers. Governed elements such governed prepositions
and subordinating conjunctions are dropped because
they are imposed by sub-categorization restrictions
of the predicative head and void of own meaning—
as, for instance, to in give TO your friend or that
in I know that you will come.3 Auxiliaries do not
appear as nodes in DSyntSs. Rather, the informa-
tion they encode is captured in terms of tense, as-
pect and voice attributes of the corresponding full
verbal nodes. Equally, determiners are substituted
by attribute–value pairs of givenness they encode,
assigned to their governors. See Figure 1 (a) for a
sample DSyntS.4

2.1.2 SSyntSs

SSyntSs are connected dependency trees in which
the nodes are labeled by open or closed class lexical
items and the edges by grammatical function rela-
tions of the type ‘subject’, ‘oblique object’, ‘adver-
bial’, ‘modifier’, etc. A SSyntS is thus a typical de-
pendency tree as used in data-driven syntactic pars-
ing (Hajič et al., 2009) and generation (Belz et al.,
2011). See Figure 1 (b) for illustration of a SSyntS.

3In contrast, on in the bottle is on the table is not dropped
because it is semantic.

4“That” is considered a kind of determiner (to be derived
from the Information Structure). This is the reason to omit it in
the deep structure.
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(a) (b)

Figure 1: A DSyntS (a) and its corresponding SSyntS (b) for the sentence Almost 1.2 million jobs have been created
by the state in that time

2.2 Projection of DSyntS to SSyntS
In order to project a DSyntS onto its correspond-
ing SSyntS in the course of generation (where both
DSyntSs and their corresponding SSyntSs are stored
in the 14-column CoNLL’09 format), the following
types of actions need to be performed:5

1. Project each node in the DSyntS onto its
SSynS-correspondence. This correspondence can be
a single node, as, e.g., job → [NN] (where NN is a
noun), or a subtree (hypernode, known as syntagm
in linguistics), as, e.g., time→ [DT NN] (where DT
is a determiner and NN a noun) or create→ [VAUX

VAUX VB IN] (where VAUX is an auxiliary, VB a full
verb and IN a preposition). In formal terms, we as-
sume any SSyntS-correspondence to be a hypernode
with a cardinality ≥ 1.
2. Generate the correct lemma for the nodes in
SSyntS that do not have a 1:1 correspondence with
an origin DSyntS node (as DT and VAUX above).6

3. Establish the dependencies within the individual
SSyntS-hypernodes.
4. Establish the dependencies between the SSyntS-

5For Spanish, we apply after the DSyntS–SSyntS transition
in a postprocessing stage rules for the generation of relative pro-
nouns that are implied by the the SSyntS. Since we cannot count
on the annotation of coreference in the training data, we do not
treat other types of referring expressions.

6The lemmas of nodes with 1:1 correspondence are the same
in both structures.

hypernodes (more precisely, between the nodes of
different SSyntS-hypernodes) to obtain a connected
SSyntS-tree.

2.3 Treebanks used in the experiments

2.3.1 Spanish Treebank
For the validation of the performance of our gen-

erator on Spanish, we use the AnCora-UPF tree-
bank, which contains only about 100,000 tokens, but
which has been manually annotated and validated on
the SSyntS- and DSyntS-layers, such that its quality
is rather high. The deep annotation does not con-
tain any functional prepositions since they have been
removed for all predicates of the corpus, and the
DSyntS-relations have been edited following anno-
tation guidelines. AnCora-UPF SSyntSs are anno-
tated with fine-grained dependencies organized in a
hierarchical scheme (Mille et al., 2012), in a similar
fashion as the dependencies of the Stanford Scheme
(de Marneffe et al., 2006).7 Thus, it is possible to
use the full set of labels or to reduce it according to
our needs. We performed preliminary experiments
in order to assess which tag granularity is better
suited for generation and came up with the 31-label
tagset.

7The main difference with the Stanford scheme is that in
AnCora-UPF no distinction is explicitly made between argu-
mental and non-argumental dependencies.
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2.3.2 English Treebank
For the validation of the generator on English,

we use the dependency Penn TreeBank (about
1,000,000 tokens), which we extend by a DSynt
layer defined by the same deep dependency rela-
tions, features and node correspondences as the
Spanish DSynt layer. The Penn TreeBank DSynt
layer is obtained by a rule-based graph transducer.
The transducer removes definite and indefinite deter-
miners, auxiliaries, THAT complementizers, TO in-
finitive markers, and a finite list of functional prepo-
sitions. The functional prepositions have been man-
ually compiled from the description and examples of
the roles in the PropBank and NomBank annotations
of the 150 most frequent predicates of the corpus. A
dictionary has been built, which contains for each of
the 150 predicates the argument slots (roles) and the
prepositions associated to it, such that given a predi-
cate and a preposition, we know to which role it cor-
responds. Consider, for illustration, Figure 2, which
indicates that for the nominal predicate plan 01, a
dependent introduced by the preposition to corre-
sponds to the second argument of plan 01, while a
dependent introduced by for is its third argument.

Figure 2: A sample (partial) mapping dictionary entry

For each possible surface dependency relation be-
tween a governor and a dependent, a default map-
ping is provided, which is applied if

(i) The syntactic structure fulfills the conditions of
the default mapping (e.g., ‘subject’ is by de-
fault mapped onto ‘I’ unless it is the subject of
a passive verb, in which case it is mapped to the
second argument ‘II’), and

(ii) The pair governor–dependent is not found in
the dictionary; that is, if the dependent of the
SSyntS dependency relation is a preposition
found in the governor’s entry in the dictio-
nary, the information provided in the dictio-
nary is used instead of the default mapping.8

8In the PropBank annotation, a distinction is made between

For instance, in the sentence Sony announced
its plans to hire Mr. Guber, to is a dependent
of plan with the SSyntS dependency NMOD.
NMOD is by default mapped onto the deep re-
lation ATTR, but since in the dictionary entry
of plan it is stated that a dependent introduced
by to is mapped to ‘II’ (cf. Figure 2), II is the
relation that appears in the DSyntS-annotation.

The features definiteness, voice, tense, aspect in
the FEATS column of the CoNLL format capture
the information conveyed by determiners and aux-
iliaries. The conversion procedure maps surface de-
pendency relations as found in the Penn TreeBank
onto the restricted set of deep dependency relations
as described in Section 2.1.1.

The nodes in the original (surface-oriented) and
deep annotations are connected through their IDs.
In the FEATS column of the output CoNLL file,
id0 indicates the deep identifier of a word, while
id1 indicates the ID of the surface node it corre-
sponds to. There are less nodes in DSyntSs than
in SSyntSs since SSyntSs contain all the words of
a sentence. Hence, a DSynt-node can correspond to
several SSyntS nodes. Multiple correspondences are
indicated by the presence of the id2 (id3, id4, etc)
feature in the FEATS column.

3 Deep Generation

3.1 Baselines
Since no available data-driven generator uses as in-
put DSyntSs, we developed as baselines two rule-
based graph transducer generators which produce
for English respectively Spanish the best possible
SSyntSs, using only the information contained in the
starting DSyntS.

The two baseline generators are structured simi-
larly: both contain around 50 graph transducer rules,
separated into two clusters. The first cluster maps
DSyntS-nodes onto SSyntS-nodes, while the second
one handles the introduction of SSyntS dependency
relations between the generated SSyntS-nodes. For
instance, in English, one rule maps DSyntS-nodes
that have a one-to-one correspondence in the SSyntS

external and internal arguments, such that for some predicates
the arguments are numbered starting from ‘0’, and for other
starting from ‘1’. This has been normalized in order to make
all arguments start from ‘1’ for all predicates.
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if N1 is a Vfin and ((R1,2 == I and N1 is in active
voice and N2 is not by)
or (R1,2 == II and N1 is in passive voice))

if ∃ one-to-one correspondence between NDi and NSi

then introduce SBJ between NS1 and NS2

else
if NS2 is top node of the SSyntS hypernode and
((NS1 is top node of the SSynt hypernode and is
AUX)
or (NS1 is the bottom node of the SSynt

hypernode and is Vfin)
or (NS1 is not top node or bottom node of

the SSynt-hypernode and is AUX))
then introduce SBJ between NS1 and NS2

endif
endif

Figure 3: Sample graph transducer rule

(simple nouns, verbs, adverbs, adjectives, etc.), 22
rules map DSyntS-nodes that have a one-to-many
correspondence in the SSyntS (N → DET+NN, N
→DET+NN+governed PREP, V→AUX+VV, V→
that COMPL+AUX+VV+governed PREP, etc.), and
25 rules generate the dependency relations.9 The
transduction rules apply in two phases, see Figure 3.
During the first phase, all nodes and intra-hypernode
dependencies are created in the output structure.
During the second phase, all inter-hypernode depen-
dencies are established. Since there are one-to-many
DSyntS-SSyntS correspondences, the rules of the
second phase have to ensure that the correct output
nodes are targeted, i.e., that jobs in Figure 1(b) is
made a dependent of have, and not of been or cre-
ated, which all correspond to create in the input.
Consider, for illustration of the complexity of the
rule-based generator, the transduction rule in Figure
3. The rule creates the SSynt dependency relation
SBJ (subject) in a target SSyntS (with a governor
node ND1 and a dependent node ND2 linked by a
deep dependency relation R1,2 in the input DSyntS
and two nodes NS1 and NS2 which correspond to
ND1 and ND2 respectively in the target SSyntS).

The evaluation shows that all straightforward
mappings are performed correctly; English auxil-
iaries, that complementizers, infinitive markers and

9‘N’ stands for “noun”, ‘NN’ for “common noun”, ‘DET’
for “determiner”, ‘PREP’ for “preposition”, ‘V’ for “verb”,
‘AUX’ for “auxiliary verb”, ‘VV’ for “main verb”, and
‘COMPL’ for “complementizer”.

determiners are introduced, and so are Spanish aux-
iliaries, reflexive pronouns, and determiners. That
is, the rules produce well-formed SSyntSs of all
possible combinations of auxiliaries, conjunctions
and/or prepositions for verbs, determiners and/or
prepositions for nouns, adjectives and adverbs.

When there are several possible mappings, the
baseline takes decisions by default. For example,
when a governed preposition must be introduced, we
always introduce the most common one (of in En-
glish, de ‘of’ in Spanish).

3.2 Data-Driven Generator
The data-driven generator is defined as a tree trans-
ducer framework that consists of a cascade of 6 data-
driven small tasks; cf. Figure 4. The first four tasks
capture the actions 1.–4. from Section 2.2; the 5th
linearizes the obtained SSyntS. Figure 4 provides a
sample input and output of each submodule. The
system outputs a 14 column CoNLL’09 linearized
format without morphological inflections or punctu-
ation marks.

In the next sections, we discuss how these ac-
tions are realized and how they are embedded into
the overall generation process.

The intra- and inter-hypernode dependency deter-
mination works as an informed dependency parser
that uses the DSyntS as input. The search space is
thus completely pruned. Note also that for each step,
the space of classes for the SVMs is based on lin-
guistic facts extracted from the training corpus (for
instance, for the preposition generation SVM, the
classes are the possible prepositions; for the auxil-
iary generation SVM, the possible auxiliaries, etc.).

3.2.1 Hypernode Identification
Given a node nd from the DSyntS, the system

must find the shape of the surface hypernode that
corresponds to nd in the SSyntS. The hypernode
identification SVMs use the following features:

PoS of nd, PoS of nd’s head, verbal voice (active,
passive) and aspect (perfective, progressive) of the
current node, lemma of nd, and nd’s dependencies.

In order to simplify the task, we define the shape
of a surface hypernode as a list of surface PoS tags.
This unordered list contains the PoS of each of the
lemmas contained within the hypernode and a tag
that encodes the original deep node; for instance:
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Figure 4: Workflow of the Data-Driven Generator.

[ NN(deep), DT]

For each deep, i.e., DSyntS, PoS tag (which can
be one of the following four: N (noun), V (verb),
Adv (adverb), A (adjective)), a separate multi-class
classifier is defined.10 For instance, in the case of
N, the N-classifier will use the above features to
assign to the a DSynt-node with PoS N the most
appropriate (most likely) hypernode—in this case,
[NN(deep), DT].

3.2.2 Lemma Generation

Once the hypernodes of the SSyntS under con-
struction have been produced, the functional nodes
that have been newly introduced in the hypernodes
must be assigned a lemma label. The lemma gener-
ation SVMs use the following features of the deep
nodes nd in the hypernodes to select the most likely
lemma:

verbal finiteness (finite, infinitive, gerund, partici-
ple) and aspect (perfective, progressive), degree of
definiteness of nouns, PoS of nd, lemma of nd, PoS
of the head of nd

Again, for each surface PoS tag, a separate clas-
sifier is defined. Thus, the DT-classifier would pick
for the hypernode [NN(deep), DT] the most likely
lemma for the DT-node (optimally, a determiner).

10As will be seen in the discussion of the results, the strategy
proposed by Ballesteros et al. (2014b) to define a separate clas-
sifier for each linguistic category here and in the other stages
largely pays off because it reduces the classification search
space enormously and thus leads to a higher accuracy.

3.2.3 Intra-hypernode Dependency Generation
Given a hypernode and its lemmas provided by

the two previous stages, the dependencies (i.e., the
dependency attachments and dependency labels) be-
tween the elements of the created SSyntS hypern-
odes must be determined (and thus also the gover-
nors of the hypernodes). For this task, the intra-
hypernode dependency generation SVMs use the
following features:

lemmas included in the hypernode, PoS-tags of the
lemmas in the hypernode, voice of the head h of the
hypernode, deep dependency relation to h.

For each kind of hypernode, dynamically a sepa-
rate classifier is generated.11 In the case of the hy-
pernode [NN(deep), DT], the corresponding classi-
fier will create a link between the determiner and the
noun, with the noun as head and the determiner as
dependent because it is the best link that it can find;
cf. Figure 5 for illustration. We ensure that the out-
put of the classifiers is a tree by controlling that ev-
ery node (except the root) has one and only one gov-
ernor. The DSynt input is a tree; in the case of hy-
pernodes of cardinality one, the governor/dependent
relation is maintained; in the case of hypernodes of
higher cardinality, only one node receives an incom-
ing arc and only one can govern another hypernode.

3.2.4 Inter-hypernode Dependency Generation
Once the individual hypernodes have been con-

verted into connected dependency subtrees, the hy-
11This implies that the number of classifiers varies depending

on the training set. For instance, during the intra-hypernode
dependency creation for Spanish, 108 SVMs are generated.
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[ NN(deep), DT]

det

Figure 5: Internal dependency within a hypernode

pernodes must be connected between each other,
such that we obtain a complete SSyntS. The inter-
hypernode dependency generation SVMs use the
following features of a hypernode ss to determine
for each hypernode its governor. For each hyper-
node with a distinct internal dependency pattern, a
separate classifier is dynamically derived (for our
treebanks, we obtained 114 different SVM classi-
fiers because they also take into account hypernodes
with just one token).:

the internal dependencies of ss, the head of ss, the
lemmas of ss, the PoS of the dependent of the head
of ss in DSyntS

For instance, the classifier for the hypernode
[JJ(deep)] is most likely to identify as its governor
NN in the hypernode [NN(deep), DT]; cf. Figure 6.

The task faced by the inter-hypernode depen-
dency classifiers is the same as that of a dependency
parser, only that its search space is very small (which
is favorably reflected in the accuracy figures).

[ NN(deep), DT] [ JJ(deep)]

modif

Figure 6: Surface dependencies between two hypernodes.

3.3 Linearization

Once we obtained a SSyntS, the linearizer must find
the correct order of the words. There is already a
body of work available on statistical linearization.
Therefore, these tasks were not in the focus of our
work. Rather, we adopt the most successful tech-
nique of the first SRST (Belz et al., 2011), a bottom-
up tree linearizer that orders bottom-up each head
and its children (Bohnet et al., 2011; Guo et al.,
2011a). This has the advantage that the linear or-
der obtained previously can provide context features
for ordering sub-trees higher up in the dependency
tree. Each head and its children are ordered with a
beam search.

The beam is initialized with entries of single
words that are expanded in the next step by the re-
maining words of the sub-tree, which results in a
number of new entries for the next iteration. After
the expansion step, the new beam entries are sorted
and pruned. We keep the 30 best entries and con-
tinue with the expansion and pruning steps until no
further nodes of the subtree are left. We take an
SVM to obtain the scores for sorting the beam en-
tries, using the same feature templates as in Guo et
al. (2011b) and Bohnet et al. (2011).

4 Experiments and Results

In our experiments, the Spanish treebank has been
divided into: (i) a development set of 219 sentences,
with 3,437 tokens in the DSyntS treebank and 4,799
tokens in the SSyntS treebank (with an average of
21.91 words by sentence in SSynt); (ii) a training
set of 3,036 sentences, with 57,665 tokens in the
DSyntS treebank and 84,668 tokens in the SSyntS
treebank (with an average of 27.89 words by sen-
tence in SSynt); and a (iii) a held-out test for eval-
uation of 258 sentences, with 5,878 tokens in the
DSyntS treebank and 8,731 tokens in the SSyntS
treebank (with an average of 33.84 words by sen-
tence in SSynt).

For the English treebank, we used a classical
split of (i) a training set of 39,279 sentences, with
724,828 tokens in the DSynt treebank and 958,167
tokens in the SSynt treebank (with an average of
24.39 words by sentence in SSynt); and (ii) a test
set of 2,399 sentences, with 43,245 tokens in the
DSynt treebank and 57,676 tokens in the SSynt tree-
bank (with an average of 24.04 words by sentence in
SSynt).

In what follows, we show the system performance
on both treebanks. The Spanish treebank was used
for development and testing, while the English tree-
bank was only used for testing.

4.1 Results

In this section, we present the performance of,
first of all, the individual tasks of the data-driven
DSyntS–SSyntS projection, since these have been
the challenging tasks that we addressed. Table 1
shows similar results for all tasks on the develop-
ment and test sets with gold-standard input, that is,
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the results of the classifiers as a stand-alone mod-
ule, assuming that the previous module provides a
perfect output.

Spanish Dev.set # %
Hypernode identification 3327/3437 96.80

Lemma generation 724/767 94.39
Intra-hypernode dep. generation 756/756 100.00
Inter-hypernode dep. generation 2628/2931 89.66

Spanish Test set # %
Hyper-node identification 5640/5878 95.95

Lemma generation 1556/1640 94.88
Intra-hypernode dep. generation 1622/1622 100.00
Inter-hypernode dep. generation 4572/5029 90.91

Table 1: Results of the evaluation of the SVMs for the
non-isomorphic transition for the Spanish DSyntS devel-
opment and test sets

English Test set # %
Hyper-node identification 42103/43245 97.36

Lemma generation 6726/7199 93.43
Intra-hypernode dep. generation 6754/7179 94.08
Inter-hypernode dep. generation 35922/40699 88.26

Table 2: Results of the evaluation of the SVMs for the
non-isomorphic transition for the English DSyntS test set

To have the entire generation pipeline in place,
we carried out several linearization experiments,
starting from: (i) the SSyntS gold standard, (ii)
SSyntSs generated by the rule-based baselines, and
(iii) SSyntSs generated by the data-driven deep gen-
erator; cf. surface gen., baseline deep gen, and deep
gen. respectively in Tables 3 and 4).12

Development Set BLEU NIST Exact
surface gen. 0.754 11.29 24.20 %
baseline deep gen. 0.547 9.98 10.96 %
deep gen. 0.582 10.78 12.33 %
Test Set BLEU NIST Exact
surface gen. 0.762 12.08 15.89 %
baseline deep gen. 0.515 10.60 2.33 %
deep gen. 0.542 11.24 3.49 %

Table 3: Overview of the results on the Spanish develop-
ment and test sets excluding punctuation marks after the
linearization

12Following (Langkilde-Geary, 2002; Belz et al., 2011) and
other works on statistical text generation, we access the quality
of the linearization module via BLEU score, NIST and exactly
matched sentences.

Test Set BLEU NIST Exact
surface gen. 0.91 15.26 56.02 %
baseline deep gen. 0.69 13.71 12.38 %
deep gen. 0.77 14.42 21.05 %

Table 4: Overview of the results on the English test set
excluding punctuation marks after the linearization

4.2 Discussion and Error Analysis

In general, Tables 1–4 show that the quality of the
presented deep data-driven generator is rather good
both during the individual stages of the DSyntS–
SSyntS transition and as part of the DSyntS–
linearized sentence pipeline.

Two main problems impede an even better perfor-
mance figures than those reflected in Tables 1 and 2.
First, the introduction of prepositions causes most
errors in hypernode detection and lemma genera-
tion: when a preposition should be introduced or not
and which preposition should be introduced depends
exclusively on the subcategorization frame of the
governor of the DSyntS node. A corpus of a limited
size does not capture the subcategorization frames
of ALL predicates. This is especially true for our
Spanish treebank, which is particularly small. Sec-
ond, the inter-hypernode dependency suffers from
the fact that the SSyntS tagset is quite fine-grained,
at least in the case of Spanish, which makes the task
of the classifiers harder (e.g., there are nine different
types of verbal objects). In spite of these problems,
each set of classifiers achieves results above 88% on
the test sets.

The results of deep generation in Tables 3 and
4 can be explained by the fact of error propaga-
tion: while (only) about 1 out of 10 hypernodes and
about 1 out of 10 lemmas are not correct and very
little information is lost in the stage of the intra-
hypernode dependencies determination, already al-
most 1.75 out of 10 inter-hypernode dependencies,
and finally 1 out 10 linear orderings are incorrect for
English and more than 2 out 10 for Spanish.

As already mentioned above, the size of the train-
ing corpus strongly affects the results. Thus, for
English, for which the size of the training dataset
has been 10 times bigger than for Spanish, the data-
driven generator provides, without any tuning, more
than 0.2 BLEU points more that for Spanish. A big-
ger corpus also covers more linguistic phenomena
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(lexical features, subcategorization frames, syntac-
tic sentential constructions, etc.)—which can be also
exploited for rule-based generation.

The linearizer also suffers from a small size of the
training set. Thus, while the small Spanish training
corpus leads to 0.754 BLEU and 0.762 BLEU for the
development and test sets respectively, for English,
we achieve 0.91 BLEU, which is a very competi-
tive outcome compared to other English linearizers
(Song et al., 2014).

We also found that the data-driven generator tends
to output slightly shorter sentences, when compared
to the rule-based baseline. It is always difficult to
find the best evaluation metric for plain text sen-
tences (Smith et al., 2014). In our experiments,
we used BLEU, NIST and the exact match metric.
BLEU is the average of n-gram precisions and in-
cludes a brevity penalty, which reduces the score
if the length of the output sentence is shorter than
the gold. In other words, BLEU favors longer sen-
tences. We believe that this is one of the reasons
why the machine-learning based generator shows a
bigger difference for the English test set and the
Spanish development set than the rule-based base-
line. Firstly, there are extremely long sentences in
the Spanish test set (31 words per sentence, in the
average; the longest being 165 words). Secondly,
the English sentences and the Spanish development
sentences are much shorter than the Spanish test sen-
tences, such that the ML approach has the potential
to perform better.

5 Related work

There is an increasing amount of work on statistical
sentence generation, although hardly any addresses
the problem of deep generation from semantic struc-
tures that are not isomorphic with syntactic- struc-
tures as a purely data-driven problem (as we do). To
the best of our knowledge, the only exception is our
earlier work in (Ballesteros et al., 2014b), where we
discuss the principles of classifiers for data-driven
generators. As already mentioned in Section 1, most
of the state-of-the-art work focuses on syntactic gen-
eration; see, among others (Bangalore and Rambow,
2000; Langkilde-Geary, 2002; Filippova and Strube,
2008), or only on linearization and inflection (Filip-
pova and Strube, 2007; He et al., 2009; Wan et al.,

2009; Guo et al., 2011a). A number of proposals
are hybrid in that they combine statistical machine
learning-based generation with rule-based genera-
tion. Thus, some combine machine learning with
pre-generated elements, as, e.g., (Marciniak and
Strube, 2004; Wong and Mooney, 2007; Mairesse et
al., 2010), or with handcrafted rules, as, e.g., (Ring-
ger et al., 2004; Belz, 2005). Others derive auto-
matically grammars for rule-based generation mod-
ules from annotated data, which can be used for
surface generation, as, e.g., (Knight and Hatzivas-
siloglou, 1995; Langkilde and Knight, 1998; Oh and
Rudnicky, 2002; Zhong and Stent, 2005; Bohnet et
al., 2011; Rajkumar et al., 2011) or for generation
from ontology triples, as, e.g., (Gyawali and Gar-
dent, 2013).

6 Conclusions

We presented a statistical deep sentence generator
that successfully handles the non-isomorphism be-
tween meaning representations and syntactic struc-
tures in terms of a principled machine learning ap-
proach. This generator has been successfully tested
on an English and a Spanish corpus, as a stand-alone
DSyntS–SSyntS generator and as a part of the gen-
eration pipeline. We are currently about to apply it
to other languages—including Chinese, French and
German. Furthermore, resources are compiled to
use it for generation of spoken discourse in Arabic,
Polish and Turkish.

We believe that our generator can be used not only
in generation per se, but also, e.g., in machine trans-
lation (MT), since MT could profit from using mean-
ing representations such as DSyntSs, which abstract
away from the surface syntactic idiosyncrasies of
each language, but are still linguistically motivated,
as transfer representations.
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Màrquez, Adam Meyers, Joakim Nivre, Sebastian
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Abstract

This work focuses on the insensitivity of ex-
isting word alignment models to domain dif-
ferences, which often yields suboptimal re-
sults on large heterogeneous data. A novel
latent domain word alignment model is pro-
posed, which induces domain-conditioned
lexical and alignment statistics. We propose
to train the model on a heterogeneous corpus
under partial supervision, using a small num-
ber of seed samples from different domains.
The seed samples allow estimating sharper,
domain-conditioned word alignment statistics
for sentence pairs. Our experiments show
that the derived domain-conditioned statistics,
once combined together, produce notable im-
provements both in word alignment accuracy
and in translation accuracy of their resulting
SMT systems.

1 Introduction

Word alignment currently constitutes the basis for
phrase extraction and reordering in phrase-based
systems, and its statistics provide lexical parame-
ters used for smoothing the phrase pair estimates.
For over two decades since IBM models (Brown
et al., 1993) and the HMM alignment model (Vo-
gel et al., 1996), word alignment remains an active
research line, e.g., see recent work (Simion et al.,
2013; Tamura et al., 2014; Chang et al., 2014).

During the past years we witnessed an increas-
ing need to collect and use large heterogeneous par-
allel corpora from different domains and sources,
e.g., News, Wikipedia, Parliament Proceedings. It
is tacitly assumed that assembling a larger corpus

should improve a phrase-based system coverage and
performance. Recent work (Sennrich et al., 2013;
Carpuat et al., 2014; Cuong and Sima’an, 2014b;
Kirchhoff and Bilmes, 2014; Cuong and Sima’an,
2014a) shows that this is not necessarily true as
phrase translations as well as (bi- and monolingual)
word co-occurrence statistics could differ across do-
mains. This suggests that the word alignment qual-
ity obtained from IBM and HMM alignment models
might also be affected in heterogeneous corpora.

Intuitively, in heterogeneous data certain words
are present across many domains, whereas oth-
ers are more specific to few domains. This sug-
gests that the translation probabilities for words will
be as fractioned as the diversity of its translations
across the domains. Furthermore, because the IBM
and HMM alignment models use context-insensitive
conditional probabilities, in heterogeneous corpora
the estimates of these probabilities will be aggre-
gated over different domains. Both issues could lead
to suboptimal word alignment quality.

Surprisingly, the insensitivity of the existing IBM
and HMM alignment models to domain differences
has not received much attention thus far (see the
study of Bach et al. (2008) and Gao et al. (2011) for
reference in the literature). We conjecture that this is
because it is not fully clear how to define what con-
stitutes a (sub)-domain. In this paper we propose to
exploit the contrast between the alignment statistics
in a handful of seed samples from different domains
in order to induce domain-conditioned probabilities
for each sentence pair in the heterogeneous corpus.
Crucially, some sentence pairs will be more similar
to a seed domain than others, whereas some sentence
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pairs might be dissimilar to all seed domains. The
number and choice of seed domains depends largely
on the available resources but intuitively these seed
domains are chosen to be relevant to parts of the het-
erogeneous corpus. A small number of such seeds
can be expected to notably improve word alignment
accuracy. In fact, a single seed sample already al-
lows us to exploit the contrast between two parts in
the corpus: similar or dissimilar to the seed data.

Considering the small seed samples as partial su-
pervision, in this paper we explore the question:
how to obtain better word alignment in a heteroge-
neous, mix-of-domains corpus? We present a novel
latent domain HMM alignment model, which aims
to tighten the probability estimates of the genera-
tive alignment process of a sentence pair, and of
the probability estimates of the sentence pair itself
for a specific domain. We also present an accompa-
nying training regime guided by partial supervision
using the seed samples, exploiting the contrast be-
tween the domain-conditioned alignment statistics
in these samples. This way we aim for an align-
ment model that is more domain-sensitive than the
original HMM alignment model. Once the domain-
conditioned statistics are induced, we discuss how to
combine them together to express the probability of
a sentence pair as a mixture over specific domains.

Finally, we report experimental results over het-
erogeneous corpora of 1M, 2M and 4M sentence
pairs, where we are provided domain information
for different samples of 10%, 5% and 2.5% of the
heterogeneous data respectively. A large number of
experiments are reported, showing that the latent do-
main HMM model produces notable improvements
in word alignment accuracy over the original HMM
alignment model. Furthermore, the translation ac-
curacy of the resulting SMT systems is significantly
improved across four different translation tasks.

2 HMM Alignment Model

In this section, we briefly review the HMM align-
ment model (Vogel et al., 1996). The generative
story of the model is shown in Figure 1. The latent
states take values from the target language words
and generate source language words.

Formally, we use e = (e1, . . . , eI) to denote the
target sentence with length I and f = (f1, . . . , fJ)

fj−1 fj fj+1

aj−1 aj aj+1

Observed layer
(source words)

Latent alignment
layer (target words)

Figure 1: HMM alignment model with observed and la-
tent alignment layers.

to denote the source sentence with length J . For an
alignment a = (a1, . . . , aJ) of a sentence pair 〈e, f〉,
the model factors P (f, a| e) into the word transla-
tion and transition probabilities:

P (f, a| e) =
∏J

j=1
P (fj | eaj )P (aj | aj−1). (1)

Here, P (fj | eaj ) represents the word translation
probabilities and P (aj | aj−1)1 represents the tran-
sition probabilities between positions. Note that
P (aj | aj−1) depends only on the distance (aj −
aj−1). Note also that the first-order dependency
model is an extension of the uniform dependency
model and zero-order dependency model of IBM
models 1 and 2, respectively.

In this work, we model explicitly distances in the
range ±5. Note that null-links are also explicitly
added in our implementation, following Och and
Ney (2003) and Graca et al. (2010).

Once the HMM alignment model is trained, the
most probable alignment, â for each sentence pair
can be computed by: â = argmaxa P (f, a| e).
Here, the search problem can be solved by the
Viterbi algorithm.

3 Latent Domain HMM Alignment Model

Because the heterogeneous data contains a mix of
diverse domains, the induced statistics derived from
word alignment models reflect translation prefer-
ences aggregated over these domains. In this sense,
they can be considered domain-confused statistics
(Cuong and Sima’an, 2014a). This work thus fo-
cuses on more representative statistics: the domain-
conditioned word alignment statistics, i.e., the statis-
tics with respect to each of the diverse domains.

By introducing a latent variable D represent-
ing domains of the heterogeneous data, we aim

1The “full” formula for transition probabilities would be
P (aj | aj−1, I). For convenience, we ignore I in our presen-
tation.
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fj−1 fj fj+1

aj−1 aj aj+1

D

Observed layer
(source words)

Latent alignment
layer (target words)

Latent domain layer

Figure 2: Latent domain HMM alignment model. An ad-
ditional latent layer representing domains has been con-
ditioned on by both the rest two layers.

to learn the D-conditioned word alignment model
P (f, a| e, D).2 Relying on the HMM alignment
model, our latent domain HMM alignment model
factors P (f, a| e, D) into the domain-conditioned
word translation and transition probabilities:

P (f,a|e, D) =
∏J

j=1
P (fj |eaj , D)P (aj |aj−1, D).

(2)
The generative story of the model is shown in Fig-
ure 2. Note how domain-conditioned alignment
statistics, P (·| ·, D) contain their former domain-
confused alignment statistics, P (·| ·) as special case

P (fj |eaj , D) =
P (fj |eaj )P (D|fj , eaj )∑
f P (fj |eaj )P (D|fj , eaj )

,

(3)

P (aj |aj−1, D) =
P (aj |aj−1)P (D|aj , aj−1)∑
aj
P (aj |aj−1)P (D|aj , aj−1)

.

(4)

With an additional latent domain layer, it becomes
crucial to train the model in an efficient way. As
suggested by Eq. 3 and 4, we could simplify train-
ing by breaking up the estimation process into two
steps. That is, we train alignment parameters, P (·| ·)
or domain parameters, P (D| ·, ·) first, hold them
fixed before training the other kind of the parame-
ters.3 Instead, in this work we design an algorithm
that trains both of them simultaneously via training
domain-conditioned parameters P (·| , ·, D) directly.

2Note that P (f, a| e, D) contains their former P (f, a| e) as
special case, i.e., P (f, a| e, D) = P (f, a| e)P (D| f, a, e)∑

f
∑

a P (f, a| e)P (D| f, a, e) .
3This training scheme is in fact applied in the work of Cuong

and Sima’an (2014a), however, for a different purpose.

3.1 Training
Basically, our model can be viewed as having a
set, Θ of N subsets of domain-conditioned pa-
rameters, ΘD for N different domains, i.e., Θ =
{ΘD1 , . . . , ΘDN }. In this work, to simplify the
learning problem we assume that the domains are
very different from each other. If this assumption
does not hold, the learning problem would shift from
single-label learning to multiple-label learning. We
leave this extension for future work.

Our training procedure seeks the parameters Θ
that maximize the log-likelihood, L of the data:
L =

∑
〈f, e〉 log

∑
D

∑
a PΘD(f, e, D, a). There,

however, does not exist a closed-form solution for
maximizing L, and EM comes as an alternative so-
lution to fit the model. EM maximizes L via block-
coordinate ascent on a “free energy” lower bound
F(q, Θ) (Neal and Hinton, 1999), using an aux-
iliary distribution q over both the latent variables:
F(q, Θ) =

∑
〈f, e〉

∑
D

∑
a q log

PΘD
(a, D, f, e)

q .
In the E-step of the EM algorithm, we fix Θ

and aim to find the distribution q∗ that maximizes
F(q,Θ) over the heterogeneous data. Simple math-
ematics lead to F(q, Θ) =

∑
〈f, e〉 logPΘ(f, e) −

KL[q || PΘD(a, D| f, e)], where KL[· || ·] is the
Kullback-Leiber divergence between two distribu-
tions. The distribution q∗ can be thus derived as

q∗ = argmaxq F(q, Θ)

= argminqKL[q || PΘD(a, D| f, e)]

=
PΘD(f, a| e, D)∑
a PΘD(f, a| e, D)

PΘD(D| f, e).

Here, PΘD(D| f, e) aims to exploit the contrast
between the domain-sensitive alignment statistics.
Assigning higher probability to one domain forces
lower probability assignment to other domains.

Note that PΘD(f, a| e, D) is given in Eq. 2
and

∑
a PΘD(f, a| e, D) can be computed effi-

ciently using dynamic programming.4 Meanwhile,
PΘD(D| f, e) can be derived by Bayes’ rule, i.e.,

PΘD(D| f, e) ∝ PΘD(f, e| D)PΘD(D).

Here, the estimation of the domain prior parameters
is easy, PΘD(D) ∝∑〈f, e〉 PΘD(D| f, e). The esti-
mation of PΘD(f, e| D) raises a task of defining a

4Its time complexity is O(J × I2) for each sentence pair
〈f, e〉 with their length J and I respectively.
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E-step ∀D ∈ {D1, . . . , DN} do

c(D; f, e) = P (c)(D| f, e)

c(f | e; f, e, D) = P (c)(D| f, e)
∑

a
P (c)(a| f, e, D)

∑J

j=1
δ(f, fj)

∑I

i=0
δ(e, ei)

c(i| i′; f, e, D) = P (c)(D| f, e)
∑

a
P (c)(a| f, e, D)

∑J

j=1
δ(aj , i)δ(aj−1, i

′)

M-step ∀D ∈ {D1, . . . , DN} do

P (+)(f |e,D) =

∑
〈f,e〉 c(f |e; f, e, D)∑

f

∑
〈f,e〉 c(f |e; f, e, D)

P (+)(i|i′, D) =

∑
〈f,e〉 c(i|i′; f, e, D)∑

i

∑
〈f,e〉 c(i|i′; f, e, D)

P (+)(D) =

∑
〈f,e〉 c(D; f, e)∑

D

∑
〈f,e〉 c(D; f, e)

Figure 3: Pseudocode for the training algorithm for the latent domain HMM alignment model. Note that notation P (c)

denotes current iteration estimates, and P (+) denotes the re-estimates.

generative process for every sentence pair in the het-
erogeneous data with respect to a specific domain.
Following (Cuong and Sima’an, 2014b), we factor
it into two kinds of models in a symmetrized strat-
egy: PΘD(f, e| D) ∝ (PΘD(e| D)PΘD(f| e, D) +
PΘD(f| D)PΘD(e| f, D)

)
.

Basically, PΘD(·| ·, D) can be thought of as the
domain-conditioned translation models, aiming to
model how well a target/source sentence is gener-
ated over a source/target sentence with respect to a
domain.5 Meanwhile, PΘD(·| D) can be thought of
as the domain-conditioned language models (LMs),
aiming to model how fluent a source/target sentence
with respect to a domain. For simplicity, once the
domain-conditioned LMs are trained, they will stay
fixed during training, i.e., LM probabilities are not
parameters in our model.

In the M-step of the EM algorithm, we fix the de-
rived q∗ and aim to find the parameter set Θ∗ that
maximizes F(q,Θ) over the data. This can be (eas-
ily) done by using q∗ to softly fill in the values of a
and D to estimate model parameters.

Pseudocode
In summary, the model has three kinds of parame-

ters - word translation, word transition, and domain
prior parameters. We now summarize the training
via presenting the pseudocode.

First, we present expected count notations with
respect to domains for the parameters. We use
c(f | e; f, e, D) to denote the expected counts that
word e aligns to word f . We use c(i| i′; f, e, D)
to denote the expected counts that two certain con-

5Note that PΘD (·| ·, D) =
∑

a PΘD (·, a| ·, D) and it can
be thus computed efficiently using dynamic programming.

secutive source words j and j−1 align to two target
words i and i′ respectively, i.e., j aligns to i and j−1
aligns to i′. Finally, we also use c(D; f, e) to denote
the expected count of domain priors. Note that all
the expected counts are in the translation (f| e).

Figure 3 represents the pseudocode.

4 Learning with Partial Supervision

We now discuss remaining issues on how to guide
the learning with partial supervision, i.e., how to
use the given domain information of seed samples
to guide the learning.

Number of Domains The values of D ∈ [1..(N +
1)] depends on theN available seed samples plus the
so-called “out-domain,” i.e., the part of the heteroge-
neous data that is dissimilar to all of the N sample
domains.

Parameter Initialization We first discuss how to
initialize the domain prior parameters. If a sentence
pair 〈f, e〉 belongs to a sample with a pre-specified
domainDi, we initialize P (Di| f, e) close to 1, and,
P (Di′ | f, e) close to 0 for other domains i′, i′ 6= i.
Furthermore, we uniformly create the domain prior
parameters for the rest of sentence pairs.

Uniform initialization for the domain-conditioned
alignment parameters is also a reasonable option.
Nevertheless, a more effective way is to make use of
the domain-specific seed samples and the pool of the
rest sentence pairs in the heterogeneous data.6 That
is, we train the model on each of the samples, assign-

6During the initialization, we assume that the pool of the
rest sentence pairs in the heterogeneous data is the exemplifying
sample of the out-domain.
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ing the derived probabilities as the initialization for
their corresponding domain-conditioned alignment
parameters. In our implementation, one EM itera-
tion is usually dedicated for this. It should be noted
that we ignore the domain prior parameters in the
model during the period.

Parameter Constraints During training, it would
be also necessary to keep the domain prior parame-
ters fixed for all sentence pairs that belong to seed
samples. This can be thought of as the constraints
derived from the partial knowledge, guiding the
learning to a desirable parameter space.

Domain-conditioned LMs training We now dis-
cuss how to train the domain-conditioned LMs with
partial supervision. It would be reasonable to use
the domain-specific seed samples to train their ex-
emplifying domain-conditioned LMs, and the pool
of the rest sentence pairs to train the out-domain
LMs. Nevertheless, the out-domain LMs trained
on such a big corpus could dominate the other
domain-conditioned LMs. Following Cuong and
Sima’an (2014b), we rather create a “pseudo” out-
domain sample to train the out-domain LMs, i.e.,
the creation is via an inspired burn-in period. In
brief, an EM iteration is dedicated just to compute
P (DOUT | f, e) for all sentences, ranking them and
select a small subset with highest score as the (on
the fly) pseudo out-domain sample.

Note that our partial learning framework is very
simple. There are various advanced learning frame-
work that are also applicable with the partial su-
pervision, e.g., Posterior Regularization (Ganchev et
al., 2010). This leaves much space for future work.

5 Domain-conditioned Decoding

At test time, assigning each sentence pair to a sin-
gle most likely domain (hard decision) is likely to
result in sub-optimal performance.7 Instead we av-
erage over domains (soft decision) while predict-
ing the translation. Formally for each sentence pair,
〈e, f〉, we can find their best Viterbi alignment, â as

7Later experiments on word alignment will confirm this.

follows:

â = argmaxa

∑
D
P (f,a, D|e)

= argmaxa

∑
D
P (f,a|e, D)P (D|e)

= argmaxa

∑
D
P (f,a|e, D)P (e|D)P (D).

Here, we derive the last equation by applying Bayes’
rule to P (D| e), i.e., P (D| e) ∝ P (e| D)P (D). In-
terestingly, our Viterbi decoding now relies on a mix
of domain-conditioned statistics for each sentence
pair. The computing of term

∑
D(a) for all possi-

ble alignments, a, however, is intractable, making
the search problem difficult. Inspired by Liang et al.
(2006), we opt instead for a heuristic objective func-
tion as follows8:

â = argmax
a

∏
D
P (f, a| e, D)P (e| D)P (D). (5)

Here, note that
∏
p is a lower bound for

∑
p, when

0 ≤ p ≤ 1, according to Jensen’s inequality. With
Eq. 5, it is straightforward to design a dynamic pro-
gramming algorithm to decoding, e.g., the Viterbi
algorithm. In practice, we observe that the approx-
imation yields good results. Later experiments on
word alignment will present this in detail.

6 Experimental Setup

In the following experiments, we use three hetero-
geneous English-Spanish corpora consisting of 1M ,
2M and 4M sentence pairs respectively. These cor-
pora combine two parts. The first part respectively
0.7M , 1.7M and 3.7M is collected from multiple
domains and resources including EuroParl (Koehn,
2005), Common Crawl, United Nation, News Com-
mentary. The second part consists of three domain-
exemplifying samples consisting of roughly 100K
sentence pairs for each one (total 300K). Each of
these three samples (manually collected by a com-
mercial partner) exemplifies a specific domain re-
lated to Legal, Hardware and Pharmacy.

Outlook In Section 7 we examine the word align-
ment yielded by the HMM alignment model and our
latent domain HMM alignment model. In Section 8
we proceed further to examine the translation pro-
duced by derived SMT systems.

8Alternative solutions could be Lagrangian relaxation-based
decoder (DeNero and Macherey, 2011; Chang et al., 2014).
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Model Domain Prior Prec.↑ ∆ Rec.↑ ∆ AER↓ ∆
1 Million

Model 4 (ref.) - 71.56 - 64.59 - 32.10 -
Baseline - 66.95 - 61.29 - 36.00 -

Latent

Pharmacy 67.85 +0.90 61.72 +0.43 35.36 -0.64
Legal 67.57 +0.62 62.29 +1.00 35.17 -0.83
Hardware 69.41 +2.46 63.58 +2.29 33.63 -2.37
Legal + Hardware + Software 69.64 +2.69 63.30 +2.01 33.68 -2.32

2 Million
Model 4 (ref.) - 74.13 - 65.30 - 30.56 -
Baseline - 68.34 - 61.58 - 35.22 -

Latent

Pharmacy 68.85 +0.51 62.58 +1.00 34.43 -0.79
Legal 69.98 +1.64 64.01 +2.43 33.13 -2.09
Hardware 69.45 +1.11 63.23 +1.65 33.81 -1.41
Legal + Hardware + Software 71.51 +3.17 63.87 +2.29 32.53 -2.69

4 Million
Model 4 (ref.) - 75.53 - 65.95 - 29.58 -
Baseline - 69.37 - 64.30 - 33.26 -

Latent

Pharmacy 69.69 +0.32 62.80 -1.50 33.94 +0.68
Legal 70.51 +1.14 63.94 -0.36 32.93 -0.33
Hardware 71.75 +2.38 64.44 +0.14 32.10 -1.16
Legal + Hardware + Software 72.16 +2.79 64.30 ±0.0 31.99 -1.27

Table 1: Alignment accuracy over heterogeneous corpora.

7 Word Alignment Experiment

For alignment accuracy evaluation, we use a data set
of 100 sentence pairs with their “golden” alignment
from Graca et al. (2008). Here, the golden alignment
consists of sure links (S) and possible links (P ) for
each sentence pair. Counting the set of generating
alignment links (A), we report the word alignment
accuracy by precision ( |A∩P ||P | ), recall ( |A∩S||S| ), align-

ment error rate (AER) (1 − |A∩P |+|A∩S||A|+|S| ) (Och and
Ney, 2003).9

For all experiments, we use the same training con-
figuration for both the baseline/the latent domain
alignment model: 5 iterations for IBM model 1/the
latent domain model; 3 iterations for HMM align-
ment model/the latent domain model. For evalu-
ation, we first align the sentence pairs in both di-
rections and then symmetrize them using the grow-
diag-final heuristic (Koehn et al., 2003).

For reference we also report the performance of
a considerably more expressive Model 4, capable of
capturing more structure, but at the expense of in-
tractable inference. Using MGIZA++ (Gao and Vo-

9Note that better results correspond to larger Precision, Re-
call and to smaller AER.

gel, 2008), we run 5 iterations for training Model 1,
3 iterations for training the HMM alignment model,
Model 3 and Model 4.

7.1 Learning with Single Domain

We first examine the binary case, where we are
given domain information in advance for each kind
of samples only, e.g., Legal, or Pharmacy, or Hard-
ware. For the different sizes of the heterogeneous
data (1M , 2M and 4M ) the seed sample size is
thus 10%, 5% and 2.5% respectively. Note that
in such cases, training the latent domain alignment
model induces two domain-conditioned statistics:
in-domain vs. out-domain (D1 andD2 respectively).
Once the model is trained, we combine the induced
domain-conditioned statistics together (Eq. 5) and
examine the produced word alignment output.

Table 1 presents the results. Most importantly, it
shows that as long as providing domain information
for reasonably large enough data, learning the latent
domain alignment model notably improves the word
alignment accuracy. For instance, given in advance
the domain information for a sample of 10%, and
5% of the heterogeneous corpora, our model con-
sistently improves the word alignment accuracy in
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all cases. Meanwhile, given in advance the domain
information for a relatively small sample of 2.5%
of the heterogeneous data, the results are mixed.
We obtain a good performance/slightly better per-
formance/worse performance with the case of Hard-
ware/Legal/Pharmacy respectively.

What do domain-conditioned statistics look like?
To have an idea what the induced statistics

look like, we investigate their conditional en-
tropy. Here, we present the conditional entropy
for the domain-confused/-conditioned word trans-
lation statistics induced from the HMM alignment
model/its latent domain model. Note that similar re-
sults are observed for transition tables.

Model Prior Statistics H(F| E)
Baseline - Domain-confused 1348.53

Latent

Hardware D1-conditioned 1124.43
D2-conditioned 1354.58

Legal D1-conditioned 1104.58
D2-conditioned 1385.35

Pharmacy D1-conditioned 1115.52
D2-conditioned 1342.54

Table 2: Conditional entropy of the statistics.

Formally, for a translation table, 〈F, E〉, its
conditional entropy, H(F | E) can be estimated
from its possible word pairs, 〈e, f〉: H(F | E)
= −∑e P (e)

∑
f P (f | e) logP (f | e). Table 2 re-

veals that the induced D1-conditioned statistics
need much less bits to represent than the induced
domain-confused statistics, e.g., 1124.43, 1104.58,
1115.52 vs. 1348.53. This implies the induced D1-
conditioned statistics are much more predictable
compared to the domain-confused statistics. Mean-
while, the inducedD2-conditioned statistics are sim-
ilar to the domain-confused statistics in terms of the
conditional entropy, e.g., 1354.58, 1385.35, 1342.54
vs. 1348.53.

7.2 Learning with Multiple Domains

It would be more interesting to learn the latent do-
main alignment model for multiple domains, rather
than learning with each of them separately. In detail,
using all the seed samples from different domains,
we aim to learn four different domain-conditioned

statistics simultaneously. Under this setting, we ob-
tain good results, as described in Table 1. For the
two cases with the training corpora of 2M and 4M
sentence pairs respectively, learning with the com-
bining domain prior knowledge produces the best
word alignment accuracy compared to the rest. In
the last case with the training corpus of 1M sen-
tence pairs, learning with the combining domain
prior knowledge produces compatible with the case
of Hardware, i.e., the best binary domain case.

Table 1 also reveals that the performance of our
model approaches Model 4, even though Model 4
is much more complex and computationally expen-
sive.

Domain-conditioned statistics combination
We also investigate the relation between the num-

ber of domain-conditioned statistics “involved” in
the Viterbi decoding (Eq. 5) and the word align-
ment accuracy. Table 3 presents the results in case
of using only the induced D1-/, D2-/, D3-/, D4-
conditioned statistics separately, and also using their
different combinations. Interestingly, we observe
that using more domain-conditioned statistics for
decoding incrementally improves the word align-
ment accuracy over the heterogeneous data. While
the domain-conditioned statistics are very different
in their characteristics from each other, the results
reveal how they are complementary to the others,
conveying a mix of domains for each sentence pair.

Decoding’s Statistics Prec.↑ Rec.↑ AER↓
Hard Decision (ref.) 68.49 62.80 34.48
D1 (Pharmacy) 64.78 59.86 37.78
D2 (Legal) 66.54 61.15 36.27
D3 (Hardware) 66.98 61.36 35.95
D4 (OUT) 68.46 63.01 34.38
D1 + D2 66.80 61.72 35.84
D1 + D2 + D3 68.54 62.80 34.46
D1 + D2 + D3 + D4 69.64 63.30 33.68

Table 3: Domain-conditioned statistics combination
for Viterbi decoding. The reported results are for the
heterogeneous corpus of 1M sentence pairs. Similar
results are observed for other training data.

Finally, it is also tempting to make a compari-
son between the hard vs. soft domain assignment
in Viterbi decoding. Here, for hard domain decision
we simply do decoding with the following objec-
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tive function: â = argmaxa P (f, a| e, D̂), where
D̂ = argmaxD P (D| e). Table 3 presents the re-
sults. It reveals that a soft domain assignment on the
domain of sentence pairs results in a better align-
ment accuracy than a hard domain assignment.10

8 Translation Experiment

In this section, we investigate the contribution of our
model in terms of the translation accuracy. Here,
we run experiments on the heterogeneous corpora
of 1M, 2M, and 4M sentence pairs, testing the trans-
lation accuracy over four different domain-specific
test sets related to News, Pharmacy, Legal, and
Hardware.

We use a standard state-of-the-art phrase-based
system as the baseline. Our dense features include
MOSES (Koehn et al., 2007) baseline features, plus
hierarchical lexicalized reordering model features
(Galley and Manning, 2008), and the word-level fea-
ture derived from IBM model 1 score, c.f., (Och et
al., 2004).11 The interpolated 5-grams LMs with
Kneser-Ney are trained on a very large monolingual
corpus of 2B words. We tune the systems using k-
best batch MIRA (Cherry and Foster, 2012). Finally,
we use MOSES (Koehn et al., 2007) as decoder.

Our system has exactly the same setting with the
baseline, except: (1) To learn the translation, we use
the alignment result derived from our latent domain
HMM alignment model, rather than the HMM align-
ment model; and (2) We replace the word-level fea-
ture with our four domain-conditioned word-level
features derived from the latent domain IBM model
1. Here, note that our latent model is learned with
the supervision from the combining domain knowl-
edge of all three domain-specific seed samples.

10Note that similar results are also observed for training, in
which a soft domain assignment using soft EM produces better
alignment accuracy than a hard domain assignment using hard
EM. (See (Gao et al., 2011) for reference to hard domain assign-
ment to training data.) This is perhaps due to the characteristics
of the data we use. For instance, News sentence pairs are useful
for translating Legal, Financial or EuroParl to varying degrees.

11For every phrase pair 〈f̃ , ẽ〉 with their length of mf̃ and
lẽ respectively, the lexical feature estimates a probability in
Model 1 style between their word pairs 〈fj , ei〉 (i.e. P (f̃ | ẽ) =
ε
lẽ

∏m
f̃

j=1

∑lẽ
i=1 P (fj |ei)). Note that adding word-level features

from both translation sides does not help much, as observed by
(Och et al., 2004). We thus add only an one from a translation
side.

Data System BLEU↑ METEOR↑ TER↓
News test

1M
Model 4 (ref.) 23.6 30.8 58.3
Baseline 23.2 30.6 58.9
Our System 23.5/+0.3 30.8/+0.2 58.7/-0.2

2M Baseline 25.9 32.4 56.1
Our System 26.3/+0.4 32.6/+0.2 55.6/-0.5

4M Baseline 26.8 33.0 55.0
Our System 27.0/+0.2 33.1/+0.1 54.7/-0.3

Pharmacy

1M
Model 4 (ref.) 54.7 43.8 33.4
Baseline 53.9 43.4 34.6
Our System 54.4/+0.5 43.8/+0.4 34.0/-0.6

2M Baseline 54.5 43.7 34.4
Our System 55.3/+0.8 44.3/+0.6 33.5/-0.9

4M Baseline 54.8 43.9 33.8
Our System 55.0/+0.2 44.0/+0.1 33.7/-0.1

Legal

1M
Model 4 (ref.) 56.6 44.7 34.1
Baseline 56.0 44.2 35.0
Our System 57.2/+1.2 44.4/+0.2 34.0/-1.0

2M Baseline 55.8 43.9 35.4
Our System 58.3/+2.5 44.7/+0.8 33.4/-2.0

4M Baseline 55.9 43.9 34.3
Our System 57.3/+1.4 44.4/+0.5 33.4/-0.9

Hardware

1M
Model 4 (ref.) 75.4 53.6 17.7
Baseline 74.9 53.1 19.0
Our System 76.8/+1.9 53.9/+0.8 17.3/-1.7

2M Baseline 75.7 53.5 18.6
Our System 77.4/+1.7 54.3/+0.8 17.0/-1.6

4M Baseline 77.1 54.2 17.3
Our System 77.9/+0.8 54.5/+0.3 16.7/-0.6

Table 4: Metric scores for the systems, which are
averages over multiple runs. Bold results indicate
that the comparison is significant over the baseline.

For the News translation task, we tune systems on
the News-test 2008 of 2, 051 sentence pairs and test
them on the News-test 2013 of 3, 000 sentence pairs
from the WMT 2013 shared task (Bojar et al., 2013).
For the Pharmacy, Legal, and Hardware translation
tasks, we tune systems on three domain-specific dev
sets of 1, 000 sentence pairs and test them on three
domain-specific test sets of 1, 016, 1, 326 and 1, 721
sentence pairs. We report three metrics - BLEU
(Papineni et al., 2002), METEOR (Denkowski and
Lavie, 2011) and TER (Snover et al., 2006), with
statistical significance at 95% confidence interval
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under paired bootstrap re-sampling.12 For every sys-
tem reported, we run the optimizer three times, be-
fore running MultEval (Clark et al., 2011) for resam-
pling and significance testing.

Data BLEU↑ METEOR↑ TER↓
1M +1.0 +0.4 -0.9
2M +1.4 +0.6 -1.3
4M +0.7 +0.3 -0.5

Table 5: Averaged improvements across the tasks.

Results are in Table 4, showing significant improve-
ments across four different test sets over different
heterogeneous corpora sizes. Table 5 gives a sum-
mary of the improvements. On average, over hetero-
geneous corpora of 1M, 2M and 4M sentence pairs,
our system outperforms the baseline by 1.0 BLEU,
1.4 BLEU and 0.7 BLEU, respectively. Finally, we
observe that our system produces comparably good
performance to the MGIZA++-based system. When
1M data is considered, on three of four tasks, our
system produces at least compatible translation ac-
curacy to the corresponding MGIZA++-based sys-
tem.

Further analysis reveals that the improvement is
due to not only the reduction in alignment error rate,
but also the use of the domain-sensitive lexical fea-
tures. Moreover, the domain-sensitive lexical fea-
tures is particularly useful when the domain of the
test data matches with the domain of seed samplers.
This is also widely observed in the literature, e.g.,
see (Eidelman et al., 2012; Hasler et al., 2014; Hu et
al., 2014).

9 Related Work and Conclusion

In terms of domain-conditioned statistics for word
alignment, a distantly related research line (Tam et
al., 2007; Zhao and Xing, 2008) focuses on using
document topics to improve the word alignment. In
terms of learning word alignment with partial su-
pervision, another distantly related research line fo-
cuses on semi-supervised training with partial man-
ual alignments (Fraser and Marcu, 2006; Gao and
Vogel, 2010; Gao et al., 2010). Finally, recent

12Note that better results correspond to larger BLEU, ME-
TEOR and to smaller TER.

work also focuses on data selection (Kirchhoff and
Bilmes, 2014; Cuong and Sima’an, 2014b), mix-
ture models (Carpuat et al., 2014), instance weight-
ing (Foster et al., 2010) and latent variable mod-
els (Cuong and Sima’an, 2014a) over heterogeneous
corpora.

One main contribution of this work is the nov-
elty of exploring the quality of word alignment in
heterogeneous corpora. This, surprisingly, has not
received much attention thus far (see the study of
Bach et al. (2008) and Gao et al. (2011) for refer-
ence in the literature). Another major contribution
of this work is a learning framework for latent do-
main word alignment with partial supervision using
seed domains. We present its benefits for improv-
ing not only the word alignment accuracy, but also
the translation accuracy resulting SMT systems pro-
duce. We hope this study sparks a new research di-
rection for using domain samples, which is cheap to
gather, but has not been exploited before.

One obvious direction for future work might be
to integrate the model into fertility-based align-
ment models (Brown et al., 1993), as well as
other recently advanced alignment frameworks, e.g.,
(Simion et al., 2013; Tamura et al., 2014; Chang et
al., 2014). Another interesting direction might be to
integrate our model into advanced mixing multiple
translation models, improving SMT systems trained
on the heterogeneous data (Razmara et al., 2012;
Sennrich et al., 2013; Carpuat et al., 2014). Finally,
an open question is whether it is possible to learn the
latent domain alignment model in a fully unsuper-
vised style. This challenge deserves more attention
in future work.
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Abstract

People vary widely in their temporal
orientation—how often they emphasize the
past, present, and future—and this affects their
finances, health, and happiness. Traditionally,
temporal orientation has been assessed by
self-report questionnaires. In this paper, we
develop a novel behavior-based assessment
using human language on Facebook. We first
create a past, present, and future message
classifier, engineering features and evaluating
a variety of classification techniques. Our
message classifier achieves an accuracy of
71.8%, compared with 52.8% from the most
frequent class and 58.6% from a model based
entirely on time expression features. We
quantify a users’ overall temporal orientation
based on their distribution of messages and
validate it against known human correlates:
conscientiousness, age, and gender. We
then explore social scientific questions,
finding novel associations with the factors
openness to experience, satisfaction with life,
depression, IQ, and one’s number of friends.
Further, demonstrating how one can track
orientation over time, we find differences in
future orientation around birthdays.

1 Introduction

How much one emphasizes the past, present, or fu-
ture is predictive of many human factors such as oc-
cupational and educational success, engagement in
risky behavior, financial stability, depression, and
health (Boyd and Zimbardo, 2005; Zimbardo and
Boyd, 1999). However, studies on the human ex-
perience of time are filled with diverse measurement

methods (Strathman and Joireman, 2005), mostly in-
volving questionnaires which are expensive to ad-
minister multiple times or at scale and can be subject
to confounds when compared to other questionnaire
based assessments.

Text mining and language processing techniques
can provide a more objective and scalable measure-
ment of temporal orientation, one’s tendency to em-
phasize the past, present, or future. Whereas most
prior computational linguistics and text mining tem-
poral studies have focused on events, there has been
a lack of work looking at the temporal orientation
of people. Such measures, which were not practical
before the growth of social media, can open many
avenues of large-scale psychological discovery into
the consequences of temporal orientation and yield
applications such as targeted marketing, loan repay-
ment forecasting, understanding economic patterns,
or even quantified self-help tools to encourage more
future-mindedness.

In this paper, we develop a temporal orienta-
tion measure based on language in social media.
The measure uses a message-level classifier of past,
present, and future, aggregated over users to create
user-level assessments. We evaluate the message-
level classifier over hand annotated data and the de-
rived user-level model against known human cor-
relates of temporal orientation: conscientiousness,
age, and gender. To the best of our knowledge, this
represents the first paper to study a language-based
measure of user-level temporal-orientation.

Our contributions include: (a) the introduction of
the task of extracting human temporal orientation
from their language use, (b) methodological evalu-
ation and feature engineering for the task, and (c)
novel social scientific applications and findings. To-
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ward (a) and (b), we find that achieving the task is
non-trivial as we build on and diverge from related
computational linguistics tasks (e.g. time expression
recognition) and utilize a classifier capturing non-
linear relationships and interactions. Towards (c),
we show how our measure usefully informs psycho-
logical theory by relating our human assessments to
other psychological variables at a scale not easily ex-
plored, and by tracking changes in temporal orienta-
tion over time.

2 Background

Researchers and philosophers have long been inter-
ested in the subjective experience of time: how in-
dividuals relate to their past, are mindful of their
present, and envision their futures (James, 1890;
Lewin, 1942). Similarly, computational studies
have a rich history on extracting temporal relation-
ships beginning decades ago (Allen, 1983). Here,
we provide some background on temporal orien-
tation’s broader relevance, on computational tech-
niques used to extract temporal information from
text, and on related user-level prediction tasks.

Temporal orientation and its correlates. Stud-
ies on the human subjective experience of time are
filled with diverse measurement methods, varying in
their emphasis on cognitive, affective, and/or moti-
vational aspects.1 Decisions are influenced by the
past, present, and mental simulations of possible fu-
tures (Seligman et al., 2013).

One widely studied aspect of subjective time is
temporal orientation, or an individual’s tendency to
habitually emphasize past, present, or future tem-
poral frames (Boyd and Zimbardo, 2005). Under-
standing how and why individuals differ in their
temporal orientation, can, for example suggest how
they can achieve favorable outcomes in areas of life
that require substantial long-term planning, includ-
ing education, higher status occupations, and phys-
ical health (Zimbardo and Boyd, 1999; Boyd and
Zimbardo, 2005; Steinberg et al., 2009).

Consistent links have been established between
temporal orientation and a psychological factor as-
sociated with planning, health, and risky behav-

1For a review, see Strathman et al., 2005.

iors: the personality trait of conscientiousness.
Conscientious individuals are characterized as self-
disciplined, orderly, planful, and reliable (Roberts et
al., 2013). Past research has established that highly
conscientious people exhibit more future- and less
present-oriented (Zimbardo and Boyd, 1999; Web-
ley and Nyhus, 2006; Adams and Nettle, 2009). We
use a measure of conscientiousness from the well-
established “Big-five” or Five Factor Model of per-
sonality (Goldberg, 1990; McCrae and John, 1992).
The other four factors, extraversion (e.g. active, out-
going, talkative), agreeableness (e.g. kind, trusting,
generous), neuroticism (e.g. touchy, anxious, de-
pressive), and openness (e.g. intellectual, artistic,
insightful), have been found to have little connec-
tion with temporal orientation (Zimbardo and Boyd,
1999).

Other studies have established consistent links be-
tween temporal orientation and demographic char-
acteristics. In particular, as one ages they think less
about the immediate present and more about the fu-
ture (Friedman, 2000; Nurmi, 2005; Steinberg et al.,
2009), and females tend to think a bit more about the
future than males (Keough et al., 1999). However,
detailed age trends are not well understood, with
studies mostly focusing on adolescents or college-
aged students.

For many other important outcomes, such as hap-
piness or well-being, past research leaves us un-
clear as to the relationship with temporal orienta-
tion. Some suggest future-oriented individuals are
happier as they engage in more provident behav-
iors such as saving money and establishing health-
ier habit (Desmyter and De Raedt, 2012; Diener et
al., 2013). This is supported by the connection be-
tween future orientation and less depression (Zim-
bardo and Boyd, 1999). However, others argue that
emphasis on the future inhibits ones ability to re-
flect wisely on the past and savor present experi-
ences (Boniwell et al., 2010). Our study explores
this relationship at an unprecedented scale, utilizing
the Satisfaction with Life Scale (Diener et al., 1985)
and the Center for Epidemiologic Studies Depres-
sion Scale, the CES-D (Radloff, 1977). We also look
at previously unexplored variables, IQ and number
of friends, for which links with temporal orientation
seem plausible (e.g. one might suspect it is smart to
think about the future, or wonder if one’s reflection
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on the past is related to their popularity as measure
by number of friends).

Related work. Studying temporal language is by
no means new to the field of computational linguis-
tics (or NLP). Most recently, time annotation has
gained greater interest with a successive sequence
of three SemEval tasks (TempEval-1, -2 and -3).

The SemEval competitions have provided data
sets that facilitate the comparison of different meth-
ods for evaluating time expressions, events, and tem-
poral relations (Verhagen et al., 2007; Verhagen et
al., 2010; UzZaman et al., 2013). Such research
on temporal text analysis generally focuses on de-
termining when events start and end or how they re-
late temporally to each other; specific goals include
information extraction of time-dependent facts from
news media (Ling and Weld, 2010; Talukdar et al.,
2012), or extracting personal histories in social me-
dia (Wen et al., 2013). In contrast, our goal is to find
the temporal orientation of people.

Of the numerous TempEval tasks, we build upon
those which identify time expressions and resolve
their expressed time and date relative to the time
of writing (e.g. the time expression ‘yesterday’ in a
document written on January 15, 2014 is resolved
as January 14, 2014). Many methods have been
used, ranging from hand-crafting rules to machine
learning models. Unlike other areas of natural lan-
guage processing where stochastic techniques dom-
inate, rule-based systems have been quite compet-
itive in time expressions recognition, especially in
less domain dependent settings or for relaxed match-
ing tasks (UzZaman et al., 2013).

A number of useful toolkits have been produced
for temporal text analysis (Verhagen et al., 2005;
Ling and Weld, 2010; Chang and Manning, 2012).
In this work, we use Stanford University’s rule-
based temporal tagger, SUTime, which geve accu-
racy in line with the state-of-the-art systems at iden-
tifying time expressions at TempEval (Chang and
Manning, 2012).2 SUTime, built on top of Stan-
ford’s part-of-speech and named entity taggers, la-

2Our goals differ slightly from the TempEval accuracy cri-
teria. For example, when SUTime fails to distinguish “one and
a half weeks” from “one week”, it does not affect our per-
formance. However, other errors, such as confusing the verb
‘march’ with the month March will harm our accuracy.

bels times, durations, intervals, and relative times
compared to the time at which the document was
written.

Our work fits a growing tradition of computa-
tional work to better understand people based on
their online behavior. Much of this type of work
uses human properties to better perform traditional
computational linguistics tasks, while others focus
particularly on predicting user attributes. User net-
work information has been used for tweet summa-
rization or filtering (Panigrahy et al., 2012; Chang et
al., 2013; Feng and Wang, 2013).

Others utilize psychological knowledge about
people, such as exploiting the human tendency to
report more positive extreme feelings than negative
in order to improve on sentiment analysis (Guerra
et al., 2014). Toward attribute prediction, a large
proportion of works have focused on demograph-
ics (Argamon et al., 2009; Goswami et al., 2009;
Burger et al., 2011; Al Zamal et al., 2012; Bergsma
et al., 2013; Sap et al., 2014). and personality pre-
diction (Mairesse et al., 2007; Iacobelli et al., 2011;
Schwartz et al., 2013; Park et al., 2015).

Human temporal orientation, as we study it here,
differs from previous studies of user attribute pre-
diction in that temporal orientation calls for consid-
eration of additional language features (some more
sophisticated, such as time expressions), and explo-
ration of classification techniques (e.g. that can cap-
ture non-linear relationships or interactions). We
also add multidisciplinary applications, showing not
just how accurately our models predict, but also
studying how temporal orientation relates to other
factors, for example, by weighing in on conflicting
literature as to whether people who are more future-
oriented are more satisfied with their life.

3 Method

We develop a methodology for measuring a given
social media user’s temporal orientation. First, we
build a classifier to label whether a message dis-
cusses the past, present, or future, and then we quan-
tify users’ temporal orientation as the percentage of
their messages in each category.

We train a variety of supervised classifiers and ex-
plore many features in order to label the temporal
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class of a social media message. Because this task
is new, it is not clear what classification technique is
ideal (for example, it is possible that present orienta-
tion is best captured with non-linear relationships),
so we explore four techniques:

logR: (logistic regression). We use regularized lo-
gistic regression (equivalent to maximum entropy)
(Fan et al., 2008; Bishop, 2006). From cross-
validation over the training data, we chose L1 pe-
nalization (α||β||1).

lSVC, rSVC: (support vector classification).
Compared to logR, support vector machines offer
non-linear kernel functions (Cortes and Vapnik,
1995), and large-margin optimization for class split.
We consider both a linear kernel (lSVC) and a radial
basis function kernel (rSVC). From cross-validation
over the training data, we chose L1 penalization for
lSVC and L2 (α||β||2) for rSVC.

ERTs: (forest of extremely randomized trees).
This technique uses an ensemble of decision trees
in which both the feature and cut-point are chosen at
each node from a randomly generated set of possi-
ble options (Geurts et al., 2006). Such an approach
can handle both interactions and non-linear relation-
ships, at the expense of a larger search space. From
cross-validation over our training data, we set the
following algorithm parameters: we build 1,000 de-
cision trees, using the Gini impurity measure when
choosing splits (as opposed to entropy), and se-
lecting each node’s feature threshold from among
square-root of the total features.

All classifications algorithms were implemented
using the scikit-learn toolkit (Pedregosa et al.,
2011). Multi-classication over binary classifiers
(logR, lSVC, rSVC) was achieved using a series of
one-v-rest classifiers.

We explore five language-based features:

ngrams: 1 to 3 token sequences. Messages
are tokenized using the happierfuntokenizing tool3

which captures common social media tokens such
as emoticons, hashtags, and user handles. Features

3available here:
wwbp.org/public data/happierfuntokenizing.zip

are encoded simply as binary indicators for whether
the ngram appears in the message.

time exs: The mean difference between the re-
solved date-time of all time expressions and the
date-time in which the message was posted. Time
expressions are labeled via Stanford’s SUTime an-
notator (Chang and Manning, 2012), discussed pre-
viously. Specific features recorded include the tem-
poral difference itself (e.g. -2.5 for “two and half
days ago”), its base 2 log (log(1 + value)), its ab-
solute value, total number of time expressions, and
binary variables indicating if any past, present, or fu-
ture expressions appear in the text. We also include
binary features for each of the named-entity time
tags for the time expression provided by SUTime
(e.g. “future ref”, “present ref”, “next immediate”).

POS tags: The relative frequency of each part-of-
speech tag. Tagging is done via Stanford’s part-of-
speech tagger (Toutanova et al., 2003). Stanford’s
tagger does not have explicit social media tags, but
we are most interested in capturing tense which it
does well.4 Also, it is already being used as part
of SUTime. Each part-of-speech tag is encoded
as the frequency of tag usage (freq(tag,msg)) di-
vided by the total number of tokens in the message
(tokensmsg):

p(tag|msg) =
freq(tag,msg)
|tokensmsg|

lexica: The relative frequency of categories, based on
the Linguistic Inquiry and Word Count (LIWC) dictionary
(Pennebaker et al., 2007). We use the 2007 version of
LIWC which includes 64 categories of psychologically-
relevant language, including past, present, and future
verb categories. The features are encoded as the fre-
quency with which a word from a category (cat) appeared
in the message (msg) divided by the total tokens in the
message (tokensmsg):

p(cat|msg) =

∑
token∈cat

freq(token,msg)

|tokensmsg|

4The Stanford Tagger has well documented errors on mi-
croblog text (Derczynski et al., 2013). However, we manually
evaluated 49 verbs across 20 randomly selected statuses, and
all verb tenses were correctly tagged while 4 non-verbs were
incorrectly tagged as base-form verbs.
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Status R1 R2 R3 Maj
:) today was actually pretty good pa pa pa pa
is listening to The Sad Cafe by The Eagles! pr pr pr pr
considering checking out base jumping and parkour some time in the future XP fu fu fu fu
I just watched Oprah and am posting what it was about. pa pr pa pa
really wanted a snow day, but probably not going to get one tomorrow. now homework. pr fu fu fu
Another day of great restraint. pa pa pr pa

Table 1: Examples of statuses annotated for temporal classes: past (pa), present/none (pr), and future (fu). R1, R2, R3:
judgements from each rater; Maj: choice from majority voting. The bottom three examples illustrate difficult cases.

lengths: mean size of 1grams and number of tokens in
the post.

We found it useful to use a modest variety of feature
types and to build on existing work that labels time ex-
pressions. While one might expect time expression fea-
tures to be extremely valuable for this task, we found only
15% of Facebook messages contain them, even though
many more communicate a focus on the past or future
through other means (e.g. tense or semantic information).
All features were limited to those mentioned in at least
0.05% of messages.

At the user-level, we produce three categories
of temporal orientation, defined simply as the pro-
portion of a user’s total messages (msgs(user)all)
classified in the given temporal category (tc ∈
{past, present, future}):

orientationtc(user) =
|msgstc(user)|
|msgsall(user)|

We generate three separate variables (summing to one),
rather than a single variable temporal index, in order to
capture non-linear relationships (i.e., the potential for the
present to correlate in the opposite direction of both the
past and future). All of our user analyses are based on
100 randomly selected messages from each user.

4 Data collection and labeling
We use three social media datasets: the training set, test
set, and user set. The training set consists of 4,302 Twit-
ter and Facebook annotated messages. The test set is a
random subset of 500 annotated Facebook messages, rep-
resentative of messages we will apply our model. Finally,
the user set contains 531,893 messages from Facebook
users with known age, gender, personality, satisfaction
with life, depression, IQ and number of Facebook friends.
We derived the test set from the user set in order to estab-
lish accuracies of our model over the application domain.

Training set. Our training data consists of both Face-
book and Twitter messages. For Facebook, 3,000 status

updates, sent between March 2009 and October 2011,
were randomly sampled from users of the MyPersonal-
ity application (Kosinski and Stillwell, 2012; Quercia et
al., 2012), who also provided their age and gender. For
Twitter, 3,000 messages were sampled from the 1% ran-
dom stream provided by Twitter during September 2012.

Three annotators, undergraduate students at the Uni-
versity of Pennsylvania, independently labeled the tem-
poral orientation of each message. Messages were la-
beled in units of days past or future (adapted from Liber-
man et al. (2007)). For example, -7 would be a week ago,
−1/24 would be an hour ago, 0 would be now (present),
and 365 would be a year from now. Inter-annotator agree-
ment, as the intraclass correlation coefficient (Shrout and
Fleiss, 1979), was 0.85. Ratings were averaged into a
single “time from now” index. For the purposes of this
study we then discretized the data into past (mean rating
< 0), present (mean rating = 0), or future (mean rating
> 0). Annotation of the 6,000 messages took approxi-
mately 150 human hours.

When rating, messages were marked ‘NA’ when they
appeared to come from a bot or were composed of song
lyrics or quotations. (Removing unoriginal content was
desired for the consumer behavior research for which the
messages were first labeled.) For our purposes, in order
to maximize the training set size, we only removed mes-
sages when all three raters chose ‘NA’, such that there
was no average rating available for the message. The re-
sulting final training set consisted of 4,302 total messages
(2,009 tweets; 2,293 Facebook status updates). Since our
application of the data does not include a manual filtering
of messages, we created a separate message test set with
no filtering in order to accurately evaluate our classifier
in the application’s setting (below).

Test set. Evaluating our classifiers over our annotated
training set would not yield an accurate assessment of
the performance when applied to the user set (described
next). Therefore, we randomly selected 500 statuses from
the user set as our message test set.5 Statuses exclude

5While we desired a large training set, the test set only
needed to be large enough to evaluate differences in accuracy.
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mfc logR lSVC rSVC ERTs msgs
Accuracy .528 .686 .708 .684 .718 500
past (p, r, f1) (.00, .00, .00) (.56, .68, .62) (.63, .67, .65) (.63, .56, .59) (.73, .67, .71) 131
present (p, r, f1) (.53, 1.0, .69) (.80, .74, .77) (.78, .78, .78) (.70, .85, .77) (.74, .84, .79) 264
future (p, r, f1) (.00, .00, .00) (.60, .56, .58) (.61, .56, .58) (.69, .43, .53) (.60, .47, .53) 105

Table 2: Accuracy (percentage classified correct) message classifiers based on different learning algorithms (identified
in section 3). Temporal class results are broken down by precision (p), recall (r), and f1 score for each of past (pa),
present (pr), and future (fu). Number of messages (msgs) are listed on the far right. The most frequent class baseline
(mfc) indicates accuracy if only predicting the present class.

reposts of others’ statuses and comments on other peo-
ple’s posts, and we found only 2 of the 500 random mes-
sages were made by apps (users still choose whether or
not to post these to their walls). Three annotators in-
dependently classified each status message as predom-
inantly talking about the past, present, or future. The
overall rating for each message was determined by a ma-
jority vote (when there was a tie: i.e., one of each class,
present was used). Agreement among these raters, cal-
culated as the intraclass correlation coefficient, was 0.83.
One might suggest some messages do not have a tempo-
ral class (e.g. does “I like Selena Gomez” have a predom-
inant temporal class?).6 Such messages would be marked
as ‘present’ in our annotation scheme. Thus, one might
consider our present class to encompass both a present
and “non-temporal” class.

User set. Human-level data is used to evaluate our
model toward understanding the relationship between hu-
man temporal orientation and individual characteristics
(e.g. demographics, personality). Thus, this data spans
both message and user levels, from consenting partic-
ipants, in the MyPersonality Facebook study (Kosinski
and Stillwell, 2012).

We used five subsets of the MyPersonality data in or-
der to capture various psychological and behavioral vari-
ables: user subset 1: gender, age, and personality; user
subset 2: satisfaction with life, user subset 3: depression,
user subset 4: IQ, and user subset 5: number of friends.
For our first subset, gender, age, and personality variables
are well represented in the dataset, so we created a strat-
ified sample over 1,520 users. We sampled equal propor-
tions of males and females across 4-year age bins from
13 to 60 (i.e., ages [13,16], [17,20], . . . ,[57, 60]), which
provides gender- and age-controlled correlations for each
personality factor (openness, conscientiousness, extraver-
sion, agreeableness, and neuroticism).

Other variables are more limited. Thus, instead of cre-

6We attempted to include a non-temporal class and found
disagreement. Some argue that every message has a temporal
class (e.g. “I like Selena Gomez” is truly signalling present).

ating stratified samples, these three subsets include users
for whom gender and age information is also available:
1,565 in the case of satisfaction with life, 268 for the
CES-D depression scale, 898 for IQ and, 1,000 in the
case of number of friends. The gender and age data is
then included as covariates in regression analyses to find
the relationship between these variables and temporal ori-
entation, controlled for demographics. In all five subsets
of the user set, we randomly sample 100 messages from
each user in order to determine their temporal orientation.

Table 1 shows example status updates along with rat-
ings. As evidenced from the rater agreement, most status
updates were fairly easy to determine. Some messages
have explicit temporal phrases (e.g. “in the future”) while
others are more subtle (e.g. relying on verb tense: “is lis-
tening ...”). Others, such as the bottom three examples,
might reference multiple temporal classes or not include
clear verb tense and thus rely on the raters’ judgements
for what is most dominant.

5 Evaluation
We evaluate our past, present, and future message classi-
fier as well as its features. All models were trained over
our training set and evaluated over the test set.

Table 2 compares accuracy of various types of clas-
sifiers: logistic regression (logR), linear support vector
classifier (lSVC), support vector classifier with rbf ker-
nel (rSVC), and a forest of extremely randomized trees
(ERTs). We saw best results from the ERTs classifier,
suggesting some of its benefits (capturing non-linear re-
lationships or interactions among features) may help this
problem. We also see, from the F1 scores, that all classi-
fiers found the future class most difficult to predict; this
was the smallest class and likely subject to the most bias
against. All classifiers performed significantly better than
the most frequent class baseline with an error reduction of
41% in the case of ERTs (p < 0.001 from paired t-test on
absolute errors). We selected the ERTs classifier for the
remaining experiments.7

7This trained classifier is available at: wwbp.org/data.html.
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type feature type feature type feature

POS verb, past tense relativity

was POS verb, past tense

common present verbs relativity (in, on, at, …) POS verb, base form

lengths common present verbs tomorrow

had POS POS to

time exs numof timexs lexica

ngrams time exs numof timexs

lexica lexica

numof tokens lexica ngrams

ngrams verbs, 3rd pers singular

-

Past FuturePresent

Table 4: Top five most correlated features for each of the temporal classes. ‘-’ indicates negative correlations; positive
otherwise. Correlation absolute strengths ranged from Pearson r = 0.08 to 0.40.

Features Accuracy Features Accuracy
mfc baseline .528 all features .718
ngrams alone .688 w/o ngrams .672
time exs alone .586 w/o time exs .708
POS tags alone .614 w/o POS tags .712
lexica alone .684 w/o lexica .702
lengths alone .544 w/o lengths .718

Table 3: Accuracy of our full past, present, future mes-
sage classifier (top) and an ablation analysis of accuracies
when removing each feature type (bottom). The most fre-
quent class baseline (mfc) indicates accuracy if only pre-
dicting the present class. The full classifier significantly
out-performed using time expressions alone (p < 0.05;
bolded accuracy).

We did feature ablation analyses as shown in Table
3. Every feature type produced improvement over the
baseline and, with the exception of lengths, removing
any feature resulted in reduced performance (though none
strong enough to meet significance at p < 0.05). The lim-
ited reduction implies that while each feature type may
contain temporal information, there is also substantial re-
dundancy across the feature types.

Results when using time-expression alone can be con-
sidered another baseline, representing a model based en-
tirely on previous time expression work. A reason for the
large advantage of using additional features is that many
temporally indicative messages did not contain any time
expressions (instead expressing orientation through verb
tense or semantics). Indeed, we see from Table 4, which
lists the top features for each class, that time expression
features were very useful when then occurred. All feature
types made it into these top ten lists.

User-level temporal orientation is trivially defined:
percentage of a given user’s messages that are classi-
fied as past, present, or future oriented. Thus, accuracy
for each proportion is directly tied to message accuracy.
Still, we validate that our approach is in line with psy-
chological theory (discussed in Section 2) by correlat-
ing user-level temporal orientations with outcomes whose

associations have been previously established: conscien-
tiousness, age, and gender number of users; results con-
trolled for age and gender. In particular, future orienta-
tion should be positively correlated with conscientious-
ness, age, and being female, while present orientation
should be negatively correlated. Our results which which
are consistent with the literature, can be seen in the top
half of Table 5. Among users with personality scores,
we found positive correlations between future orienta-
tion and seemingly future-oriented questionnaire items:
“I make plans and stick to them” (r = .16) and “I fin-
ish what I start” (r = .12). To the best of our knowl-
edge, psychology literature has not established standard
correlates of past orientation, so the correlation with age
and past orientation, though not surprising, is somewhat
novel.

Correlations with questionnaire measures help to es-
tablish convergent validity — i.e. our measure is empiri-
cally related to other measures in a way that is consistent
with theory about the underlying constructs. However,
self report questionnaires are often used for convenience,
not necessarily because they are most valid (Paulhus and
Vazire, 2007). In fact, more objective or behavior-based
measures in social science have been called for (Baumeis-
ter et al., 2007).

6 Exploration
Here we use our language-based user measure to explore
behavioral and psychological correlates of temporal ori-
entation. Figure 1 illustrates the user-level distributions
of the message classes, broken down by gender, within
the stratified sample. All experiments in this section ap-
plied our measure over the user set. Within users, the
mean proportions of past, present, and future messages
were 0.24, 0.61, and 0.15 respectively. Among most
users, the majority of messages were classified as present,
while future-oriented messages were least frequent.

We compare these temporal orientations to user per-
sonality, satisfaction with life, IQ, and their number of
Facebook friends. We use both Pearson correlation and
linear regression (OLS) to estimate relationships between
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Attribute N Past Present Future
validation

conscientiousness 1520 .02 -.08 .12
age 1520 .30 -.30 .15
gender 1520 .10 -.15 .14

exploration
openness 1520 .05 .04 -.12
extraversion 1520 -.04 .03 .00
agreeableness 1520 .00 -.02 .04
neuroticism 1520 -.01 -.01 .04
satisfaction w/ life 1565 .00 -.05 .08
depression 268 -.14 .21 -.17
IQ 898 .14 -.14 .05
# of friends 1000 -.15 .13 -.05

Table 5: Correlations between user temporal orientation
and human attributes. The attributes conscientiousness,
age, and gender are well-established in previous litera-
ture to be associated with temporal orientation. Gender
is coded as 0 = male, 1 = female. bold: p < .01 after
Benjamini-Hochberg multiple comparison correction; N:
number of users; results controlled for age and gender.

temporal orientation and other variables. In our age and
gender stratified sample (1520 users), we calculate Pear-
son correlations between temporal orientation and age,
gender, and measures of openness, conscientiousness,
extraversion, agreeableness, and neuroticism. Because
fewer users completed measures of satisfaction with life,
IQ, and number of friends, we were not able to produce
sufficient stratified samples, so we used ordinary least
squares linear regression to fit the standardized outcome
of interest to standardized temporal orientation also in-
cluding standardized age and gender as covariates to ad-
just for their effects. The coefficient, often denoted β, for
temporal orientation then represents the strength of the
relationship, controlled for age and gender.

Table 5 lists the correlation coefficients between tem-
poral orientation and user attributes. We found the
strongest effects for age, with patterns that are consistent
with the psychological literature (Steinberg et al., 2009).
Figure 2 illustrates trends from age 13 to 60. Most no-
tably, present orientation decreases steadily across age;
past orientation steadily increases, and future orienta-
tion increases quickly throughout adolescence, slows
in early adulthood, and finally levels off in late adult-
hood. Female users were significantly more future-
oriented, slightly more past-oriented, and significantly
less present-oriented than males.

For personality, we found the expected patterns of cor-
relations with conscientiousness, but more interestingly,

past

present

future

women

men

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0 .25 .50 .75 1
Proportions of users' messages

D
en

si
ty

Figure 1: Kernel density estimates of user-level propor-
tions of past, present, and future classified messages, bro-
ken down by gender. Vertical bars represent means.

openness to experience was correlated with lower future
orientation (beyond conscientiousness, there was no sup-
port in the literature for any of the five personality factors
to correlate with temporal orientation). This is surprising
when considering openness to experience is characterized
by creativity and intellect (McCrae and John, 1992), yet
IQ instead correlates with less present and more past ori-
entation, suggesting future orientation characterizes a dif-
ference between the two.8

We found a modest yet significant positive correlation
between future orientation and satisfaction with life, with
future orientation associated with higher life satisfaction.
On the other hand, we found a stronger negative corre-
lation between future orientation and depression as well
as a positive correlation between present orientation and
depression. As previously noted, past literature was con-
flicting on the relationship between these factors, so our
study weighs in with a behavior-based assessment in sup-
port of a future-oriented people being more satisfied in
life and less depressed.

Lastly, we consider whether the use of our language-
based measure of temporal orientation can track changes
over time. As a proof-of-concept, we focus on pat-
terns around birthdays; excluding messages containing
birthday terms and users turning 21, we calculated the
standardized proportion of messages which were future-

8One interpretation is that our classifier may be more ac-
curate on messages authored by those with higher IQ (i.e. more
grammatical sentences); however no significant difference in er-
ror was found when spitting messages by the authors’ IQ, age,
or gender.
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Figure 2: Standardized temporal orientation of users over
their age. Shaded area indicates±1 standard error around
loess smoothed estimates.

oriented over two weeks before and after one’s birthday.
We controlled for individual differences and date effects
(e.g. if more people happen to be born near a holiday) by
standardizing users’ future orientation over all their mes-
sages and standardizing daily future orientation scores
over all messages from each day. Figure 3 shows the pat-
terns for men < 23 and ≥ 23, suggesting that younger
men look forward to their birthdays while older men do
not (patterns were less pronounced for women).

7 Conclusions

This is, to our knowledge, the first study to automati-
cally assess individual temporal orientation through lan-
guage, and it constitutes one of the largest (perhaps the
largest) studies of temporal orientation. Our message-
level past, present, and future classifier achieved an ac-
curacy of 71.8%, well-above most frequent sense, pasts-
of-speech only, and time expression only baselines. The
associations we found between user-level temporal ori-
entation and conscientiousness, gender, and age vali-
dated our novel method against well-established corre-
lates. We then explored novel links with other personality
factors, satisfaction with life, depression, IQ, and number
of friends.

Our automatic labeling of temporal orientation yielded
strong accuracy. There are, however, several ways in
which our analysis might be improved or extended. We
used a coding scheme that did not allow a “no temporal
orientation” class. Separate handling of “non-temporal”
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Figure 3: Daily proportion of future-oriented messages
leading up to and following birthdays. Younger men: <
23, N = 423; Older men: ≥ 23, N = 402.

messages might provide more nuanced profiles of user
orientation. Another simplification was our binning of
temporal relations into past, present, and future. One
might want to instead use a continuous measure of tem-
poral distance, indicating how far into the past or future
a message is oriented, providing a more detailed profile
of individual orientations. Among the future-oriented,
for example, there may be important differences between
those who plan for tomorrow versus those who plan years
in advance. Assessing additional characteristics of mes-
sages, such as sentiment, may also allow further insight
and more nuanced characterizations (e.g. “I will be fine”
vs. “I will never be ok”).

Whereas prior computational linguistics work with
temporal relations has focused on classifying events, we
focus on people and open many avenues for social scien-
tific investigations that were previously not very feasible.
For instance, temporal orientation was generally treated
as a stable trait (with little change through the lifetime);
For men, we found age differences in temporal orienta-
tion leading up to one’s birthday. Learning how, why, and
when people become more future-oriented may inform
planning and risk assessment interventions, and lead to
better understanding of health and economic prosperity.
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Abstract

Recent years have seen increased interest in
text normalization in social media, as the in-
formal writing styles found in Twitter and
other social media data often cause problems
for NLP applications. Unfortunately, most
current approaches narrowly regard the nor-
malization task as a “one size fits all” task of
replacing non-standard words with their stan-
dard counterparts. In this work we build a
taxonomy of normalization edits and present a
study of normalization to examine its effect on
three different downstream applications (de-
pendency parsing, named entity recognition,
and text-to-speech synthesis). The results sug-
gest that how the normalization task should be
viewed is highly dependent on the targeted ap-
plication. The results also show that normal-
ization must be thought of as more than word
replacement in order to produce results com-
parable to those seen on clean text.

1 Introduction

The informal writing style employed by authors of
social media data is problematic for many natural
language processing (NLP) tools, which are gener-
ally trained on clean, formal text such as newswire
data. One possible solution to this problem is nor-
malization, in which the informal text is converted
into a more standard formal form. Because of this,
the rise of social media data has coincided with a
rise in interest in the normalization problem.

Unfortunately, while many approaches to the
problem exist, there are notable limitations to the

∗ Work was done while at IBM Research - Almaden.

way in which normalization is examined. First,
although social media normalization is universally
motivated by pointing to its role in helping down-
stream applications, most normalization work gives
little to no insight into the effect of the normalization
process on the downstream application of interest.
Further, the normalization process is generally seen
to be agnostic of the downstream application, adopt-
ing a “one size fits all” view of how normalization
should be performed. This view seems intuitively
problematic, as different information is likely to be
of importance for different tasks. For instance, while
capitalization is important for resolving named enti-
ties, it is less important for other tasks, such as de-
pendency parsing.

Some recent work has given credence to the idea
that application-targeted normalization is appropri-
ate (Wang and Ng, 2013; Zhang et al., 2013). How-
ever, how certain normalization actions influence the
overall performance of these applications is not well
understood. To address this, we design a taxonomy
of possible normalization edits based on inspiration
from previous work and an examination of anno-
tated data. We then use this taxonomy to examine
the importance of individual normalization actions
on three different downstream applications: depen-
dency parsing, named entity recognition, and text-
to-speech synthesis. The results suggest that the im-
portance of a given normalization edit is highly de-
pendent on the task, making the “one size fits all”
approach inappropriate. The results also show that a
narrow view of normalization as word replacement
is insufficient, as many often-ignored normalization
actions prove to be important for certain tasks.
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In the next section, we give an overview of previ-
ous work on the normalization problem. We then
introduce our taxonomy of normalization edits in
Section 3. In Section 4, we present our evaluation
methodology and present results over the three ap-
plications, using Twitter data as a representative do-
main. Finally, we discuss our results in Section 5
and conclude in Section 6.

2 Related Work

Twitter and other social media data is littered with
non-standard word forms and other informal usage
patterns, making it difficult for many NLP tools to
produce results comparable to what is seen on for-
mal datasets. There are two approaches proposed
in the literature to handle this problem (Eisenstein,
2013). One approach is to tailor a specific NLP tool
towards the data, by using training data from the do-
main to help the tool learn its specific idiosyncrasies.
This approach has been applied with reasonable suc-
cess on named entity recognition (Liu et al., 2011b;
Ritter et al., 2011) as well as on parsing and part-of-
speech tagging (Foster et al., 2011).

The other approach is normalization. Rather than
tailoring a NLP tool towards the data, normalization
seeks to tailor the data towards the tool. This is
accomplished by transforming the data into a form
more akin to the formal text that NLP tools are gen-
erally trained on. While normalization is often more
straightforward and more easily applied in instances
in which retraining is difficult or impractical, it has
potential disadvantages as well, such as the potential
loss of pragmatic nuance (Baldwin and Chai, 2011).

Prior to the rise of social media, the normalization
process was primarily seen as one of standardizing
non-standard tokens found in otherwise clean text,
such as numbers, dates, and acronyms (Sproat et al.,
2001). However, the current popularity of Twitter
and other informal texts has caused the normaliza-
tion task to take on a broader meaning in these con-
texts, where the goal is to convert informal text into
formal text that downstream applications expect.

Many different approaches to social media nor-
malization have been undertaken. These approaches
often draw inspiration from other tasks such as ma-
chine translation (Pennell and Liu, 2011; Aw et al.,
2006), spell checking (Choudhury et al., 2007) or

speech recognition (Kobus et al., 2008). Other ap-
proaches include creating automatic abbreviations
via a maximum entropy classifier (Pennell and Liu,
2010), creating word association graphs (Sonmez
and Ozgur, 2014), and incorporating both rules and
statistical models (Beaufort et al., 2010). While
most initial approaches used supervised methods,
unsupervised methods have recently become popu-
lar (Cook and Stevenson, 2009; Liu et al., 2011a;
Yang and Eisenstein, 2013; Li and Liu, 2014). Some
work has chosen to focus on specific aspects of the
normalization process, such as providing good cov-
erage (Liu et al., 2012) or building normalization
dictionaries (Han et al., 2012).

In all of the work mentioned above, the normal-
ization task was seen primarily as one of convert-
ing non-standard tokens into an equivalent standard
form. Similarly, many of these works defined the
problem even more narrowly such that punctuation,
capitalization, and multi-word replacements were
ignored. However, two pieces of recent work have
suggested that this understanding of the normaliza-
tion task is too narrow, as it ignores many other
hallmarks of informal writing that are prevalent in
social media data. Wang and Ng (2013) present a
beam search based approach designed to handle ma-
chine translation which incorporates attempts to cor-
rect mistaken punctuation and add missing words,
such as forms of the verb to be. Similarly, Zhang et
al. (2013) attempt to perform all actions necessary
to create a formal text. In both instances the work
was motivated by, and evaluated with respect to, a
specific downstream application (machine transla-
tion and dependency parsing, respectively). How-
ever, not every study that tied the output to an ap-
plication chose a broad interpretation of the normal-
ization problem (Beaufort et al., 2010; Kaji and Kit-
suregawa, 2014).

3 Taxonomy of Normalization Edits

In order to understand the impact of individual nor-
malization edits on downstream applications, we
first need to define the space of possible normaliza-
tion edits. While it is not uncommon for normaliza-
tion work to present some analysis of the data, these
analyses are often quite specific to the domain and
datasets of interest. Because there is no agreed upon
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Figure 1: Taxonomy of normalization edits

taxonomy of normalization token or edit types, dif-
ferent analyses often look at different edit types and
at different levels of granularity. In an attempt to
help future work converge on a common understand-
ing of normalization edits, in this section we present
our taxonomy of normalization edits at several dif-
ferent levels of granularity. While it would be diffi-
cult for a taxonomy of normalization edits to be uni-
versal enough to be appropriate over all datasets and
domains, we attempt to provide a taxonomy general
enough to give future work a meaningful initial point
of reference.

3.1 Methodology

Our taxonomy draws inspiration from both previous
work and an examination of our own dataset (Sec-
tion 3.3). In doing so, it attempts to cover normal-
ization edits broadly, including cases that are uni-
versally understood to be important, such as slang
replacement, as well as cases that are frequently ig-
nored, such as capitalization correction.

One of the guiding principles in the design of our
taxonomy was that categories should not be divided
so narrowly such that the phenomenon they capture
appeared very infrequently in the data. One exam-
ple of this is our decision not to divide punctuation
edits at the lowest level of granularity. While certain
clear categories exist (e.g., emoticons), these cases
appeared in a small enough percentage of tokens that
they would be difficult to examine and likely have a
negligible effect on overall performance.

3.2 Taxonomy

Our taxonomy of normalization edits is shown in
Figure 1. As can be seen, we categorize edits at three
levels of granularity.
Level One. The primary goal of the level one seg-
mentation is to separate token replacements which

are most centrally thought of as part of the normal-
ization task from other instances that may require
additional pragmatic inference. Specifically, we sep-
arate edits coarsely into three categories:

• Token Replacements. Replacing one or more
existing tokens with one or more new tokens
(e.g., replacing wanna with want to).

• Token Additions. Adding a token that does
not replace an existing token (e.g., adding in
missing subjects).

• Token Removals. Removing a token without
replacing it with an equivalent (e.g., removing
laughter words such as lol and hahaha).

Level Two. The next level of granularity separates
normalization edits over word tokens from those
over punctuation:

• Word. Replacing, adding, or removing word
tokens (depending on parent).

• Punctuation. Replacing, adding, or removing
punctuation tokens (depending on parent).

Level Three. At the final level, we subdivide word
edits into groups as appropriate for the edit type.
Rather than attempting to keep consistent groups
across all leaf nodes, we selected the grouping based
on the data distribution. For instance, Twitter-
specific tokens (e.g., retweets) are often removed
during normalization, so examining the removal of
these words as a group is warranted. In contrast,
these tokens are never added, so different segmenta-
tion is appropriate when examining word addition.

At the lowest level of the taxonomy, word replace-
ments were subdivided as follows:
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• Contraction Replacements. Unrolling stan-
dard contractions (don’t), common informal
cases (wanna), and non-standard variations
produced via apostrophe omission (dont).

• Slang Replacements. Replacing slang terms,
such as slang shortenings and word elongation.

• Capitalization Replacements. Correcting the
capitalization of words. The replaced word dif-
fers from its replacement by only capitalization.

• Other Replacements. Correcting uninten-
tional typographic mistakes, such as mis-
spelling and word concatenation.

When segmenting word additions, we note that
words that need to be added in a normalization edit
were often consciously dropped by the user in the
original text. Our categorization reflects this by ex-
amining syntactic categories that are often dropped
in informal writing:

• Subject Addition. Adding in omitted subjects.

• Determiner Addition. Adding in omitted de-
terminers (e.g., “[The] front row is so close”).

• Be-verb Addition. Adding in omitted forms of
the verb to be.

• Other Addition. All word additions not cov-
ered by the other categories.

Finally, word removals are subdivided into just
two categories:

• Dataset-specific Removals. Removing tokens
that do not appear outside of the dataset in
question (e.g., for Twitter: hashtags, @replies,
and retweets).

• Other Removals. Removing interjections,
laughter words, and other expression of emo-
tion (e.g., ugh).

Note that we are not suggesting here that dataset-
specific words should be removed in all cases. While
in many cases they may be removed if they do not
have a formal equivalent, they may also be replaced
or retained as is, depending on the context.

3.3 Dataset

To facilitate our experiments, we collected and an-
notated a dataset of Twitter posts (tweets) from the
TREC Twitter Corpus1. The TREC Twitter corpus
is a collection of 16 million tweets posted in Jan-
uary and February of 2011. The corpus is designed
to be a representative sample of Twitter usage, and
as such includes both regular and spam tweets. To
build our dataset, we sampled 600 posts at random
from the corpus. The tweets were then manually fil-
tered such that tweets that were not in English were
replaced with those in English.

To produce our gold standard, two oDesk2 con-
tractors were asked to manually normalize each
tweet in the dataset to its fully grammatical form, as
would be found in formal text. Annotation guide-
lines stipulated that twitter-specific tokens should
be retained if important to understanding the sen-
tence, but modified or removed otherwise. As
noted, most previous work often stopped short of
requiring full grammaticality. However, Zhang et
al. (2013) argued that grammaticality should be
the ideal end goal of normalization since the mod-
els used in downstream applications are typically
trained on well-formed sentences. We adopt this
methodology here both because we agree with this
assertion and because a fully grammatical form is
appropriate for all of the downstream applications of
interest, allowing for a single unified gold standard
that can aid comparison across applications.

During gold standard creation, each normaliza-
tion edit was labeled with its type, according to the
above taxonomy. The distribution of normalization
edits in the dataset is given in Table 1. As shown,
normalization edits accounted for about 29% of all
tokens. Token replacements accounted for just over
half of all edits (53%), while token addition (29%)
was more common than token removal (18%). One
interesting observation is non-capitalization word
replacement accounted for only 25% of all normal-
ization edits, intuitively indicating potential draw-
backs for the common definition of normalization as
one of simple word replacement which ignores cap-
italization and punctuation.

1http://trec.nist.gov/data/tweets/
2https://www.odesk.com/
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Configuration Count

No edit 8479
All edits 3411

ADDITION 993
PUNCT 437
WORD 556

BEVERB 137
DETERMINER 103
OTHER 141
SUBJECT 175

REPLACEMENT 1797
PUNCT 312
WORD 1485

CAPITALIZATION 634
CONTRACTION 246
OTHER 176
SLANG 429

REMOVAL 621
PUNCT 120
WORD 501

OTHER 172
TWITTER 329

Table 1: Token counts for each type of normalization edit.

4 Evaluation

In this section, we present our examination of the ef-
fect of normalization edits on downstream NLP ap-
plications. To get a broad understanding of these
effects, we examine three very different cases: de-
pendency parsing, named entity recognition (NER),
and text-to-speech (TTS) synthesis. We chose these
tasks because they each require the extraction of
different information from the text. For instance,
named entity recognition requires only a shallow
syntactic analysis, in contrast to the deeper under-
standing required for dependency parsing. Simi-
larly, only speech synthesis requires phoneme pro-
duction, while the other tasks do not. Despite their
differences, each of these tasks is relevant to larger
applications that would benefit from improved per-
formance on Twitter data, and each has garnered at-
tention in the normalization and Twitter-adaptation
literature (Beaufort et al., 2010; Liu et al., 2011b;
Zhang et al., 2013).

Although the differences in these tasks also dic-
tates that they be evaluated somewhat differently, we
examine them within a common evaluation struc-
ture. In all cases, to examine the effects of each nor-

malization edit we model our analyses as ablation
studies. That is, for every category in the taxonomy,
we examine the effect of performing all normaliza-
tion edits except the relevant case. This allows us to
measure the drop in performance solely attributable
to each category; the greater the performance drop
observed when a given normalization edit is not per-
formed, the greater the importance of performing
that edit.

To aid analysis, results are presented in two ways:
1) as raw performance numbers, and 2) as an er-
ror rate per-token. These metrics give two different
views of the relevance of each edit type. The raw
numbers give a sense of the overall impact of a given
category, and as such may be impacted by the size of
the category, with common edits becoming more im-
portant simply by virtue of their frequency. In con-
trast, the per-token error rate highlights the cost of
failing to perform a single instance of a given nor-
malization edit, independent of the frequency of the
edit. Both of these measures are likely to be relevant
when attempting to improve the performance of a
normalization system. Note that since the first mea-
sure is one of overall performance, smaller numbers
reflect larger performance drops when removing a
given type of edit, so that the smaller the number
the more critical the need to perform the given type
of normalization. In contrast, the latter judgment is
one of error rate, and thus interpretation is reversed;
the larger the error rate when it is removed, the more
critical the normalization edit.

Another commonality among the analyses is that
performance is measured relative to the top perfor-
mance of the tool, not the task. That is, following
Zhang et al. (2013), we consider the output pro-
duced by the tool (e.g., the dependency parser) on
the grammatically correct data to be gold standard
performance. This means that some output based
on our gold standard may in fact be incorrect rel-
ative to human judgment, simply because the tool
used does not have perfect performance even if the
text if fully grammatical. Since the goal is to un-
derstand how normalization edits impact the perfor-
mance, this style of evaluation is appropriate; it con-
siders mistakes attributable to normalization edits as
erroneous, but ignores those mistakes attributable to
the limitations of the tool.

Finally, to maximize the relevance of the analyses
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given here, in each case we employ publicly avail-
able and widely used tools.

4.1 Parser Evaluation

To examine the effect of normalization on depen-
dency parsing, we employ the Stanford dependency
parser3 (Marneffe et al., 2006). To produce the gold
standard dependencies for comparison, the manu-
ally grammaticalized tweets (Section 3.3) were run
through the parser. To compare the ablation results
to the gold standard parses, we adopt a variation of
the evaluation method used by Zhang et al. (2013).
Given dependency parses from the gold standard and
a candidate normalization, we define precision and
recall as follows:

precisionsov =
|SOV ∩ SOVgold|

|SOV | (1)

recallsov =
|SOV ∩ SOVgold|
|SOVgold| (2)

Where SOV and SOVgold are the sets of subject,
object, and verb dependencies in the candidate nor-
malization and gold standard, respectively. While
Zhang et al. chose to examine subjects and objects
separately from verbs, we employ a unified metric
to simplify interpretation.

4.1.1 Results
Results of the ablation study are summarized in

Table 2. As shown, the performance of a com-
plex task such as dependency parsing is broadly im-
pacted by a variety of normalization edits. Based
on the raw F-measure, the more common word re-
placements proved to be the most critical, although
failing to handle token addition and removal edits
also resulted in substantial drops in performance. At
the lowest level in the taxonomy, slang replacements
and subject addition were the most critical edits.

Although many replacement tasks were important
in aggregate, on a per-token basis the most important
edits were those that required token removal and ad-
dition. Perhaps unsurprisingly, failing to add sub-
jects and verbs resulted in the largest issues, as the
parser has little chance of identifying these depen-
dencies if the terms simply do not appear in the sen-
tence. However, not all word additions proved crit-

3Version 2.0.5

Per-token
Configuration F-measure Error Rate

-ADDITION 0.790 0.00021
-PUNCT 0.919 0.00019
-WORD 0.842 0.00028

-BEVERB 0.948 0.00038
-DETERMINER 0.980 0.00019
-OTHER 0.959 0.00029
-SUBJECT 0.903 0.00055

-REPLACEMENT 0.710 0.00016
-PUNCT 0.907 0.00030
-WORD 0.754 0.00017

-CAPITALIZATION 0.950 0.00008
-CONTRACTION 0.945 0.00023
-OTHER 0.947 0.00030
-SLANG 0.872 0.00030

-REMOVAL 0.866 0.00022
-PUNCT 0.959 0.00034
-WORD 0.887 0.00023

-OTHER 0.952 0.00028
-TWITTER 0.925 0.00023

Table 2: Dependency Parser Results.

ical, as failing to add in a missing determiner gen-
erally had little impact on the overall performance.
Similarly, failing to correct capitalization did not
cause substantial problems for the parser. Some
word replacements did prove to be important, with
slang and other word replacements showing some of
the largest per-token error rates. Removing mislead-
ing punctuation or changing non-standard punctua-
tion both proved important, but the per-token effect
of punctuation addition was modest.

In general, the results suggest that a complex
task such as dependency parsing suffers substan-
tially when the input data differs from formal text
in any number of ways. With the exception of cap-
italization correction, performing almost every nor-
malization edit is necessary to achieve results com-
mensurate with those seen on formal text.

4.2 NER Evaluation
In this section, we examine the effect of each nor-
malization edit on a somewhat more shallow inter-
pretation task, named entity recognition. Unlike de-
pendency parsing which requires an understanding
of every token in the text, NER must only determine
whether a given token is a named entity, and if so,
discover its associated entity type.
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The setup for evaluation of normalization edits on
named entity recognition closely follows that of de-
pendency parsing. We once again employ a tool
from the suite of Stanford NLP tools, the Stanford
named entity recognizer4 (Finkel et al., 2005). We
also define precision and recall in a similar manner:

precisionner =
|ENT ∩ ENTgold|

|ENT | (3)

recallner =
|ENT ∩ ENTgold|
|ENTgold| (4)

Where ENT and ENTgold are the sets of enti-
ties identified over the candidate normalization and
gold standard sentences, respectively. Entities were
labeled as one of three classes (person, location,
or organization), and two entities were only con-
sidered a match if they both selected the same entity
and the same entity class.

4.2.1 Results
Table 3 shows the results of the NER ablation

study. Unlike dependency parsing, only word re-
placement edits proved to be critically important for
NER tasks, as adding and subtracting words had lit-
tle impact on the overall performance. Capitaliza-
tion, which is generally an important feature for the
identification of named entities, was unsurprisingly
important. Similarly, the replacement of word types
other than slang and contraction was important, be-
cause many of these instances may come from mis-
spelled named entities. Slang and contractions were
less important, as they were generally not used to
reference named entities. As the words dropped
by Twitter users tend to be function words that are
not critical to understanding the sentence they are
rarely named entities and have only a small effect
on named entity recognition. Similarly, terms that
are removed during normalization also tend to not be
named entities, and thus has minor overall impact.

A similar phenomenon is observed in the per-
token evaluation, where unintentionally produced,
non-slang, non-contraction word replacement was
seen to be of paramount importance. Punctuation
removal was also important on a per-token basis, de-
spite having little impact in aggregate.

Overall, the results given in Table 3 indicate that a
focused approach to normalization for named entity

4Version 1.2.8

Per-token
Configuration F-measure Error Rate

-ADDITION 0.955 0.00005
-PUNCT 0.973 0.00006
-WORD 0.974 0.00005

-BEVERB 0.998 0.00001
-DETERMINER 0.989 0.00011
-OTHER 0.989 0.00008
-SUBJECT 0.998 0.00001

-REPLACEMENT 0.827 0.00010
-PUNCT 0.962 0.00012
-WORD 0.849 0.00010

-CAPITALIZATION 0.921 0.00012
-CONTRACTION 0.977 0.00009
-OTHER 0.931 0.00039
-SLANG 0.945 0.00013

-REMOVAL 0.956 0.00007
-PUNCT 0.970 0.00025
-WORD 0.960 0.00008

-OTHER 0.973 0.00015
-TWITTER 0.962 0.00012

Table 3: NER Results.

recognition is warranted. Unlike dependency pars-
ing that required a broad approach involving token
addition and removal, the replacement-centric nor-
malization approach typically employed by previous
work is likely to be sufficient when the goal is to im-
prove entity recognition.

4.3 TTS Evaluation

Unlike the previous two tasks, the TTS problem is
complicated by its need for speech production. Sim-
ilarly, evaluation of speech synthesis is more diffi-
cult, as it requires human judgment about the over-
all quality of the output (Black and Tokuda, 2005).
While speech synthesis evaluations often rate perfor-
mance on a 5 point scale, we adopt a more restricted
method, based on the comparison to gold standard
methodology used in the previous evaluations. For
each tweet and each round of ablation, a synthesized
audio file was produced from both the gold stan-
dard and ablated version of the tweet. These audio
snippets were randomized and presented to human
judges who were asked to make a binary judgment
as to whether the meaning and understandability of
the ablated case was comparable to the gold stan-
dard. The accuracy of a given round of ablation is
then calculated to be the percentage of tweets judged
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Per-token
Configuration F-measure Error Rate

-ADDITION 0.713 0.00029
-PUNCT 0.920 0.00018
-WORD 0.723 0.00050

-BEVERB 0.903 0.00071
-DETERMINER 0.937 0.00061
-OTHER 0.910 0.00064
-SUBJECT 0.853 0.00084

-REPLACEMENT 0.550 0.00025
-PUNCT 0.877 0.00040
-WORD 0.590 0.00028

-CAPITALIZATION 0.860 0.00022
-CONTRACTION 0.910 0.00037
-OTHER 0.883 0.00066
-SLANG 0.783 0.00051

-REMOVAL 0.580 0.00068
-PUNCT 0.880 0.00100
-WORD 0.600 0.00080

-OTHER 0.837 0.00095
-TWITTER 0.710 0.00088

Table 4: Text-To-Speech Synthesis Results.

to be similar to the gold standard.
The eSpeak speech synthesizer5 was used to pro-

duce audio files for all tweet variations in the abla-
tion study. As is common for speech synthesizers,
eSpeak does perform some amount of TTS-specific
normalization natively. While this does influence
the normalizations produced, the comparison to gold
standard methodology employed in this study helps
us to focus on differences that are primarily at-
tributable to the normalization edits we wish to ex-
amine, not those produced natively. To obtain the
gold standard, two native-English speaking judges
were recruited via oDesk. Inter-annotator agreement
was moderate, κ = 0.48.

4.3.1 Results
Table 4 shows the results of the speech synthesis

study. As shown, the removal of non-standard or out
of place tokens was most critical to the production
of a normalization that is clearly understandable to
human listeners. The aggregate results for token re-
movals were comparable to or better than those of
replacements at all levels of the taxonomy, in con-
trast to the results from the other two tasks, where
the larger number of replacements led to the largest

5Version 1.47.11, http://espeak.sourceforge.net/

performance hits. Meanwhile, word addition proved
to be less essential overall.

At the token level, the importance of token re-
moval is even more stark; the per-token error rate
of every category of removal is greater than that
of all other categories at the same taxonomy level.
Although most word additions had a comparatively
small effect on performance overall, they were im-
portant on a per-token basis. Most notably, sub-
ject adding had high per-token importance. In con-
trast, failing to add missing punctuation was not of-
ten marked as erroneous by human judges, nor was
failing to normalize capitalization or contractions.

Similar to those on dependency parsing, the re-
sults on speech synthesis suggest that a broad ap-
proach that considers several different types of nor-
malization edit is necessary to produce results com-
parable to those seen on clean text. However, at a
high level there is a clear divide in importance be-
tween normalization types, where the greatest per-
formance gains can be obtained by focusing on the
comparatively small number of token removals.

5 Discussion

The results presented in Section 4 are consistent
with the hypothesis that a “one size fits all” approach
to Twitter normalization is problematic, as the im-
portance of a given normalization edit was highly
dependent on the intended downstream task. Differ-
ences in which edits had the most substantial effect
were present at all levels of scrutiny. Adding sub-
jects and other words that a Twitter author dropped
can be vitally important if the goal is to improve
parsing performance, but can mostly be ignored if
the goal is NER. Removing twitter-specific or other-
wise non-standard words showed a gradation of im-
portance over the three tasks, with little importance
for NER, moderate importance for parsing, and crit-
ical importance for speech synthesis. Capitalization
correction had negligible impact on the parser or
synthesizer, but was helpful for NER.

The importance of different edit types can be seen
even at the most coarse level of examination. While
normalization for speech synthesis is primarily de-
pendent on removing unknown tokens, normaliza-
tion that targets name entity recognition would be
better served focusing on replacing non-standard to-
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kens with their standard forms. In contrast, parser-
targeted normalization must attend to both of the
tasks, as well as the task of restoring dropped tokens.

Despite the differences, there are a few common
threads that appear in each evaluation. Most no-
tably, the results suggest that the decision of most re-
cent Twitter normalization work to focus on word re-
placement was not entirely without merit, as the high
frequency of token replacements translated into high
overall importance for all tasks. Similarly, the focus
on slang was also somewhat reasonable, as failing to
handle slang terms had a significant impact on pars-
ing and speech synthesis, though it had little impact
on entity recognition. Nonetheless, the results in
Section 4 clearly suggest that handling these cases
represent only a small fraction of the actions nec-
essary to produce performance comparable to what
would be seen on formal text.

Another similarity among all instances was the
lack of importance of certain categories. For in-
stance, punctuation addition was not important for
any of the three tasks. While Zhang et al. had hy-
pothesized that punctuation addition would be im-
portant for dependency parsing, the results given
here suggest that the overall impact is minor. Sim-
ilarly, contraction standardization was not shown to
be important in any of the evaluations. Contraction
normalization is more representative of how the nor-
malization task was seen prior to the rise of social
media normalization, as it represents a fairly minor
normalizing action that might still be performed on
formal text. Since contractions likely appear in a va-
riety of forms in the data used to train NLP tools, it
is unsurprising that these tools are comparatively ro-
bust to contraction differences than to cases that are
less typically encountered.

6 Conclusion

In this work, we presented an in-depth look at the
effects of the normalization of Twitter data. To do
so, we introduced a taxonomy of normalization ed-
its based on an examination of our Twitter dataset
and inspiration from previous work. The taxonomy
allowed for normalization edits to be examined sys-
tematically at different levels of granularity, and en-
abled an examination of the effects of not only token
replacements, but the token additions and removals

that recent work has suggested may have been un-
justly ignored.

To understand the effects of each edit, we con-
ducted ablation studies that examined results on
three different downstream tasks: dependency pars-
ing, named entity recognition, and text-to-speech
synthesis. We found that while some normaliza-
tion edits were universally important (or unimpor-
tant) for the production of accurate results, many
differences persist. These results suggest that, for
best results, how the normalization task is performed
should not be agnostic of the downstream applica-
tion. Further, our results support the suggestion that
in order for downstream applications to produce ac-
curate results, in most cases it is necessary to take a
broad view of the normalization task the looks be-
yond simple word replacements.
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Abstract

More and more of the information available
on the web is dialogic, and a significant por-
tion of it takes place in online forum conver-
sations about current social and political top-
ics. We aim to develop tools to summarize
what these conversations are about. What are
the CENTRAL PROPOSITIONS associated with
different stances on an issue; what are the ab-
stract objects under discussion that are central
to a speaker’s argument? How can we recog-
nize that two CENTRAL PROPOSITIONS real-
ize the same FACET of the argument? We hy-
pothesize that the CENTRAL PROPOSITIONS
are exactly those arguments that people find
most salient, and use human summarization
as a probe for discovering them. We describe
our corpus of human summaries of opinion-
ated dialogs, then show how we can identify
similar repeated arguments, and group them
into FACETS across many discussions of a
topic. We define a new task, ARGUMENT
FACET SIMILARITY (AFS), and show that we
can predict AFS with a .54 correlation score,
versus an ngram system baseline of .39 and
a semantic textual similarity system baseline
of .45.

1 Introduction

In the wake of the Penn TreeBank, much progress
has been achieved in processing the monologic,
informational language characteristic of newswire
text. But an increasing share of the text data on
the web is unlike newswire in a variety of ways: it
is dialogic, opinionated, argumentative. And while
some of these dialogs may be a little more than flame
wars, a significant portion involve contentful, rea-

PostID:Turn
S1:1 Agreed She is ignoring my religious freedom and trying to
institute her religion into law. The law that will bar my family
from legal protections. It won’t protect her marriage but will
bar me and my people from from being full citizens. She isn’t
protecting marriage but perserving her heterosexual privledge.
S2:1 How on earth is she impeding on you religious freedom? She
isn’t trying to take away your right to any religious ceremony. With
such a wide-open standard of what constitutes religious freedom that
you seem to have, any legislation could be construed as imposing on
religious freedom.
S1:2 Because it is her religious belief that marriage is between a man
and a woman. My religious belief is that marriage is between two
people that love each other regardless of sex. She is tying to place
her religious belif into law over mine. Who gets hurt here? If my
religious belief is put into law she can still marry the person of her
choice. If her religious belief gets put into law she can still marry the
person of her choice but I do not get to. So I and my people are hurt
by codifing her religious belief into law. She is trying to keep gay
people out of marriage and thus preserve her heterosexual privledge.
S2:2 But by that definition, either one could be viewed as imped-
ing on religious freedom, including your view impeding on hers !
We don’t define imposing on religious freedom on the basis of hav-
ing different ideals. It doesn’t effect your religion or religious
freedom if you don’t get benefits under gay marriages. You can
argue in other ways, on other basis, but the idea that not giving gays
marriage benefits is imposing on religious freedom is an empty ”
argument ”.

Figure 1: Gay Marriage Dialog-1.

soned disputes on important social and political top-
ics, as exemplified by the forum snippets in Figs. 1
and 3. Studying data like this will undoubtedly
help us to understand dialogic and informal argu-
mentative language in general. And, indeed, pre-
vious work (Abbott et al., 2011; Somasundaran and
Wiebe, 2010) has examined the structure of these
discussions – e.g., the argumentative discourse rela-
tion a post bears to its parent (agreeing or disagree-
ing), or the stance that a person takes on an issue.

Our goal here is to develop techniques to recog-
nize the specific arguments and counterarguments
people tend to advance, and group them across dis-
cussions into the FACETS on which that issue is ar-

430



(a) (b) (c)

Figure 2: The overall engineering architecture of our approach. (a) Basic engineering approach for ex-
tracting CENTRAL PROPOSITIONS and clustering them into argument FACETS across several dialogs; (b)
Workflow for ‘detecting’ central propositions via pyramid evaluation of multiple summaries; (c) Workflow
for obtaining gold-standard labels for AFS task.

gued across the population at large. Recognizing the
FACETS of an argument automatically entails at least
two subtasks, as schematized in Fig. 2a.

PostID:Turn
S1:1 Certainly not yours. You should know that I am for no marriage
in government. It should be left to a religious institution where it will
actually mean something. The states should then go back to doing
something that actually makes sense and doesn’t reward people like
Britney Spears for being white trash.
S2:1 That is all well and good, but it is not the religious ceremony
and sanction that gays are looking for. They already have that; there
are churches that perform same-sex marriages. It is the civil ben-
efits that are at issue. Are you saying you would be in favor of
foregoing ALL the legal rights and benefits you are afforded by
marriage? For example: *Assumption of Spouse’s Pension *Au-
tomatic Inheritance *Automatic Housing Lease Transfer *Be-
reavement Leave.... What do you say?
S1:2 yeah I know. I’m saying that there should be a better system.
For example, if you had a best friend who you are roommates with...
both hetero for the sake of argument... and never wish to get married
then could they get some of the benefits you described?

Figure 3: Gay Marriage Dialog-2.

First, there must be a system, the CENTRAL
PROPOSITION detector, that can extract the most es-
sential arguments in a particular conversation. Ex-
ample CENTRAL PROPOSITIONS in Figs. 1 and 3
are provided in bold. Second, there must be another
system, the ARGUMENT FACET inducer, that relates
these conversation-specific arguments to each other
in terms of FACETS, e.g. that identifies the two spe-

cific central propositions in Figs. 1 and 3 about
“legal protections” and “civil benefits” as the same
(abstract) FACET, namely that same-sex marriage is
about getting the civil rights benefits of marriage.

We first focus on the question of extracting re-
liable data for central propositions. See Fig. 2b.
We propose that the CENTRAL PROPOSITIONS of
a dialog are exactly those arguments that people
find most salient, which is naturally reflected by
their summarization behavior. We then apply the
Pyramid method, by which the CENTRAL PROPO-
SITIONS bubble up to the highest tiers of the pyra-
mid, thereby allowing us to identify them. With the
central propositions in hand, we proceed to build the
argument facet inducer. We introduce a new task of
ARGUMENT FACET SIMILARITY (AFS). We discuss
how AFS is similar to, but different than SEMANTIC
TEXTUAL SIMILARITY (STS) (Agirre et al., 2012;
Jurgens et al., 2014; Agirre et al., 2013; Beltagy et
al., 2014; Han et al., 2013).

Sec. 2 provides a more detailed overview and de-
scription of our method, and the data that it pro-
duces. Sec. 3 describes our experimental setup for
the AFS task and then presents our results. We de-
scribe a learning approach that achieves correlations
of .54 on the AFS task, as compared to a baseline
correlation of .45 using off-the-shelf modules that
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are competitive in STS tasks. We delay a detailed
discussion of related work to Sec. 4 when we can
compare it to our own approach. Sec. 5 summarizes
the paper and discusses future work.

2 Experimental Method

Fig. 2 summarizes our overall method for producing
the summary corpus and then extracting arguments
and clustering them into FACETS. Our method con-
sists of the following steps:

S1: Dialog Selection.
S2: MT summarization of dialogs selected in S1.
S3: Pyramid annotation of summaries produced by

S2 and selection of top-tier pyramid labels
as CENTRAL PROPOSITIONS for individual di-
alogs.

S4: Clustering of CENTRAL PROPOSITIONS from
S3.

S5: MT ARGUMENT FACET SIMILARITY task, us-
ing clusters from S4.

S6: Train and test a predictor for ARGUMENT
FACET SIMILARITY (Sec. 3).

We explain these steps in more detail below.
S1: Dialog Selection. We use the publicly avail-
able Internet Argument Corpus (IAC) (Walker et al.,
2012). We use the links in the meta-data to extract
a sequence of turns to build two-party dialog chains
like those in Figs. 1 and 3. We extracted 85 dialogs
for the topic gay marriage from an original corpus
of 1292 discussion threads using these criteria:

• Number of turns per contributor: We want di-
alogs in which substantive issues were discussed,
so we extract dialogs with at least 3 turns per con-
versant that present at least 2 different perspectives
on an issue.

• Author: Some authors post frequently and would
dominate the corpus if we use random selection. To
get richer, more diverse dialogs expressing differ-
ent perspectives, we only select a single dialog be-
tween any particular pair of authors from a discus-
sion thread.

• Word Count in a post: Some posts are long. To
make it practical to collect dialog summaries, we
extract dialogs where the number of words per turn
is less than 250.

S2: MT Summarization Task. The summarization
task was run on Mechanical Turk. To get good

S1 thinks that the government should stay out of mar-
riage and that it should be left to religious institu-
tions. He thinks there needs to be a better system
and that single people are the ones that are harmed
the most by marriage laws because they are unable to
get any of the benefits that married people do even
if they want them, or it is important to their situa-
tion. S2 says religious ceremonies aren’t what gay
people want because they already can have them via
churches. They want the rights and to keep the gov-
ernment out would be to give up those rights. If single
people want those rights they should get married, but
he thinks you should be free to marry who you wish.
The issue here is whether government or religion
should decides the principles of marriage, and who
is allowed to get married.
Speaker one believes that leaving it up to religions
groups does not satisfy what gays are looking for.
They are searching for the civil benefits that come
with a marriage and would like to be treated equally in
that respect. The speaker believes gay should be able
to marry a person of their choice and get equal rights.
Speaker two opinions that there should indeed be a
better system for marriage benefits and that it is all
”single” people that get screwed over by marriage’s
current stature. Speaker two believes that gay people
should marry a woman if they want the same rights.
Figure 4: Two of the 5 Summaries for Dialog-2.

quality summaries, workers completed a qualifica-
tion test involving summarizing a sample dialog.
Workers were instructed to summarize according
to dialog length: dialogs under 750 words in 125
words, and those above 750 in 175 words. We
use 45 dialogs in this study and save the other 40
for future work. We collect 5 summaries for each
dialog resulting in a dataset of 225 summaries.
Fig. 4 provides 2 of the 5 summaries collected for
the dialog in Fig. 3.

S3: Pyramid Annotation. We trained three under-
graduates to annotate summaries to produce pyra-
mids. We hypothesize that we can use the Pyramid
method to induce the FACETS of a topic across a set
of dialogs (Nenkova and Passonneau, 2004). The
annotation of Pyramids seeks to uncover the com-
mon elements, or summary content units (SCUs),
across several summaries (in our case, 5). Each
SCU identifies a set of spans that are semantically
equivalent. Each SCU also has a unique annotator-
generated label that reflects the semantic meaning of
the contributions. Because our aim here is to focus
on argument propositional content, the annotators
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were instructed to keep only the main proposition
in the SCU as the label, ignoring any attributions or
other types of content. See Table 1. Once annota-
tion is complete, the SCUs are ranked based on their
frequency across all of the summaries, as shown by
the Tier in Fig. 5, which includes data from the two
summaries in Fig. 4.

Contributor S1 points to the trend to legalize gay
marriage in western countries such as
Netherlands, Belgium, and most of
Canada

Contributor S1 refutes this assertion, citing a number
of countries which recognize same-sex
marriage.

Contributor He states the US is more similar to An-
glo nations and in many of those gay
marriage is legal.

Label A number of countries recognize same-
sex marriage.

Table 1: A sample label after removing the attribu-
tions from the SCU contributors.

S4: SCUs to clusters. The pyramid structure di-
rectly reflects the content that the annotators deem
most important in the original dialog. We are inter-
ested in the content that bubbles to the top across all
the dialogs. We take the Tier 3 and above SCUs as
our CENTRAL PROPOSITIONS, and extract the labels
of those SCUs. This gives a total of 329 SCU la-
bels. In what follows we treat a cluster of CENTRAL
PROPOSITIONS as a FACET label, just as a synset
concept in WordNet is labeled by its members.

The purpose of AFS, then, is to provide a simi-
larity metric on these SCU labels. As described be-
low (and sketched in Fig. 2c), we used Mechanical
Turk to provide similarity scores between pairs of
SCU central propositions. Although, in principle,
we could have asked about all possible pairs of the
329 CENTRAL PROPOSITIONS, most pairs are likely
to be unrelated, and so we used an initial clustering
algorithm to help reduce the work and cost.

To group similar arguments, we performed clus-
tering across our 329 labels. We performed Agglom-
erative Clustering using Scikit-learn (Agg Cluster-
ing in Fig. 2c). (Pedregosa et al., 2011). It recur-
sively merges the pair of clusters that minimally in-
creases a given linkage distance. We used cosine
similarity as the distance measure with average link-
age criteria. To focus on topic-specific cues, the
clustering was performed using only nouns, verbs

and adjectives. After generating all pairwise combi-
nations within a cluster, this approach yielded 1131
argument pairs used in the Mechanical Turk AFS
task. See Fig. 2c.

Instructions
We would like you to classify each of the following
sets of pairs based on your perception of how SIM-
ILAR the arguments are, on the following scale, ex-
amples follow.
(5) Completely equivalent, mean pretty much exactly
the same thing, using different words.
(4) Mostly equivalent, but some unimportant details
differ. One argument may be more specific than an-
other or include a relatively unimportant extra fact.
(3) Roughly equivalent, but some important informa-
tion differs or is missing. This includes cases where
the argument is about the same FACET but the au-
thors have different stances on that facet.
(2) Not equivalent, but share some details. For exam-
ple, talking about the same entities but making differ-
ent arguments (different facets)
(1) Not equivalent, but are on same topic
(0) On a different topic
Facet: A facet is a low level issue that often reoccurs
in many arguments in support of the author’s stance
or in attacking the other author’s position. There are
many ways to argue for your stance on a topic. For
example, in a discussion about the death penalty you
may argue in favor of it by claiming that it deters
crime. Alternatively, you may argue in favor of the
death penalty because it gives victims of the crimes
closure. On the other hand you may argue against the
death penalty because some innocent people will be
wrongfully executed or because it is a cruel and un-
usual punishment. Each of these specific points is a
facet.
For two utterances to be about the same facet, it is not
necessary that the authors have the same belief toward
the facet. For example, one author may believe that
the death penalty is a cruel and unusual punishment
while the other one attacks that position. However, in
order to attack that position they must be discussing
the same facet.

Figure 6: Instructions for AFS MT HIT.

S5: MT Argument Facet Similarity HIT. Fig. 6
shows the instructions defining AFS for the MT HIT.
Inspired by the scale used for STS, we collected an-
notations on a 6 point scale. One crucial difference
in our formulation was a desire to capture similarity
in FACET and argument simultaneously. The use of
the value 3 for ‘same FACET, contradictory stance’
was a well-thought decision in the definition of AFS.
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SCU Label Used by summarizer? Tier
1 2 3 4 5

Gay couples are interested in the rights and benefits associated with marriage. X X X X X 5
Gay people should be able to marry a person of their choice and get equal rights. X X X X X 5
Government should not be involved in marriage and marriage should be left to
religious institutions.

X X X X X 5

Discussion on the civil benefits of marriage and the rights of marriage. X X X X 4
Gay couples are unable to get any benefits that married people do. X X X X 4
There should be a better system for marriage benefits. X X X X 4
Religious ceremonies are not what gay people want. X X X 3
Single people are the ones that are harmed the most by marriage laws. X X X 3
Gay people should marry the opposite sex if they want the same rights. X X 2
Gays have religious ceremonies already can have them via churches X 1
Relation to the issues by consideration of the case of a life-long bachelor uncle X 1

Figure 5: Pyramid for Dialog-2. SCU labels in Tiers 3-5 are assumed to be the CENTRAL PROPOSITIONS.

Just as two words can only be antonyms if they are
in the same semantic field, two arguments can only
be contradictory if they are about the same FACET.
Thus, we instruct annotators to give a score of 3 to
opposing arguments on the same FACET.

The task was put on Mechanical Turk using two
separate batches. For the first batch we randomly
selected 500 pairs from our pairs dataset of 1131
pairs. However, our subsequent impression was that
the clustering had not filtered out enough of the un-
related pairs (score 0-1). For the second batch we
selected the top 500 pairs according to the UMBC
similarity score (Han et al., 2013). This gave us a
final pair dataset of 1000 pairs. Since AFS is a novel
and subjective task, workers took a qualification test.
Then each pair was annotated by 5 workers, and one
of the authors provided gold standard labels. The
HIT allowed 5 AFS judgements per hit, thus the
number of pairs annotated by a worker varies from
5 to 1000.

To increase reliability, we removed the annota-
tions from those workers who had attempted less
than 4 hits (20 pairs) and had the lowest pairwise
correlations with our gold standard annotation. Our
final AFS score was the average score across all the
annotators. The final AFS score correlated at .7 with
our gold standard annotation, showing that the AFS
similarity task is well-defined, and understandable
by minimally trained annotators on MT. Table 4 pro-
vides typical examples of argument pairs and their
MT AFS score, along with the predicted scores from
some of our models. We discuss the AFS values and
interesting cases in Sec. 3 below.

3 Machine Learning Experiments and
Results

Given the data collected above, we defined a super-
vised machine learning experiment with AFS as our
dependent variable and different collections of fea-
tures inspired from previous work as our indepen-
dent variables.

3.1 Features
NGRAM overlap. This is our primary baseline.
For each argument, we extracted all the unigrams,
bigrams and trigrams, and then counted how many
were in overlap across the two arguments. For un-
igrams we did not include stop words. Stemmed
Ngrams were used to get better overlap.
UMBC. This is our secondary baseline. This feature
is the Semantic Textual Similarity obtained using
UMBC Semantic Similarity tool (Han et al., 2013)
DISCO Distributionally Similar Category. We
used the distributional similarity tool DISCO with
the pre-computed English Wikipedia word space
(Kolb, 2008). We extract the top 5 distributionally
similar nouns, verbs, and adjectives for each argu-
ment. For each argument pair, three vector pairs
(over nouns, verbs, and adjectives) are created with
this extended vocabulary. Stemming was performed
and cosine similarity between these vector pairs was
calculated.
LIWC Category. This feature set is based on the
Linguistics Inquiry Word Count tool (Pennebaker et
al., 2001). To tune these features, we first used a set
of gay marriage posts from websites such as Creat-
eDebate and ConvinceMe to extract relevant LIWC
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categories. We supplemented this data with gay mar-
riage posts from 4forums, but excluded the discus-
sion threads in our dialog corpus. From this data, we
extracted the LIWC categories most frequent nouns,
verbs and adjectives. For the verbs category, we ex-
cluded the verbs present in the NLTK stop word list.
We retained only semantically rich categories such
as Biological Processes, Causation, Cognitive Pro-
cesses, Humans, Negative Emotion, Positive Emo-
tion, Religion, Sexual, and Social Processes. The
score for this set was the LIWC category overlap
count across pairs for each category.
ROUGE Scores. ROUGE is a family of metrics to
determine the quality of a summary by comparing it
to other ideal summaries (Lin, 2004). It is based on
a number of overlapping units such as n-gram, word
sequences, and word pairs. This feature includes
all of the rouge f-scores available via the package
at https://pypi.python.org/pypi/pyrouge/0.1.0.

3.2 Results
Our aim is to predict the similarity among repeated
arguments across many discussions in online social
and political debate forums, a task we have dubbed
ARGUMENT FACET SIMILARITY (AFS). Given the
CENTRAL PROPOSITIONS from the CP detector (see
Fig. 2a), we need to train an argument FACET in-
ducer. We define AFS as a regression problem and
evaluate support vector regression and linear regres-
sion for 10-fold cross validation using the Weka ma-
chine learning toolkit (Hall et al., 2005).

Classifier RMS MAE R
SMO 1.0208 0.8019 0.532
Linear Regression 0.9996 0.8003 0.540

Table 2: Support Vector and Linear Regression.
RMS: Root Mean Squared Error, MAE: Mean Absolute
Error, R: Correlation Coefficient.

Table 2 shows that the results for support vec-
tor regression are worse than the linear regression
model using our proposed features combined with
UMBC, hence we focus hereon on linear regres-
sion. Table 3 provides the correlations, MAE, and
RMS values for models produced using various sets
of features. We considered two baselines, simple
Ngram overlap and the off-the-shelf UMBC STS
metric (Han et al., 2013). In general, we found
that Ngram overlap (Row 1) performed best alone
of our features, but falls short of the UMBC base-

Row Feature Set R MAE RMS
1 NGRAM (N) 0.39 0.90 1.09
2 UMBC (U) 0.46 0.86 1.06
3 LIWC (L) 0.32 0.92 1.13
4 DISCO (D) 0.33 0.93 1.12
5 ROUGE (R) 0.34 0.91 1.12
6 N-U 0.47 0.85 1.05
7 N-L 0.45 0.86 1.06
8 N-R 0.42 0.88 1.08
9 N-D 0.41 0.89 1.08

10 U-R 0.48 0.84 1.04
11 U-L 0.51 0.83 1.02
12 U-D 0.45 0.86 1.06
13 N-L-R 0.48 0.84 1.04
14 U-L-R 0.53 0.81 1.00
15 N-L-R-D 0.50 0.83 1.03
16 N-L-R-U 0.54 0.80 1.00
17 N-L-R-D-U 0.54 0.80 1.00

Table 3: Results for Different Individual Features
and Feature Combinations.

line (Row 2). It is interesting that Ngram alone out-
performs distributional measures (which Conrad &
Wiebe found most helpful) as well as Rouge (which
contains metrics insensitive to linear adjacency).

Table 3, Row 15, shows that the best correlation
that is achievable without UMBC is the combination
of Ngram, LIWC, ROUGE and DISCO (NLRD).
This combination significantly improves over the
UMBC baseline of 0.46 to 0.50 (paired t-test, p <
.05).

We then tested combinations of of features to
determine which feature sets are complementary.
LIWC + NGRAM is significantly different than
NGRAM alone ( p< 0.01), and ROUGE + NGRAM
is significantly different than NGRAM alone ( p =
0.03), but DISCO does not add anything ( p = 0.2).
This shows that LIWC and ROUGE features com-
plement Ngram features. Other combinations of in-
terest are NGRAM + LIWC (Row 7) which amaz-
ingly performs as well as UMBC while UMBC in-
cludes sentence alignment, a model of negation, and
distributional measures (Han et al., 2013). This sug-
gests that AFS is clearly a different task that STS.
Additionally we also combined our proposed set of
features with UMBC. A comparison of Row 15 (our
feature set) with Rows 16 and 17 of Table 3 where
we combine our features with UMBC shows that this
improves the correlation further, from the UMBC
baseline of 0.46 to 0.54 (p < 0.01.)
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Row N L U NLRD NLRDU MT
AFS

Arg1 Arg2

1 1.38 1.50 0.37 1.31 0.40 0.00 everyone has the freedom of
speech

service in the military

2 2.00 2.02 1.55 2.33 1.86 1.14 gay people should be able to
marry a person of their choice
and get equal rights

referring to namecalling and vi-
olence from the original post
that was opposing gay rights

3 2.00 1.29 2.52 1.37 1.54 1.33 Constitutional right to be opposed
to gay marriage as well as gay
people themselves

arguing about marriage benefits
between single people and mar-
ried

4 2.00 1.70 2.74 1.77 1.98 1.80 people should not pick and choose
what they want equal rights on.

people did not want gay marriage

5 1.38 1.92 0.88 1.94 1.64 2.50 the Republicans creating another
Holocaust

No republican in leadership
would call for the extermination
of gays

6 1.69 2.02 2.58 1.89 2.49 2.60 homosexuals have all the same
rights as heterosexuals

Opposition to equal rights for
gay couples.

7 1.83 2.40 1.46 2.81 2.51 3.00 There was prejudice against gays
in 1909 just as there is now

it is prejudice as opposed to reli-
gious or moral beliefs which fuel
the anti-gay agenda;

8 2.00 1.70 3.16 1.73 2.41 3.40 homosexual relationships
should not compare to het-
erosexual marriages because
only heterosexuals are legally
allowed to marry

marriage should be between a
heterosexual couple

9 2.00 2.70 2.09 2.83 3.03 3.50 it is prejudice as opposed to reli-
gious or moral beliefs which fuel
the anti-gay agenda;

when people claim religion in do-
ing prejudice they are actually
abandoning their morals

10 2.94 2.02 2.93 2.18 2.70 3.50 gay people should be able to
marry a person of their choice
and get equal rights.

Gay couples are unable to get
any benefits that married peo-
ple do.

11 2.14 1.50 2.91 2.08 2.62 3.60 Paul Cameron is the voice of the
Republicans

Conversation about Paul
Cameron

12 2.63 3.63 2.60 3.75 3.57 4.17 in opening this opportunity for
gay marriage, the definition of
marriage will change

opponents of homosexual mar-
riage tend to argue that a change
to marriage law would make it too
open ended

13 4.23 2.72 2.26 4.82 4.12 4.50 AIDs was initially spread in the
United States primarily by homo-
sexuals.

No one argues the point that AIDs
was spread in the United States by
homosexuals.

Table 4: Predicted Scores for each model and the Mechanical Turk AFS gold standard for selected argument
pairs from the pairs dataset. Best performing model for each pair is shown in bold. The table is sorted by
the AFS score (gold standard). The argument pairs shown in bold are cases where UMBC by itself beats our
proposed model. KEY: Feature sets model. N = NGRAM, U = UMBC STS tool, L = Linguistic Inquiry and
Word Count; R = Rouge, D = DISCO, AFS= Mean of Mechanical Turker AFS scores, our gold standard.
For example, NLRD means a combination of NGRAM, LIWC, ROUGE and DISCO.

It is also interesting to examine the differences in
model scores for particular argument pairs as shown
in Table 4. The best performing model for each row
is in bold in Table 4. As described in the HIT in-
structions in Fig. 6, values of AFS near 0 (Row 1)
indicate different topics and no similarity. Values
near 1 indicate same topic but different arguments
(Rows 2,3). Values of 3 and above indicate same
FACET (Rows 7,8), and values near 5 are same facet
and very similar argument (Rows 12 and 13). Both
Arg1 and Arg2 in Row 10 makes the same argument
but Arg1 includes additional argumentation. In Row
12, there is very low Ngram overlap, but strong AFS

and NLRD performs better than the other models,
and LIWC performs well by itself.

In Row 1, UMBC performs the best with a pre-
dicted score of 0.37 as opposed to an AFS score
of 0.00. Other rows where UMBC on its own pro-
vides the best performance are highlighted in the ta-
ble with Arg1 and Arg2 in bold. The top perfor-
mance of NLRD in Row 5 without UMBC perhaps
arises from the semantic information that extermi-
nation and holocau are somehow related. NGRAM
overlap does the best in Row 13 despite the fact that
the phrase No one argues the point that does not par-
ticipate in the NGRAM overlap.
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4 Related Work

Our approach draws on three different strands of re-
lated work: (1) argument mining; (2) semantic tex-
tual similarity; and (3) dialog summarization, which
we discuss and compare with our work below.
Argument Mining. The study of the structure of ar-
guments has a long tradition in logic, rhetoric and
psychology (Walton et al., 2008; Reed and Rowe,
2004; Walton, 2009; Gilbert, 1997; Jackson and Ja-
cobs, 1980; Madnani et al., 2012). Much of this
work has been on formal (legal or political) argu-
mentation, and the small computational literature
that has applied the rhetorical categories of this re-
search has likewise focused on formal, monologic
text (Feng and Hirst, 2011; Palau and Moens, 2009;
Goudas et al., 2014). More recent work (Ghosh et
al., 2014) has attempted to apply these theories to
dialogic text in online forums. Ghosh et al. label
spans in conversations with attacking moves (CALL-
OUTS) and their corresponding argumentative TAR-
GETS in another speaker’s utterance, and they at-
tempt to learn these callout-target pairs in a super-
vised framework. Other work attempts to identify
general categories of speech-acts such as disagree-
ments or justifications (Misra and Walker, 2015; Bi-
ran and Rambow, 2011).

What unites all of the above approaches is an in-
terest in understanding the detailed rheotrical struc-
ture of a particular linguistic interaction (monologic
or dialogic). Our present work is focused instead on
inducing the recurring FACETS in a particular topic
domain via weakly supervised learning over several
dialogic interactions. Several different threads of re-
cent research on argument mining have strong paral-
lels with this goal (Conrad et al., 2012; Boltuzic and
Šnajder, 2014; Hasan and Ng, 2014).

Conrad & Wiebe construct an argument mining
system on monologic weblog and news data about
universal healthcare. One component of their sys-
tem identifies ARGUING SEGMENTS and the sec-
ond component labels the segments with the rele-
vant stance-specific ARGUMENT TAGS. They show
that distributional similarity features help identify
arguments that belong to the same tag set (notably,
we did not find distributional similarity helpful for
AFS.) Boltuzic & Snajder pursue argument mining
on comment streams. Instead of hand-generating ar-
gument tags like Conrad & Wiebe, they select short
sentential summaries of the key arguments for a

given topic from a debate website, and then label
comments on the same topic from a different web-
site with the most closely matching summary. The
same problem on debate posts is tackled as a “reason
classification” problem (Hasan and Ng, 2014), with
a probabilistic framework for argument recognition
(reason classification) that operates jointly with the
related task of stance classification.

All of these approaches differ from ours in three
respects. First, they all assume a finite set of topic-
specific labels that are determined in some form by
the researchers themselves. In contrast, we seek
to uncover popular facets via clustering the central
propositions across the dialogs. After our own ini-
tial categorical efforts, we feel that the argument
“topics” have such nuance that they resist clear la-
bels or category membership. Instead, we feel that
a scale such as AFS is a better fit, both for the di-
versity of the data itself and for the idea of inducing
FACETS bottom up. Second, these approaches as-
sume the labels are dependent on a particular stance
towards an issue, whereas our facets are deliberately
designed to unify across stance disagreement. Fi-
nally, all other approaches in argument mining work
from the source text itself. We instead (to our knowl-
edge, for the first time) work from human summaries
of dialogs because it is an open question whether
the CENTRAL PROPOSITIONS for a dialog are really
identifiable as continuous spans of text in the dialog
itself. (Indeed, our corpus will allow us to determine
how true that assumption is.)
Semantic Textual Similarity. There appears to
be similarity between FACET induction and aspect
learning in sentiment analysis (Brody and Elhadad,
2010), but FACETS are propositional abstract ob-
jects, while aspects can usually be described as
nouns or properties. Facet induction is more similar
to work on STS (Mihalcea et al., 2006; Yeh et al.,
2009; Agirre et al., 2012; Han et al., 2013; Jurgens
et al., 2014). Calculating similarity is a central as-
pect of AFS. Our scale and MT task for AFS was in-
spired by the STS task and definition. In addition, as
a baseline we apply an off-the-shelf system that cal-
culates STS (UMBC) and compare it with our own
system (Han et al., 2013). In order to avoid asking
for judgements for many unrelated arguments (CEN-
TRAL PROPOSITIONS), and to make the AFS task
more doable for Turkers, we also use UMBC as a
filter on pairs of CENTRAL PROPOSITIONS as part
of making our HIT. This biases the distribution of
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the training set to having a much larger set of more
similar pairs, which has been a problem for previous
work (Boltuzic and Šnajder, 2014), where the vast
majority of pairs that were labelled were unrelated.
However the AFS task is clearly different than STS,
partly because the data is dialogic and partly because
it is argumentative. Our results show that we can im-
prove on STS systems for the AFS task.
Dialog Summarization. Much previous work on di-
alog summarization focused on extracting phenom-
ena specific to meetings, such as action items or
decisions (Murray et al., 2006; Hsueh and Moore,
2008; Whittaker et al., 2012; Janin et al., 2004;
Carletta, 2007). Other approaches, like our work,
use semantic similarity metrics to identify the most
central or important utterances of a spoken dialog
(Gurevych and Strube, 2004), but do not attempt to
find the FACETS of a set of arguments across mul-
tiple dialogs. Another parallel may exist between
work on nuclearity in RST and its use in summa-
rization (Marcu, 1999). However our notion of a
CENTRAL PROPOSITION is different than nuclear-
ity in RST, since FACETS are derived from CEN-
TRAL PROPOSITIONS that rise to the top of the pyra-
mid across summarizers, and then (via AFS) across
many dialogs on a topic, while RST nuclearity is
only defined for a span of text by a single speaker.

Other work examines how social phenomena af-
fect summarization, such as a study of how the
politeness level in computer-generated dialogs im-
pacted summaries (Roman et al., 2006). Emotion
naturally occurs in the IAC, and summarizers’ orien-
tation to emotion is intriguing. Emotional informa-
tion has been observed even in summaries of profes-
sional chats discussing technology (Zhou and Hovy,
2005). However the instructions to our Pyramid an-
notators were to not include information of this type
in the pyramids. We are currently collecting an ad-
ditional summary corpus using a method that we ex-
pect to result in more evaluative and emotional as-
sessments in summaries.

5 Conclusion

This paper presents a method and results for ex-
tracting FACETS of a topic, across multiple infor-
mal arguments on the same topic. We first use hu-
man summarization of dialogs as a probe to deter-
mine the CENTRAL PROPOSITIONS of each dialog.
Then we use clustering in combination with mea-
sures of SEMANTIC SIMILARITY to group the CEN-

TRAL PROPOSITIONS into the important FACETS of
an argument across many different dialogs. Impor-
tantly, we do not attempt to enumerate the possible
FACETS for an argument in advance, believing that
bottom-up discovery of FACETS is a better fit to the
problem.

This paper contributes to the current state of
knowledge in three ways: (1) we collected sum-
maries of spontaneously-produced written dialog of
high social and political importance (available from
http://nlds.soe.ucsc.edu/summarycorpus).
(2) we proposed a novel application of the pyramid
summarization scheme to the task of FACET induc-
tion; and (3) we introduce a new task of ARGUMENT
FACET SIMILARITY (AFS) aimed at identifying
FACETS across opinionated dialogs and show that
we can identify AFS with a correlation of .54 as
opposed to a baseline of .46 provided by a system
designed for a similar task. We suspect that the
summarize-and-collate approach used here could
be promisingly applied to produce annotations on a
range of subjective, holistic properties of dialog.

In future work, we aim to expand on this work in
several ways. First, we hope to expand summaries,
similarity judgments, and systems to several topics
beyond gay marriage. We believe, for example, that
the features and the system we have trained for AFS
will apply to other domains without retraining, since
none of the features are topic specific, but we have
not shown that. In addition, we aim to develop addi-
tional features and improve on the results reported
here. For example, we believe that it is possible
that other off-the-shelf systems, such as for exam-
ple one for sentence specificity (Louis and Nenkova,
2011; Louis and Nenkova, 2012), might possibly
help with aspects of this task. In addition, in future,
we aim to automatically identify CENTRAL PROPO-
SITIONS without the mediation of human summa-
rizers and evaluators. Given the summaries that we
have collected for each dialog, we plan to examine
the relationship between the contributors to the re-
lated pyramid and the original source text, to deter-
mine whether indeed there are surface features of
the source that would allow us to treat CENTRAL
PROPOSITION detection as an extractive task.
Acknowledgments This work was funded by NSF
GRANT IIS-1302668, Grant NPS-BAA-03, and an
IARPA Grant on Persuasion in Dialogue to UCSC
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Abstract

We present a simple and yet effective ap-
proach that can incorporate rationales elicited
from annotators into the training of any off-
the-shelf classifier. We show that our sim-
ple approach is effective for multinomial naı̈ve
Bayes, logistic regression, and support vector
machines. We additionally present an active
learning method tailored specifically for the
learning with rationales framework.

1 Introduction

Annotating documents for supervised learning is a
tedious, laborious, and time consuming task for hu-
mans. Given huge amounts of unlabeled documents,
it is impractical for annotators to go over each doc-
ument and provide a label. To reduce the anno-
tation time and effort, various approaches such as
semi-supervised learning (Chapelle et al., 2006) that
utilizes both labeled and unlabeled data, and active
learning (Settles, 2012) that carefully chooses in-
stances for annotation have been developed. To fur-
ther minimize the human effort, recent work looked
at eliciting domain knowledge, such as rationales
and feature annotations, from the annotators instead
of just the labels of documents.

One of the bottlenecks in eliciting domain knowl-
edge from annotators is that the traditional super-
vised learning approaches cannot readily handle the
elicited rich feedback. To address this issue, many
methods have been developed that are classifier-
specific. Examples include knowledge-based neural
networks (e.g., (Towell and Shavlik, 1994), (Girosi

and Chan, 1995), (Towell et al., 1990)), knowledge-
based support vector machines (Fung et al., 2002),
pooling multinomial naı̈ve Bayes (Melville and
Sindhwani, 2009), incorporating constraints into the
training of naı̈ve Bayes (Stumpf et al., 2007), and
converting rationales and feature annotations into
constraints for support vector machines (e.g., (Small
et al., 2011) and (Zaidan et al., 2007)). Being
classifier-specific limits their applicability when one
wants to test a different classifier for his/her domain,
necessitating an approach that can be utilized by sev-
eral off-the-shelf classifiers.

In this paper we present a simple and yet effective
approach that can incorporate the elicited rationales
in the form of feature annotations into the training
of any off-the-shelf classifier. We empirically show
that it is effective at incorporating rationales into the
learning of naı̈ve Bayes, logistic regression, and sup-
port vector machines using four text categorization
datasets. We further discuss a novel active learn-
ing strategy specifically geared towards the learning
with rationales framework and empirically show that
it improves over traditional active learning.

The rest of the paper is organized as follows. In
Section 2, we provide a brief background on elicit-
ing rationales in the context of active learning. In
Section 3, we describe our approach for incorpo-
rating rationales into the training of classifiers and
compare learning without rationales and learning
with rationales. In Section 4, we present an active
learning method using the learning with rationales
framework and present relevant results. Finally, we
discuss limitations and future work in Section 5, re-
lated work in Section 6, and conclude in Section 7.
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2 Background

In this section, we provide a brief background on
data annotation with rationales in the context of ac-
tive learning and introduce the notation to be used
throughout the paper.

Let D be a set of document-label pairs 〈x, y〉,
where the label (value of y) is known only for a small
subset L ⊂ D of the documents: L = {〈x, y〉}
and the rest U = D \ L consists of the unlabeled
documents: U = {〈x, ?〉}. We assume that each
document xi is represented as a vector of features
(most commonly as a bag-of-words model with a
dictionary of predefined set of phrases, which can
be unigrams, bigrams, etc.): xi , {f i1, f i2, · · · , f in}.
Each feature f ij represents the binary presence (or
absence), frequency, or tf-idf representation of the
word/phrase j in document xi. Each label y ∈ Y is
discrete-valued variable Y , {y1, y2, · · · , yl}.

Typical greedy active learning algorithms itera-
tively select a document 〈x, ?〉 ∈ U , query a labeler
for its label y, and incorporate the new document
〈x, y〉 into its training set L. This process continues
until a stopping criterion is met, usually until a given
budget, B, is exhausted.

In the learning with rationales framework, in ad-
dition to querying for label yi of a document xi, the
active learner asks the labeler to provide a rationale,
R(xi) for the chosen label. The rationale in its most
general form consists of a subset of the terms that
are present in xi: R(xi) = {f ik : j ∈ xi}. Note
that there might be cases where the labeler cannot
pinpoint any phrase as a rationale, in which case
R(xi) is allowed to be φ. Algorithm 1 formally de-
scribes the active learning process that elicits ratio-
nales from the labeler.

The goal of eliciting rationales is to improve the
learning efficiency by incorporating domain knowl-
edge. However, it is not trivial to integrate domain
knowledge into state-of-the-art classifiers, such as
logistic regression and support vector machines.

Next, we describe our approach for incorporating
rationales into the learning process.

3 Learning with Rationales

In this section we first provide the formulation of our
approach to incorporate rationales into learning and
then present the results to compare learning with-

Algorithm 1 Active Learning with Rationales
1: Input: U - unlabeled documents, L - labeled

documents, θ - underlying classification model,
B - budget

2: repeat
3: x∗ = argmax

x∈U
utility(x|θ)

4: request label and rationale for this label
5: L ← L ∪ {〈x∗, y∗, R(x∗)〉}
6: U ← U \ {〈x∗〉}
7: Train θ on L
8: until Budget B is exhausted; e.g., |L| = B

out rationales (Lw/oR) and learning with rationales
(LwR) on four datasets. We evaluate our approach
using multinomial naı̈ve Bayes, logistic regression,
and support vector machines classifiers.

3.1 Training a Classifier Using Labels and
Rationales

Like most previous work, we assume that the ra-
tionales, i.e. the phrases, returned by the labeler
already exist in the dictionary of the vectorizer.
Hence, rationales correspond to features in our vec-
tor representation. It is possible that the labeler re-
turns a phrase that is currently not in the dictionary;
for example, the labeler might return a phrase that
consists of three words whereas the representation
has single words and bi-grams only. In that case,
the representation can be enriched by creating and
adding a new feature that represents the phrase re-
turned by the labeler.

Our simple approach works as follows: we
modify the features of the annotated document
〈x∗, y∗, R(x∗)〉 to emphasize the rationale(s) and
de-emphasize the remaining phrases in that docu-
ment. We simply multiply the features correspond-
ing to phrase(s) that are returned as rationale(s) by
weight r and we multiply the remaining features in
the document by weight o, where r > o, and r and
o are hyper-parameters. The modified document be-
comes:

xi′ = 〈r × f ij , ∀f ij ∈ R(xi); o× f ij ,∀f ij /∈ R(xi), 〉
(1)

Note that the rationales are tied to their docu-
ments for which they were provided as rationales.
One phrase might be a rationale for the label of one
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document and yet it might not be the rationale for
the label of another document. Hence, the feature
weightings are done at the document level, rather
than globally. To illustrate this concept, we provide
an example dataset below with three documents. In
these documents, the words that are returned as ra-
tionales are underlined.

Document 1: This is a great movie.
Document 2: The plot was great, but the perfor-

mance of the actors was terrible. Avoid it.
Document 3: I’ve seen this at an outdoor cinema;

great atmosphere. The movie was terrific.
As these examples illustrate, the word “great” ap-

pears in all three documents, but it is marked as a
rationale only for Document 1. Hence, we do not
weight the rationales globally; rather, we modify
only the labeled document using its particular ratio-
nale. Table 1 illustrates both the Lw/oR and LwR
representations for these documents.

Table 1: The Lw/oR binary representation (top) and its
LwR transformation (bottom) for Documents 1, 2, and 3.
Stop words are removed. LwR multiplies the rationales
with r and other features with o.

gr
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ie
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pe
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d
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e

te
rr
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c

Lw/oR Representation (binary)

D1 1 1
D2 1 1 1 1 1 1
D3 1 1 1 1 1 1

LwR Transformation of the binary Lw/oR repr.

D1 r o
D2 o o o o r r
D3 o o o o o r

This approach is simple, intuitive, and classifier-
agnostic. As we will show later, it is quite effec-
tive empirically as well. To gain a theoretical un-
derstanding of this approach, consider the work on
regularization: the aim is to build a sparse/simple
model that can capture the most important features
of the training data and thus have large weights for
important features and small/zero weights for irrel-
evant features. For example, consider the gradient

for wj of feature fj for logistic regression with l2
regularization (assuming y is binary with 0/1):

∇wj = C×
∑
xl∈L

f lj×(yl−P (y = 1|xl))−wj (2)

where C is the complexity parameter that balances
between fit to the data and the model complexity.

With our rationales framework, the gradient for
wj will be:

∇wj =

C ×

 ∑
xl∈L:f l

j∈R(xl)

r × f lj × (yl − P (yl = 1|xl))

+
∑

xl∈L:f l
j /∈R(xl)

o× f lj × (yl − P (yl = 1|xl))


− wj (3)

In the above equation, a feature fj contributes more
to the gradient of its weight wj when a document
in which it is marked as a rationale is misclassified.
When fj appears in another document xk but is not
a rationale, it’s contribution to the gradient is muted
by o. And hence, when r > o, this framework im-
plicitly provides more granular (per instance-feature
combination) regularization by placing a higher im-
portance on the contribution of the rationales versus
non-rationales in each document.1

Note that in our framework the rationales are tied
to their own documents; that is, we do not weight
rationales and non-rationales globally. In addition
to providing more granular regularization, this ap-
proach has the benefit of allowing different ratio-
nales to contribute differently to the objective func-
tion of the trained classifier. For example, consider
the case where the number of documents in which
one word fj (e.g., “excellent”) is marked as a ratio-
nale is much more than the number of documents
where another word fk (e.g., “good”) is marked as

1The justification for our approach is similar for support vec-
tor machines. The idea is also similar for multinomial naı̈ve
Bayes with Dirichlet priors αj . For a fixed Dirichlet prior with
〈α1, α2, · · · , αn〉 setting, when o < 1 for a feature fj , its
counts are smoothed more.
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a rationale. Then, the first sum in equation 3 will
range over more documents for the gradient of wj
compared to the gradient of wk, giving more impor-
tance to wj than to wk. In the traditional feature
annotation work, this can be achieved only if the
labeler can rank the features; even then, it is often
very difficult, if not impossible, for the labelers to
determine how much more important one feature is
compared to another.

3.2 Experiments Comparing Lw/oR to LwR

In this section we first describe the settings, datasets,
and classifiers used for our experiments and how
we simulated a human labeler to provide rationales.
Then, we present the results comparing the learn-
ing curves achieved with learning without rationales
(Lw/oR) and learning with rationales (LwR).

3.2.1 Methodology

For this study, we used four text classification
datasets. The IMDB dataset consists of 25K movie
reviews (Maas et al., 2011). The SRAA2 dataset
consists of 48K documents that discuss either auto
or aviation. Nova is a text classification dataset used
in active learning challenge (Guyon, 2011) and con-
tains 12K documents. WvsH is a 20 Newsgroups3

dataset in which we use the Windows vs. hardware
categories, and it contains 1176 documents.

To make sure our approach works across repre-
sentations, we experimented with both binary and tf-
idf representations for these text datasets. We eval-
uated our strategy using multinomial naı̈ve Bayes,
logistic regression, and support vector machines, as
these are strong classifiers for text classification. We
used the scikit-learn (Pedregosa et al., 2011) imple-
mentation of these classifiers with their default pa-
rameter settings for our experiments.

To compare various strategies, we used learn-
ing curves. The initially labeled dataset was boot-
strapped using 10 documents by picking 5 random
documents from each class. A budget (B) of 200
documents was used in our experiments, because
most of the learning curves flatten out after about
200 documents. We evaluated all the strategies us-
ing AUC (Area Under an ROC Curve) measure. The

2http://people.cs.umass.edu/ mccallum/data.html
3http://qwone.com/ jason/20Newsgroups/

code to repeat our experiments is available at Github
http://www.cs.iit.edu/˜ml/code/.

While incorporating the rationales into learning,
we set the weights for rationales and the remaining
features of a document as 1 and 0.01 respectively
(i.e. r = 1 and o = 0.01). That is, we did not
overemphasize the features corresponding to ratio-
nales but rather de-emphasized the remaining fea-
tures in the document. These weights worked rea-
sonably well for all four datasets, across all three
classifiers, and for both binary and tf-idf data repre-
sentations.

Obviously, these are not necessarily the best
weight settings one can achieve; the optimal settings
for r and o depend on many factors, such as the ex-
tent of the knowledge of the labeler (i.e., how many
words a labeler can recognize), how noisy the la-
beler is, and how much labeled data we have in our
training set. Ideally, one should have r >> o when
the labeled data is small and r should be closer to o
when the labeled data is large; a more practical ap-
proach would be to tune for these parameters (e.g.,
cross-validation) at each step of the learning curve.
However, in our experiments, we fixed r and o and
we found that most settings where r > o worked
quite well.

3.2.2 Simulating the Human Expert
Like most literature on feature labeling, we con-

structed an artificial labeler to simulate a human la-
beler. Every time a document is annotated, we asked
the artificial labeler to mark a word as a rationale for
that document’s label. We allowed the labeler to re-
turn any one (and not necessarily the top one) of the
positive words as a rationale for a positive document
and any one of the negative words as a rationale for
a negative document. If the labeler did not recog-
nize any of the words as positive (negative) in a pos-
itive (negative) document, we let the labeler return
nothing as the rationale. To make this as practical as
possible in a real-world setting, we constructed the
artificial labeler to recognize only the most apparent
words in the documents. For generating rationales,
we chose only the positive (negative) features that
had the highest χ2 (chi-squared) statistic in at least
5% of the positive (negative) documents. This re-
sulted in an overly-conservative labeler that recog-
nized only a tiny subset of the words. For example,
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the artificial labeler knew about only 49 words (23
for one class and 26 for the other class) for IMDB,
67 words (32 for one class and 35 for the other class)
for SRAA, 95 words (42 for one class and 53 for the
other class) for WvsH, and 111 words (31 for one
class and 80 for the other class) for the Nova dataset.

To determine whether the rationales selected by
this artificial labeler are meaningful, we printed out
the actual words used as rationales, and we ourselves
verified that these words are human-recognizable
words that could be naturally provided as rationales
for classification. For example, the positive terms
for the IMDB dataset included “great”, “excellent”,
and “wonderful” and the negative terms included
“worst”, “bad”, and “waste.”

3.2.3 Results
Next, we compare Lw/oR to LwR. Figure 1

presents the learning curves for random sampling
on four text classification datasets with binary and
tf-idf representations and using multinomial naı̈ve
Bayes, logistic regression, and support vector ma-
chines. Figure 1 shows that even though the arti-
ficial labeler knew only about a tiny subset of the
vocabulary, and returned any one word, rather than
the top word or all the words, as rationale, LwR still
drastically outperformed Lw/oR across all datasets,
classifiers, and representations. This shows that our
method for incorporating rationales into the learning
process is empirically effective.

We used the default complexity parameters for
logistic regression and support vector machines
and used Laplace smoothing for multinomial naı̈ve
Bayes. In our rationale framework, most features
were non-rationales, and hence in Equation 3, most
features appeared in the second summation term,
with o = 0.01. We tested whether the improve-
ments that LwR provide over Lw/oR are simply
due to implicit higher regularization for most of the
features with o = 0.01, and hence experimented
with equation 2 (which is Lw/oR) using C = 0.01.
We observed that setting C = 0.01 and indis-
criminately regularizing all the terms did not im-
prove Lw/oR, further providing experimental evi-
dence that the improvements provided by LwR are
not due to just higher regularization, but they are due
to a more fine-grained regularization, as explained in
Section 3.1.

Even though LwR provides huge benefits, pro-
viding both a label and a rationale is expected to
take more time of the labeler than simply provid-
ing a label. However, the improvements of LwR
over Lw/oR is so huge that it might be worth spend-
ing the extra time in providing rationales. For ex-
ample, in order to achieve a target AUC of 0.95
for SRAA dataset (using tf-idf representation with
MNB classifier), Lw/oR required labeling 656 doc-
uments, whereas LwR required annotating a mere
29 documents, which is 22.6 times reduction in the
number of documents. As another example, in or-
der to achieve a target AUC of 0.8 for WvsH dataset
(using binary representation with SVM classifier),
Lw/oR required labeling 113 documents, whereas
LwR achieved this target with only 13 documents.

(Zaidan et al., 2007) conducted user studies and
showed that providing 5 to 11 rationales and a class
label per document takes roughly twice the time of
providing only the label for the document. (Ragha-
van et al., 2006) also conducted user studies and
showed that labeling instances takes five times more
time than labeling features. We worked with simu-
lated user and showed that a document that is anno-
tated with a label and a single rationale can be worth
as many as 22 documents that are annotated with
only a label and thus these results suggest that LwR,
compared to Lw/oR, can lead to significant time sav-
ings for the annotator.

4 Active Learning with Rationales

So far we have seen that LwR provides drastic im-
provements over Lw/oR. Both these strategies se-
lected documents randomly for labeling. Active
learning (Settles, 2012) aims to carefully choose in-
stances for labeling to improve over random sam-
pling. Many successful active learning approaches
have been developed for instance labeling (e.g.
(Lewis and Gale, 1994), (Seung et al., 1992),
(Roy and McCallum, 2001)), feature labeling (e.g.
(Druck et al., 2009)), and rotating between instance
and feature labeling (e.g. (Raghavan and Allan,
2007), (Druck et al., 2009), (Attenberg et al., 2010),
(Melville and Sindhwani, 2009)). In this section, we
introduce an active learning strategy that can utilize
the learning with rationales framework.
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Figure 1: Comparison of Lw/oR with LwR. LwR provides drastic improvements over Lw/oR for all datasets with
binary and tf-idf representations and using all three classifiers.
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4.1 Active Learning to Select Documents based
on Rationales

Arguably, one of the most successful active learn-
ing strategies for text categorization is uncertainty
sampling, which was first introduced by (Lewis and
Catlett, 1994) for probabilistic classifiers and later
formalized for support vector machines (Tong and
Koller, 2001). The idea is to label instances for
which the underlying classifier is uncertain, i.e., the
instances that are close to the decision boundary
of the model. It has been successfully applied to
text classification tasks in numerous publications,
including (Zhu and Hovy, 2007), (Sindhwani et al.,
2009), and (Segal et al., 2006).

We adapt uncertainty sampling for the learning
with rationales framework. To put simply, when
the underlying model is uncertain about an unla-
beled document, we look whether the unlabeled doc-
ument contains words/phrases that were returned as
rationales for any of the existing labeled documents.
More formally, letR+ denote the union of all the ra-
tionales returned for the positive documents so far.
Similarly, let R− denote the union of all the ratio-
nales returned for the negative documents so far. An
unlabeled document can be of these three types:

1. Type1: has no words in common with R+ and
R−.

2. Type2: has word(s) in common with either R+

or R− but not both.

3. Type3: has at least one word in common with
R+ and at least one word in common with R−.

One would imagine that labeling each of the
type1, type2, and type3 documents has its own ad-
vantage. Labeling type1 documents has the potential
to elicit new domain knowledge, i.e., terms that were
not provided as a rationale for any of the existing
labeled documents. It also carries the risk of con-
taining little to no useful information for the clas-
sifier (e.g., a neutral review). For type2 documents,
even though the document shares a word that was re-
turned as a rationale for another document, the clas-
sifier is still uncertain about the document either be-
cause that word is not weighted high enough by the
classifier and/or there are other words that pull the
classification decision in the other direction, making

the classifier uncertain. Type3 documents contain
conflicting words/phrases and are potentially harder
cases, however, they also have the potential to re-
solve the conflicts for the classifier.

Building on our previous work (Sharma and Bil-
gic, 2013) we devised an active learning approach,
where given uncertain documents, the active learner
prefers instances of type3 over type1 and type2.
We call this strategy as uncertain-prefer-conflict
(UNC-PC) because type3 documents carry conflict-
ing words (with respect to rationales) whereas type1
and type2 do not. The difference between this ap-
proach and our previous work (Sharma and Bil-
gic, 2013) is that in (Sharma and Bilgic, 2013), we
selected uncertain instances based on model’s per-
ceived conflict whereas in this work, we are se-
lecting documents based on conflict caused by the
domain knowledge provided by the labeler. Next,
we compare the vanilla uncertainty sampling (UNC)
and UNC-PC strategies using LwR to see if using
uncertain documents of type3 could improve active
learning.

4.2 Active Learning with Rationales
Experiments

We used the same four text datasets and evalu-
ated our method UNC-PC using multinomial naı̈ve
Bayes, logistic regression, and support vector ma-
chines. For the active learning strategies, we used
a bootstrap of 10 random documents, and labeled
five documents at each round of active learning.
We used a budget of 200 documents for all meth-
ods. UNC simply picks the top five uncertain doc-
uments, whereas UNC-PC looks at top 20 uncertain
documents and picks five uncertain documents giv-
ing preference to the conflicting cases (type 3) over
the non-conflicting cases (type1 and type2). We re-
peated each experiment 10 times starting with a dif-
ferent bootstrap at each trial and report the average
results.

In Figure 2 we show the learning curves com-
paring UNC-PC with UNC for multinomial naı̈ve
Bayes. (Logistic regression and SVM curves are
omitted due to space.) Since the results for LwR
using tf-idf representation are better than the re-
sults using the binary representation, we compared
UNC-PC to UNC for LwR using only the tf-idf
representation. We see that for multinomial naı̈ve
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Bayes, UNC-PC improves over traditional uncer-
tainty, UNC, on two datasets, and hurts performance
on one dataset. Next, we discuss the significance re-
sults for all classifiers.

Table 2 shows the paired t-test results comparing
the learning curves of UNC-PC with the learning
curves of UNC at each step of the active learning
(i.e, if the average of one learning curve is signifi-
cantly better or worse than the average of the learn-
ing curve of the other). If UNC-PC has a higher av-
erage AUC than UNC with a t-test significance level
of 0.05 or better, it is a Win (W), if it has signifi-
cantly lower performance, it is a Loss (L), and if the
difference is not statistically significant, the result is
a Tie (T).

Using multinomial naı̈ve Bayes, UNC-PC wins
over UNC for two of the datasets (IMDB and
WvsH), does not cause any significant changes for
Nova (ties all the time), and loses for SRAA. Using
logistic regression, UNC-PC wins for two datasets
(Nova and SRAA), ties for WvsH and loses for
IMDB. Using support vector machines, UNC-PC
wins for three datasets (Nova, SRAA, and WvsH)
and loses for IMDB. The t-test results show that
UNC-PC often improves learning over UNC.

Table 2: Significant W/T/L counts for UNC-PC versus
UNC. UNC-PC improves over UNC significantly for all
three classifiers and most of the datasets.

UNC baseline MNB LR SVM
UNC-PC 2/1/1 2/1/1 3/0/1

5 Limitations and Future Work

A limitation of our work is that we simulated the la-
beler in our experiments. Even though we simulated
the labeler in a very conservative way (that is, our
simulated labeler knows only a few most apparent
words) and asked the simulated labeler to provide
any one (rather than the top) rationale, a user study
is needed to i) experiment with potentially noisy la-
belers, and ii) measure how much actual time saving
LwR provides over Lw/oR.

Another line of future work is to allow the la-
beler to provide richer feedback. This is especially
useful for resolving conflicts that stem from seem-
ingly conflicting words and phrases. For example,

for the movie review “The plot was great, but the
performance of the actors was terrible. Avoid it.”
the word “great” is at odds with the words “terri-
ble” and “avoid”. If the labeler is allowed to provide
richer feedback, saying that the word “great” refers
to the plot, “terrible” refers to the performance, and
“avoid” refers to the movie, then the learner might
be able to learn to resolve similar conflicts in other
documents. However, this requires a conflict reso-
lution mechanism in which the labeler can provide
rich feedback, and a learner that can utilize such rich
feedback. This is an exciting future research direc-
tion that we would like to pursue.

We showed that our strategy to incorporate ratio-
nales works well for text classification. The pro-
posed framework can potentially be used for non-
text domains where the domain experts can provide
rationales for their decisions, such as medical do-
main where the doctor can provide a rationale for
his/her diagnosis and treatment decisions. Each do-
main is expected to have its own unique research
challenges and working with other domains is an-
other interesting future research direction.

6 Related Work

The closest related work deals with eliciting ratio-
nales from users and incorporating them into the
learning (e.g., (Zaidan et al., 2007), (Donahue and
Grauman, 2011), (Zaidan et al., 2008), and (Parkash
and Parikh, 2012)). However, much of this work
is specific to a particular classifier, such as sup-
port vector machines. The framework we present is
classifier-agnostic and we have shown that it works
across classifiers and feature representations. Addi-
tionally, we provide a novel active learning approach
tailored for the learning with rationales framework.

Another line of related work is the recent work
on active learning with instance and feature annota-
tions (e.g., (Melville and Sindhwani, 2009), (Druck
et al., 2009), (Small et al., 2011), (Stumpf et al.,
2008), (Raghavan and Allan, 2007), and (Attenberg
et al., 2010)). The main difference between the fea-
ture annotation work and the learning with ratio-
nales framework is that the feature annotations are
not tied to particular instances, whereas in the learn-
ing with rationales framework, the documents and
their rationales are coupled together. Even though
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Figure 2: Comparison of LwR using UNC and UNC-PC for all datasets with tf-idf representation and using multino-
mial naı̈ve Bayes classifier.

feature annotation work can be utilized for the learn-
ing with rationales framework by decoupling ratio-
nales from their documents, this is expected to re-
sult in information loss (such as weighting features
globally rather than locally). The precise effect of
decoupling rationales and documents on the classi-
fier performance still needs to be tested empirically.

7 Conclusion

We introduced a novel framework to incorporate ra-
tionales into active learning for text classification.
Our simple strategy to incorporate rationales can uti-
lize any off-the-shelf classifier. The empirical eval-
uations on four text datasets with binary and tf-idf

representations and three classifiers showed that our
proposed method utilizes rationales effectively. Ad-
ditionally, we presented an active learning strategy
that is tailored specifically for the learning with ra-
tionales framework and empirically showed that it
improved active learning.
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Abstract

This paper presents a framework to infer spa-
tial knowledge from verbal semantic role rep-
resentations. First, we generate potential spa-
tial knowledge deterministically. Second, we
determine whether it can be inferred and a
degree of certainty. Inferences capture that
something is located or is not located some-
where, and temporally anchor this informa-
tion. An annotation effort shows that infer-
ences are ubiquitous and intuitive to humans.

1 Introduction

Extracting semantic relations from text is at the core
of text understanding. Semantic relations encode se-
mantic connections between words. For example,
from (1) Bill couldn’t handle the pressure and quit
yesterday, one could extract that theCAUSE of quit
was the pressure. Doing so would help answering
questionWhy did Bill quit? and determining thatthe
pressure started before Billquit.

In the past years, computational semantics has re-
ceived a significant boost. But extracting all seman-
tic relations in text—even in single sentences—is
still an elusive goal. Most existing approaches target
either a single relation, e.g.,PART-WHOLE (Girju et
al., 2006), or relations that hold between arguments
following some syntactic construction, e.g., posses-
sives (Tratz and Hovy, 2013). Among the latter kind,
the task of verbal semantic role labeling focuses on
extracting semantic links exclusively between verbs
and their arguments. PropBank (Palmer et al., 2005)
is a popular corpus for this task, and tools to ex-
tract verbal semantic roles have been proposed for
years (Carreras and Màrquez, 2005).

Some semantic relations hold forever, e.g., the
CAUSE of eventquit in example (1) above ispres-
sure. Discussing when thisCAUSE holds is some-
what artificial: at some point Billquit, and he did so

S

NP VP

NNP AUX VP
John was

VBN PP
incarcerated

THEME
LOCATION

at Shawshank
prison

Figure 1: Semantic roles (solid arrows) and addi-
tional spatial knowledge (discontinuous arrow).

because ofthe pressure. But LOCATION and other
semantic relations often do not hold forever. For ex-
ample, while buildings typically have one location
during their existence, people and objects such as
cars and books do not: they participate in events and
as a result their locations change.

This paper presents a framework to infer
temporally-anchored spatial knowledge from verbal
semantic roles. Specifically, our goal is to infer
whether something is located somewhere or not lo-
cated somewhere, and temporally anchor this spa-
tial information. Consider sentence (2)John was
incarcerated at Shawshank prison and its semantic
roles (Figure 1, solid arrows). Given these roles,
we aim at inferring thatJohn hadLOCATION Shaw-
shank prison during eventincarcerated, and that he
(probably) did not have thisLOCATION before and
after (discontinuous arrow). Our intuition is that
knowing thatincarcerated hasTHEME John andLO-
CATION Shawshank prison will help making these
inferences. As we shall discuss, sometimes we have
evidence that something is (or is not) located some-
where, but cannot completely commit.

We target temporally-anchored spatial knowledge
between intra-sentential arguments of verbs, not
only between arguments of the same verb as ex-
emplified in Figure 1. The main contributions are:
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(1) analysis of spatial knowledge inferable from
PropBank-style semantic roles; (2) annotations of
temporally-anchoredLOCATION relations on top of
OntoNotes;1 (3) supervised models to infer the ad-
ditional spatial knowledge; and (4) experiments de-
tailing results using lexical, syntactic and semantic
features. The framework presented here infers over
44% spatial knowledge on top of the PropBank-style
semantic roles annotated in OntoNotes (certYES

andcertNO labels, Section 3.3).

2 Semantic Roles and Additional Spatial
Knowledge

We denote a semantic relationR betweenx and y
as R(x, y). R(x, y) could be read “x has R y”,
e.g., AGENT(moved, John) could be read “moved
hasAGENT John”. Semantic roles2 are semantic re-
lations R(x, y) such thatx is a verb andy is an ar-
gument ofx. We refer to any spatial relationLO-
CATION(x, y) where (1)x is not a verb, or (2)x is
a verb buty is not a argument ofx, as additional
spatial knowledge. As we shall see, we target addi-
tional spatial knowledge beyond plainLOCATION(x,
y) relations, which only specify the locationy of x.
Namely, we consider polarity, i.e., whether some-
thing is or is not located somewhere, and temporally
anchor this information.

This paper complements semantic role represen-
tations with additional spatial knowledge. We fol-
low a practical approach by inferring spatial knowl-
edge from PropBank-style semantic roles. We be-
lieve this is an advantage since PropBank is well-
known in the field and several tools to predict Prop-
Bank roles are documented and publicly available.3

The work presented here could be incorporated into
any NLP pipeline after role labeling without modifi-
cations to other components.

2.1 PropBank and OntoNotes

PropBank (Palmer et al., 2005) adds semantic role
annotations on top of the parse trees of the Penn

1Available athttp://hilt.cse.unt.edu/
2We usesemantic role to refer to PropBank-style (verbal)

semantic roles. NomBank (Meyers et al., 2004) and FrameNet
(Baker et al., 1998) also annotate semantic roles.

3E.g., http://cogcomp.cs.illinois.edu/page/

software , http://ml.nec-labs.com/senna/ ;

[Mr. Cray]ARG0 [will] ARGM-MOD [work]verb [for the
Colorado Springs CO company]ARG2 [as an indepen-
dent contractor]ARG1.
[I] ARG0 ’d [slept]verb [through my only previous brush
with natural disaster]ARG2 , [. . . ]

Table 1: Examples of PropBank annotations.

ARGM-LOC: location ARGM-CAU: cause
ARGM-EXT: extent ARGM-TMP: time
ARGM-DIS: discourse connective ARGM-PNC: purpose

ARGM-ADV : general-purpose ARGM-MNR: manner
ARGM-NEG: negation marker ARGM-DIR: direction
ARGM-MOD: modal verb

Table 2: Argument modifiers in PropBank.

Treebank. It uses a set of numbered arguments4

(ARG0, ARG1, etc.) and modifiers (ARGM-TMP,
ARGM-MNR, etc.). Numbered arguments do not
share a common meaning across verbs, they are de-
fined on verb-specific framesets. For example,ARG2

is used to indicate “employer” with verb work.01
and “expected terminus of sleep” with verb sleep.01
(Table 1). Unlike numbered arguments, modifiers
have the same meaning across verbs (Table 2).

The original PropBank corpus consists of (1)
3,327 framesets, each frameset defines the num-
bered roles for a verb, and (2) actual semantic role
annotations (numbered arguments and modifiers) for
112,917 verbs. On average, each verb has 1.93 num-
bered arguments and 0.66 modifiers annotated. Only
7,198 verbs have anARGM-LOC annotated, i.e., lo-
cation information is present in 6.37% of verbs. For
more information about PropBank and examples, re-
fer to the annotation guidelines.5

OntoNotes (Hovy et al., 2006) is a more re-
cent corpus that includes POS tags, word senses,
parse trees, speaker information, named entities,
PropBank-style semantic roles and coreference.
While the original PropBank annotations were done
exclusively in the news domain, OntoNotes includes
other genres as well: broadcast and telephone con-
versations, weblogs, etc. Because of the addi-
tional annotation layers and genres, we work with
OntoNotes instead of PropBank.

4Numbered arguments are also referred to ascore.
5http://verbs.colorado.edu/ ˜ mpalmer/projects/

ace/PBguidelines.pdf
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S

SBAR NP VP

NP IN
after

S NBC News has learnt . . .

Exactly
a month

NP VP

twenty-six
year old

George Smith

VBD
vanished

ARG1

ARGM-DIR PP

IN
from

NP

NP VP

a Royal
Caribbean ship

VBG
cruising

ARG0

ARGM-LOC PP

in the Mediterranean

Figure 2: Semantic roles (solid arrows) and additional spatial knowledge (discontinuous arrow) of type (1b).
The additionalLOCATION(a Royal Caribbean ship, in the Mediterranean) of type (1a) is not shown.

2.2 Additional Spatial Knowledge

Sentences contain spatial information beyond
ARGM-LOC semantic role, i.e., beyond links be-
tween verbs and their arguments. There are two
main types of additionalLOCATION(x, y) relations:6

(1) those whose argumentsx and y are semantic
roles of a verb, and (2) those whose argumentsx and
y are not semantic roles of a verb.

The first kind can be further divided into (1a)
those whose arguments are semantic roles of the
same verb (Figure 1), and (1b) those whose argu-
ments are semantic roles of different verbs. Fig-
ure 2 illustrates type (1b). Semantic roles indicate
ARG1 and ARGM-DIR of vanished, and ARG0 and
ARGM-LOC of cruising. In this example, one can
infer that twenty-six year old George Smith (ARG1

of vanished) hasLOCATION in the Mediterranean
(ARGM-LOC of cruising) during thecruising event.

The second kind of additionalLOCATION(x, y) is
exemplified in the following sentence:[Residents
of Biddeford apartments]ARG0 can [enjoy]verb [the
recreational center]ARG1 [free of charge]MANNER.
LOCATION(recreational center, Biddeford apart-
ments) could be inferred yetBiddeford apartments
is not a semantic role of a verb.7 Inferring this kind
of relations would require splitting semantic roles;

6Both ARGM-LOC(x, y) and LOCATION(x, y) encode the
same meaning, but we useARGM-LOC for the PropBank se-
mantic role andLOCATION for additional spatial knowledge.

7Note that the head ofARG0 is residents, not the apartments.

one could also extract that theresidents haveLOCA-
TION Biddeford apartments.

In this paper, we focus on extracting additional
spatial knowledge of type (1), and reserve type (2)
for future work. More specifically, we infer spa-
tial knowledge betweenx andy, where the follow-
ing semantic roles exist:ARGi(xpred, x) andARGM-
LOC(ypred, y). ARGi indicates any numbered argu-
ment (ARG0, ARG1, ARG2, etc.) andxpred (ypred) in-
dicates the verbal predicate to whichx (y) attaches.
Targeting additional spatial knowledge exclusively
for numbered arguments is not a significant limita-
tion: most semantic roles annotated in OntoNotes
(75%) are numbered arguments, and it is pointless
to infer spatial knowledge for most modifiers, e.g.,
ARGM-EXT, ARGM-DIS, ARGM-ADV , ARGM-MOD,
ARGM-NEG, ARGM-DIR.

3 Annotating Spatial Knowledge

Annotating all additional spatial knowledge in
OntoNotes inferable from semantic roles is a daunt-
ing task. OntoNotes is a large corpus with 63,918
sentences and 9,924ARGM-LOC semantic roles an-
notated. Our goal is not to present an extensive
annotation effort, but rather show that additional
temporally-anchored spatial knowledge can be (1)
annotated reliably by non-experts following simple
guidelines, and (2) inferred automatically using su-
pervised machine learning. Thus, we focus on 200
sentences from OntoNotes that have at least one
ARGM-LOC role annotated.
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foreach sentence s do
foreach sem. role ARGM-LOC(ypred, y) ∈ s do

foreach sem. role ARGi(xpred, x) ∈ s do
if is valid(x, y) then

Is x located aty beforeypred?
Is x located aty duringypred?
Is x located aty afterypred?

Algorithm 1: Procedure to generate potential addi-
tional spatial knowledge of type (1) (Section 2.2).

Obviously, [the pilot]ARG0 , v1 did[n’t] ARGM-NEG, v1 [think]v1

[too much]ARGM-EXT, v1 [about [what]ARG1 , v2 was
[happening]v2 [on the ground]ARGM-LOC, v2 , or . . . ]ARG1, v1

Figure 3: Sample sentence and semantic roles. Pair
(x: about what was happening on the ground, y: on
the ground) is invalid becausex containsy.

All potential additional spatial knowledge is gen-
erated with Algorithm 1, and a manual annotation
effort determines whether spatial knowledge should
be inferred. Algorithm 1 loops over allARGM-LOC

roles, and generates questions regarding whether
spatial knowledge can be inferred for any numbered
argument within the same sentence.is valid(x, y)
returns True if (1)x is not contained iny and (2)y is
not contained inx. Considering invalid pairs would
be trivial or nonsensical, e.g., pair (x:about what
was happening on the ground, y: on the ground) is
invalid in the sentence depicted in Figure 3.

3.1 Annotation Process and Guidelines

In a first batch of annotations, two annotators were
asked questions generated by Algorithm 1 and re-
quired to answerYES or NO. The only information
they had available was the source sentence without
semantic role information. Feedback from this first
attempt revealed that (1) because of the nature ofx
or y, sometimes questions are pointless, and (2) be-
cause of uncertainty, sometimes it is not correct to
answerYESor NO, even tough there is some evidence
that makes either answer likely.

Based on this feedback, and inspired by previous
annotation guidelines (Saurı́ and Pustejovsky, 2012),
in a second batch we allowed five answers:
• certYES : I am certain that the answer is yes.
• probYES : It is probable that the answer is yes,

but it is not guaranteed.
• certNO : I am certain that the answer is no.

• probNO: It is probable that the answer is no, but
it is not guaranteed.

• UNK: There is not enough information to an-
swer, I can’t tell the location ofx.

The goal is to infer spatial knowledge as gath-
ered by humans when reading text. Thus, annotators
were encouraged to use commonsense and world
knowledge. While simple and somewhat open to
interpretation, these guidelines allowed as to gather
annotations with “good reliability” (Section 3.3.1).

3.2 Annotation Examples

In this section, we present annotation examples af-
ter resolving conflicts (Figure 4). These examples
show that ambiguity is common and sentences must
be fully interpreted before annotating.

Sentence 4(a) has four semantic roles for verbcol-
lecting (solid arrows), and annotators are asked to
decide whetherARG0 and ARG1 of collecting are
located at theARGM-LOC before, during or after
collecting (discontinuous arrows). Annotators inter-
preted that theFBI agents and divers (ARG0) andev-
idence (ARG1) were locatedat Lake Logan (ARGM-
LOC) during collecting (certYES ). They also anno-
tated that theFBI agents and divers were likely to be
located atLake Logan before and after (probYES ).
Finally, they determined that theevidence was lo-
catedat Lake Logan before thecollecting (certYES ),
but probably not after (probNO). These annotations
reflect the natural reading of sentence 4(a): (1) peo-
ple and whatever they collect are located where the
collecting takes place during the event, (2) people
collecting are likely to be at that location before and
after (i.e., presumably they do not arrive immedi-
ately before and leave immediately after), and (3)
the objects being collected are located at that loca-
tion before collecting, but probably not after.

Sentence 4(b) is more complex. First, potential
relation LOCATION(in sight, at the intersection) is
annotatedUNK: it is nonsensical to ask for the loca-
tion of sight. Second, theDisney symbols are never
locatedat the intersection (certNO ). Third, boththe
car andsecurity guard were locatedat the intersec-
tion during the stop for sure (certYES ). Fourth, an-
notators interpreted thatthe car was notat the in-
tersection before (certNO ), but they were not sure
about after (probNO). Fifth, they considered that the
security guard was probably locatedat the intersec-
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Today FBI agents and divers were collecting
ARG0

ARGM-TMP
ARG1

ARGM-LOC

evidence at Lake Logan . . .

(a)

However, before
[any of the

Disney symbols]ARG1, v1
[were]v1

[in sight]ARG2 , v1

the car was stopped

ARGM-DIS
ARGM-TMP

ARG1 ARG0
ARGM-LOC

by a
security guard

at the intersection
of the roads

towards Disney

(b)

x y ypred Before During After

FBI agents and divers at Lake Logan collecting probYES certYES probYES
evidence at Lake Logan collecting certYES certYES probNO

any of the Disney symbols at the intersection of the roads . . . stopped certNO certNO certNO
in sight at the intersection of the roads . . . stopped UNK UNK UNK
the car at the intersection of the roads . . . stopped certNO certYES probNO
by a security guard at the intersection of the roads . . . stopped probYES certYES probYES

Figure 4: Examples of semantic role representations (solidarrows), potential additional spatial knowledge
(discontinuous arrows) and annotations with respect to theverb to whichy attaches (collecting or stopped).

Label
certYES probYES certNO probNO UNK

# % # % # % # % # %
Before 100 15.04 225 33.83 57 8.57 248 37.29 35 5.26
During 477 71.51 36 5.40 60 9.00 59 8.85 35 5.25
After 140 21.12 344 51.89 57 8.60 87 13.12 35 5.28

All 717 35.94 605 30.33 174 8.72 394 19.75 105 5.26

Table 3: Annotation counts. Over 44% of potential spatial knowledge can be inferred (certYES andcertNO ).

tion before and after. In other words, annotators un-
derstood that (1) the car was moving down a road
and arrived at the intersection; (2) then, it was pulled
over by a security guard who is probably stationed at
the intersection; and (3) after the stop, the car prob-
ably continued with its route but the guard probably
stayed at the intersection.

3.3 Annotation Analysis
Each annotator answered 1,995 questions generated
with Algorithm 1. Basic label counts after resolving
conflicts are shown in Table 3. First, it is worth not-
ing that annotators usedUNKto answer only 5.26%
of questions. Thus, over 94% of timesARGM-LOC

semantic role is found, additional spatial knowledge
can be inferred with some degree of certainty. Sec-
ond, annotators were certain about the additional
spatial knowledge, i.e., labelscertYES andcertNO ,
35.94% and 8.72% of times respectively. Thus,
44% of times one encountersARGM-LOC seman-

Observed Cohen Kappa
Before 89.0% 0.845
During 91.2% 0.848
After 87.8% 0.814

All 89.8% 0.862

Table 4: Inter-annotation agreements. Kappa scores
indicate “good reliability”.

tic role, additional spatial knowledge can be inferred
with certainty. Finally, annotators answered around
50% of questions withprobYES or probNO. In other
words, they found it likely that spatial information
can be inferred, but were not completely certain.

3.3.1 Inter-Annotator Agreements

Table 4 presents observed agreements, i.e., raw per-
centage of equal annotations, and Cohen Kappa
scores (Cohen, 1960) per temporal anchor and for
all questions. Kappa scores are above 0.80, indicat-
ing “good reliability” (Artstein and Poesio, 2008).
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No. Name Description

0 temporal anchor are we predictingLOCATION(x, y) before, during or afterypred?

le
xi

ca
l

1–4 first word, POS tag first word and POS tag inx andy
5–8 last word, POS tag last word and POS tag inx andy
9,10 num tokens number of tokens inx andy

11,12 subcategory concatenation of (1)x’s children and (2)y’s children
13 direction whetherx occurs before or aftery

sy
nt

ac
tic

14,15 syntactic node syntactic node ofx andy
16–19 head word, POS tag head word and POS tag ofx andy
20–23 left and right sibling syntactic nodes of the left and right siblings ofx andy
24–27 parent node and index syntactic nodes and child indices of parents ofx andy

28 common subsumer syntactic node subsumingx andy
29 syntactic path syntactic path betweenx andy

se
m

an
tic

30–33 word, POS tag predicate and POS tag ofxpred andypred

34 isRole semantic role label betweenxpred andx
35 same predicate whetherxpred andypred are the same token

36–39 firstRole, lastRole the first and last semantic roles ofxpred andypred

40–59 hasRole flags indicating whetherxpred andypred have each semantic role
60–99 role index and node for each semantic role, the order of appearance and syntactic node

100 x containedIny role semantic role ofypred that fully containsx
101 y containedInx role semantic role ofxpred that fully containsy

Table 5: Feature set to infer temporally-anchored spatial knowledge from semantic role representations.

We believe the high Kappa scores are due to the
fact that we start from PropBank-style roles instead
of plain text, and questions asked are intuitive. Note
that not all disagreements are equal, e.g., the differ-
ence betweencertYES and certNO is much larger
than the difference betweencertYES andprobYES .

4 Inferring Spatial Knowledge

We follow a standard supervised machine learning
approach. The 200 sentences were divided into
train (80%) and test (20%), and the corresponding
instances assigned to the train and test sets.8 We
trained an SVM with RBF kernel using scikit-learn
(Pedregosa et al., 2011). ParametersC andγ were
tuned using 10-fold cross-validation with the train-
ing set, and results are calculated with test instances.

4.1 Feature selection

Selected features (Table 5) are a mix of lexical, syn-
tactic and semantic features, and are extracted from
tokens (words and POS tags), full parse trees and se-
mantic roles. Lexical and syntactic features are stan-
dard in semantic role labeling (Gildea and Jurafsky,
2002) and we do not elaborate on them. Hereafter

8Splitting instances randomly would be unfair, as instances
from the same sentence would be assigned to the train and test
sets. Thank you to an anonymous reviewer for pointing this out.

Sentence: [In this laboratory]ARGM-LOC, v1 [I] ARG0, v1 ’m
[surrounded]v1 [by the remains of [20 service members
who]ARG1 , v2 are in the process of being [identified]v2 ]ARG1, v1

Potential additional spatial knowledge: x:20 service mem-
bers who, y: In this laboratory; x containedIny role =ARG1

Sentence: [Children]ARG0 , v1 can get to [know]v1 [dif-
ferent animals and plants, and [even some crops
that]ARG1 , v2 are [rarely]ARGM-ADV , v2 [seen]v2 [in our daily
life] ARGM-LOC, v2 ]ARG1 , v1 .
Potential additional spatial knowledge: x:Children, y: in
our daily life; y containedInx role = ARG1

Figure 5: Pairs (x, y) for whichx containedIn y role
andy containedIn x role features have a value.

we describe semantic features, which include any
feature derived from semantic role representations.

Features 30–33 correspond to the surface form
and POS tag of the verbs to whichx andy attach to.
Feature 34 indicates the semantic role betweenxpred

andx; note that the semantic role betweenypred and
y is alwaysARGM-LOC (Algorithm 1). Feature 35
distinguishes inferences of type (1a) from (1b) (Sec-
tion 2.2): it indicates whether bothx andy attach to
the same verb, as in Figure 1, or not, as in Figure
2. Features 36–39 encode the first and last seman-
tic role of xpred and ypred by order of appearance.
Features 40–59 are binary flags signalling which se-
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Before During After All
P R F P R F P R F P R F

most frequent
baseline

certYES 0.11 1.00 0.20 0.74 1.00 0.85 0.26 1.00 0.42 0.37 1.00 0.54
other labels 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

weighted avg. 0.01 0.11 0.02 0.54 0.74 0.63 0.07 0.26 0.11 0.14 0.37 0.20
most frequent
per temporal
anchor
baseline

certYES 0.00 0.00 0.00 0.75 1.00 0.86 0.00 0.00 0.00 0.75 0.62 0.68
probYES 0.00 0.00 0.00 0.00 0.00 0.00 0.45 1.00 0.62 0.45 0.56 0.50

probNO 0.38 1.00 0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.62 0.47
other labels 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

weighted avg. 0.14 0.38 0.21 0.57 0.75 0.65 0.20 0.45 0.28 0.50 0.53 0.50

lexical
features

certYES 0.13 0.20 0.16 0.74 1.00 0.85 0.53 0.29 0.37 0.63 0.75 0.69
probYES 0.39 0.34 0.36 0.00 0.00 0.00 0.56 0.90 0.69 0.51 0.63 0.56

certNO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
probNO 0.39 0.53 0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.39 0.37 0.38

UNK 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
weighted avg. 0.31 0.35 0.32 0.54 0.74 0.63 0.44 0.56 0.47 0.47 0.55 0.50

lexical +
syntactic
features

certYES 0.41 0.47 0.44 0.74 0.99 0.85 0.27 0.09 0.13 0.67 0.72 0.70
probYES 0.53 0.34 0.41 0.00 0.00 0.00 0.54 0.90 0.67 0.54 0.63 0.58

certNO 0.33 0.10 0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.04 0.06
probNO 0.38 0.64 0.48 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.44 0.41

UNK 1.00 0.12 0.22 1.00 0.12 0.22 1.00 0.12 0.22 1.00 0.12 0.22
weighted avg. 0.48 0.43 0.41 0.61 0.74 0.64 0.42 0.51 0.41 0.57 0.56 0.53

lexical +
semantic
features

certYES 0.18 0.20 0.19 0.74 1.00 0.85 0.65 0.31 0.42 0.67 0.76 0.71
probYES 0.48 0.42 0.44 0.00 0.00 0.00 0.57 0.92 0.70 0.54 0.66 0.60

certNO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
probNO 0.35 0.51 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.35 0.35 0.35

UNK 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
weighted avg. 0.33 0.37 0.34 0.54 0.74 0.63 0.47 0.57 0.49 0.49 0.56 0.52

all features

certYES 0.50 0.20 0.29 0.76 0.97 0.85 0.50 0.14 0.22 0.73 0.70 0.71
probYES 0.51 0.36 0.42 0.50 0.14 0.22 0.56 0.93 0.70 0.55 0.66 0.60

certNO 0.33 0.10 0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.04 0.05
probNO 0.40 0.72 0.51 0.00 0.00 0.00 0.00 0.00 0.00 0.39 0.50 0.44

UNK 1.00 0.12 0.22 0.33 0.12 0.18 0.50 0.12 0.20 0.50 0.12 0.20
weighted avg. 0.49 0.44 0.41 0.61 0.73 0.65 0.46 0.54 0.45 0.56 0.57 0.55

Table 6: Results obtained with two baselines, and training with several feature combinations. Models are
trained with all instances (before, during and after).

mantic rolesxpred andypred have, and features 60–
99 capture the index of each role (first, second, third,
etc.) and its syntactic node (NP, PP, SBAR, etc.).

Finally, features 100 and 101 capture the semantic
role of xpred andypred which fully containy andx
respectively, if such roles exists. These features are
especially designed for our inference task and are
exemplified in Figure 5.

5 Experiments and Results

Results obtained with the test set using two base-
lines and models trained with several feature com-
binations are presented in Table 6. Themost fre-
quent baseline always predictscertYES , and the
most frequent per temporal anchor baseline pre-

dicts probNO, certYES and probYES for instances
with temporal anchorbefore, during and after re-
spectively. Themost frequent baseline obtains a
weighted F-measure of0.20, andmost frequent per
temporal anchor baseline0.50. Results with su-
pervised models are better, but we note that always
predictingcertYES for during instances obtains the
same F-measure than using all features (0.65).

The bottom block of Table 6 presents results us-
ing all features. The weighted F-measure is0.55,
and the highest F-measures are obtained with labels
certYES (0.71) and probYES (0.60). Results with
certNO and probNO are lower (0.05 and0.44), we
believe this is due to the fact that few instances are
annotated with this labels (8.72% and19.75%, Ta-
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ble 3). Results are higher (0.65) with during in-
stances than withbefore and after instances (0.41
and0.45). These results are intuitive: certain events
such aspress andwrite require participants to be lo-
cated where the event occurs only during the event.

5.1 Feature Ablation and Detailed Results

The weighted F-measure using lexical features is the
same than with themost frequent per temporal an-
chor baseline (0.50). F-measures go up withbefore
(0.21 vs. 0.32, 52.38%) andafter (0.28 vs. 0.47,
67.85%) instances, but slightly down withduring in-
stances (0.65 vs. 0.63, −3.08%).

Complementing lexical features with syntactic
and semantic features brings the overall weighted F-
measure slightly up:0.53 with syntactic and0.52
with semantic features (+0.03 and+0.02, 6% and
4%). Before instances benefit the most from syn-
tactic features (0.32 vs. 0.41, 28.13%), andafter
instances benefit from semantic features (0.47 vs.
0.49, 4.26%). During instances do not benefit from
semantic features, and only gain0.01 F-measure
(1.59%) with syntactic features.

Finally, combining lexical, syntactic and seman-
tic features obtains the best overall results (weighted
F-measure:0.55 vs. 0.53 and 0.52, 3.77% and
5.77%). We note, however, thatbefore instances do
not benefit from including semantic features (same
F-measure,0.41), and the best results forafter in-
stances are obtained with lexical and semantic fea-
tures (0.49 vs. 0.45, 8.16%),

6 Related Work

Tools to extract the PropBank semantic roles we in-
fer from have been studied for years (Carreras and
Màrquez, 2005; Hajič et al., 2009; Lang and Lapata,
2010). These systems only extract semantic links
between predicates and their arguments, not be-
tween arguments of predicates. In contrast, this pa-
per complements semantic role representations with
spatial knowledge for numbered arguments.

There have been several proposals to extract se-
mantic links not annotated in well-known corpora
such as PropBank (Palmer et al., 2005), FrameNet
(Baker et al., 1998) or NomBank (Meyers et al.,
2004). Gerber and Chai (2010) augment Nom-
Bank annotations with additional numbered argu-

ments appearing in the same or previous sentences;
posterior work obtained better results for the same
task (Gerber and Chai, 2012; Laparra and Rigau,
2013). The SemEval-2010 Task 10: Linking Events
and their Participants in Discourse (Ruppenhofer
et al., 2009) targeted cross-sentence missing num-
bered arguments in PropBank and FrameNet. We
have previously proposed an unsupervised frame-
work to compose semantic relations out of previ-
ously extracted relations (Blanco and Moldovan,
2011; Blanco and Moldovan, 2014a), and a super-
vised approach to infer additional argument mod-
ifiers (ARGM) for verbs in PropBank (Blanco and
Moldovan, 2014b). Unlike the current work, these
previous efforts (1) improve the semantic represen-
tation of verbal and nominal predicates, or (2) in-
fer relations between arguments of the same predi-
cate. None of them target temporally-anchored spa-
tial knowledge or account for uncertainty.

Attaching temporal information to semantic rela-
tions is uncommon. In the context of the TAC KBP
temporal slot filling track (Garrido et al., 2012; Sur-
deanu, 2013), relations common in information ex-
traction (e.g.,SPOUSE, COUNTRY OF RESIDENCY)
are assigned a temporal interval indicating when
they hold. The task proved very difficult, and
the best system achieved 48% of human perfor-
mance. Unlike this line of work, the approach pre-
sented in this paper starts from semantic role repre-
sentations, targets temporally-anchoredLOCATION

relations, and accounts for degrees of uncertainty
(certYES / certNO vs. probYES / probNO).

The task of spatial role labeling (Hajič et al.,
2009; Kolomiyets et al., 2013) aims at thoroughly
representing spatial information with so-called spa-
tial roles, i.e., trajector, landmark, spatial and motion
indicators, path, direction, distance, and spatial rela-
tions. Unlike us, the task does not consider temporal
spans nor certainty. But as the examples through-
out this paper show, doing so is useful because (1)
spatial information for most objects changes over
time, and (2) humans sometimes can only state that
an object isprobably located somewhere. In con-
trast to this task, we infer temporally-anchored spa-
tial knowledge as humans intuitively understand it,
and purposely avoid following any formalism.
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7 Conclusions

Semantic roles encode semantic links between a
verb and its arguments. Among other role labels,
PropBank uses numbered arguments (ARG0, ARG1,
etc.) to encode the core arguments of a verb, and
ARGM-LOC to encode the location. This paper ex-
ploits these numbered arguments andARGM-LOC

in order to infer temporally-anchored spatial knowl-
edge. This knowledge encodes whether a numbered
argumentx is or is not located in a locationy, and
temporally anchors this information with respect to
the verb to whichy attaches.

An annotation effort with 200 sentences from
OntoNotes has been presented. First, potential addi-
tional spatial knowledge is generated automatically
(Algorithm 1). Then, annotators following straight-
forward guidelines answer questions asking for intu-
itive spatial information, including uncertainty. The
result is annotations with high inter-annotator agree-
ments that encode spatial knowledge as understood
by humans when reading text.

Experimental results show that inferring addi-
tional spatial knowledge can be done with a mod-
est weighted F-measure of0.55. Results are higher
for certYES andprobYES (0.71 and0.60), the labels
that indicate that something is certainly or probably
located somewhere. Simple majority baselines pro-
vide strong results, but combining lexical, syntactic
and semantic features yields the best results (0.50
vs. 0.55). Inferring spatial knowledge for numeric
arguments before and after an event occurs is harder
than during the event (0.41 and0.45 vs. 0.65).

The most important conclusion of this work is
the fact that given anARGM-LOC semantic role,
temporally-anchored spatial knowledge can be in-
ferred for numbered arguments in the same sen-
tence. Indeed, annotators answered 44% of ques-
tions withcertYES or certNO , and 50% of questions
with probYES or probNO. Another important obser-
vation is that spatial knowledge can be inferred from
most verbs, not only motion verbs. While it is fairly
obvious to infer fromJohn went to Paris that he had
LOCATION Paris after went but not before or dur-
ing, we have shown that verbs such asincarcerated
(Figure 1) also grant spatial inferences.
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andÁlvaro Rodrigo. 2012. Temporally anchored re-
lation extraction. InProceedings of the 50th Annual
Meeting of the Association for Computational Linguis-
tics: Long Papers - Volume 1, ACL ’12, pages 107–
116.

Matthew Gerber and Joyce Chai. 2010. Beyond Nom-
Bank: A Study of Implicit Arguments for Nominal
Predicates. InProceedings of the 48th Annual Meet-
ing of the Association for Computational Linguistics,
pages 1583–1592, Uppsala, Sweden, July.

Matthew Gerber and Joyce Chai. 2012. Semantic role
labeling of implicit arguments for nominal predicates.
Computational Linguistics, 38:755–798, 2012.

Daniel Gildea and Daniel Jurafsky. 2002. Automatic la-
beling of semantic roles.Computational Linguistics,
28(3):245–288, September.

Roxana Girju, Adriana Badulescu, and Dan Moldovan.
2006. Automatic discovery of part-whole relations.
Computational Linguistics, 32(1):83–135, March.
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Abstract

Tree trimming is the problem of extracting
an optimal subtree from an input tree, and
sentence extraction and sentence compres-
sion methods can be formulated and solved
as tree trimming problems. Previous ap-
proaches require integer linear programming
(ILP) solvers to obtain exact solutions. The
problem of this approach is that ILP solvers
are black-boxes and have no theoretical guar-
antee as to their computation complexity. We
propose a dynamic programming (DP) algo-
rithm for tree trimming problems whose run-
ning time is O(NL logN), where N is the
number of tree nodes and L is the length limit.
Our algorithm exploits the zero-suppressed bi-
nary decision diagram (ZDD), a data struc-
ture that represents a family of sets as a di-
rected acyclic graph, to represent the set of
subtrees in a compact form; the structure of
ZDD permits the application of DP to obtain
exact solutions, and our algorithm is applica-
ble to different tree trimming problems. More-
over, experiments show that our algorithm is
faster than state-of-the-art ILP solvers, and
that it scales well to handle large summariza-
tion problems.

1 Introduction

Extractive text summarization and sentence com-
pression are tasks that basically select a subset of
the input set of textual units that is appropriate as
a summary or a compressed sentence. Current text
summarization and sentence compression methods
regard the problem of extracting such a subset as a
combinatorial optimization problem (e.g., (Filatova
and Hatzivassiloglou, 2004; McDonald, 2007; Lin

and Bilmes, 2010)). Tree trimming, the problem of
finding an optimal subtree of an input tree, is one
kind of these combinatorial optimization problems,
and it is used in three classes of text summarizations:
sentence compression (Filippova and Strube, 2008;
Filippova and Altun, 2013), single-document sum-
marization (Hirao et al., 2013), and the combination
of sentence compression and single-document sum-
marization (Kikuchi et al., 2014). In these tasks, the
set of input textual units is represented as a rooted
tree whose nodes correspond to the minimum tex-
tual units such as sentences and words. Next, a sub-
set is made by forming a subtree by trimming the
input tree. Since the optimal trimmed subtree pre-
serves the relationships between textual units, it is
a concise representation of the original set that pre-
serves linguistic quality.

A shortcoming of tree trimming-based methods is
that they are formulated as integer linear program-
ming (ILP) problems and so an ILP solver is needed
to solve them. Although modern ILP solvers can
solve many instances of tree trimming problems in
a short time, there is no theoretical guarantee that
they obtain an optimal solution. Furthermore, even
if an optimal solution can be obtained, we cannot es-
timate the running time. Estimating the running time
is critical for practical applications.

In this paper, we propose a dynamic programming
(DP) algorithm for tree trimming problems that fo-
cus on text summarization. The algorithm can solve
all three different classes of tree trimming problems
proposed so far in a unified way, and it can always
find an optimal solution in O(NL logN) time for
these problems, where N is the number of nodes of
the input tree and L is the length limit. The running
time of our algorithm only depends on N and L and
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so is independent of the input trees structure. Find-
ing an exact solution is important since we can use it
to evaluate the performance of heuristic algorithms.

The key idea of our algorithm is to use the zero-
suppressed binary decision diagram (ZDD) (Minato,
1993) to represent the set of all subtrees of the input
tree. ZDD is a data structure that represents a fam-
ily of sets as a directed acyclic graph (DAG). It can
represent a family of sets in compressed form. We
use ZDD to represent the set of subtrees of the in-
put tree, and then run a DP algorithm on the ZDD to
obtain the optimal solution that satisfies the length
limit. The algorithm runs in time O(|Z|L), where
|Z| is the number of nodes of ZDD, and L is the
length limit. Although the number of ZDD nodes
depends on the set we want to represent, we can
give theoretical upper bounds when we represent
the set of all subtrees of an input tree. ZDD uses
O(N logN) nodes to represent the set of all sub-
trees of an N node input tree. Hence the DP algo-
rithm runs in O(NL logN) time. The main virtues
of the proposed algorithm are that (1) it can always
find an exact solution, (2) its running time is the-
oretically guaranteed, and (3) it can solve the three
known tree trimming problems. Furthermore, our al-
gorithm is fast enough to be practical and scalable.
Since text summarization methods are often applied
to large scale inputs (e.g., (Christensen et al., 2014;
Nakao, 2000)), scalability is important. We compare
it to state-of-the-art ILP solvers and confirm that the
proposed algorithm can be hundreds of times faster.

Since our method assumes known formuations for
text summarization, the summary created by our al-
gorithm is exactly the same as that obtained by ap-
plying previous methods. However, we believe that
algorithmic improvements in computational cost is
as important as improvements in accuracy in order
to make better practical systems.

2 Tree Trimming Problems

We briefly review the three tree trimming formula-
tions used in text summarization and sentence com-
pression. They all try to find the subtree that maxi-
mizes the sum of item weights while satisfying the
length limit. Let D = {e1, . . . , eN} be the input set
of textual units, where ei represents the i-th unit. We
use wi and li to represent the weight and length of

ei, respectively. Given length limit L, these methods
solve the following optimization problem:

Maximize
T⊆D

∑
ei∈T

wi

Subject to T ∈ T and
∑
ei∈T

li ≤ L ,
(1)

where T ⊆ D and T ⊆ 2D. We use T to represent
the set of subtrees that can be feasible solutions if
we ignore the length limit. The following problems
employ different T to match each problem setting. If
T = 2D, i.e., T equals the set of all possible subsets
of D, it is equivalent to the 0-1 knapsack problem,
and is solved with the standard DP algorithm.

Sentence Extraction Hirao et al. (2013) proposed
a single-document summarization algorithm to solve
a tree trimming problem. They represent a document
as a set of elementary discourse units (EDUs) and
then select an optimal subset to make a summary.
Each EDU is a minimal unit that composes the dis-
course structure of the document; it usually corre-
sponds to a clause. Their summarization method first
represents a document as a dependency discourse
tree (DEP-DT) that represents the dependency struc-
ture between EDUs. DEP-DT is a rooted tree in
which each node corresponds to an EDU. They then
select the rooted subtree that maximizes the sum of
weights and satisfies the length limit to make a sum-
mary, where we say a subtree is rooted if it contains
the root node of the input tree. This problem can be
formulated as the combinatorial optimization prob-
lem of Eq.(1), where T is the set of all rooted sub-
trees of the input DEP-DT.

Sentence Compression Filippova and Strube
(2008) proposed a sentence compression method
based on the trimming of a word dependency tree. Its
recently proposed variant shows state-of-the-art per-
formance (Filippova and Altun, 2013). They trim a
syntactical dependency tree to compress a sentence.
Their formulation is similar to the previous sentence
extraction method except that it allows the root node
of a subtree to be other than the root node of the
input tree. In other words, their formulation allows
multiple candidate root nodes for a subtree. We rep-
resent such a set of candidate root nodes as R, and
the set of possible solutions T for this formulation
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(a) Rooted tree (b) Multi-rooted tree

(c) Nested tree

Figure 1: Example trees.

is the set of all subtrees of the input tree whose root
node is contained in R.

Sentence Extraction & Compression Kikuchi et
al. (2014) proposed a single-document summariza-
tion method that can select compressed sentences.
It is an extension of the sentence extraction method
proposed in (Hirao et al., 2013). They represent a
document as a sentence dependency tree that is ob-
tained from DEP-DT, and then represent each sen-
tence in the sentence dependency tree as a word de-
pendency tree. In the following, inner trees refer to
the word dependency trees that correspond to sen-
tences, while the outer tree represents the sentence
dependency tree that represents a document. Hence
a document is represented as a nested tree where
each node of the outer tree corresponds to an inner
tree. They then make a summary by first selecting a
rooted subtree of the outer tree, and then selecting a
subtree for each inner tree that corresponds to a node
of the selected subtree of the outer tree. Each inner
tree has multiple root candidate nodes, and the root
node of a subtree of an inner tree is a root candidate
node of the tree. The set of feasible solutions, T ,
corresponds to all possible nested trees constructed
in this way1.

Fig. 1 shows example input trees used in the above
three tasks: (a) a rooted tree used in sentence extrac-
tion, (b) a multi-rooted tree used in sentence com-

1Kikuchi et al. (2014) set further constraints on possible sub-
trees of a syntactical tree. Our method can also cope with these
additional constraints (see Sect. 7).

Table 1: Examples of valid and invalid subtrees of
the input trees in Fig. 1

Valid Invalid
Rooted tree e1e2e3, e1e2e5 e2e3e4, e6

Multi-rooted tree e1e2e5, e2e3e4 e3, e5e6
Nested tree e1e2e4, e1e4e5e8 e4e5e6, e1e2e7

pression, and (c) a nested tree used in sentence ex-
traction & compression. Gray nodes are root candi-
date nodes. Each tree yields a different set of valid
subtrees. Tab. 1 shows examples of valid and invalid
subtrees of each input tree, where we assume that
each subtree in T is represented by a set of nodes
that is contained in the subtree.

3 Zero-suppressed Binary Decision
Diagram (ZDD)

The key idea of the proposed algorithm is to rep-
resent the set of candidate subtrees T as a zero-
suppressed binary decision diagram (ZDD) (Minato,
1993). ZDD is a variant of binary decision diagram
(BDD) (Bryant, 1986; Akers, 1978), and is a data
structure that can succinctly represent a family of
sets as a DAG. ZDD has two types of nodes, namely
branch nodes and terminal nodes. Branch nodes are
non-terminal nodes. Each branch node has exactly
two out edges, called low-edge and high-edge, and
a label that represents the item that the node corre-
sponds to. We use hi(i), lo(i), and v(i) to represent
the node pointed to by the high-edge, low-edge, and
the label of the i-th node of the ZDD, respectively.
The branch node that has no parent node is the root
node. Terminal nodes have no outgoing edges, and
a ZDD has exactly two terminal nodes whose labels
are > and ⊥. A path from the root node to termi-
nal node > represents a set of items contained in the
family of sets represented by the ZDD. We can re-
cover the set of items that corresponds to a path by
selecting the labels of the branch nodes whose high-
edges lie on the path.

Fig. 2(a) is a ZDD that represents the family of
sets {e1e2, e2e3, e1e3}. We use circles to represent
branch nodes and rectangles to represent the ter-
minal nodes. A dashed edge represents a low-edge
and full edge represents a high-edge. The number
on each circle node represents the label of the node.
For example, the label of the root node of the ZDD
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Figure 2: An example ZDD and how the dynamic
programming algorithm works with the ZDD. (a)
An example ZDD that represents the family of sets
{e1e2, e1e3, e2e3}, (b) table S and (c) table B after
completion of the table filling phase.

in Fig. 2(a) is 1. The ZDD has three different paths
that start at the root node and end at >. Each path
corresponds to an item contained in the family of
sets.

In the following, let z1, . . . , z|Z| be the nodes of
a ZDD. We use Z to represent a ZDD, and |Z| to
represent the number of nodes in Z. We assume
i < hi(i), lo(i) for every i = 1, . . . , |Z| − 2. z1
corresponds to the root node, and z|Z|−1, z|Z| cor-
responds to > and ⊥ terminal nodes, respectively.
We also assume that the ZDD is ordered, i.e., there
is a total order on the labels, and the label of a par-
ent node comes before that of a child node for every
parent-child node pair. The ZDD in Fig. 2(a) is an
ordered ZDD whose order is e1, e2, e3.

4 Dynamic Programming Algorithm for
Tree Trimming Problems

Our algorithm takes the following three-step proce-
dure. First, we represent the set of subtrees T for
each tree trimming problem as a ZDD. Then we ap-
ply a bottom-up and table-filling style DP algorithm
to the ZDD. Finally, we backtrack the filled table to
obtain an optimal solution.

Our algorithm is similar to the standard DP al-
gorithm for the 0-1 knapsack problem, which solves
the problem inO(NL) time withN items and length
limit L. The DP algorithm solves a knapsack prob-
lem by filling anN×(L+1) table by recursively ex-
ploiting previously computed partial solutions. Our
algorithm also fills a table for problem solving, but
the table’s size is |Z| × (L + 1). That is, the size
of the table equals the number of nodes of the ZDD

Algorithm 1 Dynamic Programming Algorithm
Input: ZDD Z that represent T , length limit L, and wi, li for

1 ≤ i ≤ N
Output: Optimal subtree r
1: Initialize S[i][j]← −∞ for all i, j.
2: S[|Z| − 1][0]← 0.
3: for i = |Z| − 2, . . . , 1 do
4: for j = 0, . . . , L do
5: if j ≥ lv(i) and

S[hi(i)][j − lv(i)] + wv(i) > S[lo(i)][j] then
6: S[i][j]← S[hi(i)][j − lv(i)] + wv(i)

7: B[i][j]← HI
8: else
9: S[i][j]← S[lo(i)][j], B[i][j]← LO

10: k∗ ← argmax0≤k≤LS[1][k]
11: i← 1, j ← k∗, r← ∅
12: while (i, j) 6= (|Z| − 1, 0) do
13: if B[i][j] = HI then
14: r← r ∪ {v(i)}, i← hi(i), j ← j − lv(i)

15: else
16: i← lo(i)
17: return r

that represents a set of subtrees T . The tables can be
seen as the set of |Z| arrays with (L+1) entries, and
each array is associated with each ZDD node. We fill
these tables by referring to previously computed re-
sults by using the ZDD’s structure.

Alg. 1 is the DP algorithm that can solve the prob-
lem of Eq.(1), given the ZDD that represents the
family of sets T . We first prepare two tables, S and
B; both have |Z| × (L+ 1) entries. Table S is used
for storing intermediate weights, and B is used for
storing information used in recovering the optimal
solution. We first fill the elements in S and B while
traversing the ZDD in order from the terminal nodes
to the root node. We then use B to recover the so-
lution that maximizes the weight. In the table filling
phase (lines 1 to 9), we update S[i][j] and B[i][j],
recursively. Weight S[i][j] represents the maximum
weight of the ZDD path from the i-th node to the
> terminal node, whose total length is j. We com-
pare S[hi(i)][j − lv(i)] + wv(i) and S[lo(i)][j], and
select the maximum weight to set S[i][j]. The value
of B[i][j] stores which candidate we set to S[i][j]. If
we use the former one, we set label HI to B[i][j],
otherwise LO. After filling the table, we run a back-
tracking procedure to obtain an optimal solution. In
the backtracking phase (lines 10 to 16), we start from
B[i][k∗] and repeat backtracking using the entries of
B.
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We give here a proof of the correctness of the al-
gorithm. We use the fact that the ZDD is constructed
recursively; given the i-th branch node zi of a ZDD,
the subgraph induced by the set of nodes that are de-
scendants of zi is also a ZDD. Let the ZDD whose
root node is zi be Zi, and the family of sets repre-
sented by Zi be Ti. Family of sets Ti, Tlo(i) and Thi(i)

satisfy the following relationship.

Ti = Tlo(i) ∪ {ev(i) ∪ T |T ∈ Thi(i)}

Proposition 1. Alg. 1 can find the optimal solution
of the problem of Eq.(1), where we assume T is rep-
resented as an ordered ZDD.

Proof. We use induction to give a proof that
S[i][j] = maxT

∑
ei∈T wi after running our algo-

rithm, where T is a set of tree nodes that satisfies
T ∈ Ti and

∑
ei∈T li = j. If i = |Z| − 1, then

Ti = {∅} and S[i][0] = 0 and S[i][j] = −∞ for
j 6= 0, which satisfies the condition. Suppose that
S[lo(i)][j] and S[hi(i)][j] both satisfy the condition
for j = 0, . . . , L. If the set that maximizes S[i][j]
does not have ev(i), then the set is contained in Tlo(i),
and its size is j. Therefore, the maximum weight
equals S[lo(i)][j] (Alg.1 line 9). Otherwise, the set
that maximizes S[i][j] has ev(i), so the item is con-
tained in {ev(i) ∪ T |T ∈ Thi(i)}, and its weight is
S[hi(i)][j−lv(i)]+wv(i) (Alg.1 line 6). SinceZ1 cor-
responds to the root node and it represents all possi-
ble solutions, maxj S[1][j] is the maximum weight
of the subset that satisfies the length limit and is con-
tained in T .

Proposition 2. The time and space complexity of
Alg. 1 are both O(|Z|L).

Proof. We have to store tables S,B and solution r.
The tables have |Z| × (L+ 1) entries and |Z| ≥ |r|,
the space complexity is O(|Z|L). For the time com-
plexity, filling entries in S and B requires O(|Z|L)
time since to fill an entry requires constant time.
Backtracking requires at most N updates, hence the
time complexity is O(|Z|L).

We show an example of our algorithm in Fig. 2.
Suppose that D = {e1e2, e1e3, e2e3}, (l1, l2, l3) =
(1, 1, 3) and (w1, w2, w3) = (2, 1, 3). Set D is rep-
resented as the ZDD in Fig. 2(a). Let L = 4 and run
the DP algorithm yielding tables S and B shown in

(a) (b) (c)

Figure 3: Example ZDDs representing the set of
trimmed subtrees of the trees in Fig. 1. (a) Rooted-
tree, (b) multi-rooted tree, and (c) nested-tree

Fig. 2(b,c). Suppose that we want to fill entry S[1][4]
(the upper right cell). There are two possible paths
to reach the entry; the first path takes the high-edge
from S[2][3], and the second path takes the low-edge
from S[3][4]. We use hollow and black arrows to rep-
resent these paths in Fig. 2(b). Since the former path
results in weight 5, which is higher than that of the
later path, hence we set S[1][4] = 5 and B[1][4] =
HI. After filling all the entries in tables, we can see
S[1][4] has the maximum weight, and the backtrack-
ing from B[1][4]→ B[2][3] → B[4][3] → B[5][0].
B[5][0] corresponds to the > terminal node, and the
backtracking yields the optimal solution e1e3.

5 ZDD Sizes

We give upper bounds on the size of the ZDD rep-
resenting the family of sets T of Eq.(1) for the three
problems. The number of subtrees contained in T
may grow exponentially with the size of the original
tree, however, we can represent them as a ZDD with
very few nodes. Since the running time of our algo-
rithm isO(|Z|L), these theoretical upper bounds de-
termine the running time of the proposed tree trim-
ming algorithms.

We first give a proof of the size of the ZDD that
represents all rooted subtrees of a given tree.

Proposition 3. Given a tree with N nodes, we can
construct a ZDD that represents all rooted subtrees
of the tree whose number of nodes is N + 2, if we
use a depth first pre-order of tree nodes as the order
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of ZDD labels.

This result can be derived from the result of
(Knuth, 2011), Chap.7.1.4, exercise 266. Fig. 3(a) is
a ZDD that represents the set of all rooted subtrees of
the tree in Fig. 1(a), where we employ pre-ordering
e1, e2, e3, e4, e5, e6.

We next show the size of the ZDDs that represent
the set of all subtrees of a multi-rooted tree.

Proposition 4. Given an N node tree and the set of
candidate root nodes R, the set of all possible sub-
trees can be represented by a ZDD whose number of
nodes is O(N log |R|).
Proof. (Sketch) The set of all possible subtrees can
be represented as the union of the sets of rooted sub-
trees for different root r ∈ R. The set of rooted sub-
trees for a root node r can be represented as a ZDD
that has O(N) nodes, hence the set of ZDDs for dif-
ferent root nodes has O(N |R|) nodes in total. We
can further reduce this upper bound by employing
appropriate depth first pre-ordering so as to share as
many ZDD substructures as possible, and this order-
ing results in a union ZDD whose number of nodes
is O(N log |R|).

This proposition is related to a recently proved re-
sult that the set of all subtrees of an N -node tree can
be represented as a ZDD whose number of nodes
is O(N logN) (Yasuda et al., 2014). This is a spe-
cial case of the above theorem that R equals the set
of all nodes of the tree, i.e., |R| = N . The key
point is to use the heaviest-last depth first pre-order
as the ZDD label order. In this order, a node with
the heaviest weight always comes after other sib-
lings, where we define the weight of a node as the
size of the maximum rooted subtree T ∈ T that
is contained in its descendant tree. Fig. 3(b) is an
example of the ZDD that represents the set of all
possible rooted subtrees of the multi-rooted tree in
Fig. 1(b), where the heaviest-last depth first pre-
order is e1, e5, e6, e2, e3, e4.

The upper bound size of a ZDD for nested sub-
trees can be estimated by combining the above two
theoretical results on rooted subtrees and multi-
rooted subtrees.

Proposition 5. For a nested tree whose sum of
the number of nodes of inner trees is N , and the
sets of candidate root nodes for inner trees are

R1, . . . , RM , where M is the number of inner trees,
we can represent the set of possible nested subtrees
by O(N log |R∗|), where |R∗| = maxi |Ri|.

Proof. (Sketch) The ZDD corresponding to the set
of nested subtrees can be constructed as follows:
first we make ZDDs that represent the set of rooted
subtrees of the outer tree and inner trees. The outer
tree is represented as a ZDD with O(N) nodes, and
the i-th inner tree is represented as a ZDD with
O(Ni log |Ri|) nodes, where Ni is the number of
nodes of the i-th inner tree. Then we can construct
the ZDD for the nested tree by replacing each ZDD
node of the outer-tree ZDD with the inner-tree ZDD
corresponding to that node.

Fig. 3(c) is a ZDD that represents the set of nested
subtrees of the tree in Fig. 1(c), where we employ the
order e1, e2, e3, e4, e5, e6, e7, e8.

We can directly prove the running time of the DP
algorithm by exploiting the above three results to
show the DP algorithm for the three problems takes
O(NL), O(NL log |R|), and O(NL log |R∗|) time,
respectively. Here we assume that a ZDD that repre-
sents the set T is given. We need additional time for
constructing a ZDD that represents T i.e. the input
tree. However, ZDD construction also can be done
in O(|Z|) for the three tree trimming problems. We
show details of ZDD construction in the next sec-
tion.

6 Efficient ZDD Construction

We introduce here an efficient algorithm for con-
structing a ZDD that is used in the tree trimming
problems. A ZDD can be constructed by repeatedly
applying set operations between intermediate ZDDs,
however, this process may be too slow since the run-
ning time of the set operations depends on the size
of input and output ZDDs.

We first show the flow of an efficient ZDD con-
struction algorithm for multi-rooted trees. This al-
gorithm also can be used for constructing a ZDD for
all rooted subtrees of a tree since a single-root tree
is also a multi-rooted tree. The algorithm consists
of two steps: first, we determine the appropriate or-
der of ZDD nodes. We then use the top-down ZDD
construction algorithm shown in (Knuth, 2011)
(Chap.7.1.4, Exercise 55) to construct a ZDD. The
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top-down algorithm can efficiently construct a ZDD
that represents the set of all connected components
of a graph, and we can use it for constructing the set
of all rooted subtrees with small modification. The
running time of top-down construction algorithms
may not be O(|Z|), but our modified algorithm can
obtain the ZDD in O(|Z|) time by exploiting the
structure of the input tree to avoid to make unnec-
essary ZDD nodes.

We can extend this ZDD construction algorithm to
create ZDDs that represent the set of nested subtrees.
We first compute the orders of outer tree and each in-
ner tree, and then construct ZDDs for them using the
top-down construction algorithm. Finally, we obtain
the required ZDD by replacing ZDD nodes of the
outer tree with the corresponding inner ZDDs. These
procedure also can be done in O(|Z|) time, since
constructing the ZDDs for each tree takes time pro-
portional to its size, and the ZDD substitution phase
also takes time proportional to ZDD size.

7 Discussion

When solving a tree trimming problem, we some-
times want to add constraints to the problem so as
to obtain better results. For example, Kikuchi et al.
(2014) use additional constraints to set the mini-
mum number of words (say θ words) extracted from
a sentence if the sentence is contained in a sum-
mary, and require each selected inner tree to con-
tain at least one verb and noun if the inner tree has
them. Since our tree trimming approach can work
once the ZDD that represents the set of feasible so-
lutions is constructed, adding new constraints to the
set of solutions can be easily performed by apply-
ing ZDD operations. These operations can be per-
formed efficiently for many cases and the proposed
approach will still work well. Moreover, we can ex-
tend the algorithm to construct ZDDs that represent
the extended set of feasible solutions. We can also
give theoretical upper bounds for the new constraint-
added problem. In this nested tree case, we can prove
that the number of ZDD nodes is O(Nθ log |R∗|).

8 Experiments

We conduct experiments on the three tree trimming
tasks of text summarization, sentence compression,
and the combination of summarization and text com-

pression. For the text summarization experiments,
we use the test collection for summarization evalua-
tion contained in the RST Discourse Treebank (RST-
DTB) (Carlson et al., 2001), which is used in the pre-
vious work. The test collection consists of 30 docu-
ments with the reference summaries whose length is
about 10% of the original document. We used the
same parameters used in the previous papers. For
sentence compression, we use the English compres-
sion corpus used in (Filippova and Strube, 2008),
which consists of 82 news stories selected from the
British National Corpus and American News Text
Corpus, and consists of more than 1,300 sentences.
We set the sizes of compressed sentences to be 70%
of the original length, which is used in the origi-
nal paper. We compare the proposed algorithm to
Gurobi 5.5.0, a widely used commercial ILP solver2.
It was run in the default settings and we used single-
thread mode. We run Gurobi until it finds an optimal
solution. Our algorithm was implemented in C++,
and all experiments were conducted on a Linux ma-
chine with a Xeon E5-2670 2.60 GHz CPU and 192
GB RAM.

Fig. 4 compares the running time of our algorithm
(includes ZDD construction time) and Gurobi. Each
plotted marker in the figures represents a test in-
stance, and if the position of a marker is below the
dashed line, it means that our method is faster than
Gurobi. We can see that our method is always faster
than Gurobi; it was, at most, 300, 10, and 50 times
faster in sentence extraction, sentence compression,
and extraction & compression, respectively. Fig. 5,6
shows the relation between the input tree size and
the ZDD construction times, and the relation be-
tween the input tree size and converted ZDD size
respectively. These results show that both ZDD sizes
and construction time were linear to the number of
input tree nodes. The number of ZDD nodes looks
like smaller than the O(N logN) bounds for multi-
rooted trees and nested trees. This result is caused
since the set of root candidate nodesR is small com-
paring with N for a typical input document.

Next we conduct experiments to assess the scala-
bility of the proposed method by solving problems
with different input sizes. We choose the nested tree

2We also used CPLEX 12.5.1.0, but Gurobi shows better
performance in most cases.
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Figure 4: Performance comparison between the proposed method and Gurobi
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Figure 5: ZDD construction time with number of input tree nodes
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Figure 6: ZDD sizes with number of input tree nodes

trimming problem since it is the most complex prob-
lem. We make a large artificial nested tree by con-
catenating outer-trees of the nested trees of 30 RST-
DT datasets. The results are shown in Fig. 7, and it
shows that out method scales well with large inputs
comparing with Gurobi.

9 Related Work

Recently proposed text summarization and sentence
compression methods solve a task by formulating it
as a combinatorial optimization problem (McDon-
ald, 2007; Woodsend and Lapata, 2010; Martins
and Smith, 2009; Clarke and Lapata, 2008). These
combinatorial optimization-based formulations en-
able flexible models that can reflect the properties re-
quired. However, their complexity makes it difficult

to solve optimization problems efficiently. These
problems can be solved by using ILP solvers, how-
ever, they may fail to find optimal solutions and they
have no guarantee on the running time. Since the
proposed method is a DP algorithm and it has a the-
oretical guarantee, it always find an optimal solution
in time proportional to the size of the input tree.

Our method also can be seen as a kind of fast
text summarization algorithm. Previous fast algo-
rithms are approximate algorithms (Qian and Liu,
2013; Lin and Bilmes, 2010; Lin and Bilmes, 2011;
Davis et al., 2012), while our algorithm is an ex-
act algorithm. Of course, there is a difference in
task hardness since previous methods were designed
for multi-document summarization and ours for sin-
gle document summarization. Those works suggest
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Figure 7: Solution time of our algorithm and Gurobi
with different input tree sizes.

that algorithms that have guarantees on both running
time and quality of solutions are highly demanding,
and the proposed pseudo-polynomial time exact al-
gorithm is valuable.

The Zero-suppressed Binary Decision Diagram
(ZDD) (Minato, 1993) is a variant of the Binary De-
cision Diagram (BDD) (Akers, 1978; Bryant, 1986).
BDD is a data structure that represents a Boolean
function as a DAG, and ZDD can represent a fam-
ily of sets in a compact form. Recently, ZDD and
BDD have been used for solving optimization prob-
lems (Bergman et al., 2014a; Bergman et al., 2014b);
they find the optimal solution by representing the set
of feasible solutions in a BDD or its variants. Com-
pared to these optimization methods, the proposed
method differs in two main points. First, the pro-
posed algorithm extends the ZDD-based optimiza-
tion algorithm to solve knapsack problems. Second,
it offers proofs of the size of ZDDs representing
trimmed subtrees.

The ZDD-based method presented in this paper is
related to our previous work of a BDD-constrained
search (BCS) method (Nishino et al., 2015). In BCS,
a BDD is used to solve constraints-added variants of
shortest path problems on a DAG, and a 0-1 knap-
sack problem with additional constraints also can
be solved by BCS. The main advantage of the DP-
algorithm shown in this paper is that it has a theoret-
ical guarantee on its running time which depends on
only the size of the input tree. This advantage comes
from using ZDD instead of BDD, and designing an
algorithm specialized for variants of the knapsack
problem. Though not obvious, it is possible to ex-
tend BCS to use ZDD instead of BDD and employ

the label order used in this paper to give a theoretical
bound that only depends on the size of an input tree.
Nevertheless, the bound attained with this extension
is worse than that shown in this paper.

10 Conclusion

We have proposed a DP algorithm for the tree trim-
ming problems that appear in text summarization.
Our approach always finds an optimal solution, and
it runs in O(NL logN) time, where N is the num-
ber of tree nodes and L is the length limit. The key
to our approach is to represent a set of subtrees of an
input tree as a ZDD. By using ZDD, we can give a
theoretical guarantee of the running time of the al-
gorithm. Experiments show that the proposal allows
three different tree trimming problems to be solved
in the same way.
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Abstract

Context representations are a key element in
distributional models of word meaning. In
contrast to typical representations based on
neighboring words, a recently proposed ap-
proach suggests to represent a context of a tar-
get word by a substitute vector, comprising the
potential fillers for the target word slot in that
context. In this work we first propose a vari-
ant of substitute vectors, which we find partic-
ularly suitable for measuring context similar-
ity. Then, we propose a novel model for rep-
resenting word meaning in context based on
this context representation. Our model outper-
forms state-of-the-art results on lexical substi-
tution tasks in an unsupervised setting.

1 Introduction

Following the distributional hypothesis (Firth,
1957), distributional models represent the meaning
of a word type as an aggregation of its contexts.
A recent line of work addresses polysemy of word
types by representing the meaning (or sense) of each
word instance individually as induced by its partic-
ular context. The context-sensitive meaning of a
word instance is commonly called the word meaning
in context, as opposed to the word meaning out-of-
context of a word type.

A key element of distributional models is the
choice of context representation. A context of
a word instance is typically represented by an
unordered collection of its first-order neighboring
words, called bag-of-words (BOW). In contrast, Yat-
baz et al. (2012) proposed to represent this context
as a second-order substitute vector. Instead of the
neighboring words themselves, a substitute vector

our proposals will unlock new ways of raising
the finance needed to develop businesses.

representations of context
BOW proposals, raising, unlock, ways
substitutes alternate, proposing, infinite, various

representation of word meaning in context
paraphrases new, innovative, different,

alternative, novel

Table 1: Example for BOW and substitute vector repre-
sentations for a context of the target word new. The para-
phrase vector is the representation learned by our model
for the meaning of new in this context. Only the first few
entries for each vector are shown.

includes the potential filler words for the target word
slot, weighted according to how ‘fit’ they are to fill
the target slot given the neighboring words. For ex-
ample, the substitute vector representing the con-
text “I my smartphone.” (target slot underlined),
would typically include potential slot fillers such as
love, lost, upgraded, etc.

Melamud et al. (2014) argued that substitute vec-
tors are potentially more informative than tradi-
tional context representations since the fitness of
the fillers is estimated using an n-gram language
model, thereby capturing information embedded in
the neighboring word order. They showed promising
results on measuring word similarity out-of-context
with a distributional model based on this approach.

In this paper we first propose a variant of sub-
stitute vectors as a context representation, which
we find particularly suitable for measuring context
similarity. Then, we extend the work in Mela-
mud et al. (2014) by proposing a novel distribu-
tional model for representing word meaning in con-
text, based on this context representation. Like sub-
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stitute vectors, the word representations learned by
our model are second-order vectors, which we call
paraphrase vectors. Table 1 illustrates the difference
between BOW and substitute vector context repre-
sentations, as well as our representation for a word
in context. Our model outperforms state-of-the-art
results on lexical substitution tasks while learning
from plain text in an unsupervised setting. 1

2 Background

A key element in distributional models of word
meaning is the choice of context representation. Tra-
ditional out-of-context distributional models aggre-
gate the observed contexts of a target word type to
derive its representation. More recent models of
word meaning in context typically bias such a word
type representation towards the context of each par-
ticular word instance using context similarity mea-
sures. The typical choice for context representation
is a bag-of-words (BOW) context vector. In this vec-
tor each neighboring word type is assigned with a
weight, such as its count (Erk and Padó, 2010) or tf-
idf (Reisinger and Mooney, 2010). A more recent
variant of this approach is the continuous bag-of-
words (CBOW) vector, where context is represented
as an average, or tf-idf weighted average, of dense
low dimensional vector representations of the neigh-
boring words (Huang et al., 2012). Context similar-
ity is typically computed using vector Cosine.

Several types of models of word meaning in con-
text were recently proposed in the literature, mostly
based on variants of BOW context representations.
Thater et al. (2011) aggregate the contexts of a tar-
get word type into a sparse syntax-based context fea-
ture vector. Then, they generate a biased vector rep-
resentation by reducing the weight of each context
feature the less similar it is to the context of the
given word instance. Reisinger and Mooney (2010)
and Huang et al. (2012) use context clustering to in-
duce multiple word senses for a target word type,
where each sense is represented by a different con-
text feature vector. Then, they choose for each word
instance the sense vector most similar to its given
context. Ó Séaghdha and Korhonen (2014) use LDA
(Blei et al., 2003) to aggregate word collocations to

1Our source code is publicly available at: www.cs.biu.
ac.il/nlp/resources/downloads/word2parvec/

distributions over topics. Then, word meaning is
represented by distributions that can be conditioned
on (and hence biased towards) the given context.

3 Substitute Vectors

In this work we propose to use a little-known context
modeling paradigm, representing a context word
window as a substitute vector (Yatbaz et al., 2012).
Unlike traditional context representations, a substi-
tute vector does not comprise the first-order neigh-
boring words of the target word. Instead it includes
the second-order potential fillers for the target word
slot, weighted according to how ‘fit’ they are to fill
the target slot given the neighboring words. More
formally, we denote a word window context around
a target word slot as c, and the substitute vector rep-
resenting c as ~sc. ~sc[v] is the fitness weight of word
v to fill the target slot in context c, for every word v
in the target word vocabulary. For example, the sub-
stitute vector ~sc = [big 0.35, good 0.28, bold 0.05,
...] may represent the context c = “It’s a move.”.

Yatbaz et al. (2012) used a Kneser-Ney smoothed
n-gram language model (Kneser and Ney, 1995) to
estimate conditional probability as the fitness weight
~sc[v] = p(v|c). Using a smoothed language model is
essential since context-word collocation counts are
too sparse when the context considered is an entire
word window. We note that given the nature of n-
gram language models this representation is sensi-
tive to word order. This property makes it appealing
as it is potentially more informative than the tradi-
tional unordered BOW context representations.

4 A Model for Word Meaning in Context

The main contribution of this paper is in propos-
ing a model for word meaning in context, which
is based on substitute vector context representations
instead of the traditional bag-of-words representa-
tions. To achieve this we first propose a variant
of substitute vectors as our context representation.
Then, we consider an out-of-context representation
for a word type as the average of the substitute vector
representations of its observed contexts. Finally, the
in-context representation for a given word instance
is a weighted average of its observed contexts. In
this weighted average, contexts are weighted higher
the more similar they are to the given context, using
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... the very essence or heart of being a coach .
c ... the very essence or heart of being a .
~sc christian, non-smoker, traitor, grandparent
~pu coach, bus, train, boat
~pu,c coach, teacher, writer, manager

Table 2: The substitute vector ~sc for context c, the out-of-
context paraphrase vector ~pu for the word type u = coach,
and the in-context paraphrase vector ~pu,c for u in con-
text c, as learned by our model. Only the first few vector
entries (weights omitted) are shown. ~sc, ~pu and ~pu,c are
defined formally in sections 4.1 and 4.2.

a substitute vector similarity measure. Intuitively,
with this weighting scheme, we wish to consider
mostly the word type contexts that induce a sense
similar to that of the given word instance, under the
premise that similar contexts induce similar word
senses. The resulting word representation is biased
towards the given context on one hand due to the
context weighting scheme, and is bounded to the tar-
get word type spectrum of meanings on the other
hand as only contexts of that word type are taken
into consideration.

Table 2 exemplifies a context substitute vector and
both out-of-context and in-context word representa-
tions learned by our model for a word instance. It
is evident in this case that our in-context represen-
tation comprises suitable paraphrases in contrast to
the out-of-context representation. We evaluate these
word representations quantitatively in Section 6. We
next describe our model in more detail.

4.1 Context representation

We wish the context representation in our model
to be optimized for measuring context similarity,
which is typically used to bias in-context word rep-
resentations towards a given context.

For the purpose of measuring similarity between
contexts, we consider in this section the contexts
as ‘targets’. Accordingly, we observe that the sub-
stitute vector of a word window context c can be
considered as a vector of first-order co-occurrence
features of c, as it consists of slot filler words that
are likely to co-occur with this context. Hence, we
follow prior work and propose to use Positive PMI
(PPMI) as our substitute vector feature weights, in-
stead of the conditional probabilities used by Yat-
baz et al. (2012), and vector Cosine as our context

Q: the transcendental meditation people advertised
this: meditation can fix many sicknesses.
substitutes relieve, circumvent, alleviate
Rsub: use the results of your analysis to suggest
design changes that would fix these problems.
substitutes overcome, solve, alleviate
Rcbow: fix in your mind a picture of
heavenly worship that is real and eternal.
substitutes echoing, send, stick

Table 3: Example for a context of the word fix, Q, and the
two contexts of fix, Rsub and Rcbow, most similar to it,
based on substitute vector and CBOW similarity, respec-
tively. The substitute vectors are illustrated below each
context (selected substitutes in the top-10 entries shown).

similarity function (Bullinaria and Levy, 2007):

~sc[v] = PPMI(c, v) = max(0, PMI(c, v)) (1)

sim(c, c′) = cos(~sc, ~sc′) (2)

where ~sc[v] is the fitness weight for word v in the
substitute vector of context c, PMI is point-wise
mutual information (Church and Hanks, 1990), and
sim(c, c′) is our context similarity measure. We
note that a context c in our setting stands for an en-
tire word window rather than a single context word.
We therefore follow Yatbaz et al. (2012) using an
n-gram language model to estimate PMI(c, v), as
detailed in Section 5.

Table 3 illustrates an example of a given context
and the contexts most similar to it, as retrieved by
our substitute vector and continuous bag-of-words
context similarity measures. It is evident in this case
that our measure correlates with the induced senses
better than the bag-of-words measure. We suggest
this context similarity measure as a standalone con-
tribution, which may be useful in other settings as
well. We evaluate it quantitatively in Section 5.

4.2 Modeling word meaning
Word meaning out-of-context We first define our
out-of-context representation for target word type u,
as an average of the substitute vectors of its contexts:

(3)~pu =
1
|Cu|

∑
i∈Cu

~si

where Cu is a collection of the contexts observed
for target word type u in a learning corpus, and ~si
are their substitute vectors.
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Word meaning in context Next, following Erk
and Padó (2010), to represent the meaning of word u
in context c, we would like to alter the out-of-context
representation by theoretically averaging only over
contexts that induce a word sense similar to that of
the given context. To approximate this objective we
use a weighted average of all contexts of u, where
contexts are weighted according to their similarity
to the given context:

(4)~pu,c =
1
Z

∑
i∈Ccu

sim(c, i) · ~si

where Ccu = Cu ∪ c (u’s corpus contexts plus the
given context) and Z is a normalization factor.
~pu,c[v] = 1

Z

∑
i∈Ccu

sim(c, i) · ~si[v] is the av-
erage fitness of v within the contexts of u, biased
to those similar to c. We consider this a context-
sensitive similarity score, indicative of the likeli-
hood of v to be a paraphrase of u in context c.2 Thus,
we name our in-context representation for a word in-
stance as its paraphrase vector.

Finally, ~p mu,c denotes a word representation as de-
fined in Equation (4), where only the top-m percent
of the contexts inCcu most similar to c are averaged.
Using low values for m means injecting a stronger
bias in our model towards the given context.

5 Evaluating Context Representations

As described in Section 4, our model for word mean-
ing in context utilizes a context similarity measure
under the premise that similar contexts induce simi-
lar target word senses. In this section we describe a
focused evaluation of our proposed similarity mea-
sure and prior methods with respect to this objective.
This evaluation suggests that our measures may be
useful as a component in other models as well.

5.1 Task description
Given a word window context c of a target word u,
we wish to evaluate context similarity measures on
their ability to retrieve other contexts of u from Cu
that induce a similar sense. To perform such an eval-
uation we want a dataset of target words with thou-
sands of sense tagged contexts in Cu for each tar-
get word u. Since available manually sense-tagged

2This can be considered an in-context extension of the out-
of-context similarity score proposed by Melamud et al. (2014).

datasets, such as SemCor (Mihalcea, 1998), are not
large enough for this purpose, we adopted a pseudo-
word approach, with which we can automatically
generate as many tagged contexts as we wish.

Pseudo-word methods consider a set of real
words as pseudo-senses of an artificial pseudo-word
(Pilehvar and Navigli, 2014). Specifically, we
adopted a simple approach following Otrusina and
Smrz (2010) to generate our pseduo-words. First,
we sampled 100 words randomly from our learn-
ing corpus, ukWaC (Ferraresi et al., 2008). Then
we constructed a pseudo-word based on each of
these words as follows. We used WordNet (Fell-
baum, 2010) to identify all of the word’s synsets.
Next, for each synset we chose the surface word
which is the least polysemous yet occurs in our
learning corpus at least 1,000 times, as a represen-
tative for this synset. Then, we created a pseudo-
word whose pseudo-senses are the set of the rep-
resentative words. For example, the pseudo-word
that was generated based on the word promote
is elevate encourage advertise. Finally, we sam-
pled from our learning corpus 1,000 contexts for
each pseudo-sense word, and for each pseudo-word
we mixed together all contexts of its pseudo-sense
words. The original pseudo-sense word for each
context was recorded as its sense tag.

Next, for each pseudo-word, we sampled a single
query context from all of its mixed contexts and then
ranked the remaining contexts according to each of
the compared context similarity measures. We com-
puted precision at top-1, top-1% and average pre-
cision for the ranked lists, where a true-positive is
a context with an identical sense tag as the query
context. We repeated this procedure, sampling 100
different query contexts and computed the mean pre-
cision values. Finally, we report for each compared
method, the average of the mean precision values
for all 100 pseudo-words. Our pseudo-word dataset
consists on average around 4.5 senses and 4,500
tagged contexts per pseudo-word. 3

5.2 Compared methods

All compared methods are unsupervised and use the
plain text of ukWaC (Ferraresi et al., 2008), a two

3Our pseudo-word dataset is available at: www.cs.biu.
ac.il/nlp/resources/downloads/word2parvec/

475



billion word web corpus, as their learning corpus.
We converted every word that occurs less than 100
times in the corpus to a special rare-word token, and
all numbers to a special number token, obtaining a
vocabulary of a little under 200K word types.

5.2.1 Substitute vector similarity
We learned a 5-gram Kneser-Ney language model

from our learning corpus using KenLM (Heafield
et al., 2013). Following Yatbaz et al. (2012),
we used FASTSUBS (Yuret, 2012) with this lan-
guage model to efficiently generate substitute vec-
tors pruned to their top-n substitutes, v1..vn, and
normalized such that

∑
i=1..n p(vi|c) = 1. In or-

der to make our substitute vectors compatible with
the pseudo-word setting, for each substitute vec-
tor we replaced the entries of all of the pseudo-
sense words with a single pseudo-word entry, and
assigned it with the sum of the conditional proba-
bilities of the pseudo-sense words. Next, we com-
puted the Positive PMI weights for the substitutes,
~sc[vi] = PPMI(vi, c) = max(0, log(p(vi|c)

p(vi)
)),

where p(vi) is the unigram probability of the word vi
in our learning corpus. The unigram probability of
a pseudo-word is the sum of the probabilities of its
pseudo-sense words. Finally, we computed context
similarity as substitute vector Cosine.

SUBweight,n denotes our similarity measure,
where n is the pruning factor and weight ∈
{cond, ppmi} denotes conditional probabilities and
PPMI fitness weights, respectively. We note that by
using a 5-gram language model we consider a con-
text word window of 4 words on each side of the
target word.

5.2.2 Bag-of-words similarity
Bag-of-words similarity between two context

word windows is computed as vector Cosine be-
tween their bag-of-words vector representations.
We use BOWweight,l to denote these context sim-
ilarity measures, where l is the size of the con-
text word window on each side of the target word
(we use sent to denote the entire sentence), and
weight ∈ {tf, tfidf} stands for term frequency and
tf-idf weights, respectively. CBOWweight,l is used
to denote the same for the continuous bag-of-words
method, which is based on averaging the dense
vector word representations. We used word2vec

Method P@1 P@1% AvgPrec
SUB · CBOW 80.6 67.1 44.5
SUBppmi,1000 73.1 60.0 44.0
SUBppmi,100 74.5 61.0 42.8
CBOWtfidf,8w 68.4 58.0 43.5
SUBcond,1000 63.6 53.0 38.6
SUBcond,100 63.1 52.7 38.5
BOWtfidf,sent 62.8 51.3 34.6
Random 30.4 30.4 30.4

Table 4: Precision values for compared context similarity
measures. Only the best performing configurations for
BOW and CBOW are shown.

(Mikolov et al., 2013) to learn these dense vectors.4

5.3 Results

The results presented in Table 4 support our hypoth-
esis that our proposed substitute vector similarity
measure is particularly suitable for measuring con-
text similarity, at least in our setting. Our similarity
measures outperform both CBOW and BOW base-
lines on P@1 and P@1%, with statistical signifi-
cance at p < 0.01 for SUBppmi,100, and p < 0.05
for SUBppmi,1000, on a paired t-test. On average
precision they perform similarly to CBOW. Within
the substitute vector measures, our proposed PPMI
weights significantly outperform the previously used
conditional probabilities, and the choice of pruning
factor has a small impact. Within the bag-of-words
measures, the CBOW measure significantly outper-
forms the BOW measure, with an optimal window
size of 8 (on each side). This suggests that CBOW’s
ability to capture context word similarities via its
dense word representations is beneficial.

Finally, SUB·CBOW denotes a combined simi-
larity measure, which is the geometrical mean be-
tween the scores of the best configurations of the
respective methods. We see that this combination
yields substantial improvement, outperforming all
other baselines across all precision categories, with
p < 0.0001 for P@1 and P@1%. We hypothesize
that this is due to the synergy between the word or-
der sensitivity of SUB and the word similarities and
larger window size captured by CBOW.

4We experimented with various parameters of word2vec,
observing small differences in performance. We report here the
results with the best configuration (cbow 1, negative sampling
15, window size 8).
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6 Evaluating Word Representations

Models of word meaning in context are commonly
evaluated in lexical substitution tasks on predict-
ing paraphrases of a target word that preserve its
meaning in a given context. Conveniently, our para-
phrase vector representations for words include ex-
actly these predictions. We evaluated our model on
two lexical substitution datasets under two types of
tasks and compared it to the state-of-the-art as de-
scribed next.

6.1 Lexical substitution datasets

The dataset introduced in the lexical substitution
task of SemEval 2007 (McCarthy and Navigli,
2007), denoted here LS07, is the most widely used
for the evaluation of lexical substitution. It consists
of 10 sentences extracted from a web corpus for each
of 201 target words (nouns, verbs, adjectives and ad-
verbs), or altogether 2,010 word instances in senten-
tial context, split into 300 trial sentences and 1,710
test sentences. The gold standard provided with this
dataset is a weighted lemmatized paraphrase list for
each word instance, based on manual annotations.

A more recent dataset (Kremer et al., 2014), de-
noted LS14, provides the same kind of data as LS07,
but instead of target words that were specifically se-
lected to be ambiguous as in LS07, the target words
here are simply all the content words in text doc-
uments extracted from news and fiction corpora.
LS14 is also much larger than LS07 with over 15K
target word instances.

6.2 Predicting lexical substitutions

6.2.1 Task description
In SemEval 2007 the lexical substitution task or-

ganizers evaluated participant systems on their abil-
ity to predict the paraphrases in the gold standard of
the LS07 test-set in a few subtasks (1) best and best-
mode - evaluate the quality of the best predictions
(2) oot and oot-mode (out of ten) - evaluate the cov-
erage of the gold paraphrase list by the top ten best
predictions.5 We performed this evaluation on both
the LS07 and LS14 datasets.

5For brevity we do not describe the details of these subtasks.
We report only recall scores as in this task recall=precision for
all methods that predict paraphrases to all of the instances in the
dataset, as we did.

6.2.2 Compared methods

We used the same learning corpus and substitute
vector generation procedure as described in Sec-
tion 5. For every target word type u (not lemma-
tized) in the LS07 and LS14 datasets, we sampled a
collection of 20K sentence contexts from our learn-
ing corpus (or less for word types with lower fre-
quency), denoted Cu.6 Next, we generated substi-
tute vectors, pruned to top-100 entries, for these con-
texts. For every target word type u, we discarded
the contexts in Cu where u itself is not in the top-
100 predicted substitutes, assuming that either these
contexts are not typical to u, or that the quality of
the predicted substitutes is low. This omits approx-
imately 25% of all contexts. Finally, we generated
top-100 and top-1000 substitute vectors for all of the
instances in the LS07 and LS14 datasets.

We used a generalization of PPMI, called Shifted
PPMI (Levy and Goldberg, 2014), as our substi-
tute vector fitness weights: SPPMI(v, c; s) =
max(0, PPMI(v, c) − s), where s is a global shift
constant. Levy and Goldberg (2014) showed that
SPPMI outperformed PPMI on various semantic
tasks. We tuned the value of s ∈ {0.0, 1.0, 2.0, 3.0}
on the trial portion of the LS07 dataset and used the
best value, 2.0, on the LS07 test set and on LS14.
We omit results based on conditional probability
weights for brevity as they were substantially worse.
Next, for every LS07/LS14 instance of word u in
context c we generated a paraphrase vector accord-
ing to Equation (4). We used the paraphrase vectors
sorted by entry scores as our paraphrase predictions.
P inn (in-context) denotes this method, where n is the
pruning factor used for generating the substitute vec-
tors of the lexical substitution datasets.7

As baseline, we generated our meaning out-
of-context paraphrase vectors according to Equa-
tion (3), denoted P out. We also used word2vec
(Mikolov et al., 2013) to generate dense word vec-
tors for all word types in our learning corpus.8 Para-

6In general, we observed that the results improve the more
contexts are sampled up to ∼ 10K contexts per word type.

7For the learning corpus contexts we always used top-100
substitute vectors to reduce computational complexity.

8We experimented with 600-dimension vectors, negative
sampling value 15, both skip and cbow options, and various
window sizes, and tuned these parameters on the trial portion of
the LS07 dataset.
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phrase predictions for this baseline, denotedw2vout,
were computed as the words most similar to the tar-
get word based on dense vector Cosine similarities,
ignoring the context (out-of-context).

In the best subtasks we used only the top ranked
lemmatized paraphrase (best prediction) suggested
by each of the compared methods. In the oot sub-
tasks we used the top-10 lemmatized paraphrases.

To the best of our knowledge, Biemann and
Riedl (2013) is the only prior work that attempted
to perform the original SemEval 2007 task on the
LS07 dataset, learning only from corpus data like
we do. They merged Gigaword (Parker et al., 2011)
and LLC (Richter et al., 2006) as their learning cor-
pus, which is similar in size to ours. We denote by
Biemannin and Biemannout the reported results for
their in-context and out-of-context methods, respec-
tively. There is no previously reported result for this
task on LS14.

6.2.3 Results
The results are shown in Table 5. First, we note

that our out-of-context method significantly out-
performs the out-of-context word2vec baseline on
all subtasks in both LS07 and LS14, showing that
our model performs well on predicting paraphrases
even out-of-context. Furthermore, our meaning in-
context methods show significant additional gains in
performance on LS07, with top-1000 pruning per-
forming a little better than top-100. On LS14 we
see smaller gains, which may be due to the fact that
its target words are less ambiguous by construction.
This behavior is consistent with similar findings in
Kremer et al. (2014). Finally, both Biemannout and
Biemannin exhibit substantially lower performance
on LS07 than our methods, achieving scores that are
close to the word2vec baseline.

We note that all ten systems that participated in
the original SemEval 2007 task on the LS07 dataset
followed a two-step scheme (1) generating para-
phrase candidates using a manually constructed the-
saurus, such as WordNet; (2) ranking the candidates
according to the given context based on data from
various learning corpora. We stress that in con-
trast to all these systems, our model does not uti-
lize manually constructed thesauri, and therefore ad-
dresses a much harder problem of predicting para-
phrase substitutes out of the entire vocabulary, rather

Method best best-m oot oot-m
LS07 test-set

P in
1000 12.72 21.71 36.37 52.03
P in

100 12.25 20.73 35.54 50.98
P out 10.68 18.29 32.58 46.34
w2vout

skip,4w 8.25 13.41 29.27 39.92
Biemannin n/a n/a 27.48 37.19
Biemannout n/a n/a 27.02 37.35

LS14 all
P in

1000 8.07 17.37 26.67 46.23
P in

100 7.93 16.97 26.24 45.58
P out 7.80 16.90 25.57 44.66
w2vout

skip,4w 5.99 12.21 22.66 36.98

Table 5: best and oot subtasks scores for all compared
methods. best-m and oot-m stand for the mode scores.

than merely ranking a small given set of candidates.
Even so, in the best subtasks we achieve top results
with respect to the reported score range of these sys-
tems, 2.98-12.90 for best, and 4.72-20.73 for best-
mode. In comparison to the reported oot score range,
our results are lower than average.

6.3 Ranking lexical substitutions

6.3.1 Task description
Most works that used the LS07 dataset after Se-

mEval 2007, as well as the results reported for LS14,
focused only on candidate ranking. Instead of us-
ing a thesaurus, they obtained the set of paraphrase
candidates for each target type by pooling the an-
notated gold-standard paraphrases from all of its in-
stances.9 The quality of the rankings with respect to
the gold standard was measured using Generalized
Average Precision (GAP) (Kishida, 2005). Further-
more, all of the works compared in this section dis-
carded multi-word expression substitutes from the
original gold standard, and omitted instances who
thus remained with no gold paraphrases. We follow
the same evaluation settings for this task.

6.3.2 Compared methods
We observe that in this task, the objective is

to rank candidates that are known to be semanti-
cally similar to the target word in some context.
Therefore, we hypothesize that possibly more fo-
cus should be given in this case to assessing the

9A target type is defined as the pair (word lemma, pos),
where pos ∈ {noun, verb, adjective, adverb}.
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compatibility between the candidates and the given
context versus their semantic similarity to the target
word. To this end, we explore strategies with differ-
ent points of balance between these two factors. On
one hand we evaluate the scores assigned to the can-
didates by our out-of-context paraphrase vector rep-
resentation, which is based only on semantic simi-
larity. Similarly, we also evaluate rankings based on
word2vec similarity scores, with a range of learn-
ing parameters (same range as used in Section 6.2)
and report the best results that we were able to ob-
tain. On the other hand, we ignore the target word
identity and consider only context compatibility by
ranking candidates based on their conditional prob-
abilities to fill the target word slot, as reflected in
the respective context substitute vector representa-
tion, denoted Scond,1000.

Finally, we rank the candidates using the scores in
our in-context paraphrase vectors from Section 6.2.
However, this time we check the effect of injecting
a stronger bias towards the given context c, by aver-
aging only the top-m percent contexts most similar
to c, for m ∈ {1%, 5%, 10%, 100%}, as described
in Section 4.2. We denote this as P in,mn . We do
not report results based on conditional probability
weights, as they perform substantially worse than
our SPPMI weights. We also report the most recent
state-of-the-art results on both LS07 and LS14. On
LS07, we report our results both on the test-set and
on the entire dataset (trial+test).

6.3.3 Results
The results are shown in Table 6. Looking first

at the results on the LS07 dataset, we see that not
surprisingly both our out-of-context method, P out,
and the word2vec baseline, w2voutskip,2w, which ig-
nore the given context, achieve relatively low results.
Scond,1000 that considers only the context compati-
bility performs a little better. Next, we see that our
in-context method, P in,100%

1000 outperforms all of the
above, but P in,5%

1000 , which is more strongly biased
to context compatibility performs even better. For
brevity, we report only the results for m = 5%,
which performed best on the trial portion of LS07,
but the results are almost as good for m = 1% and
m = 10%. This supports our hypothesis that in the
ranking task more focus is to be given to context
compatibility. As in the prediction task in Section

Method Resources LS07 LS07 LS14
test all all

P in,5%
1000 UW 55.2 55.1 50.2
P in,100%

1000 52.0 51.7 50.0
Scond,1000

UW
48.6 48.4 46.4

P out 46.6 45.9 47.9
w2vout

skip,2w 45.2 45.2 46.5
Random 29.7 30.0 33.8
Kremer, GW n/a 52.5 47.8
2014†

Thater, GW n/a 51.7 n/a
2011
Séaghdha, WP,BN n/a 49.5 n/a
2014
Moon, UW,BN,WN n/a 47.1 n/a
2013 GW,WN n/a 46.7 n/a
Szarvas, LLC,WN n/a 55.0* n/a
2013b
Szarvas, LLC,WN n/a 52.4* n/a
2013a

Table 6: GAP scores for compared methods.
UW = ukWaC; GW = Gigaword; WP = Wikipedia;
WN = WordNet; BN = British National Corpus (Aston
and Burnard, 1998).
† A re-implementation of the model in Thater, 2011.
* Obtained by a supervised method.

6.2, the pruning factor of 100 performed slightly (up
to half a point) worse than 1000.

In comparison to previous results, our method
achieves the best reported GAP score to date, on par
with Szarvas et al. (2013b). However, we note that
both Szarvas et al. (2013b) and Szarvas et al. (2013a)
follow a supervised approach, training on the LS07
gold standard with 10-fold cross validation, as well
as incorporate features from WordNet. Therefore,
they cannot be directly compared with unsupervised
models, such as our own. Our model and previous
works used different learning corpora that are sim-
ilar in size. Moon and Erk (2013) reported results
for both Gigaword and ukWaC, showing minor dif-
ferences in performance.

The results on LS14 exhibit a similar behavior
with our method outperforming the state-of-the-art.
However, as also reported in Kremer et al. (2014),
the performance gain achieved by taking the given
context into consideration is smaller than in LS07.
Again, this seems to be due to the nature of LS14,
which is not biased to ambiguous target words.
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Benchmark Orig 1000 100
best 12.7 12.1 11.2
best-m 21.7 20.9 19.7
oot 36.3 34.8 32.5
oot-m 52.0 50.4 46.4
GAP test 55.2 52.0 50.9
GAP all 55.1 51.8 50.7

Table 7: The effect of context clustering on our model’s
performance on LS07. Orig stands for best configuration
of our model with no clustering, and 1000/100 stand for
the same configuration with that number of clusters.

6.4 Computational efficiency and clustering

To generate our in-context paraphrase predictions
for an instance of a target word u, our model per-
forms a weighted average over all of its context sub-
stitute vectors in Cu. The run-time complexity of
this procedure is reasonably efficient at O(|Cu|·n),
where n is the vector pruning factor. This is com-
parable to the complexity of the state-of-the-art al-
gorithm before this work (Thater et al., 2011) and
even to word2vec’s dense vector computations. As
a point of reference, in our experiments it took
∼300 msec to generate an in-context paraphrase
vector for a given word instance on a modest sin-
gle core, which was only about 3 times slower than
the word2vec computation.

Memory consumption of our model is not an issue
when operating in an ‘offline’ mode. In this mode all
the target word instances in a test set (such as LS07
or LS14), can first be sorted according to their word
type. Then, while processing all instances of the
same word type u one after the other, only the sub-
stitute vectors in Cu need to be loaded into memory.
In contrast, in an ‘online’ mode, to be ready for any
arbitrary word instance input, our model would need
to keep in memory substitute vectors for all the word
types in the vocabulary V . The space complexity in
this case is O(|Cu|·n · |V |), which can easily reach
memory consumptions in the order of ∼100 GB or
more, requiring a large-scale server.

To address this challenge, we present a more
coarse-grained variant of our model, where for each
word type u we keep only k substitute vectors
instead of all individual context vectors, thereby
bounding the memory consumption toO(k ·n · |V |).
To this end, for each word type u we used spheri-
cal k-means to cluster the ∼20,000 substitute vec-

tors in Cu into either 100 or 1000 clusters. Then, in-
stead ofCu, we used the collection of its cluster cen-
troids, pruned to their top-100 entries. Table 7 shows
the results when applying this to our best perform-
ing configurations on the LS07 dataset. The results
show relative performance degradation when fewer
clusters are used, indicating that some relevant in-
formation may be lost in this process. However, ab-
solute performance remains competitive, suggesting
that this is a viable option when memory consump-
tion is a concern. The results on the LS14 dataset
show similar trends.

7 Discussion and Future Work

We proposed a model for word meaning in context
whose main novelty is in representing contexts as
substitute vectors. Our model outperformed state-
of-the-art baselines in both predicting and ranking
paraphrases of words in context in two different lex-
ical substitution tasks. As another potential contri-
bution, the context similarity measures used in our
model performed well on a targeted evaluation, sug-
gesting that they may be useful as a component in
other applications as well.

Substitute vectors were successfully used earlier
for performing part-of-speech and word sense induc-
tion tasks (Baskaya et al., 2013; Yatbaz et al., 2014),
not addressed in this work. These works took a dif-
ferent approach, embedding words in a low dimen-
sional space, based on target-substitute pairs sam-
pled from substitute vectors. It would be interesting
to explore how our approach applies to these tasks.

Finally, a preliminary qualitative analysis showed
that low quality substitute vectors may be a factor
limiting our model’s performance. This suggests
that generating substitute vectors with better lan-
guage models, such as neural language models, is
a potential path to further improvements.
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Abstract

Gradable terms such as brief, lengthy and ex-
tended illustrate varying degrees of a scale and
can therefore participate in comparative con-
structs. Knowing the set of words that can be
compared on the same scale and the associ-
ated ordering between them (brief < lengthy
< extended) is very useful for a variety of
lexical semantic tasks. Current techniques to
derive such an ordering rely on WordNet to
determine which words belong on the same
scale and are limited to adjectives. Here we
describe an extension to recent work: we in-
vestigate a fully automated pipeline to extract
gradable terms from a corpus, group them into
clusters reflecting the same scale and estab-
lish an ordering among them. This method-
ology reduces the amount of required hand-
crafted knowledge, and can infer gradability
of words independent of their part of speech.
Our approach infers an ordering for adjec-
tives with comparable performance to previ-
ous work, but also for adverbs with an accu-
racy of 71%. We find that the technique is use-
ful for inferring such rankings among words
across different domains, and present an ex-
ample using biomedical text.

1 Introduction

Gradability (Sapir, 1944) is a property of words that
identifies different degrees of the quality the word
denotes. For example, adjectives such as large, huge
and gigantic present different degrees of size or vol-
ume. Similarly, adverbs such as approximately, al-
most and roughly present different degrees of how

accurate a measurement is. Thus, one of the charac-
teristics of gradable terms is that they participate in
a scale and can be ordered along that scale: for ex-
ample, good < great < excellent (Kennedy, 2007).
Another characteristic is that gradable terms can ap-
pear in comparative constructions, e.g., “A is larger
than B”. Such comparative judgments are a psycho-
logical process that precedes judgments of counting,
e.g., “A is twice as large as B” (Sapir, 1944).

Modern NLP systems face the challenge of inter-
preting language as close to human perception as
possible. Modeling gradable terms as well as their
associated meaning and ordering is an important as-
pect of this challenge. Such information can be very
useful for a variety of inference tasks, such as senti-
ment analysis (Pang and Lee, 2008) and textual in-
ference (Dagan et al., 2006). However, current lex-
ical resources, like WordNet (Fellbaum, 1998), lack
annotations capturing the gradability of words. This
weakens the notion of similarity: although words
such as small and minuscule illustrate varying de-
grees of size, they are listed as synonyms in Word-
Net.

Recently, there has been a lot of interest in ex-
ploring different approaches to derive an ordering
among gradable adjectives based on their semantics
(Ruppenhofer et al., 2014; Sheinman et al., 2013;
Schulam and Fellbaum, 2010). de Melo and Bansal
(2013) propose a novel Mixed Integer Linear Pro-
gramming (MILP) based approach, publish a gold
standard dataset and report the best performance on
ordering scalar adjectives on this dataset. However,
these approaches are limited in two ways. First,
they depend on a manually created resource, such
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as WordNet or FrameNet (Baker et al., 1998). Lex-
ical patterns (e.g., ‘not just x but y’) are used both
to extract words that belong to the same scale and to
determine the direction of the ordering (e.g., in the
above pattern, x is weaker than y). However, this
extraction process gives noisy results that require fil-
tering using an electronic thesaurus. The domain of
application is thus restricted to words that exist in
an electronic thesaurus. Second, previous work is
limited to the study of adjectives.

In this paper, we propose a fully automated
pipeline that uses structural patterns to extract grad-
able terms from a corpus, cluster them into groups
that reflect the same semantic scale of comparison,
and finally rank them using de Melo and Bansal’s
MILP technique to establish an ordering among
them. We also explore how the technique fares on
domain-specific (biomedical) text, deriving scales
for domain-specific terms that might not exist in the-
sauri. Our approach achieves a comparable perfor-
mance to previous studies on scalar adjectives, and
can be reliably extended to adverbs.

2 Related work

Hatzivassiloglou and McKeown (1993) present the
first work on automatically clustering adjectives that
belong to the same scale, identifying scalar adjec-
tives based on the intuition that similar nouns are
modified by similar adjectives. They use a hierar-
chical clustering algorithm on a newswire corpus for
grouping similar adjectives, but do not provide rank-
ing among a given cluster of related adjectives.

Assuming a pair of related adjectives, de Marn-
effe et al. (2010) use reviews from the Internet
Movie Database and their associated ratings to infer
an ordering in the adjective pair. Kim and de Marn-
effe (2013) also obtain an ordering given a pair of
adjectives, using distributional word vectors derived
from a recursive neural network.

Sheinman et al. (2013) and de Melo and Bansal
(2013) present similar approaches, which make use
of WordNet dumbbells to determine words that be-
long to the same scale as proposed in Sheinman
et al. (2012). A WordNet dumbbell is a represen-
tation involving an antonym pair (e.g., small and
large) as two ends of a semantic scale with seman-
tically similar adjectives arranged in a radial fash-

ion around each adjective. The antonym acting as
a centroid and its synonyms as members of a clus-
ter represent words that most likely participate in
the same scale. For example, the antonym pair
(small, large) results in the dumbbell with clusters
(small, tiny, pocket-size, smallish) and (large, gigan-
tic, monstrous, huge) at the two ends. It should be
noted that even with such a representation, there can
be words that fall into the same WordNet synset but
do not participate in the scalar relationship (e.g., vio-
lent with respect to supernatural and affected). This
is primarily because of polysemy and semantic drift
(de Melo and Bansal, 2013).

Sheinman et al. (2013) present a two-step ap-
proach for establishing an ordering among scalar ad-
jectives. They extract adjectives from the Web us-
ing lexical patterns indicative of the direction of the
scalar relationship between a pair of adjectives. Two
sets of patterns are defined: mild patterns in which
participating words are such that the first word has
a weaker semantic intensity than the second word
(e.g., ‘∗ but not ∗’ – good but not great); and intense
patterns, in which the first word has a stronger se-
mantic intensity than the second word (e.g., ‘not ∗
but still ∗’ – not freezing but still cold). In the first
step, they assign a positive score to an adjective if it
is seen as a part of the intense pattern and a nega-
tive score if seen as part of the mild pattern. In the
second step, they use these scores to partition the ad-
jectives into two subsets one representing mild and
the other representing intense adjectives. They per-
form this partitioning recursively to obtain a com-
plete ordering for a given cluster of adjectives from
a WordNet dumbbell.

de Melo and Bansal (2013) improve upon Shein-
man et al. (2013) by refining their lexical patterns,
and refer to them as “strong-weak” and “weak-
strong” patterns. Using frequencies of occurrence
for a pair of adjectives across the strong-weak and
weak-strong patterns in a corpus, they define an
overall weak-strong score. They optimize for this
score using MILP. The constraints of the MILP
model two types of strength relationships: the
strength relationships between two adjectives in a
pair with a possible third adjective, and synonymy
relationship between two adjectives based on infor-
mation from an external resource. Given a clus-
ter of terms, the MILP produces an ordering of the
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cluster members using frequency counts of instances
where these members are found in strong-weak and
weak-strong patterns. To evaluate their approach, de
Melo and Bansal construct a manually curated gold
standard of 88 clusters, each with a cardinality of
three or more adjectives. These 88 clusters are ran-
domly drawn from all possible clusters that are ei-
ther half of a WordNet dumbbell. Two annotators
manually examined these clusters to remove words
that did not belong to the same scale. Further, all
pairs within these clusters were annotated for scalar
relationship: is the adjective in a pair weaker than
the other, stronger than the other, or of equivalent in-
tensity. The output of the MILP was tested on these
88 clusters (569 word pairs). They achieve a pair-
wise accuracy of 78.2%.

3 Our approach

3.1 Extraction using structural patterns

As observed by Ruppenhofer et al. (2014), lexical
pattern-based approaches suffer from a coverage is-
sue. This is because these patterns consist of longer
n-grams, which are sparsely found in a small dataset.
Therefore, Sheinman et al. (2013) use the Web as
their corpus, and de Melo & Bansal use Google
N-grams (Brants and Franz, 2006). However, this
results in a large number of instances where satis-
fied lexical patterns do not correspond to adjectives
(e.g., sometimes but not always). Moreover, since
the Google N-grams corpus is limited to 5-grams,
adjective pairs of interest beyond a five-word win-
dow are lost.

To deal with these shortcomings, we use Tregex
(Levy and Andrew, 2006), which enables pat-
tern matching on parse trees based on syntactic
relationships and regular expression matches on
nodes. Using Tregex, we transform de Melo and
Bansal’s weak-strong and strong-weak lexical pat-
terns into structural patterns. For example, one
way of expanding the lexical pattern ‘∗ but not
∗’ into a structural Tregex pattern for adjectives
is ‘ADJP< ((ADJP<JJ) $ (CC<but)$(RB<not)$
(ADJP<JJ)).’ Similarly, a structural pattern for ad-
verbs can be written as ‘ADVP< ((ADVP<RB) $
(CC<but)$(RB<not)$ (ADVP<RB)).’ These pat-
terns are available for download1.

1http://web.cse.ohio-state.edu/˜shivade/naacl2015

Introducing tree patterns requires parsing a cor-
pus: while this additional step in the pipeline might
lead to error propagation, the advantages of the
structural patterns are that (i) they are more robust
than the lexical ones and (ii) restricting results to
a desired part-of-speech comes for free. In the ex-
periments reported here, we use the Stanford parser
v3.3.1 (Klein and Manning, 2003).

3.2 Automatic clustering

In order to determine a ranking of words based on
their semantic intensity, the first step is to deter-
mine words that belong to the same scale of mean-
ing. As pointed out earlier, previous work (de
Melo and Bansal, 2013; Sheinman et al., 2013) use
WordNet dumbbells, and this restricts the utility of
these approaches to the scope of a manually cre-
ated lexical resource. We overcome this limitation
by automatically clustering words that belong to the
same scale. As the clustering algorithm, we use
the Matlab (2014) implementation of K-means++
(Arthur and Vassilvitskii, 2007), a hard clustering al-
gorithm2 with cosine similarity as a distance metric.
Following Hatzivassiloglou and McKeown (1993),
we use context vectors to represent the words to
cluster. They make use of standard context vectors
for clustering adjectives, where context for every ad-
jective comprises of nouns it modifies across all sen-
tences in a corpus.

However, recent work shows promise for context
vectors embedded in a compressed semantic space
that are derived using neural networks: Baroni et al.
(2014) compare standard context vectors with em-
bedded vectors for a wide range of lexical seman-
tic tasks and found embedded vectors to yield better
results. We therefore generate context vectors and
compare the utility of both skip-gram and contin-
uous bag of words (CBOW) representations using
the word2vec tool (Mikolov et al., 2013) for our
task. These two representations have demonstrated
varying degrees of success in different NLP tasks
(Baroni et al., 2014; Bansal et al., 2014). Given a

2The choice of a hard-clustering algorithm was mostly for
implementational convenience, but carries with it the issue that
polysemous words can only appear in one semantic cluster. We
leave the issue of deriving a soft clustering approach that works
with context vectors, a separate research problem in its own
right, to future work.
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window size w, the CBOW model predicts the cur-
rent word given the neighboring words as context. In
contrast, the skip-gram model predicts the neighbor-
ing words given the current word. We used w = 5
and found CBOW to yield better results for our task.
Thus the terms extracted from a corpus by the struc-
tural patterns are automatically clustered, and these
clusters are used as an input to the ranking algo-
rithm.

3.3 Ranking based on semantic intensity

Once the terms have been clustered, the second step
is to provide a ranking between the cluster members.
To do so, we use the MILP implementation provided
by de Melo and Bansal (2013). This method com-
putes an overall weak-strong score for a pair of ad-
jectives based on the frequency of that pair in the
matches for weak-strong and strong-weak patterns.
The MILP then uses these scores among all rele-
vant pairs of adjectives belonging to the same scale,
capturing complex interactions to infer an ordering
among them.

3.4 Data: PubMed corpus

In this work, we want to provide an approach that
can infer scalar orderings for any domain-specific
terms. Such terms might be absent from existing
thesauri. Our approach is thus corpus-based as out-
lined above. We chose to test the robustness of our
technique on PubMed, a large domain-specific cor-
pus of biomedical texts. It is a free resource de-
veloped and maintained by the National Center for
Biotechnology Information at the National Library
of Medicine. It provides access to scientific ab-
stracts, full text articles and associated resources.
We used 10, 875, 982 freely available abstracts (not
full text articles) from PubMed as our corpus. This
corresponds to 88, 303, 272 sentences in total, where
the average length of a sentence is 28 words (in-
cluding punctuations). We used this corpus to find
instances of the structural strong-weak and weak-
strong patterns, both for adjectives and adverbs.

4 Comparison with the gold standard of de
Melo & Bansal

To evaluate our approach, we need to establish how
good the clustering step is, as well as how good the

ranking step is. Each step is evaluated separately us-
ing annotations obtained from Amazon Mechanical
Turk.

4.1 Clustering

In order to evaluate the automatic clustering pro-
cedure that uses K-means++ and word vectors, we
start with the gold standard provided by de Melo and
Bansal (2013): as mentioned above, their data set
has 88 gold standard clusters, corresponding to 346
adjectives, annotated by humans for scale ordering.
One problem with evaluating a hard clustering algo-
rithm is that the same word may appear in multiple
WordNet synsets, corresponding to multiple clusters
(soft clustering). We therefore made a “hard cluster
version” of the de Melo & Bansal dataset by remov-
ing any adjectives that occur in multiple clusters,
and then eliminating any singleton clusters. This re-
sulted in a gold standard set of 256 adjectives be-
longing to 84 clusters.

We clustered the 256 adjectives from the gold
standard data subset into 84 clusters: the represen-
tation for each adjective was a neural embedding
derived using the word2vec tool trained on our
PubMed data. We experimented with both the skip-
gram and continuous bag of words (CBOW) models
to derive vectors of dimension sizes varying from
200 to 800 in increments of 100. To choose the
right dimensionality and the best model, we evalu-
ated the quality of the automatically derived 84 clus-
ters against the gold standard. As a metric of evalu-
ation for cluster quality, we follow Hatzivassiloglou
and McKeown (1993) and use F1 calculated by com-
paring equivalence relations generated by the clus-
ters (as implemented in LingPipe (2008)). We found
that the CBOW model gave clusters closer to the
gold standard than the skip-gram model. We found
that a dimension size of 600 for the vectors yielded
clusters with a maximum F1 score of 57%. Thus,
we were able to fix the parameters for our clustering
task. Figure 1 summarizes the results of this experi-
ment.

In their study, Hatzivassiloglou and McKeown
(1993) evaluate the results of their clustering on a
small set of 21 adjectives. They presented the 21
adjectives to 9 annotators and asked them to parti-
tion these adjectives such that each partition contain
adjectives that belong to the same scale. They re-
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Figure 1: Comparison of CBOW and skip-gram for clus-
tering of adjectives.

port a best F1 score of 48% but note that such score
does not seem to reflect the quality of the clustering.
We observe the same problem: our automatically de-
rived clusters have a different organization for words
that belong to the same cluster than the gold standard
clusters, but in a way that seems intuitive. Some
differences between our automatically derived clus-
ters and the gold standard clusters are illustrated in
Table 1. For example, the adjectives false and mis-
leading belong to the same cluster in both the gold
standard as well as the automatic clustering output.
However, the automatic clustering groups the ad-
jectives false and misleading together with unreli-
able and wrong, whereas the gold standard groups
false and misleading with deceptive and fraudulent.
Both clusterings are plausible, though. The adjec-
tives fraudulent and deceptive become part of new
clusters in our automatic clustering. It could be ar-
gued that the gold standard cluster “deceptive, false,
fraudulent, misleading” represents different degrees
of “trickery,” whereas the automatic cluster “false,
misleading, unreliable, wrong” represent different
degrees of “wrongness.” Thus, although both clus-
ters contain different adjectives, they group adjec-
tives that are on the same scale of a different mean-
ing.

Therefore, to evaluate the quality of the automatic
clustering, we sampled 50 clusters containing three
or more adjectives (corresponding to a total of 190
adjectives) from all the generated clusters and ob-
tained annotations using Amazon Mechanical Turk

(AMT), a crowdsourcing platform that has been
shown useful for a number of NLP tasks (Snow et
al., 2008). Annotators (workers, in AMT parlance)
were presented with 15 clusters in each worker ses-
sion, whose members were each associated with a
checkbox. For each cluster, workers had to uncheck
the adjectives that did not belong to the same scale.
The nature of the annotation task does involve inher-
ent subjectivity which cannot be avoided. We tried
to minimize this by giving detailed instructions with
accompanying examples to achieve coherent anno-
tations. To make sure workers were paying attention
to the task, 2 clusters among the 15 clusters they saw
were clusters for which we a priori knew which ad-
jectives should be removed (e.g., beautiful, pretty,
and rainy where rainy had to be unchecked). Most
workers did the task well: we only had to discard an-
notations from 4 worker sessions (out of 140). We
ended up with annotations from 8 to 10 workers per
cluster. To create a gold standard, we retained in
each cluster only those words that were ascertained
to be in the same cluster by 6 or more annotators.

For each cluster, we calculated an accuracy score
equivalent to the number of correct adjectives (de-
termined to be on the same scale by the annotators)
divided by the total number of adjectives in the gen-
erated cluster. This accuracy was averaged across
all 50 clusters, and yielded a final micro-averaged
accuracy of 74.36% as seen in Table 2.

4.2 Ranking

Since our end goal is to establish an ordering among
scalar adjectives, we use the automatically derived
clusters (rather than the WordNet dumbbells) as in-
put to the MILP algorithm. To determine the per-
formance of the ranking produced by the MILP al-
gorithm, we use AMT to obtain pairwise ranking
annotations for all unique adjective pairs within a
cluster. Workers were presented with 15 word pairs
in each worker session. For each pair (a1, a2), the
worker had to pick one of four options: (1) a1 is
stronger than a2, (2) a2 is stronger than a1, (3) both
are equally strong, and (4) a1 and a2 are not com-
parable. Option (4) was present because our clus-
ters possibly contained adjectives that are not on the
same scale. As in the previous task for getting an-
notations for clusters, we inserted two items with a
clear ranking (e.g., hot, hotter) for every set of 15
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Gold standard clusters Automatic clusters

deceptive, false, fraudulent, misleading false, misleading, unreliable, wrong

evil, immoral, sinful, wrong desperate, humiliated, immoral, insane, sinful

dangerous, risky, suicidal, unreliable dangerous, harmful, toxic

Table 1: Example comparison of automatically derived clusters against gold standard clusters from WordNet.

Data Corpus for strength counts Clustering Ranking
in MILP ranking Accuracy Pairwise Accuracy

Clusters automatically derived from Google N-grams 74.36 84.74
non-polysemous WordNet adjectives PubMed 74.36 69.23

PubMed-derived clustering:
Regular adjectives PubMed 86.26 70.37
Domain-specific adjectives PubMed 64.30 –

PubMed-derived clustering:
Regular adverbs PubMed 89.36 71.00
Domain-specific adverbs PubMed 53.80 –

Table 2: AMT-based evaluations of cluster accuracy and pairwise ranking accuracy of systems that vary in the source
of clustering data, source of strength counts, and part of speech. For comparison, the approach used by de Melo and
Bansal (2013) achieves a pairwise ranking accuracy of 76.1% on the non-polysemous WordNet clusters.

pairs to avoid random annotations. Each set was an-
notated by 10 workers. All workers passed all the
checks and we did not discard any annotations for
this task. To create a gold standard we assigned each
pair one of four labels, weaker, stronger, equal, or
not comparable. A value was assigned based on a
majority vote. In case of a tie, the pair was assigned
a label of being equal.

In order to compute a ranking, the MILP needs
two inputs: 1) the cluster of terms that are on
the same scale, and 2) the counts for how many
times all pairs of adjectives in that cluster satisfied
the weak-strong and strong-weak patterns (hence-
forth referred to as “strength counts”). In the first
experiment of ranking adjectives, we ran the full
pipeline used by (de Melo and Bansal, 2013) on the
256 adjective (84 hard cluster) subset of their gold
standard (see Section 4.1). Thus, this experiment
uses hand-corrected WordNet dumbbells to deter-
mine adjectives on the same scale of semantic in-
tensity, followed by the MILP using strength counts
from the Google N-gram corpus, to determine the
ranking. Their pipeline resulted in a pairwise accu-

racy of 76.1% which serves as a baseline for com-
parison. In the second experiment of ranking ad-
jectives, we used the 50 automatically derived ad-
jective clusters described in Section 4.1 as an input
for the MILP. Since these adjectives originate from
WordNet dumbbells, we refer to them as “Word-
Net adjective clusters.” We determined the ranking
for adjectives within these clusters using strength
counts obtained from our PubMed corpus. We ob-
tained an accuracy of 69.23% across 105 pairs. The
strength counts for all adjectives in these clusters,
from Google N-grams corpus, used in the exper-
iments of (de Melo and Bansal, 2013) were also
available to us by the authors. We repeated the previ-
ous experiment by substituting strength counts from
PubMed corpus with these strength counts from the
Google N-grams corpus and obtained an accuracy of
84.74% across 119 pairs.3 It appears from our ex-
periment that pattern counts from a general corpus

3The MILP does not produce a strength relationship be-
tween a pair of adjectives if there are no strength counts for this
pair. Hence, we observe a difference in the number of pairs for
which accuracy is determined in the two ranking experiments.
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is a better match for determining the adjective or-
dering than a more-limited domain corpus, despite
the limitation of Google N-grams being restricted
to 5-word sequences. We think this is because of
two reasons: First, Google N-grams is a very large
corpus compared to the one we use. Second, our
corpus consists of abstracts and not full text of sci-
entific articles from PubMed. Hence there is less
variety in the language used; capturing fewer com-
parative constructs than Google N-grams. However,
it is interesting that we can still extract patterns from
domain-specific corpora to act as constraints for the
MILP process.

5 Rankings for adjectives extracted from
PubMed

We also desired to see how well our approach
does on terms that are not specifically in Word-
Net, but present in a domain-specific corpus such
as PubMed. We therefore also evaluate the cluster-
ing and ranking steps on a set of adjectives extracted
from the PubMed data using structural patterns.

5.1 Clustering

Since there was no gold standard reflecting ideal
clustering of data, we explored heuristic measures
to choose parameters for our clustering step. We
used CBOW vectors over skip-gram vectors since
these were more effective in the previous experi-
ment. Since the true value for number of clusters
k was unknown, we chose k such that the average
cardinality of a cluster was three. The value of k
was found to be the same (k = 375) for all cluster-
ing experiments conducted using vector dimension
sizes varying from 200 to 800 in increments of 100.
To choose the right dimension size d of the CBOW
vectors for this fixed value of k, we obtained clusters
for incremental values of d from 200 to 800 in incre-
ments of 100. We determined the number of iden-
tical clusters obtained using a particular value of d
with its next increment. The lowest value of d which
resulted in a maximum number of identical clusters
with its next increment was chosen: d = 400.

Using vectors of 400 dimensions, we obtained
375 adjective clusters with cardinality varying from
1 to 9. Since these clusters were derived from
our biomedical dataset, they comprised of domain-

specific adjectives, which are quite unfamiliar even
to native English speakers. We manually partitioned
the clusters into two sets: (i) containing domain-
specific words, and (ii) containing words used in
day-to-day English (henceforth referred to as “regu-
lar” terms). Examples of clusters from both sets are
summarized in Table 3. The clusters we obtain look
reasonable, grouping together adjectives that per-
tain to the same scale. The first cluster of domain-
specific adjectives qualifies the nouns correspond-
ing to different types of protein with varying degree
of specificity, the second cluster contains different
qualifications of a tumor, and adjectives in the third
cluster qualify different parts of a living cell. For
the regular adjective clusters, the clusters look intu-
itive too, except for the first cluster. The adjectives
male and female are not scalar, but match the struc-
tural patterns, and are grouped together with adjec-
tives describing age qualifications, due to a strong
context overlap in which these words are used.

Clusters of domain-specific adjectives

cytokine, gm-csf, ifn-gamma, il-10, il-12, il-2

benign, malignant, metastatic, neoplastic, squamous

mitochondrial, nuclear, ribosomal

Clusters of regular adjectives

female, male, middle-aged, older, young, younger

accurate, precise, reliable, reproducible, robust

additive, insignificant, negligible

Table 3: Examples of automatically derived adjective
clusters from PubMed abstracts.

We randomly sampled 25 clusters from each
set, “regular adjectives” and “domain-specific adjec-
tives”, for our evaluation. We evaluated the cluster-
ing quality of the regular adjectives using the exact
same approach as described in Section 4.1. We ob-
tained a clustering accuracy of 86.26% for 25 clus-
ters across 101 regular adjectives. This is substan-
tially better than the performance of clustering in the
previous experiment. We believe that this is due to
the fact that the adjectives in the dataset used in the
previous experiment originate from WordNet and
contain many words (e.g., handsome, crazy, spicy),
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which are less likely to be found in scientific ab-
stracts. Therefore, the context vectors learnt for
these words are possibly less accurate compromis-
ing the clustering quality.

For the domain-specific adjectives, the annota-
tions require specialized skills. PubMed hosts sci-
entific articles from different disciplines of biolog-
ical sciences. We obtained annotations from three
annotators specializing in disciplines of Biomedical
Informatics, Biochemistry, and Nursing. To create
the gold standard, a word was retained or discarded
from a cluster if two or more annotators agreed on
it. We obtained a clustering accuracy of 64.3% for
25 clusters across 101 domain-specific adjectives.

5.2 Ranking

We obtained gold standard annotations for ranking
using AMT for these 25 “regular adjective” clus-
ters derived from the PubMed corpus using the ex-
act same methodology as described in Section 4.2.
The strength counts for these adjectives were also
derived from the PubMed corpus. We obtained an
accuracy of 70.37% across 109 pairs, indicating a
similar level of performance to WordNet-based clus-
ters.

Our expert annotators for the domain-specific ad-
jectives faced problems in assessing an ordering be-
tween adjectives in a cluster. They report that for
majority of the clusters, the ordering of the words
would vary given the context. For example, con-
sider the following modifications of the domain spe-
cific adjectives of the third cluster in Table 3: ri-
bosomal particles, mitochondiral compartments and
nuclear compartments, representing different parts
of a living cell. If we consider “number of” as the
relation in context, we get (ribosomal > mitochon-
drial > nuclear) as an ordering since number of ri-
bosomal particles is greater than number of mito-
chondrial compartments, and number of mitochon-
drial compartments is greater than number of nu-
clear compartments. However, if we consider “size
of” as the context, the ordering is reversed.

6 Extension to adverbs

A novelty of our approach is that we can also apply
the technique to other parts of speech (e.g., adverbs).
The structural patterns we describe in Section 3.1

Clusters of domain-specific adverbs

anteriorly, caudally, distally, proximally

chromosomally, clonally, genetically, phenotypically

neonatally, prenatally, postnatally

Clusters of regular adverbs

always, certainly, inevitably, invariably, universally

marginally, modestly, slightly, somewhat

excessively, inappropriately, overly

Table 4: Examples of automatically derived adverb clus-
ters from PubMed abstracts.

also enable us to extract candidate scalar adverbs.
We follow a similar approach to adjectives: extract
adverbs, derive strength counts and rank them using
the MILP.

6.1 Clustering

We used CBOW vectors to perform clustering and
derived k = 300 and d = 250 using the approach
described in Section 5. As with the adjective clus-
ters, we found that there were also domain-specific
adverbs, illustrated in Table 4. Again, the clus-
ters obtained look reasonable. The first cluster of
domain-specific adverbs describes relative position
of a body part, the second cluster corresponds to ad-
verbs describing identity of a gene that may have an
observable effect, the third cluster represents tem-
poral descriptions that relate an event to child birth.
The clustering of regular adverbs is accurate, ex-
cept for the third cluster where inappropriately was
found to be an outlier based on our annotations. We
followed a similar approach to the adjective exper-
iment, creating two partitions for domain-specific
and regular adverbs and sampling 25 clusters from
each. Annotations for regular adverbs were obtained
from AMT while annotations for domain-specific
adverbs were obtained from 3 domain experts. The
annotation process for both clusters of adverbs was
identical to that of adjectives. We obtained a micro-
averaged accuracy of 89.36% for 25 clusters across
104 regular adverbs and a 53.8% for 25 clusters
across 89 domain-specific adverbs.
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Accuracy POS Examples
Good Adj serious

< life-threatening
< fatal

Good Adv considerably
< significantly
< dramatically

Average Adj common
< frequent
= prevalent

Average Adv slightly
< modestly
< marginally

Bad Adj useful < helpful

Bad Adv continuously = regularly

Table 5: Example rankings for adjectives and adverbs
from PubMed data.

6.2 Ranking

As in the case of adjectives, our annotators for
domain-specific adverbs faced a challenge in rank-
ing adverbs due to lack of context. Therefor we do
not report results on ranking of adverbs. We ob-
tained gold standard annotations for ranking using
AMT for 25 clusters of regular adverbs derived from
the PubMed corpus, using the exact same method-
ology as described in Section 4.2. The strength
counts for these adverbs were also derived from
the PubMed corpus. We obtained an accuracy of
71.00% across 38 pairs – a performance similar to
the adjectives. However, we observe that there are a
large number of pairs for which there are no strength
counts, and the MILP does not generate a ranking.
Table 5 shows sample results for ranking adjectives
and adverbs from the PubMed data.

7 Limitations and future work

We present an approach to gradable modifier order-
ing that replaces WordNet-based clusters with au-
tomatically derived word clusters, replaces lexical
patterns with structural patterns, and show that the
approach has utility for not only discovering adjec-
tive patterns but also adverb patterns in biomedical
text. We observe that while automatic ranking based

on semantic intensity can be successful established
between regular terms, doing so for domain-specific
terms requires knowledge of context.

We plan to expand the structure patterns derived
from the lexical patterns of de Melo and Bansal
(2013), looking for new patterns that could be more
suited for adverbs. We also plan to investigate soft
clustering algorithms such as (Pereira et al., 1993)
that may allow us to model polysemous words bet-
ter. Furthermore, recent studies have compared tra-
ditional vectors against embedded vectors (such as
the CBOW vectors used in this study) for different
lexical semantic tasks (Levy and Goldberg, 2014;
Baroni et al., 2014), which suggests that such a com-
parison for our clustering task could be insightful.

Our experimental results show that automatic
clustering of gradable words produces promising re-
sults. However, we also observe that with domain-
specific words, context is important for establishing
a ranking between words that is based on seman-
tic intensity. Thus, rather than clustering adjectives
or adverbs in isolation, a joint with the clustering
of nouns or verbs with which they occur is a pos-
sible direction of research. Finally, studies deriving
a ranking based on semantic intensities are limited
to unigrams belonging to different parts of speech.
Our future work would focus on performing a sim-
ilar task on bigrams consisting of adverb-adjective
pairs (e.g., somewhat unclear < quite hard < very
difficult) that exhibit properties of gradability.
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Abstract

We take a novel approach to zero pronoun res-
olution in Chinese: our model explicitly tracks
the flow of focus in a discourse. Our approach,
which generalizes to deictic references, is not
reliant on the presence of overt noun phrase
antecedents to resolve to, and allows us to ad-
dress the large percentage of “non-anaphoric”
pronouns filtered out in other approaches.
We furthermore train our model using read-
ily available parallel Chinese/English corpora,
allowing for training without hand-annotated
data. Our results demonstrate improvements
on two test sets, as well as the usefulness of
linguistically motivated features.

1 Introduction

“Pro-drop” languages like Chinese, Japanese and
Turkish allow for dropping of pronouns when the
referents of those pronouns can be inferred. English
is typically not pro-drop, but is unusual in that re-
gard: two thirds of languages documented in WALS
(Haspelmath et al., 2005) can be categorized as pro-
drop. In such languages, sentences are frequently
characterized by “zero pronouns”: gaps in the sen-
tence which in English would hold an overt pro-
noun. In some languages, verbal morphology or cl-
itics elsewhere in the sentence are sufficient to re-
solve the ambiguity of dropped pronouns; in other
languages, there is no overt marking at all in the sen-
tence and the referent of the dropped pronoun must
be resolved using pragmatic information.

Our work departs from mainstream work on zero
pronoun resolution in that we focus primarily on
the resolution of deictic zero pronouns. Unlike an

Figure 1: A conversation between a student and a teacher.
The text has been translated from Mandarin, but zero
pronouns are retained and indexed with their referent:
(T)eacher or (S)tudent.

anaphoric zero pronoun (Section 2), whose refer-
ence must be specified by a noun phrase occurring
previously in the text, a non-anaphoric zero pro-
noun refers to an entity that is salient from larger
units of discourse (such as full sentences or pas-
sages) or from the extralinguistic environment (out-
side of the text altogether). Although anaphoric zero
pronoun resolution has been the focus of most past
work (Yeh and Chen, 2007; Chen and Ng, 2014),
50% or fewer of zero pronouns in natural Chinese
text are anaphoric (Zhao and Ng, 2007; Kong and
Zhou, 2010). Our approach allows for generaliza-
tion to non-anaphoric pronouns, focusing in partic-
ular on deictic non-anaphoric zero pronouns, which
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refer to salient entities in the environment (such as
the speaker, hearer or pragmatically accessible ref-
erent) without requiring any introduction in the pre-
ceding text. Figure 1 shows an example conversa-
tion in which zero pronouns are frequently used to
refer to speaker or listener, and would be translated
to English as “I” or “you.”

We propose a model for resolving deictic zero
pronouns that draws inspiration from ideas in Cen-
tering Theory (Grosz et al., 1995): discourses tend to
settle on a particular focus for a time, before switch-
ing. Furthermore, we presume that when a switch
happens, there is likely to be an overt cue of this.
For example, in Figure 1, the initial focus on T is
signaled with the overt second person pronoun in the
first utterance; the switch of focus to S in the third
utterance is also signaled by an overt “you.” How-
ever, at that point, the focus remains on S for several
utterances until “The last round. . . ” at which point it
switches away from the speakers. It is brought back
to S in the last utterance, which can be inferred from
the fact that S is the most recent focus that fits the
required semantic constraints.

To account for these phenomena, we develop a
novel sequential model for zero pronoun resolu-
tion that explicitly tracks the conversation focus
in a dialogue (Section 3). We test, using data from
Chinese SMS (“texting”) dialogues, the hypothesis
that our model can predict the identity of pronouns
(at a granularity of the person attribute: first, second,
or third person—with particular focus on first and
second person) based on a variety of features of the
utterance context, without reference to a particular
antecedent (Section 4.3). In this way, we address a
much higher percentage of the zero pronouns found
in Chinese texts, and particularly in dialogue.

Our second contribution is to show that one can
train a zero pronoun resolution system using su-
pervision coming from English translations of the
Chinese text (Section 2.2). This obviates the need
for expensive linguistic annotation of Chinese and
allows us to use plentiful parallel data to train our
model. Our results confirm that even though this
“translation as annotation” process is noisy, it is still
possible to learn on large amounts of “bronze stan-
dard” data.

2 Linguistic motivation

Handling zero pronouns in Chinese (or other pro-
drop language) involves two separate tasks: (1) Zero
pronoun identification: locating and marking the
gaps corresponding to zero pronouns; and (2) Zero
pronoun resolution: determining the entity referred
to by the zero pronoun. Our focus is the latter task.

Zero pronoun resolution, like general pronoun
resolution, is almost universally approached as a
problem of linking a pronoun to an overt noun
phrase antecedent in the text. However, while
some zero pronouns do have overt noun phrase an-
tecedents, many other zero pronouns do not. In
fact, (Zhao and Ng, 2007) report that just 52% of
zero pronouns in their training set (and 46% of zero
pronouns in their test set) are “anaphoric.” Kong
and Zhou (Kong and Zhou, 2010) report just 41%.
Some zero pronouns fail to link to an antecedent
because they refer to facts or events described by
larger phrases or full sentences earlier in the text,
preventing coreference with a single noun phrase.
Other zero pronouns, particularly in dialogue set-
tings, are deictic, pointing to salient entities in the
environment without requiring introduction by an
overt mention in the text.

2.1 Dialogue focus

A central principle of document cohesion that under-
lies frameworks such as Centering Theory (Grosz et
al., 1995) states that discourses tend to settle on a
particular focus for a time, before eventually switch-
ing to a new one. The status of a particular focus
within this flow of discourse is typically signaled
by the form of the expression chosen to point to it.
When a focus is introduced (or returned to), a full
(overt) noun phrase is generally used to indicate it.
While that entity remains in focus, subsequent men-
tions can be realized with less explicit forms. In En-
glish, these less explicit forms are overt pronouns. In
Chinese (and pro-drop languages more generally),
these focus continuations are generally realized as
zero pronouns.

We see in this example an illustration of these dis-
course principles:

1. In pro-drop languages (Chinese), overt pro-
nouns introduce switches in focus, while zero
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pronouns are used while an established focus
continues.

2. In non-pro-drop languages (English), overt pro-
nouns serve the focus-continuation function.

3. There are “deictic” exceptions to these rules,
licensed by environmental salience of the ref-
erent and inferable from the meaning of the ut-
terance (final question of the example).

Importantly, these continuations and switches of
foci occur for the most part at the level of the syntac-
tic clause. This is thus the level at which we model,
assigning labels to individual clauses, which will in
turn indicate the identity of any dropped subject pro-
noun in that clause.1 In identifying focus, we remain
at the granularity of the “person” attribute (first, sec-
ond, or third person). This is the most relevant gran-
ularity for deictic pronoun resolution, as the intent
is to capture the alternation between speakers within
that dialogue (first and second person), along with
switches of focus to any referents external to the di-
alogue (third person).

2.2 Translation as annotation

Currently, most state-of-the-art machine learning
systems for Chinese zero pronoun resolution are
supervised, requiring manually resolved pronouns
for training. We hypothesize comparable distri-
bution between zero pronouns in a pro-drop lan-
guage, and overt pronouns in a non-pro-drop lan-
guage. More specifically, because non-pro-drop lan-
guages lack zero pronouns, the discourse functions
that are served by zero pronouns in pro-drop lan-
guages must in non-pro-drop languages be served by
overt pronouns.

To be more concrete, the original Mandarin SMS
conversation from Figure 1 is reproduced in Table 1,
together with a human translation into English. In-
deed, we see in the example in Figure 1 that the
zero pronouns on the Chinese side correspond to
overt pronouns on the English side. For this rea-

1Although Mandarin does license dropped object pronouns,
we focus in this paper only on subject pronouns, as the syntac-
tic subject is (a) more consistently dropped in Mandarin, and
(b) more tightly tied to the notion of focus of conversation that
motivates our model; see also a discussion of the centering hi-
erarchy in Chinese (Wang, 2011). Relatedly, we filter out pos-
sessive pronouns in subject position, as they do not point to the
topical entity represented by the full noun phrase.

son we make use of a parallel (Chinese/English) cor-
pus for training of our sequence labeling model, de-
riving the identities of missing pronouns from the
English translation of the Chinese text rather than
from coreference relations with antecedents in the
Chinese text. Our model thus does not rely on the
availability of hand-annotated data for training.

3 Our focus tracking model

Given a Chinese dialogue, our goal is to identify
zero pronouns and resolve them either as deictic
(first or second person) or non-deictic (third person).
We use off-the-shelf tools for the identification of
the zero pronouns (described in Section 4.1) and fo-
cus on the resolution task.

In our implementation, we jointly predict the fo-
cus and identify the number of the pronoun that
would be used. For instance, when S is speaking
about herself, we consider this a “1” label; when S
is speaking about her conversation partner, we con-
sider this a “2” label. This numbering corresponds
to which pronominal form would be required in En-
glish.2

3.1 Supervision via bronze standard data

We obtain “bronze” standard (as opposed to “gold”
standard) data by looking at human-produced En-
glish translations of Chinese utterances, such as
those seen in Table 1. Our label set consists of two
properties: the person being referred to (first person,
second person or third person), and whether the ref-
erence is overt or not (visible or hidden). The “vis-
ible” three labels correspond to clauses in which an
overt subject pronoun appears on the English side.
Chinese clauses bearing this label may have an overt
or a zero pronoun subject—if the Chinese side con-
tains a zero pronoun subject, then this label will be
used to determine the correct person attribute (first,
second, or third) of the unseen pronoun.

1v: Overt English first person pronoun: “I” or “we”
2v: Overt English second person pronoun: “you”
3v: Overt English third person pronoun: “he”,

“she”, “it”, “they”

2We ignore morphological issues in English dealing with
possession and grammatical role, since these are exogenous to
the resolution task.
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Original Mandarin English Translation Label
1) Student 陈老师你还好吗 How are you, Teacher Chen? 2v
2) Teacher Ø好啊 ,你还没走 ? I am fine. You have not left yet? 1v, 2v
3) Student Ø回来有一个月Ø不敢给你说话 I have been back for a month. 1v, 1v

I didn’t dare to chat with you.
4) Student 没呢 Not yet. 1h
5) Student 美国的面试Ø进行了 4轮了 I have gone through 4 rounds of interviews for the

American (company).
1v

6) Teacher 为什么 Why? 2h
7) Student 最后一轮是跟总经理 The last round of interview is with the general manager. 3v
8) Student 还有两次网上测验 There are also two online tests. 3h
9) Teacher Ø还在面试阶段吗 Are you still in the interview phase? 2v

Table 1: Sample Chinese SMS conversation with English translation and derived labels.

However, there are plenty of utterances (e.g., Ta-
ble 1 lines 4 and 6) in which the English transla-
tion does not contain an overt subject. This can hap-
pen in English in imperative constructions, (some)
questions, and general informal communication.3 In
these cases, we introduce “hidden” person labels
whose role is to carry forward the focus from the
previous utterance. For instance, in utterance 4, even
though there is no subject on the English side, we
carry forward the fact that the most-recent referent
was “first person” and denote this with “1h.”

Because we are jointly modeling the focus shift
and the pronoun realization aspects, when the
speaker shifts, the “hidden” person must flip. For
example, in utterance (5) the Student overtly refers
to herself, yielding a label of “1v.” The next utter-
ance is by the Teacher but lacks an English subject.
The focus remains on the Student and therefore this
utterance is labeled “2h” meaning that the focus is
on the other speaker, and it is non-overt in English.

1h: subject being continued is first person
2h: subject being continued is second person
3h: subject being continued is anything else

Finally, we introduced a seventh label for instances
in which no overt subject pronoun appears on the
English side, and no focus has yet been established
from prior clauses (this applies only at the beginning
of a discourse).

None: no subject and no focus yet established

3This can also happen due to imperfect zero pronoun identi-
fication (Section 4.1).

In Table 1, the rightmost column shows the label as-
signment for the sample SMS exchange. (The utter-
ances on lines 2 and 3 contain two clauses each, and
thus two labels each.)

3.2 Features

We included in our model the following features.
Note that these features are based solely on the Chi-
nese side. Linguistic motivations for each feature
category are described.

Subject continuation: a value indicating the per-
son (1, 2, 3) of the most recent overt NP that was
a direct descendent of an IP node (the most recent
overt NP in structural subject position—including,
if overt, the subject of the current clause). The most
recent overt NP subject is a strong candidate for
coreference with a zero pronoun. This feature comes
closest to attempting antecedent selection.

Verb: the first verb in the VP that is sister to the
subject NP (the VP of which that NP is the subject).
The nature of the verb can provide information rel-
evant to inferring the identity of deictic forms. For
example: the Chinese verb guji (“reckon”) is intu-
itively biased toward first-person subject; our train-
ing data accordingly show 68% of clauses with guji
as verb feature were assigned first-person subject la-
bels.

Participant index: a value indicating the index of
the conversational participant. To capture regular-
ities, if any exist, in the pronoun use of a speaker.

Participant switch: a binary value indicating
whether the current utterance represents a change of
speaker relative to the previous clause. Switches in
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speaker may, particularly in tandem with other fea-
tures, be informative about topic.
Object (downstream): the direct object of the VP
sister to the subject (if any). This feature exploits the
fact that pronouns occurring as direct objects within
a clause cannot be the same as the (zero) pronoun in
subject position of that clause.
Has question particle: a binary value indicating
whether the clause contains a) a question particle
or wh-word, or b) a question mark. This feature is
likely to be a strong indicator of that the subject pro-
noun is not first person (also used by (Chen and Ng,
2013)). For example, in our training data we found
that only 16% of the clauses with question particle
were marked with first person label i.e. 1v or 1h.
Bag of words: all words occurring in the clause.
Apart from the verb, other words can also be highly
informative about the nature of the subject.
Bag of parts of speech: all parts of speech occur-
ring in the clause. The structural make-up of clause
may be informative about focus, for instance in the
case of passive or possessive constructions.
Hidden subject particles: a feature indicating
whether the clause consists of a list of phrases con-
sistently tagged with empty categories on the Chi-
nese side, but consistently translated without subject
pronouns on the English side (thus likely to corre-
spond to labels 1h-3h). This feature is intended to
help the model in recognizing clauses consistently
corresponding to “hidden” labels.

In addition, for the features that consist of se-
quence (bag of words, bag of part of speech, object,
etc.) we additionally compute bigrams and trigrams.

3.3 Structured prediction

We cast the above model as a sequence labeling
problem over visible and hidden labels. We consider
each conversation segment in the SMS as an input
data sequence x = 〈x1, x2, . . . , xn〉 where each xi
corresponds to a clause in Chinese. Each clause in
Chinese is assigned a label from the label space Y
= {1v, 2v, 3v, 1h, 2h, 3h, none}. The task then is to
assign labels y = 〈y1, y2, . . . , yn〉 to the input data
sequence from the label space Y based on the fea-
tures described in Section 3.2. At training time we
assign labels to the input sequence using the “bronze
standard” method described in Section 3.1.

To train the sequence labeling model, we use an
online variant of the DAgger imitation learning al-
gorithm (Ross et al., 2011) as implemented in the
Vowpal Wabbit machine learning library (Langford
et al., 2007; Daumé III et al., 2014). DAgger, like
its predecessor SEARN (Daumé III et al., 2009),
solves structured prediction problems by transform-
ing them into sequential decision making problems.
In the case of sequence labeling, the natural order
for sequence decision making is left-to-right. At test
time, inference is performed greedily. At training
time, the learning algorithm attempts to balance be-
tween training on “oracle” states (prefixes of deci-
sions made optimally according to the true labels)
and training on “system” states (prefixes of deci-
sions made sub-optimally according to the learned
model). The online variant of DAgger balances this
trade-off by slowly transitioning from making past
decisions optimally to making them using the cur-
rently learned predictor.

4 Experiments

Our goal in our experiments is to answer the follow-
ing questions:

1. How well does the bronze-standard annotation
capture the underlying truth? (Section 4.2).

2. Is our model able to leverage both dialogue
structure and semantic content to accurately re-
solve pronouns? (Section 4.3)

3. How important are the different components
in our model in making effective predictions?
(Section 4.4)

In the following sections, we describe the exper-
iments we perform aimed at answering these ques-
tions. First, we describe the data we use for experi-
mentation.

4.1 Experimental setup

For training our focus-tracking model, we use
Chinese-English parallel data from the SMS/chat
domain available as part of training data used in the
Machine Translation task under the DARPA BOLT
project. The training data consisted of 117k sen-
tences. We test our model on heldout SMS/Chat
data consisting of 1152 sentences (hand-annotated,
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Bronze SMS OntoNotes
Training Test Test

# tokens 1, 007, 722 8104 108, 531

# sents 129, 190 1152 9607

# dialog 3309 34 257

# types 26, 519 1747 4753

Table 2: Dataset statistics; numbers are for the Chi-
nese side of the data. English has 25% more tokens and
roughly as many types.

as described in Section 4.2), and on telephone con-
versation data from the OntoNotes corpus (Hovy et
al., 2006), consisting of 5000 sentences. Full data
statistics are provided in Table 2.

We perform zero pronoun identification using the
method of (Cai et al., 2011), which automatically re-
covers empty categories corresponding to dropped
pronouns, integrating these empty categories into
syntactic parses. Syntactic parses were obtained
with the Berkeley parser (Petrov and Klein, 2007).
These parses were then used to split the Chinese ut-
terances into single-clause units, based on IP and
CP clausal nodes. These clauses were aligned with
clauses in the English translation, which were used
to determine the identity of the clausal subject, for
extracting the 1v, 2v, . . . label for each utterance.4

For our machine learning systems, we use Vowpal
Wabbit (Langford et al., 2007) with default hyper-
parameter settings. We train on 75% of the training
data and retain 25% as development data on which to
perform early stopping. We run 20 iterations by de-
fault and take the parameters with best development
performance based on sequence labeling accuracy.

4.2 Gold standard test set
Although we can use “bronze standard” annota-
tions for learning, evaluating against a bronze stan-
dard is not directly useful. Therefore, we annotated
our test set (1152 utterances) by hand. In partic-
ular, for the SMS/chat test set, we recruited three
linguistically-informed native Mandarin speakers to
annotate Chinese clauses containing empty cate-
gories. The clauses were labeled with a person num-
ber (1,2,3) when the empty category corresponded to

4Sometimes English syntactic parses were not well-aligned
with the Chinese IP/CP nodes; in practice, we split the English
utterances based on end-of-clause punctuation and aligned Chi-
nese and English clauses based on a simple order heuristic.

Pronoun Precision Recall F-measure
1p 0.75 0.43 0.55
2p 0.61 0.32 0.42
3p 0.52 0.45 0.49

Micro-avg 0.62 0.41 0.50

Table 3: Bronze vs Gold labels

such a pronoun; or “none” in spurious cases.5

In our annotated data,6 32% of identified zero pro-
nouns were first person, 17% were second person,
25% were third person and 26% do not have a refer-
ent (were spurious). Of the correctly identified zero
pronouns, a majority of pronouns (about 2/3) are de-
ictic: referring either to the speaker or listener. The
remainder are third person and mostly anaphoric.7

Since the annotators labeled the empty categories
obtained from an automatic zero pronoun identifi-
cation method (Cai et al., 2011), 26% spurious cases
suggest that the accuracy of this method is only 74%
on the SMS test data set.

We then used these annotations to evaluate our
bronze standard label assignment method against the
gold standard judgments. Table 3 shows the pre-
cision, recall and F-measure of the bronze annota-
tions when evaluated against the gold annotations.
We use micro-averaging to average the precision, re-
call and F-measure values against different sets. In
this method we sum up the individual true positives
(TP), false positives (FP), and false negatives (FN)
of the system for different sets and then apply them
to get the statistics. For example, precision across
two sets 1 and 2 is given by (TP1 + TP2)/(TP1 +
TP2 + FP1 + FP2). We can see a fairly significant
discrepancy between our bronze labels and the gold
labels. One major—and unfortunately inevitable—
reason for this discrepancy is a high proportion of ut-
terances in the English translation data which have

5Note that under this annotation scheme, our evaluations
will be partially constrained by (Cai et al., 2011) perfor-
mance, in including no zero pronouns that were missed by that
method—however, use of the “none” label allows filtering out
of any spuriously-identified zero pronouns.

6Annotations are available at
www.umiacs.umd.edu/∼raosudha/LDC2013E83-BOLT-
P2R2-cmn-SMS-CHT-dev.annotated.

7In an in-person dialogue, a third person pronoun might be
used in a deictic manner, as in “She is really smart” while point-
ing at someone. This rarely occurs in SMS/chat because there
is no shared environment beyond the two dialogue participants.
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been translated with the subject pronouns still ab-
sent. This is partially due to the casual nature of the
text, and partially because the quality (fluency) of
English translations in this data is at times dubious.

While there may be a systematicity to this kind of
subject omission on the English side, this was not
a factor taken into account by our human annota-
tors. So while our own model may stand a chance
at predicting “hidden” labels (no overt pronoun on
English side) in such instances, the annotators will
never assign a label of “none” to a location at which
a pronoun could reasonably have been inserted.

4.3 Overall system efficacy
In this section we discuss the overall efficacy of our
proposed method in comparison to a few alterna-
tives. These alternatives are:

Random guessing baseline. A naı̈ve system that
makes predictions uniformly at random.

Subject continuation baseline. This is a rule-
based approach that mimics the intuitions described
in Section 2. In particular, for a Chinese utterance,
we check whether the current utterance has an overt
pronominal subject. If so, we assign a label of 1v, 2v
or 3v depending on the person of this subject. If the
current utterance has a non-pronominal subject, we
assign 3h. Otherwise we “carry forward” the sub-
ject from the previous utterance, flipping the 1p/2p
as necessary when the speaker changes; these are la-
beled as 1h, 2h or 3h.

Minimal model baseline. In the minimal model,
we restrict our model to use just three features: par-
ticipant index, participant switch and subject contin-
uation feature. This is a machine learning variant of
the rule-based subject continuation baseline.

Oracle upper bound. None of the proposed mod-
els can hope to achieve 100% accuracy on this task
because the gold annotation data consists of 26%
“no pronoun” cases. Since all of our approaches
must predict a pronoun when a zero pronoun has
been identified, their performance (namely, their
precision) is upper-bounded away from 100%.

The summary of results (micro-averaged across
1p, 2p and 3p) are shown in Table 5. These results
show that on both the SMS data (on which the model
was developed) and the OntoNotes data (on which

SMS/chat OntoNotes
Micro-average Micro-average

System Pre Rec F Pre Rec F
Random 0.24 0.25 0.24 0.18 0.26 0.22
Minimal 0.42 0.23 0.30 0.30 0.07 0.11
SubjCont 0.32 0.42 0.36 0.31 0.15 0.20
Full Model 0.59 0.31 0.41 0.30 0.36 0.33
Upper Bound 0.74 1.00 0.85 0.55 1.00 0.71

Table 5: Summary of results for different comparator
models against the gold standard labels from SMS data
(left) and OntoNotes (right).

the model was applied blindly), our full model is
able to substantially outperform the baselines. In
fact, on OntoNotes, despite a potential domain mis-
match (from SMS/chat to telephone conversations),
our full model was the only baseline to beat ran-
dom guessing! Across both data sets, the minimal
model tends to have high precision and low recall;
the behavior of the other approaches varies across
the tasks. On the SMS/chat data, our model achieves
a 14% relative improvement over the best baseline;
on an OntoNotes data, a 50% relative improvement.

More specific breakdowns of performance by dif-
ferent pronouns (1p, 2p and 3p) are shown for the
subject continuation baseline and the full model in
Table 4. In these tables, we also report results when
evaluated on the OntoNotes test set in these Tables.
As we can see, the subject continuation baseline
massively overpredicts third person pronouns in the
SMS data, leading to an overall low score. In com-
parison, our model tends to have much higher pre-
cision (at the expense of recall) across the board on
the SMS data, leading to a 14% relative improve-
ment over the subject continuation baseline.

Since, to our knowledge, no prior work (see
Section 5) has focused on deictic pronoun restora-
tion, it is not possible to directly compare our re-
sults to previously published results. Although it
is an apples-to-oranges comparison, a state-of-the-
art anaphoric zero pronoun resolution system (Chen
and Ng, 2014) achieves a precision of 13.3, a re-
call of 32.2 and an F-measure of 18.8 on the tele-
phone conversation part of the OntoNotes data, but
does so addressing the complementary problem of
correctly choosing antecedents from previous overt
noun phrases.

Another reasonable comparison would be with a

500



Subject Continuation Baseline
SMS Test set OntoNotes Test set

Pronoun Precision Recall F-measure Precision Recall F-measure
1p 0.43 0.28 0.34 0.29 0.08 0.13
2p 0.27 0.19 0.22 0.28 0.11 0.16
3p 0.29 0.75 0.42 0.32 0.21 0.25

Micro-avg 0.32 0.42 0.36 0.31 0.15 0.20

Our Full Model
SMS Test set OntoNotes Test set

Pronoun Precision Recall F-measure Precision Recall F-measure
1p 0.64 0.47 0.54 0.27 0.58 0.37
2p 0.55 0.21 0.31 0.25 0.23 0.24
3p 0.50 0.18 0.27 0.40 0.28 0.33

Micro-avg 0.59 0.31 0.41 0.30 0.36 0.33

Table 4: Results across different pronoun categories for (top) subject continuation and (bottom) our full model.

SMS/chat OntoNotes
Micro-average Micro-average

System Pre Rec F Pre Rec F
Minimal (M) 0.42 0.23 0.30 0.30 0.07 0.11
M + question 0.44 0.23 0.30 0.31 0.07 0.12
M + object 0.43 0.23 0.30 0.30 0.07 0.12
M + verb 0.58 0.29 0.39 0.32 0.13 0.18
M + pos 0.52 0.30 0.38 0.23 0.27 0.25
M + bow 0.59 0.28 0.38 0.30 0.35 0.32
Full Model 0.59 0.31 0.41 0.30 0.36 0.33

Table 6: Summary of results for feature ablation
against the gold standard labels from SMS data (left) and
OntoNotes (right).

model trained on gold annotated data (instead of
bronze data). Owing to cost, we could not obtain
gold annotations for the full training set; however, a
leave-one-out cross validation on the gold annotated
test set (of SMS data) gave an F-measure of 0.47,
versus 0.41 for our model trained on bronze labels.
This suggests the noisy bronze labels are indeed use-
ful for this task.

4.4 Feature ablations

In order to investigate the individual contributions of
each of our features, we performed feature ablation
experiments, pairing our Minimal Model with a sin-
gle feature at a time and retraining the model with
this pairing. The results of these experiments can be
seen in Table 6. We see in this table that for the SMS
data, the Verb feature creates the greatest improve-
ment over the Minimal Model, followed by Bag of

Words and Bag of POS. This supports the hypoth-
esis that the verb is informative with respect to the
nature of its subject, as are the other words of the
clause, and their parts of speech. For the OntoNotes
corpus, however, the Bag of Words feature performs
best by a large margin. Interesting, although the
Bag of Words features are clearly the most useful,
the linguistically motivated features (verb/question)
performing well supports our linguistic intuitions.

5 Discussion and related work

Past approaches to zero pronoun resolution focus ex-
clusively on anaphoric zero pronouns approached as
a task of antecedent identification. Almost all work
makes use of syntactic structure, with differences
primarily in how that structure is used. (Yeh and
Chen, 2007) take a rule-based, Centering Theory-
inspired approach based on a system of constraints
to guide selection of zero pronoun antecedents. In
the same year, (Zhao and Ng, 2007) introduced a
supervised learning approach for both zero pronoun
identification and antecedent selection based on en-
gineered features; these engineered features were
replaced with a tree-kernel by (Kong and Zhou,
2010), who jointly perform zero pronoun identifi-
cation, anaphoricity determination, and antecedent
selection. Recently, (Chen and Ng, 2013) built
upon the model introduced by Zhao and Ng, intro-
ducing additional features and allowing coreference
links between multiple zero pronouns. Chen and
Ng (2013) also test their model on automatically
identified zero pronouns and automatically gener-
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ated parse trees, thus presenting the first end-to-end
Chinese zero pronoun resolver.

These approaches are mostly complementary to
our task, since they focus on resolving anaphoric
zero pronouns (the minority!) while we focus on re-
solving deictic non-anaphoric zero pronouns. In par-
ticular, for an end-to-end system that resolves both
deictic and anaphoric zero pronouns, one could first
take our approach and whenever our model predicts
“third person,” which is often an anaphoric refer-
ence, one could apply one of these prior approaches
for further reference resolution.

The only work we are aware of that does not
require linguistically annotated data for zero pro-
noun resolution is that of (Chen and Ng, 2014).
They hypothesize that zero pronouns and overt pro-
nouns have similar distributions, and train an unsu-
pervised model on overt pronouns and then apply
this model to zero pronouns. This model performs
on par with their previous (2013) supervised model.
Despite this, their unsupervised model only agrees
with their supervised model on 55% of zero pronoun
antecedents, suggesting that this hypothesis is weak.

In particular, the complementarity of zero versus
overt pronoun usage has been studied within various
domains of linguistics. The Position of Antecedent
Hypothesis (Carminati, 2002) states that null and
overt pronouns have different antecedent selection
preferences: null pronouns prefer antecedents in
subject positions, while overt pronouns prefer an-
tecedents in non-subject positions. This hypothesis
has been supported by studies in a variety of pro-
drop languages (e.g., (Alonso-Ovalle et al., 2002)
(Kweon, 2011)). Switching of reference has been
identified as one of the main constraints regulating
use of zero versus overt pronouns in the variationist
literature (see (Cameron, 1992) for sociolinguistic
studies of the phenomenon in Spanish). The impor-
tance of topically-coherent discourse sequences—
and the role of linguistic and extralinguistic indica-
tors of such sequences—has also been examined in
child language acquisition, e.g., (Rohde and Frank,
2014).

Our main result shows that although our bronze
standard labels are noisy (Section 4.3), they are
nonetheless useful for learning to resolve deictic
pronouns. Moreover, one oft-heralded advantage of
the translation-as-annotation scheme (Carpuat and

Wu, 2007) is that it naturally integrates into a ma-
chine translation framework, since one is learning
to predict precisely what is necessary for success-
ful translation; evaluating whether this hypothesis is
true is currently an open question. One limitation of
our approach is the coarseness of the labeling gran-
ularity (1p, 2p, 3p). Our ultimate plan is to provide
all possibilities (e.g., both singular and plural for 1p,
weighted) to a machine translation system, and let
other components (e.g., language model) determine
selection. For now, we believe that there is signifi-
cant value in intrinsic evaluation of our approach for
a problem that has not previously received signifi-
cant attention.
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Abstract

We present a new approach to harvesting a
large-scale, high quality image-caption corpus
that makes a better use of already existing web
data with no additional human efforts. The
key idea is to focus on Déjà Image-Captions:
naturally existing image descriptions that are
repeated almost verbatim – by more than one
individual for different images. The resulting
corpus provides association structure between
4 million images with 180K unique captions,
capturing a rich spectrum of everyday narra-
tives including figurative and pragmatic lan-
guage. Exploring the use of the new corpus,
we also present new conceptual tasks of visu-
ally situated paraphrasing, creative image cap-
tioning, and creative visual paraphrasing.

1 Introduction
The use of multimodal web data has been a recur-
ring theme in many recent studies integrating lan-
guage and vision, e.g., image captioning (Ordonez
et al., 2011; Hodosh et al., 2013; Mason and Char-
niak, 2014; Kuznetsova et al., 2014), text-based im-
age retrieval (Rasiwasia et al., 2010; Rasiwasia et
al., 2007), and entry-level categorization (Ordonez
et al., 2013; Feng et al., 2015).

However, much research integrating complex tex-
tual descriptions to date has been based on datasets
that rely on substantial human curation or annota-
tion (Hodosh et al., 2013; Rashtchian et al., 2010;
Lin et al., 2014), rather than using the web data in
the wild as is (Ordonez et al., 2011; Kuznetsova et
al., 2014). The need for human curation limits the
potential scale of the multimodal dataset. Without
human curation, however, the web data introduces
significant noise. In particular, everyday captions

often contain extraneous information that is not di-
rectly relevant to what the image shows (Kuznetsova
et al., 2013b; Hodosh et al., 2013).

In this paper, we present a new approach to har-
vesting a large-scale, high quality image-caption
corpus that makes a better use of already existing
web data with no additional human efforts. Figure 1
shows sample captions in the resulting corpus, e.g.,
“butterfly resting on a flower” and “evening walk
along the beach”. Notably, some of these are figu-
rative, e.g., “rippled sky” and “sun is going to bed.”

The key idea is to focus on Déjà Image-Captions,
i.e., naturally existing image captions that are re-
peated almost verbatim by more than one individ-
ual for different images. The hypothesis is that such
captions represent common visual content across
multiple images, hence are more likely to be free
of unwanted extraneous information (e.g., specific
names, time, or any other personal information) and
better represent visual concepts. A surprising as-
pect of our study is that such a strict data filtration
scheme can still result in a large-scale corpus; sifting
through 760 million image-caption pairs, we harvest
as many as 4 million image-caption pairs with 180K
unique captions.

The resulting corpus, Déjà Image Captions, pro-
vides several unique properties that complement
human-curated or crowd-sourced datasets. First, as
our approach is fully automated, it can be readily
applied to harvesting a new dataset from the ever
changing multimodal web data. Indeed, a recent
internet report estimates that billions of new pho-
tographs are being uploaded daily (Meeker, 2014).
In contrast, human-annotated datasets are costly to
scale to different domains.

Second, datasets that are harvested from the web
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Butterflies are self propelled flowers (198) 

butterfly resting on a flower (26) 

After the sun has set (9) 

Sun is going to bed (21)   

can you spot the butterfly (88) 

The sky looks like it is on fire (58) 

The sun sets for another day (12) 

Evening walk along the beach (9) 

Chillaxing at the beach (20) 

Walk by the beach (557)  Rippled sky (44) 

In the sky (1013) 

Figure 1: The image-caption association graph of Déjà Image-Captions. Solid lines represent original captions and
dotted lines represent paraphrase captions. This corpus reflects a rich spectrum of everyday narratives people use in
online activities including figurative language (e.g., “Sun is going to bed”), casual language (e.g., Chillaxing at the
beach”), and conversational language (e.g., “Can you spot the butterfly”). The numbers in the parenthesis show the
cardinality of images associated with each caption. Surprisingly, some of these descriptions are highly expressive,
almost creative, and yet not unique — as all these captions are repeated almost verbatim by different individuals
describing different images.

can complement those based on prompted human
annotations. The latter in general are literal and
mechanical readings of the visual scenes, while the
former reflect a rich spectrum of natural language
utterances in everyday narratives, including figura-
tive, pragmatic, and conversational language, e.g.,
“can you spot the butterfly” (Figure 1). Therefore,
this dataset offers unique opportunities for ground-
ing figurative and metaphoric expressions using vi-
sual context.

In conjunction with the new corpus, pub-
licly shared at http://www.cs.stonybrook.
edu/˜jianchen/deja.html, we also present
three new tasks: visually situated paraphrases (§5);
creative image captioning (§7), and creative visual
paraphrasing (§7). The central algorithm compo-
nent in addressing all these tasks is a simple and yet
effective approach to image caption transfer that ex-
ploits the unique association structure of the result-
ing corpus (§3).

Our empirical results collectively demonstrate
that when the web data is available at such scale,
it is possible to obtain a large-scale, high-quality
dataset with significantly less noise. We hope that
our approach would be only one of the first attempts,
and inspire future research to develop better ways of
making use of ever-growing multimodal web data.
Although it is unlikely that the automatically gath-
ered datasets can completely replace the curated de-
scriptions written in a controlled setting, our hope
is to find ways to complement human annotated
datasets in terms of both the scale and also the di-
versity of the domain and language.

The remainder of this paper is organized as fol-
lows. First we describe the dataset collection proce-
dure and insights (§2). We then present a new ap-
proach to image caption transfer based on the asso-
ciation structure of the corpus (§3) followed by ex-
perimental results (§4). After then we present new
conceptual tasks: visual paraphrasing (§5), creative
image captioning, and creative visual paraphrasing
(§7), interleaved with corresponding experimental
results (§6, §8).

2 Dataset - Captions in Repetition
Our corpus consists of three components (Table 1):
MAIN SET The first step is to crawl as many
image-caption pairs as possible. We use flickr.com
search API to crawl 760 million pairs in total. The
API allows searching images within a given time
window, which enables exhaustive search over any
time span. To ensure visual correspondence between
images and captions, we set query terms using 693
most frequent nouns from the dataset of Ordonez et
al. (2011), and systematically slide time windows
over the year 2013.1 For each image, we segment
its title and the first line of its description into sen-
tences.

The crawled dataset at this point includes a lot of
noise in the captions. Hence we apply initial filter-
ing rules to reduce the noise. We retain only those
image-sentence pairs in which the sentence contains
the query noun, and does not contain personal infor-
mation indicators such as first-person pronouns. We

1To ensure enough number of images are associated with
each caption, we further search captions with no more than 10
associated images across all years.
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set # captions # images
MAIN 176,780 3,967,524

PARAPHRASE
7,570 human-annotated triples
353,560 auto-generated triples

FIGURATIVE
6,088 quotations 180,185
18,179 quotations +
predicted figurative captions

413,698

Table 1: Corpus Statistics

mean std 25% 50% 75% max
#imgs. 22.4 47.6 4 10 25 4617
#tokens 4.9 3.3 3 4 5 178

Table 2: Percentiles of the image count associated with
each caption and the number of tokens in each caption.

want captions that are more than simple keywords,
thus we discard trivial captions that do not include
at least one verb, preposition, or adjective.

The next step is to find captions in repetition. For
this purpose, we transform captions into canonical
forms. We lemmatize all words, convert prepositions
to a special token “IN”2, and discard function words,
numbers, and punctuations. For instance, “The bird
flies in blue sky” and “A bird flying into the blue sky”
have the same canonical form, “bird fly IN blue sky”.
We then retain only those captions that are repeated
with respect to their canonical forms by more than
one user, and for distinctly different images to en-
sure the generality of the captions.

Retaining only captions that are repeated verba-
tim may seem overly restrictive. Nonetheless, be-
cause we start with as many as 760 million pairs,
this procedure yields nearly 180K unique captions
associated with nearly 4M images.3 What is more
surprising, as will be shown later, is that many of
these captions are highly expressive. Table 2 shows
the distribution of the number of images associated
with each caption.4 The median and mean are 10
and 22.4 respectively, showing a high degree of con-
nectivities between captions and images.

PARAPHRASE SET Our dataset collection proce-
dure finds one-to-many relations between captions

2We do this transformation so as not to over-count unique
captions with trivial variations, but merging prepositions can
sometimes combine prepositions that are not semantically com-
patible. We therefore also keep original captions with original
prepositions.

3We also keep user annotated image tags if available.
4Without counting additional edges created by visual para-

phrasing (§5).

- Hanging out with dad (*) 
- Snuggling with dad 
- Cuddles with dad 

- Life on the ocean waves (*) 
- Swimming in the ocean 
- Playing in the ocean 

Playing(in(the(ocean(

- Good morning sun (*) 
- Sun through the trees 
- Here comes the sun 

Automatic Visual Paraphrases  

- Fly high in the sky (*) 
- Stretching to the sky 
- Reaching out to the sky 

!smiling(children(

- Children see magic   
because they look for it (*) 
- The soul is healed by 
being with children 

Stretching(to(the(sky(.(

Reaching(out(to(the(sky(

- A bee collecting pollen (*) 
- Bumble bee on purple flower 
- Working bee 

!Bumble(bee((
on(purple(flower(

!Working(bee(

There(is(a(storm(rolling(in(
Storm(clouds(coming(over(
Big(storm(is(coming(

!Big(storm(is(coming(!The(soul(is(healed(by(
being(with(children((

Crowd-sourced Visual Paraphrases  

!Storm(clouds((
coming(over(

Figure 2: Example visual paraphrases: automatic (left)
and crowd-sourced (right). The first caption marked with
* indicates the original caption of the corresponding im-
age. Some paraphrases are not strictly equivalent to the
original caption if considered out of context, while they
are pragmatically adequate paraphrases given the image.

figure of speech #caps. example (#imgs.)
quotation&idiom 70 The early bird gets the worm (77)

personification 43 Meditating cat (38)
metaphor 24 Wine is the answer (7)
question 18 Do you see the moon (82)

dialog 11 Hello little flower (37)
anaphora 6 Beads, beads and more beads (62)

simile 5 The lake is like glass (23)
hyperbole 1 In the land of a billion lights (3)

Table 3: Distribution of figurative language out of 1000
random captions (171 figurative captions in total)

and images. To extend these relations to many-to-
many, we introduce visually-situated paraphrases
(or visual paraphrases for shorthand) (§5). A visual
paraphrase relation is a triple (i, c, p), where image
i has an original caption c, caption p is the visual
paraphrase for c situated in image i. We collect vi-
sual paraphrases for sample images in our dataset,
using both crowd sourcing (7,570 triples) and an au-
tomatic algorithm (353,560 triples) (see §5 for de-
tails). Figure 2 shows example visual paraphrases.

Formally, our corpus represents a bipartite graph
G = (T, V,E), in which the set of captions T and
the set of images V are connected by typed edges
e(c, i, t), where caption c ∈ T , image i ∈ V , and
edge type t ∈ {original, paraphrase}, which de-
notes whether the image-caption association is given
by the original caption or by a visual paraphrase.

FIGURATIVE SET We find that many repeating
captions are surprisingly lengthy and expressive,
most of which turn out to be idiomatic expres-
sions and quotations, e.g., “faith is the bird that
feels the light when the dawn is still dark” from
Tagore’s poem. We look up goodreads.com
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tree light flower home sun rain sky water beach girl
0

20k

40k

60k
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Figure 3: Top 10 queries with the largest number of im-
ages and unique captions

polarity
% in

all caps.
mean/median

#imgs. per cap.
example (#imgs)

pos. 8% 20 / 8
Happy bride and groom (282)
The rock and pool,
is nice and cool (4)

neg. 2% 19.5 / 7
Bad day at the office (269)
Crying lightning (147)

Table 4: Distribution of caption sentiment. The polar-
ity is determined by comparing number of positive words
and negative words (>: positive; <: negative) accord-
ing to a sentiment lexicon (Wilson et al., 2005) (counting
only words of strong polarity).

and brainyquotes.com to identify 6K quota-
tion captions illustrated by 180K images. We also
present a manual labeling on a small subset of the
data (Table 3) to provide better insights into the de-
gree and types of figurative speech used in natural
captions. Using these labels we build a classifier
(§7) to further detect 18K figurative captions asso-
ciated with 410K images.
INSIGHTS As additional insights into the dataset,
Figure 3 shows statistics of the visual content, Ta-
ble 5 shows syntactic types of the captions, and Ta-
ble 4 shows positive and negative sentiment in cap-
tions.

3 Image Captioning using Association
Structure

We demonstrate the usefulness of the association be-
tween images and captions via retrieval-based image
captioning. Given a query image q and the corpus
G = (T, V,E), the task is to find a caption c ∈ T
that maximizes an affinity function A(q, c), which
measures how well the caption c fits the query im-
age q,

c∗ = arg max
c∈T

{A(q, c)} (1)

Visual Neighborhood: Each textual description,
e.g., “reading a book”, can associate with many dif-

type %caps. %imgs. mean #imgs. std #imgs.

verb
45% 44% 22 9

be, have, do, look,
go, make, come, get,
wait, take, love, play,
walk, fly, see, watch,
find, live, sleep, fall

Sky is the limit (3057)
Home is where the heart is (2480)
Lunch is served (2443)
Let them eat cake (2193)
Follow the yellow brick road (2077)

prep 44% 41% 21 9
in, of, on,
at, with, for,
from, by,
over, through

On the road (4617)
After the rains (4450)
Under the bridge (3443)
At the beach (3203)

adj 11% 15% 30 15
old, little, new,
red, blue, more,
white, big, beautiful,
black

Home sweet home (2398)
Good morning sun (1122)
Cabbage white butterfly (976)
Next door neighbors (838)

Table 5: Statistics on the syntactic composition of cap-
tions. verb: captions with at least one verb. prep:
prepositional phrases (without any verbs). adj: adjective
phrases (without any verbs and prepositions). For each
caption type, we also show the top words that appear in
the most number of captions (left), and the top captions
that are associated with largest number of images (right).

ferent visual instantiations (Figure 4a). Our dataset
G = (T, V,E) serves as a database to navigate the
possible visual instantiations of descriptive captions
as observed in online photo sharing communities.
Let Nc = {i|e(c, i, original) ∈ E} denote the
set of adjacent nodes (i.e., visual instantiations) of a
caption c. To quantify how well a caption c describe
a query image q, we propose to examine caption c’s
visual neighborhood Nc as provided in our dataset.
Concretely, the affinityA(q, c) of a query image q to
a caption c is a function φ(q,Nc) of q and the visual
neighborhood Nc defined as:

A(q, c) = φ(q,Nc) =
1
σ

σ∑
i=1

sim(q,N i
c ) (2)

where σ is a parameter; sim(·, ·) is a similarity func-
tion of two images; and Nc = [N 1

c ,N 2
c , ...,N |Nc|

c ]
is sorted by sim(q,N i

c ) in descending order.
Figure 4a illustrates the key insight: instead of di-

rectly transferring the caption of the single image
with the closest visual similarity to the query im-
age (Ordonez et al., 2011), we propose to retrieve a
caption based on the aggregated visual similarity be-
tween its visual neighborhood and the query image.
The idea is to prefer a caption for which the query
image is likely to be a prototypical visual rendering
(Ordonez et al., 2013; Deselaers and Ferrari, 2011),
hence avoid an unusual association between the text
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…

…
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𝑐 : Sunset 
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𝑞
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Figure 4: (a) Using the association structure, we retrieve a caption for which the query image is likely to be a
prototypical visual rendering. We hypothesize that there can be multiple visual prototypes of a caption. (b) Reranking
by visual neighborhood proximity.

and the visual information. Also, we hypothesize
that there could be several diverse visual prototypes
of any given textual description c, so we focus on
only the top σ nearest members of Nc.

We apply the neighborhood-based affinity for im-
age captioning via reranking (Figure 4b): first we
retrieve a pool of K candidate captions by find-
ing top K closest images based on their direct vi-
sual similarity to the query image, then compute the
neighborhood-based affinity to rerank the captions.5

The proposed approach is similar in spirit to the non-
parametric K nearest neighbor approach of (Boiman
et al., 2008) in modeling image-to-concept similar-
ity rather than image-to-image similarity, but differs
in that our work is in the context of image descrip-
tion generation rather than classification.

4 Experiments: Association Structure
Improves Image Captioning

Baselines: The proposed approach (to be referred
as ASSOC) requires one-to-many mappings between
captions and images at scale — a unique prop-
erty of our dataset. We compare against two base-
lines: instance-based retrieval of (Ordonez et al.,
2011) (INSTANCE) and Kernel Canonical Correla-
tion Analysis (KCCA) (Hardoon et al., 2004; Hodosh
et al., 2013). We implement KCCA with Hardoon’s
code6. We use a linear kernel since non-linear ker-
nels like RBF showed worse performance.

5We set K = 100 and choose parameter σ using a held-out
development set of 300 images. If there are less than σ available
images, we use them all.

6http://www.davidroihardoon.com/Professional/
Code_files/kcca_package.tar.gz

method BLEU METEOR

INSTANCE 0.125 0.029
KCCA 0.118 0.024∗∗

ASSOCgi w/ all 0.130 0.031
ASSOCg+t w/ all 0.133 0.030
ASSOCti w/ all 0.126 0.029
ASSOCgi w/ σ 0.172∗∗ 0.033∗

ASSOCg+t w/ σ 0.159∗∗ 0.033∗

ASSOCti w/ σ 0.184∗∗ 0.034∗∗

Table 6: Automatic evaluation for image captioning:
The superscripts denote the image feature for reranking;
gi: GIST; ti: Tinyimage; g+t:= gi + ti. We report the best
setting (gt) for INSTANCE and KCCA. Results statistically
significant compared to INSTANCE with two-tailed t-test
are indicated with * (p < 0.05) and ** (p < 0.005).

Configurations: For image features, we follow
(Ordonez et al., 2011) to experiment with two global
image descriptors and their combination: a) the GIST

feature that represents the dominant spatial struc-
ture of a scene (Oliva and Torralba, 2001); b) the
Tinyimage feature that represents the overall color
of an image (Torralba et al., 2008); c) a combi-
nation of the two. We compute the similarity as
sim(Q, I) = −‖Q− I‖2. The INSTANCE and
the KCCA approaches use the feature combination.
The ASSOC approach also use the combination for
preparing candidate captions, but can use different
features for reranking.

Dataset: We randomly sample 1000 images with
unique captions as test set. The rest of the corpus is
the pool of caption retrieval after discarding: (1) the
original caption c and all of its associated images, to
avoid potential unfair advantage toward ASSOC and
(2) the 10K captions used for training KCCA and all
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reranking feature INSTANCE ASSOC

gi 42% 58%
g+t 50% 50%
ti 46% 54%

Table 7: Human evaluation for image captioning: the
% of cases judged as visually more relevant, in pairwise
comparisons. gi: GIST; ti: Tinyimage; g+t:= gi+ti.

of their associated images (about 280K).
Evaluation. Automatic evaluation remains to be a
challenge (Elliott and Keller, 2014). We report both
BLEU (Papineni et al., 2002) at 1 without brevity
penalty, and METEOR (Banerjee and Lavie, 2005)
with balanced precision and recall. Table 6 shows
the results: the ASSOC approach (w/ σ) significantly
outperforms the two baselines. The largest improve-
ment over INSTANCE is 60% higher in BLEU, and
44% higher in METEOR, demonstrating the bene-
fit of the innate association structure of our corpus.
Using all visual neighborhood (ASSOC w/ all) does
not yield as strong results as selective neighborhood
(ASSOC w/ σ), confirming our hypothesis that each
visual concept can have diverse visual renderings.

We also compute crowd-sourced evaluation on a
subset (200 images) randomly sampled out of the
test set. For each query image, we present two cap-
tions generated by two competing methods in a ran-
dom order. Turkers choose the caption that is more
relevant to the visual content of the given image. We
aggregate the choices of three turkers by majority
voting. As shown in Table 7, ASSOC shows overall
improvement over baselines, where the difference is
more pronounced when reranking is based on fea-
ture sets that differ from the one used during the can-
didate retrieval.

5 Image Captioning using Visual
Paraphrases

We present an exploration of visually situated para-
phrase (or visual paraphrase in short hand), and
demonstrate their utility for image captioning. For-
mally, given our corpus G = (T, V,E), a visual
paraphrase relation is a triple (i, c, p), where given
an image i ∈ V and its original caption c ∈ T (i.e.,
e(c, i, original) ∈ E), p ∈ T is a visual paraphrase
for c situated in a visual context given by the image
i (i.e, e(p, i, paraphrase) ∈ E). We collect visual
paraphrases using both human annotation and an au-
tomatic algorithm.

(1) Visual Paraphrasing using Crowd-sourcing:
We use Amazon Mechanical Turk to annotate vi-
sual paraphrases for a subset of images in our cor-
pus. Given each image with its original caption,
we showed 10 randomly sampled candidate captions
from our dataset that share at least one physical-
object noun7 with the original caption. Turkers
choose all candidate captions that could also de-
scribe the given image. We collect 7,570 (i, c, p)
paraphrase triples in total.

(2) Visual Paraphrasing using Associative Struc-
ture: We also propose an algorithm for automatic
visual paraphrasing by adapting the ASSOC algo-
rithm for image captioning (§3) as follows: given
an image-caption pair (i, c), it first prepares a set of
candidate captions that share the largest number of
physical-object nouns with c, which are likely to be
semantically close to c; then we rerank the candidate
captions using the same neighborhood-based affinity
as described in §3.

We apply this algorithm to generate a large set of
visual paraphrases. For each caption in our corpus,
we randomly sample two of its associated images,
and generate one visual paraphrase for each image-
caption pair, which yields 353,560 (i, c, p) triples.
See Figure 2 for example paraphrases.

5.1 Image Captioning using Visual
Paraphrasing

We propose to utilize automatically-generated visual
paraphrases to improve the ASSOC approach (§3) for
image captioning. One potential limitation of the
ASSOC approach is that for some captions, the num-
ber of associated images might be too small for reli-
able estimations of the neighborhood based affinity.
We hypothesize that for a caption with a small visual
neighborhood, merging its neighborhood with those
associated with its visual paraphrases will give a
more reliable estimation of the affinity between a
query image and that caption. Thus we modify the
ASSOC approach as follows.

After preparing a pool of K candidate captions
{c1, c2, . . . , cK}, automatically generate a visual
paraphrase (ii, ci, pi) for each (ii, ci); then rerank
the candidate captions by the following affinity func-
tion that merges the visual neighborhood from the

7under the WordNet “physical entity.n.01” synset
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method BLEU METEOR AMT

INSTANCE 0.125 0.029 N/A

ASSOCgi 0.172 0.033 45%
ASSOCgi

para 0.187 0.036 55%
ASSOCti 0.184 0.034 45%
ASSOCti

para 0.197 0.036 55%

Table 8: Automatic and human evaluation of exploit-
ing visual paraphrases for image captioning. The super-
scripts represent the image feature used in the rerank-
ing step; gi: GIST; ti: Tinyimage. The AMT column
shows the percentages of captions preferred by human as
of better visual relevance, in pairwise comparisons. The
improvement of ASSOCpara over ASSOC is significant at
p < 0.002 for BLEU, and p < 0.03 for METEOR with two
tailed t-test.

paraphrase,

A(q, Ci) = φ(q,Nci ∪Npi) (3)

6 Experiments: Visual Paraphrasing
Improves Image Captioning

The experimental configuration basically follows §4.
We compare ASSOCpara, the visual-paraphrase aug-
mented approach, to the vanilla ASSOC approach.
The image feature setting is the one with which the
ASSOC approach performs best. Both approaches
use the GIST+Tinyimage feature to prepare candi-
date captions, then use either the GIST or Tinyimage
feature for reranking.

Table 8 shows that the ASSOCpara approach sig-
nificantly improves the vanilla ASSOC method un-
der both automatic and human evaluation. As a ref-
erence, the first row shows the performance of the
INSTANCE method (§4). The ASSOC method signif-
icantly improves over the INSTANCE method. On a
similar vein, the ASSOCpara method further improves
over the ASSOC method, as automatic paraphrases
provide a better visual neighborhood. This improve-
ment is remarkable since the paraphrasing associa-
tion is added automatically without any supervised
training. This demonstrates the usefulness of the bi-
partite association structure of our corpus.

7 Image Captioning with Creativity
Naturally existing captions reflect everyday narra-
tives, which in turn reflect figurative language use
such as metaphor, simile, and personification. To
gain better insights, one of the authors manually cat-
egorized a set of 1000 random captions. About 17%

are identified as figurative. Table 3 shows the distri-
bution over different types of figurative captions.

Creative Language Classifier: Using the small
set of labels described above, we train a simple bi-
nary classifier to identify captions with creative lan-
guage.8 Using this classifier, we can control the de-
gree of literalness or creativity in generated captions.
Based on 5-fold cross-validation, the classifier per-
forms with 77% precision and 43% recall.

Importantly, a high-precision and low-recall clas-
sifier suffices our purpose. It is because in the con-
text of creative captioning and creative paraphrasing
presented below, we only need to detect some figu-
rative captions, not all.

7.1 Creative Image Captioning
Given a query image q, we describe it with the most
appropriate figurative caption. We propose the AS-
SOCcreative approach that alters the ASSOC approach
(§3) to return a figurative caption from the candidate
pool, excluding literal captions.

7.2 Creative Visual Paraphrasing
Given a query image q and its original caption c, we
rephrase c to a more creative and inspirational cap-
tion that still describes q. We use the PARAcreative ap-
proach that changes our automatic visual paraphras-
ing algorithm (§5), by retrieving only figurative cap-
tions.

8 Experiments: Creative Image
Captioning and Paraphrasing

8.1 Creative Captioning
We compare the ASSOCcreative approach to the
vanilla ASSOC approach. With the ASSOC ap-
proach, the top-rank caption is usually literal. Both
approaches use the GIST+Tinyimage feature for
preparing candidate captions, and the Tinyimage
feature for reranking, which is the best setting for
the ASSOC approach (§4).

Similarly to §4, we sample 200 test images from
our corpus, and use AMT to compare two algorithms
in terms of visual relevance and creativity sepa-
rately. For creativity, we ask turkers to choose one

8We use a random forest classifier with features including
words indicating reasoning (but, could, that), generality (never,
always), caption length, abstract nouns (life, and hope), and
whether the caption is a known idiom or quotation.
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method creativity relevance
ASSOC 33% 41%
ASSOCcreative 67% 59%

Table 9: Human evaluation for creative captioning: % of
captions preferred by judges in pairwise comparisons

of the two captions that is more creative and inspira-
tional than the other to describe each given test im-
age. Results are shown in Table 9.

(1) Creativity. For 2/3 of the query images,
captions produced by the ASSOCcreative method are
judged as more creative than those produced by the
ASSOC method. This result indirectly validates that
the figurativeness classifier has a reasonable preci-
sion to control the literalness of the system caption.

(2) Visual relevance. Interestingly, not only the
captions from the ASSOCcreative method are favored
as creative, they are also judged as visually more rel-
evant than those from the ASSOC method, despite
that each figurative caption has lower neighborhood-
based affinity than the literal counterpart. We con-
jecture that it is easier for human judges to be imag-
inative and draw visual relevance between the query
image and figurative captions than the literal coun-
terparts. This result also suggests that figurative lan-
guage may be of practical use in image caption ap-
plications as a means to smooth the potentially brit-
tle system output. Figure 5 shows example system
output.

8.2 Creative Visual Paraphrasing

We test 200 images that are associated with literal
captions as predicted by the figurativeness classi-
fier. The PARAcreative approach competes against
two baselines: 1) the ORIGINAL captions , and 2)
a text-only variant of the PARAcaption approach sans
visual processing: it randomly chooses a figurative
caption that shares the largest number of physical-
object nouns with the original caption, without look-
ing at the query image. This is for evaluating the
effect of visual context.

In addition to the evaluations as in §8.1, we also
use a multiple-choice setting that allows a turker to
choose zero to two captions that are visually relevant
to the query image. See Table 10 for results, and
Figure 5 for example outputs.

method creativity relevance
single multiple

ORIGINAL 32% 80% 87%
PARAcreative 68% 20% 60%
PARAcaption 56% 47% 63%
PARAcreative 44% 53% 74%

Table 10: Human eval for creative visual paraphrasing

I. Comparing original captions with creative
paraphrases (ORIGINAL vs. PARAcreative): The
paraphrases are preferred over the original literal
captions as more creative most of the time. As for
the visual relevance, the original captions are fa-
vored over the paraphrases most of the time in the
single-choice competition. However, when we use
a multiple-choice setting, paraphrases has a reason-
able relevance rate (60%), despite the simplicity of
the algorithm. The fact that the original captions has
a high relevance rate (87%) shows that in our cor-
pus the captions have high visual relevance to their
associated images most of the time.

II. Creative paraphrasing with and without the
visual context (PARAcaption vs. PARAcreative): In
terms of creativity, the PARAcaption method is pre-
ferred over the PARAcreative method. We conjec-
ture that without conditioning on the visual con-
tent, PARAcaption method tends to retrieve more un-
expected captions that make turkers think they are
more fun and creative. As for the visual relevance,
by conditioning on the visual context given by query
images, the PARAcreative method significantly im-
proves the visual relevance over the text-only coun-
terpart, PARAcaption method. This result highlights
the pragmatic differences between visually-situated
paraphrasing and text-based paraphrasing.

9 Related work
Image-caption corpus: Our work contributes to
the line of research that makes use of internet web
imagery and text (Ordonez et al., 2011; Berg et al.,
2010) by detecting the visually relevant text (Dodge
et al., 2012) and reducing the noise (Kuznetsova et
al., 2013b; Kuznetsova et al., 2014). Compared to
datasets with crowd-sourced captions (Hodosh et al.,
2013; Lin et al., 2014), in which each image is an-
notated with several captions, our dataset presents
several images for each caption, a subset of which
also includes visually situated paraphrases. The as-
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-Hood under a 
full moon (*) 
-Mirror, mirror on 
the lake 

-Sky on the way home(*) 
-Red sky at night,  
Shepherd's delight 

-Bee on orange flowers(*) 
-When the flower looms,  
the bees come uninvited 

-Lights in cave(*) 
-There is a light that 
never goes out 

-Sail on by (*) 
-Row, row, row your 
boat gently down 
the stream 

Creative Image Captioning Creative Visual Paraphrasing 

-City of lights (*) 
-Great balls of fire 

-Young roe deer(*) 
-The tree that looks 
like a deer  

  

-The flight of the 
crane(*) 
-That’s a crane   

-long haired girl(*) 
-Diamonds are a girl's  
best friend   

-Sky on the way home(*) 
-Go home, sky, you’re 
drunk 

-Falling water(*) 
-Can you see the dogs   

-Red Bean Pastries (*) 
-When life gives you 
lemons 

< Good >  < Bad >   < Bad >   < Good >  

Figure 5: Examples of creative captioning and creative visual paraphrasing. The left column shows good examples
in blue, and the right column shows bad examples in red. The captions marked with * are the original captions of the
corresponding query images.

sociation structure of our dataset is analogous to
that of ImageNet (Deng et al., 2009). Unlike Ima-
geNet that is built for nouns (physical objects) listed
under WordNet (Miller, 1995), our corpus is built
for expressive phrases and full sentences and con-
structed without human curation. Our corpus has
several unique properties to complement existing
corpora. As explored in a very recent work of (Gong
et al., 2014), we expect that it is possible to com-
bine crowd-sourced and web-harvested datasets and
achieve the best of both worlds.

Image captioning: Our work contributes to the
increasing body of research on retrieval-based im-
age captioning (Ordonez et al., 2011; Hodosh et
al., 2013; Hodosh and Hockenmaier, 2013; Socher
et al., 2014), by providing a new large-scale cor-
pus with unique association structure between im-
ages and captions, by proposing an algorithm that
exploits the structure, and by exploring two new di-
mensions: (i) visually situated paraphrasing (and its
utility for retrieval-based image captioning), and (ii)
creative image captioning.

Paraphrasing: Most previous studies in para-
phrasing have focused exclusively on text, and the
primary goal has been learning semantic equiva-
lence of phrases that would be true out of context
(e.g., (Barzilay and McKeown, 2001; Pang et al.,
2003; Dolan et al., 2004; Ganitkevitch et al., 2013)),
rather than targeting situated or pragmatic equiva-
lence given a context. Emerging efforts began ex-
ploring paraphrases that are situated in video con-
tent (Chen and Dolan, 2011), news events (Zhang
and Weld, 2013), and knowledge base (Berant and
Liang, 2014). Our work is the first to introduce vi-

sually situated paraphrasing in which the task is to
find paraphrases that are conditioned on both the in-
put text as well as the visual context. (Chen and
Dolan, 2011) collected situated paraphrases only
through crowd sourcing, while we also explore auto-
matic collection, and further test the quality of auto-
matic paraphrases by using the learned paraphrases
in an extrinsic evaluation setting.

Figurative language: There has been substantial
work for detecting and interpreting figurative lan-
guage (Shutova, 2010; Li et al., 2013; Kuznetsova
et al., 2013a; Tsvetkov et al., 2014), while relatively
less work on generating creative or figurative lan-
guage (Veale, 2011; Ozbal and Strapparava, 2012).
We probe data-driven approaches to creative lan-
guage generation in the context of image captioning.

10 Conclusion
To conclude, we have provided insights into mak-
ing a better use of multimodal web data in the
wild, resulting in a large-scale corpus, Deja Image-
Captions, with several unique properties to comple-
ment datasets with crowdsourced captions. To vali-
date the usefulness of the corpus, we proposed new
image captioning algorithms using the associative
structure, which we extended to several related tasks
ranging from visually situated paraphrasing to en-
hanced image captioning. In the process we have
also explored several new tasks: visually situated
paraphrasing, creative image captioning, and cre-
ative caption paraphrasing.
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Abstract

Most of previous work in knowledge base
(KB) completion has focused on the problem
of relation extraction. In this work, we focus
on the task of inferring missing entity type in-
stances in a KB, a fundamental task for KB
competition yet receives little attention.

Due to the novelty of this task, we construct
a large-scale dataset and design an automatic
evaluation methodology. Our knowledge base
completion method uses information within
the existing KB and external information from
Wikipedia. We show that individual methods
trained with a global objective that consid-
ers unobserved cells from both the entity and
the type side gives consistently higher qual-
ity predictions compared to baseline methods.
We also perform manual evaluation on a small
subset of the data to verify the effectiveness
of our knowledge base completion methods
and the correctness of our proposed automatic
evaluation method.

1 Introduction

There is now increasing interest in the construction
of knowledge bases like Freebase (Bollacker et al.,
2008) and NELL (Carlson et al., 2010) in the nat-
ural language processing community. KBs contain
facts such as Tiger Woods is an athlete, and Barack
Obama is the president of USA. However, one of the
main drawbacks in existing KBs is that they are in-
complete and are missing important facts (West et

∗Most of the research conducted during summer internship
at Microsoft.

al., 2014), jeopardizing their usefulness in down-
stream tasks such as question answering. This has
led to the task of completing the knowledge base
entries, or Knowledge Base Completion (KBC) ex-
tremely important.

In this paper, we address an important subprob-
lem of knowledge base completion— inferring miss-
ing entity type instances. Most of previous work
in KB completion has only focused on the problem
of relation extraction (Mintz et al., 2009; Nickel et
al., 2011; Bordes et al., 2013; Riedel et al., 2013).
Entity type information is crucial in KBs and is
widely used in many NLP tasks such as relation
extraction (Chang et al., 2014), coreference reso-
lution (Ratinov and Roth, 2012; Hajishirzi et al.,
2013), entity linking (Fang and Chang, 2014), se-
mantic parsing (Kwiatkowski et al., 2013; Berant
et al., 2013) and question answering (Bordes et al.,
2014; Yao and Durme, 2014). For example, adding
entity type information improves relation extraction
by 3% (Chang et al., 2014) and entity linking by
4.2 F1 points (Guo et al., 2013). Despite their im-
portance, there is surprisingly little previous work
on this problem and, there are no datasets publicly
available for evaluation.

We construct a large-scale dataset for the task of
inferring missing entity type instances in a KB. Most
of previous KBC datasets (Mintz et al., 2009; Riedel
et al., 2013) are constructed using a single snapshot
of the KB and methods are evaluated on a subset
of facts that are hidden during training. Hence, the
methods could be potentially evaluated by their abil-
ity to predict easy facts that the KB already contains.
Moreover, the methods are not directly evaluated
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Figure 1: Freebase description of Jean Metellus can be used to infer that the entity has the type /book/author. This
missing fact is found by our algorithm and is still missing in the latest version of Freebase when the paper is written.

on their ability to predict missing facts. To over-
come these drawbacks we construct the train and
test data using two snapshots of the KB and evaluate
the methods on predicting facts that are added to the
more recent snapshot, enabling a more realistic and
challenging evaluation.

Standard evaluation metrics for KBC methods are
generally type-based (Mintz et al., 2009; Riedel et
al., 2013), measuring the quality of the predictions
by aggregating scores computed within a type. This
is not ideal because: (1) it treats every entity type
equally not considering the distribution of types, (2)
it does not measure the ability of the methods to rank
predictions across types. Therefore, we additionally
use a global evaluation metric, where the quality of
predictions is measured within and across types, and
also accounts for the high variance in type distri-
bution. In our experiments, we show that models
trained with negative examples from the entity side
perform better on type-based metrics, while when
trained with negative examples from the type side
perform better on the global metric.

In order to design methods that can rank pre-
dictions both within and across entity (or relation)
types, we propose a global objective to train the
models. Our proposed method combines the ad-
vantages of previous approaches by using nega-
tive examples from both the entity and the type
side. When considering the same number of nega-
tive examples, we find that the linear classifiers and
the low-dimensional embedding models trained with
the global objective produce better quality ranking
within and across entity types when compared to
training with negatives examples only from entity or
type side. Additionally compared to prior methods,
the model trained on the proposed global objective
can more reliably suggest confident entity-type pair
candidates that could be added into the given knowl-
edge base.

Our contributions are summarized as follows:

• We develop an evaluation framework com-
prising of methods for dataset construction
and evaluation metrics to evaluate KBC
approaches for missing entity type in-
stances. The dataset and evaluation scripts are
publicly available at http://research.

microsoft.com/en-US/downloads/

df481862-65cc-4b05-886c-acc181ad07bb/

default.aspx.

• We propose a global training objective for KBC
methods. The experimental results show that
both linear classifiers and low-dimensional em-
bedding models achieve best overall perfor-
mance when trained with the global objective
function.

• We conduct extensive studies on models for in-
ferring missing type instances studying the im-
pact of using various features and models.

2 Inferring Entity Types

We consider a KB Λ containing entity type informa-
tion of the form (e, t), where e ∈ E (E is the set of
all entities) is an entity in the KB with type t ∈ T (T
is the set of all types). For example, e could be Tiger
Woods and t could be sports athlete. As a single
entity can have multiple types, entities in Freebase
often miss some of their types. The aim of this work
is to infer missing entity type instances in the KB.
Given an unobserved fact (an entity-type pair) in the
training data (e, t) 6∈ Λ where entity e ∈ E and type
t ∈ T , the task is to infer whether the KB currently
misses the fact, i.e., infer whether (e, t) ∈ Λ. We
consider entities in the intersection of Freebase and
Wikipedia in our experiments.

2.1 Information Resources

Now, we describe the information sources used to
construct the feature representation of an entity to
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infer its types. We use information in Freebase and
external information from Wikipedia to complete
the KB.

• Entity Type Features: The entity types ob-
served in the training data can be a useful sig-
nal to infer missing entity type instances. For
example, in our snapshot of Freebase, it is not
uncommon to find an entity with the type /peo-
ple/deceased person but missing the type /peo-
ple/person.

• Freebase Description: Almost all entities in
Freebase have a short one paragraph descrip-
tion of the entity. Figure 1 shows the Freebase
description of Jean Metellus that can be used
to infer the type /book/author which Freebase
does not contain as the date of writing this arti-
cle.

• Wikipedia: As external information, we in-
clude the Wikipedia full text article of an en-
tity in its feature representation. We con-
sider entities in Freebase that have a link to
their Wikipedia article. The Wikipedia full text
of an entity gives several clues to predict it’s
entity types. For example, Figure 2 shows
a section of the Wikipedia article of Claire
Martin which gives clues to infer the type
/award/award winner that Freebase misses.

3 Evaluation Framework

In this section, we propose an evaluation methodol-
ogy for the task of inferring missing entity type in-
stances in a KB. While we focus on recovering entity
types, the proposed framework can be easily adapted
to relation extraction as well.

First, we discuss our two-snapshot dataset con-
struction strategy. Then we motivate the importance
of evaluating KBC algorithms globally and describe
the evaluation metrics we employ.

3.1 Two Snapshots Construction
In most previous work on KB completion to pre-
dict missing relation facts (Mintz et al., 2009; Riedel
et al., 2013), the methods are evaluated on a subset
of facts from a single KB snapshot, that are hidden
while training. However, given that the missing en-
tries are usually selected randomly, the distribution

of the selected unknown entries could be very differ-
ent from the actual missing facts distribution. Also,
since any fact could be potentially used for evalua-
tion, the methods could be evaluated on their ability
to predict easy facts that are already present in the
KB.

To overcome this drawback, we construct our
train and test set by considering two snapshots of the
knowledge base. The train snapshot is taken from
an earlier time without special treatment. The test
snapshot is taken from a later period, and a KBC
algorithm is evaluated by its ability of recovering
newly added knowledge in the test snapshot. This
enables the methods to be directly evaluated on facts
that are missing in a KB snapshot. Note that the
facts that are added to the test snapshot, in general,
are more subtle than the facts that they already con-
tain and predicting the newly added facts could be
harder. Hence, our approach enables a more realis-
tic and challenging evaluation setting than previous
work.

We use manually constructed Freebase as the KB
in our experiments. Notably, Chang et al. (2014) use
a two-snapshot strategy for constructing a dataset for
relation extraction using automatically constructed
NELL as their KB. The new facts that are added to
a KB by an automatic method may not have all the
characteristics that make the two snapshot strategy
more advantageous.

We construct our train snapshot Λ0 by taking the
Freebase snapshot on 3rd September, 2013 and con-
sider entities that have a link to their Wikipedia page.
KBC algorithms are evaluated by their ability to pre-
dict facts that were added to the 1st June, 2014 snap-
shot of Freebase Λ. To get negative data, we make
a closed world assumption treating any unobserved
instance in Freebase as a negative example. Un-
observed instances in the Freebase snapshot on 3rd

September, 2013 and 1st June, 2014 are used as neg-
ative examples in training and testing respectively.1

The positive instances in the test data (Λ−Λ0) are
facts that are newly added to the test snapshot Λ. Us-
ing the entire set of negative examples in the test data
is impractical due to the large number of negative ex-
amples. To avoid this we only add the negative types

1Note that some of the negative instances used in training
could be positive instances in test but we do not remove them
during training.
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Figure 2: A section of the Wikipedia article of Claire Martin which gives clues that entity has the type
/award/award winner. This currently missing fact is also found by our algorithm.

of entities that have at least one new fact in the test
data. Additionally, we add a portion of the negative
examples for entities which do not have new fact in
the test data and that were unused during training.
This makes our dataset quite challenging since the
number of negative instances is much larger than the
number of positive instances in the test data.

It is important to note that the goal of this
work is not to predict facts that emerged between
the time period of the train and test snapshot2.
For example, we do not aim to predict the type
/award/award winner for an entity that won an
award after 3rd September, 2013. Hence, we use
the Freebase description in the training data snap-
shot and Wikipedia snapshot on 3rd September, 2013
to get the features for entities.

One might worry that the new snapshot might
contain a significant amount of emerging facts so
it could not be an effective way to evaluate the
KBC algorithms. Therefore, we examine the differ-
ence between the training snapshot and test snap-
shot manually and found that this is likely not
the case. For example, we randomly selected 25
/award/award winner instances that were added to
the test snapshot and found that all of them had won
at least one award before 3rd September, 2013.

Note that while this automatic evaluation is closer
to the real-world scenario, it is still not perfect as the
new KB snapshot is still incomplete. Therefore, we
also perform human evaluation on a small dataset to
verify the effectiveness of our approach.

2In this work, we also do not aim to correct existing false
positive errors in Freebase

3.2 Global Evaluation Metric

Mean average precision (MAP) (Manning et al.,
2008) is now commonly used to evaluate KB com-
pletion methods (Mintz et al., 2009; Riedel et al.,
2013). MAP is defined as the mean of average pre-
cision over all entity (or relation) types. MAP treats
each entity type equally (not explicitly accounting
for their distribution). However, some types occur
much more frequently than others. For example,
in our large-scale experiment with 500 entity types,
there are many entity types with only 5 instances in
the test set while the most frequent entity type has
tens of thousands of missing instances. Moreover,
MAP only measures the ability of the methods to
correctly rank predictions within a type.

To account for the high variance in the distribu-
tion of entity types and measure the ability of the
methods to correctly rank predictions across types
we use global average precision (GAP) (similarly
to micro-F1) as an additional evaluation metric for
KB completion. We convert the multi-label classi-
fication problem to a binary classification problem
where the label of an entity and type pair is true if
the entity has that type in Freebase and false oth-
erwise. GAP is the average precision of this trans-
formed problem which can measure the ability of the
methods to rank predictions both within and across
entity types.

Prior to us, Bordes et al. (2013) use mean recip-
rocal rank as a global evaluation metric for a KBC
task. We use average precision instead of mean re-
ciprocal rank since MRR could be biased to the top
predictions of the method (West et al., 2014)

While GAP captures global ordering, it would be
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beneficial to measure the quality of the top k pre-
dictions of the model for bootstrapping and active
learning scenarios (Lewis and Gale, 1994; Cucerzan
and Yarowsky, 1999). We report G@k, GAP mea-
sured on the top k predictions (similarly to Preci-
sion@k and Hits@k). This metric can be reliably
used to measure the overall quality of the top k pre-
dictions.

4 Global Objective for Knowledge Base
Completion

We describe our approach for predicting missing en-
tity types in a KB in this section. While we focus
on recovering entity types in this paper, the meth-
ods we develop can be easily extended to other KB
completion tasks.

4.1 Global Objective Framework

During training, only positive examples are ob-
served in KB completion tasks. Similar to previous
work (Mintz et al., 2009; Bordes et al., 2013; Riedel
et al., 2013), we get negative training examples by
treating the unobserved data in the KB as negative
examples. Because the number of unobserved ex-
amples is much larger than the number of facts in
the KB, we follow previous methods and sample few
unobserved negative examples for every positive ex-
ample.

Previous methods largely neglect the sampling
methods on unobserved negative examples. The pro-
posed global object framework allows us to system-
atically study the effect of the different sampling
methods to get negative data, as the performance of
the model for different evaluation metrics does de-
pend on the sampling method.

We consider a training snapshot of the KB Λ0,
containing facts of the form (e, t) where e is an en-
tity in the KB with type t. Given a fact (e, t) in
the KB, we consider two types of negative examples
constructed from the following two sets: NE(e, t) is
the “negative entity set”, and NT (e, t) is the “nega-
tive type set”. More precisely,

NE(e, t) ⊂ {e′|e′ ∈ E, e′ 6= e, (e′, t) /∈ Λ0},

and

NT (e, t) ⊂ {t′|t′ ∈ T, t′ 6= t, (e, t′) /∈ Λ0}.
Let θ be the model parameters, m = |NE(e, t)|

and n = |NT (e, t)| be the number of negative exam-
ples and types considered for training respectively.
For each entity-type pair (e, t), we define the scor-
ing function of our model as s(e, t|θ).3 We define
two loss functions one using negative entities and
the other using negative types:

LE(Λ0, θ) =
∑

(e,t)∈Λ0,e′∈NE(e,t)

[s(e′, t)− s(e, t) + 1]k+,

and

LT (Λ0, θ) =
∑

(e,t)∈Λ0,t′∈NT (e,t)

[s(e, t′)− s(e, t) + 1]k+,

where k is the power of the loss function (k can be 1
or 2), and the function [·]+ is the hinge function.

The global objective function is defined as

min
θ
Reg(θ) + CLT (Λ0, θ) + CLE(Λ0, θ), (1)

where Reg(θ) is the regularization term of the
model, and C is the regularization parameter. In-
tuitively, the parameters θ are estimated to rank the
observed facts above the negative examples with a
margin. The total number of negative examples is
controlled by the size of the sets NE and NT . We
experiment by sampling only entities or only types
or both by fixing the total number of negative exam-
ples in Section 5.

The rest of section is organized as follows: we
propose three algorithms based on the global objec-
tive in Section 4.2. In Section 4.3, we discuss the re-
lationship between the proposed algorithms and ex-
isting approaches. Let Φ(e) → Rde be the feature
function that maps an entity to its feature represen-
tation, and Ψ(t) → Rdt be the feature function that
maps an entity type to its feature representation.4 de
and dt represent the feature dimensionality of the en-
tity features and the type features respectively. Fea-
ture representations of the entity types (Ψ) is only
used in the embedding model.

3We often use s(e, t) as an abbreviation of s(e, t|θ) in order
to save space.

4This gives the possibility of defining features for the labels
in the output space but we use a simple one-hot representation
for types right now since richer features did not give perfor-
mance gains in our initial experiments.

519



Algorithm 1 The training algorithm for Lin-
ear.Adagrad.
1: Initialize wt = 0, ∀t = 1 . . . |T |
2: for (e, t) ∈ Λ0 do
3: for e′ ∈ NE(e, t) do
4: if wT

t Φ(e)−wT
t Φ(e′)− 1 < 0 then

5: AdaGradUpdate(wt,Φ(e′)− Φ(e))
6: end if
7: end for
8: for t′ ∈ NT (e, t) do
9: if wT

t Φ(e)−wT
t′Φ(e)− 1 < 0 then

10: AdaGradUpdate(wt,−Φ(e))
11: AdaGradUpdate(wt′ ,Φ(e)).
12: end if
13: end for
14: end for

4.2 Algorithms

We propose three different algorithms based on the
global objective framework for predicting missing
entity types. Two algorithms use the linear model
and the other one uses the embedding model.

Linear Model The scoring function in this model
is given by s(e, t|θ = {wt}) = wT

t Φ(e), where
wt ∈ Rde is the parameter vector for target type
t. The regularization term in Eq. (1) is defined as
follows: R(θ) = 1/2

∑
t=1 wT

t wt. We use k = 2 in
our experiments. Our first algorithm is obtained by
using the dual coordinate descent algorithm (Hsieh
et al., 2008) to optimize Eq. (1), where we modi-
fied the original algorithm to handle multiple weight
vectors. We refer to this algorithm as Linear.DCD.

While DCD algorithm ensures convergence to the
global optimum solution, its convergence can be
slow in certain cases. Therefore, we adopt an on-
line algorithm, Adagrad (Duchi et al., 2011). We
use the hinge loss function (k = 1) with no regu-
larization (Reg(θ) = ∅) since it gave best results
in our initial experiments. We refer to this algo-
rithm as Linear.Adagrad, which is described in Al-
gorithm 1. Note that AdaGradUpdate(x, g) is a pro-
cedure which updates the vector x with the respect
to the gradient g.

Embedding Model In this model, vector repre-
sentations are constructed for entities and types us-
ing linear projection matrices. Recall Ψ(t) → Rdt

is the feature function that maps a type to its feature
representation. The scoring function is given by

Algorithm 2 The training algorithm for the embed-
ding model.
1: Initialize V,U randomly.
2: for (e, t) ∈ Λ0 do
3: for e′ ∈ NE(e, t) do
4: if s(e, t)− s(e′, t)− 1 < 0 then
5: µ← VT Ψ(t)
6: η ← UT (Φ(e′)− Φ(e))
7: for i ∈ 1 . . . d do
8: AdaGradUpdate(Ui, µ[i](Φ(e′)− Φ(e)))
9: AdaGradUpdate(Vi, η[i]Ψ(t))

10: end for
11: end if
12: end for
13: for t′ ∈ NT (e, t) do
14: if s(e, t)− s(e, t′)− 1 < 0 then
15: µ← VT (Ψ(t′)−Ψ(t))
16: η ← UT Φ(e)
17: for i ∈ 1 . . . d do
18: AdaGradUpdate(Ui, µ[i]Φ(e))
19: AdaGradUpdate(Vi, η[i](Ψ(t′)−Ψ(t)))
20: end for
21: end if
22: end for
23: end for

s(e, t|θ= (U,V)) = Ψ(t)TVUTΦ(e),

where U ∈ Rde×d and V ∈ Rdt×d are projection
matrices that embed the entities and types in a d-
dimensional space. Similarly to the linear classifier
model, we use the l1-hinge loss function (k = 1)
with no regularization (Reg(θ) = ∅). Ui and Vi

denote the i-th column vector of the matrix U and
V, respectively. The algorithm is described in detail
in Algorithm 2.

The embedding model has more expressive power
than the linear model, but the training unlike in the
linear model, converges only to a local optimum so-
lution since the objective function is non-convex.

4.3 Relationship to Existing Methods

Many existing methods for relation extraction and
entity type prediction can be cast as a special case
under the global objective framework. For exam-
ple, we can consider the work in relation extrac-
tion (Mintz et al., 2009; Bordes et al., 2013; Riedel
et al., 2013) as models trained with NT (e, t) = ∅.
These models are trained only using negative entities
which we refer to as Negative Entity (NE) objective.
The entity type prediction model in Ling and Weld
(2012) is a linear model with NE(e, t) = ∅ which
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70 types 500 types
Entities 2.2M 2.2M

Training Data Statistics (Λ0)
positive example 4.5M 6.2M
max #ent for a type 1.1M 1.1M
min #ent for a type 6732 32

Test Data Statistics (Λ− Λ0)
positive examples 163K 240K
negative examples 17.1M 132M
negative/positive ratio 105.22 554.44

Table 1: Statistics of our dataset. Λ0 is our training snap-
shot and Λ is our test snapshot. An example is an entity-
type pair.

we refer to as the Negative Type (NT) objective. The
embedding model described in Weston et al. (2011)
developed for image retrieval is also a special case
of our model trained with the NT objective.

While the NE or NT objective functions could
be suitable for some classification tasks (Weston et
al., 2011), the choice of objective functions for the
KBC tasks has not been well motivated. Often the
choice is made neither with theoretical foundation
nor with empirical support. To the best of our knowl-
edge, the global objective function, which includes
bothNE(e, t) andNT (e, t), has not been considered
previously by KBC methods.

5 Experiments

In this section, we give details about our dataset and
discuss our experimental results. Finally, we per-
form manual evaluation on a small subset of the
data.

5.1 Data

First, we evaluate our methods on 70 entity types
with the most observed facts in the training data.5

We also perform large-scale evaluation by testing the
methods on 500 types with the most observed facts
in the training data.

Table 1 shows statistics of our dataset. The num-
ber of positive examples is much larger in the train-
ing data compared to that in the test data since the
test set contains only facts that were added to the
more recent snapshot. An additional effect of this is

5We removed few entity types that were trivial to predict in
the test data.

that most of the facts in the test data are about en-
tities that are not very well-known or famous. The
high negative to positive examples ratio in the test
data makes this dataset very challenging.

5.2 Automatic Evaluation Results
Table 2 shows automatic evaluation results where we
give results on 70 types and 500 types. We compare
different aspects of the system on 70 types empiri-
cally.

Adagrad Vs DCD We first study the linear mod-
els by comparing Linear.DCD and Linear.AdaGrad.
Table 2a shows that Linear.AdaGrad consistently
performs better for our task.

Impact of Features We compare the effect of
different features on the final performance using
Linear.AdaGrad in Table 2b. Types are repre-
sented by boolean features while Freebase descrip-
tion and Wikipedia full text are represented using tf-
idf weighting. The best MAP results are obtained by
using all the information (T+D+W) while best GAP
results are obtained by using the Freebase descrip-
tion and Wikipedia article of the entity. Note that
the features are simply concatenated when multiple
resources are used. We tried to use idf weighting
on type features and on all features, but they did not
yield improvements.

The Importance of Global Objective Table 2c
and 2d compares global training objective with NE
and NT training objective. Note that all the three
methods use the same number of negative examples.
More precisely, for each (e, t) ∈ Λ0, |NE(e, t)| +
|NT (e, t)| = m + n = 2. The results show that
the global training objective achieves best scores
on both MAP and GAP for classifiers and low-
dimensional embedding models. Among NE and
NT, NE performs better on the type-based metric
while NT performs better on the global metric.

Linear Model Vs Embedding Model Finally, we
compare the linear classifier model with the embed-
ding model in Table 2e. The linear classifier model
performs better than the embedding model in both
MAP and GAP.

We perform large-scale evaluation on 500 types
with the description features (as experiments are
expensive) and the results are shown in Table 2f.
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Features Algorithm MAP GAP

Description Linear.Adagrad 29.17 28.17
Linear.DCD 28.40 27.76

Description +
Wikipedia

Linear.Adagrad 33.28 31.97
Linear.DCD 31.92 31.36

(a) Adagrad vs. Dual coordinate descent (DCD). Results are
obtained using linear models trained with global training ob-
jective (m=1, n=1) on 70 types.

Features MAP GAP
Type (T) 12.33 13.58
Description (D) 29.17 28.17
Wikipedia (W) 30.81 30.56
D + W 33.28 31.97
T + D + W 36.13 31.13

(b) Feature Comparison. Results are obtained from using Lin-
ear.Adagrad with global training objective (m=1, n=1) on 70
types.

Features Objective MAP GAP

D + W
NE (m = 2) 33.01 23.97
NT (n = 2) 31.61 29.09
Global (m = 1, n = 1) 33.28 31.97

T + D + W
NE (m = 2) 34.56 21.79
NT (n = 2) 34.45 31.42
Global (m = 1, n = 1) 36.13 31.13

(c) Global Objective vs NE and NT. Results are obtained us-
ing Linear.Adagrad on 70 types.

Features Objective MAP GAP

D + W
NE (m = 2) 30.92 22.38
NT (n = 2) 25.77 23.40
Global (m = 1, n = 1) 31.60 30.13

T + D + W
NE (m = 2) 28.70 19.34
NT (n = 2) 28.06 25.42
Global (m = 1, n = 1) 30.35 28.71

(d) Global Objective vs NE and NT. Results are obtained us-
ing the embedding model on 70 types.

Features Model MAP GAP G@1000 G@10000

D + W Linear.Adagrad 33.28 31.97 79.63 68.08
Embedding 31.60 30.13 73.40 64.69

T + D + W Linear.Adagrad 36.13 31.13 70.02 65.09
Embedding 30.35 28.71 62.61 64.30

(e) Model Comparison. The models were trained with the global training objective (m=1, n=1) on 70 types.

Model MAP GAP G@1000 G@10000
Linear.Adagrad 13.28 20.49 69.23 60.14
Embedding 9.82 17.67 55.31 51.29

(f) Results on 500 types using Freebase description features. We train the models with the global training objective (m=1, n=1).

Table 2: Automatic Evaluation Results. Note that m = |NE(e, t)| and n = |NT (e, t)|.

One might expect that with the increased number of
types, the embedding model would perform better
than the classifier since they share parameters across
types. However, despite the recent popularity of em-
bedding models in NLP, linear model still performs
better in our task.

5.3 Human Evaluation

To verify the effectiveness of our KBC algorithms,
and the correctness of our automatic evaluation
method, we perform manual evaluation on the top
100 predictions of the output obtained from two dif-

ferent experimental setting and the results are shown
in Table 3. Even though the automatic evalua-
tion gives pessimistic results since the test KB is
also incomplete6, the results indicate that the auto-
matic evaluation is correlated with manual evalua-
tion. More excitingly, among the 179 unique in-
stances we manually evaluated, 17 of them are still7

missing in Freebase which emphasizes the effective-
ness of our approach.

6This is true even with existing automatic evaluation meth-
ods.

7at submission time.
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Features G@100 G@100-M Accuracy-M
D + W 87.68 97.31 97
T + D + W 84.91 91.47 88

Table 3: Manual vs. Automatic evaluation of top 100 pre-
dictions on 70 types. Predictions are obtained by train-
ing a linear classifier using Adagrad with global training
objective (m=1, n=1). G@100-M and Accuracy-M are
computed by manual evaluation.

5.4 Error Analysis
• Effect of training data: We find the perfor-

mance of the models on a type is highly de-
pendent on the number of training instances for
that type. For example, the linear classifier
model when evaluated on 70 types performs
24.86 % better on the most frequent 35 types
compared to the least frequent 35 types. This
indicates bootstrapping or active learning tech-
niques can be profitably used to provide more
supervision for the methods. In this case, G@k
would be an useful metric to compare the effec-
tiveness of the different methods.

• Shallow Linguistic features: We found some
of the false positive predictions are caused by
the use of shallow linguistic features. For ex-
ample, an entity who has acted in a movie and
composes music only for television shows is
wrongly tagged with the type /film/composer
since words like ”movie”, ”composer” and
”music” occur frequently in the Wikipedia arti-
cle of the entity (http://en.wikipedia.
org/wiki/J._J._Abrams).

6 Related Work

Entity Type Prediction and Wikipedia Features
Much of previous work (Pantel et al., 2012; Ling
and Weld, 2012) in entity type prediction has fo-
cused on the task of predicting entity types at the
sentence level. Yao et al. (2013) develop a method
based on matrix factorization for entity type predic-
tion in a KB using information within the KB and
New York Times articles. However, the method was
still evaluated only at the sentence level. Toral and
Munoz (2006), Kazama and Torisawa (2007) use the
first line of an entity’s Wikipedia article to perform
named entity recognition on three entity types.

Knowledge Base Completion Much of precious
work in KB completion has focused on the problem
of relation extraction. Majority of the methods infer
missing relation facts using information within the
KB (Nickel et al., 2011; Lao et al., 2011; Socher et
al., 2013; Bordes et al., 2013) while methods such
as Mintz et al. (2009) use information in text doc-
uments. Riedel et al. (2013) use both information
within and outside the KB to complete the KB.

Linear Embedding Model Weston et al. (2011) is
one of first work that developed a supervised linear
embedding model and applied it to image retrieval.
We apply this model to entity type prediction but
we train using a different objective function which
is more suited for our task.

7 Conclusion and Future Work

We propose an evaluation framework comprising
of methods for dataset construction and evaluation
metrics to evaluate KBC approaches for inferring
missing entity type instances. We verified that our
automatic evaluation is correlated with human eval-
uation, and our dataset and evaluation scripts are
publicly available.8 Experimental results show that
models trained with our proposed global training ob-
jective produces higher quality ranking within and
across types when compared to baseline methods.

In future work, we plan to use information from
entity linked documents to improve performance
and also explore active leaning, and other human-
in-the-loop methods to get more training data.
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Abstract

We present a comparative investigation of
word representations for part-of-speech (POS)
and morphological tagging, focusing on sce-
narios with considerable differences between
training and test data where a robust approach
is necessary. Instead of adapting the model
towards a specific domain we aim to build a
robust model across domains. We developed
a test suite for robust tagging consisting of six
languages and different domains. We find that
representations similar to Brown clusters per-
form best for POS tagging and that word rep-
resentations based on linguistic morphological
analyzers perform best for morphological tag-
ging.

1 Introduction

Most natural language processing (NLP) tasks can
be better solved if a preprocessor tags each word in
the natural language input with a label like “noun,
singular” or “verb, past tense” that gives some in-
dication of the syntactic role that the word plays in
its context. The most common form of such pre-
processing is POS tagging. However, for morpho-
logically rich languages, a large subset of the lan-
guages of the world, POS tagging in its original form
– where labels are syntactic categories with little
or no morphological information – does not make
much sense. The reason is that POS and morpho-
logical properties are mutually dependent, so solv-
ing only one task or solving the tasks sequentially is
inadequate. The most important dependence of this
type is that POS can be read off morphology in many

cases; e.g., the morphological suffix “-iste” is a reli-
able indicator of the informal second person singu-
lar preterite indicative form of a verb in Spanish. In
what follows, we use the term “morphological tag-
ging” to refer to “morphological and POS tagging”
since morphological tags generally include POS in-
formation.

The importance of morphological tagging as part
of the computational linguistics processing pipeline
motivated us to conduct the research reported in this
paper. The specific setting that we address is in-
creasingly recognized as the setting in which most
practical NLP takes place: We look at scenarios with
considerable differences between the training data
and the application data, i.e., between the data that
the tagger is trained on and the data that it is ap-
plied to. This type of scenario is frequent because of
the great diversity and variability of natural language
and because of the high cost of annotation – which
makes it impossible to create large training sets for
each new domain. For this reason, we address mor-
phological tagging in a setting in which training and
application data differ.

The most common approach to this setting is
domain adaptation. Domain adaptation has been
demonstrated to have good performance in scenarios
with differently distributed training/test data. How-
ever, it has two disadvantages. First, it requires the
availability of data from the target domain. Second,
we need to do some extra work in domain adaptation
– consisting of taking target domain data and using it
to adapt our NLP system to the target domain – and
we end up with a number of different versions of our
NLP system. The extra work required and the pro-
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liferation of different versions increase the possibil-
ity of errors and increase the complexity of deploy-
ing NLP technology. Similar to other recent work
(Zhang and Wang, 2009), we therefore take an ap-
proach that is different from domain adaptation. We
build a system that is robust across domains without
any modification. As a result, no extra work is re-
quired when the system is applied to a new domain:
there is only one system and we can use it for all
domains.

The key to making NLP components robust across
domains is the use of powerful domain-independent
representations for words. One of the main contri-
butions of this paper is that we compare the perfor-
mance of the most important representations that can
be used for this purpose. We find that two of these
are best suited for robust tagging. MarLiN (Mar-
tin et al., 1998) clusters – a derivative of Brown
clusters – perform best for POS tagging. MarLiN
clusters are also an order of magnitude more effi-
cient to induce than the original Brown clusters. We
provide an open source implementation of MarLiN
clustering as part of this publication (Section 8). We
compare the word representations to Morphological
Analyzers (MAs), which are finite-state transducers
that find the stems of a form and use them to de-
rive all its possible morphological readings. MAs
produce the best results in our experiments on mor-
phological tagging. Our initial expectation was that
domain differences and lack of coverage would put
manually created MAs at a disadvantage when com-
pared to learning algorithms that are run on very
large text corpora. However, our results clearly show
that MA-based representations are the best represen-
tations to use for robust morphological tagging.

The motivation for our work is that both mor-
phological tagging and the “robust” application set-
ting are important areas of research in NLP. To sup-
port this research, we created an extensive evalua-
tion set for six languages. This involved identify-
ing morphologically rich languages in which usable
data sets with different distributional properties were
available, designing mappings between different tag
sets, organizing a manual annotation effort for one of
the six languages and preparing large “general” (not
domain-specific) data sets for unsupervised learning
of word representations. The preparation and publi-
cation (Section 8) of this test suite is in itself a sig-

nificant contribution.
The remainder of this paper is structured as fol-

lows. Section 2 discusses related work. Section 3
presents the representations we tested. Section 4 de-
scribes the data sets and the annotation and conver-
sion efforts required to create the in-domain (ID) and
out-of-domain (OOD) data sets. In Section 5, we de-
scribe the experiments and discuss our findings. In
Section 6, we provide an analysis of our results. Sec-
tion 7 summarizes our findings and contributions.

2 Related Work

Morphological tagging (Oflazer and Kuruöz, 1994;
Hajič and Hladká, 1998) is the task of assigning a
morphological reading to a token in context. The
morphological reading consists of features such as
case, gender, person and tense and is represented as
a single tag. This allows for the application of stan-
dard sequence labeling algorithms such as Condi-
tional Random Fields (CRFs) (Lafferty et al., 2001),
but also puts an upper bound on the accuracy as only
readings occurring in the training set can be pro-
duced. It is still the standard approach to morpho-
logical disambiguation as the number of readings
that cannot be produced is usually small.

The related work can be divided in systems
that try to exploit certain properties of a language
(Habash and Rambow, 2005; Yuret and Türe, 2006)
and language-independent systems (Hajič, 2000;
Smith et al., 2005). In this paper, we adopt a
language-independent approach.

Semi-supervised learning attempts to increase the
accuracy of a machine learning system by using ad-
ditional unlabeled data. Word representations, es-
pecially Brown clusters, have been extensively used
for named entity recognition (NER) (Miller et al.,
2004), parsing (Koo et al., 2008) and POS tagging
(Collobert and Weston, 2008; Huang et al., 2009).
In these papers, word representations were shown to
yield consistent improvements and to often outper-
form traditional semi-supervised methods such as
self-training. Prior work on semi-supervised train-
ing for morphological tagging includes Spoustová et
al. (2009) and Chrupala (2011). In contrast to this
earlier work on morphological tagging, we study a
number of morphologically more complex and di-
verse languages. We also compare learned represen-
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tations to representations obtained from MAs.

Domain adaptation (DA) attempts to adapt a model
trained on a source domain to a target domain. DA
can be broadly divided into supervised and unsuper-
vised approaches depending on whether labeled tar-
get domain data is available or not. Among unsu-
pervised approaches to DA, representation learning
(Ando and Zhang, 2005; Blitzer et al., 2006) uses the
unlabeled target domain data to induce a structure
that is suitable for transferring information from the
labeled source domain to the target domain. Simi-
lar to representation learning for DA, we attempt to
include word representations into the model. How-
ever, we induce the representation from a general
domain in an attempt to obtain a model that has ro-
bust high accuracy across domains, for the source
domain as well as for the target domains, for which
neither labeled nor unlabeled training data is avail-
able.

3 Representations

We survey the following distributional represen-
tations: (i) count vectors reduced by a Singular
Value Decomposition (SVD), (ii) word clusters in-
duced using the likelihood of a class-based language
model, (iii) distributed embeddings trained using a
neural network and (iv) accumulated tag counts, a
task-specific representation obtained from an auto-
matically tagged corpus.

Singular value decomposition of word-feature
cooccurrence matrices (Schütze, 1995) has been
found to be a fast and efficient way to obtain dis-
tributed embeddings. The approach selects a subset
of the vocabulary as so-called feature words, usually
by including words up to a certain frequency rank.
Every word form can then be represented by the ac-
cumulated counts of feature words occurring to its
left and right. Then an SVD is applied to the cooc-
currence matrix as a form of dimension reduction
and to reduce sparsity.

We also experimented with unreduced count vec-
tors, but they did not give better results than SVD
reduced count vectors. SVD-based representations
have been used in English POS induction (Lamar et
al., 2010) as well as as features in English POS tag-
ging and syntactic chunking (Huang et al., 2009);

they have a similar level of accuracy as unsupervised
Hidden Markov Models (HMMs) in these studies.

Language model-based (LM-based) word clus-
ters were introduced by Brown et al. (1992) and
later found to be helpful in a range of NLP tasks.
The basic idea is to find the optimal clustering with
respect to the likelihood of a class-based language
model:

g = arg max
g

|D|∏
i=1

p(g(xi)|g(xi−1)) · p(xi|g(xi))

where g(x) is the cluster assignment function that
maps a word form x to a cluster and |D| denotes
the length of the training set. Brown et al. (1992)
propose a greedy bottom-up algorithm for the opti-
mization that merges the pair of clusters that yields
the smallest loss in likelihood; as well as a more
efficient approximation of that algorithm that limits
the number of clusters under consideration and still
works well in practice. It is used by most work in
the literature (Liang, 2005; Turian et al., 2010; Koo
et al., 2008).

We, however, found the algorithm proposed by
Martin et al. (1998) to be faster and to give slightly
better results. The algorithm is similar to K-means
in that it starts with an initial clustering and greed-
ily improves the objective function by moving sin-
gle words to their optimal cluster. In contrast to
K-means, it updates the objective function immedi-
ately. The algorithm has also been shown to work
well in unsupervised POS induction (Clark, 2003;
Blunsom and Cohn, 2011). Our implementation
of this algorithm is called MarLiN and has been
made available as open-source software (Section 8).
Miller et al. (2004) use tags of different granular-
ity induced from unlabeled text to improve the per-
formance of an averaged perceptron tagger (Collins,
2002) on an English NER task.

The Brown algorithm induces a tree where leaves
represent a single word form and the root node
the entire vocabulary. Intermediate nodes represent
clusters of different sizes and can be addressed by
a binary string specifying the path from the root
node to the cluster. Brown clusters are also used
by Koo et al. (2008) to improve dependency pars-
ing for English and Czech. Chrupala (2011) com-
pare Brown clusters to a Latent Dirichlet Allocation
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(LDA) model on Spanish and French morphological
tagging and find them to yield similar performance.1

Neural networks have been used by Collobert and
Weston (2008) to train embeddings for POS tag-
ging as well as other NLP tasks. These embed-
dings – henceforth CW embeddings – are trained
by building a neural network that given contexts
of a word as input is trained to discriminate be-
tween the correct center word and a random word.
The proposed training algorithm is reported to need
several days or even weeks, but has been reimple-
mented by Al-Rfou et al. (2013), who induced em-
beddings for the Wikipedias of more than 100 lan-
guages. Turian et al. (2010) find that the perfor-
mance of Brown clusters is competitive with more
training intensive embeddings like CW. In our exper-
iments, we find that MarLiN clusters slightly outper-
form CW. We do not evaluate bag-of-words models
such as WORD2VEC (Mikolov et al., 2013), because
the ordering of words is essential for finding mor-
phological properties.

Accumulated tag counts (ACT) are a form of task-
specific sparse representation. The unlabeled cor-
pus is first annotated by a tagger; for each occurring
word form, the number of times a specific tag was
assigned can then be used as a representation. Gold-
berg and Elhadad (2013) and (Szántó and Farkas,
2014) show that using such information in the word-
preterminal emission probabilities of PCFGs can
improve parsing accuracy. Specifically, Szántó and
Farkas (2014) show that this approach performs as
well as an MA in some cases. We find MAs to be
more effective than the accumulated count embed-
dings; this is not a contradiction as we try to improve
the performance of the tagger itself.

4 Data Preparation

Our test suite consists of data sets for six differ-
ent languages: Czech (cs), English (en), German
(de), Hungarian (hu), Spanish (es) and Latin (la).
Czech, German, Hungarian and Latin are morpho-
logically rich. We chose these languages because

1The authors claim that LDA Gibbs sampling is faster than
the induction of Brown clusters because it only depends linearly
on the number of clusters. We, however, could not train their
models on our bigger data sets as the sampling depends linearly
on the number of tokens.

they represent different families: Germanic (En-
glish, German), Romance (Latin, Spanish), Slavic
(Czech) and Finno-Ugric (Hungarian) and differ-
ent degrees of morphological complexity and syn-
cretism. For example, English and Spanish rarely
mark case while the other languages do; and as an
agglutinative language, Hungarian features a low
number of possible readings for a word form while
languages like German can have more than 40 dif-
ferent readings for a word form. An additional crite-
rion was to have a sufficient amount of labeled OOD
data. The data sets also feature an interesting selec-
tion of domain differences. For example, for Latin
we have texts from different epochs while the En-
glish data contains canonical and non-canonical text.

Labeled Data. This section describes the annotation
and conversion we performed to create consistent ID
and OOD data sets.2 No conversion was required for
Hungarian, English and Latin as the data is already
annotated in a consistent way.

For Hungarian we use the (multi-domain) Szeged
Dependency Treebank (Vincze et al., 2010). We use
the part that was used in the SPMRL 2013 shared
task (Seddah et al., 2013) as ID data (news-wire) and
an excerpt from the novel 1984 and a Windows 2000
manual as OOD data.

For Latin we use the PROIEL treebank (Haug and
Jøhndal, 2008). It consists of data from the Vulgate
(bible text, ≈ 380 AD), Commentarii de Bello Gal-
lico (≈ 50 BC), Letters from Cicero to his friend At-
ticus (≈ 50 BC) and The Pilgrimage of Aetheria (≈
380 AD). We use the biggest text source (Vulgate)
as ID data and the remainder as OOD data.

For English we use the SANCL shared task data
(Petrov and McDonald, 2012), which consists of
Ontonotes 4.0 as ID data and five OOD domains
from the Google Web treebank: Yahoo! Answers,
weblogs, news groups, business reviews and emails.
For Czech we use the part of the Prague Depen-
dency Treebank (PDT) (Böhmová et al., 2003) that
was used in the CoNLL 2009 shared tasks (Hajič
et al., 2009) as ID data. We use the Czech part
of the Multext East (MTE) corpus (Erjavec, 2010)
as OOD data. MTE consists of translations of the

2Table 5 of the appendix provides a structured overview over
the domains and resources used for each language. The ap-
pendix can be found at http://cistern.cis.lmu.de/
marmot/naacl2015/appendix.pdf.
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novel 1984 that have been annotated morphologi-
cally. PDT and MTE have been annotated using
two different guidelines that without further anno-
tation effort could only be merged by reducing them
to a common subset. Specifically, we removed fea-
tures such as sub POS tags as well as markers for
(in)animacy. The PDT features a number of tags that
are ambiguous and could not always be resolved.
The gender feature Q for example can mean femi-
nine or neuter. If we could not disambiguate such
a tag, we removed it; this results in morphological
tags that are not present in the MTE corpus and a
relatively high number of unseen tags. Instead of
describing the conversion process in greater detail
we refer to our conversion scripts (Section 8).

For Spanish we use the part of the AnCora corpus
(Taulé et al., 2008) of CoNLL 2009 and the IULA
treebank (Marimon et al., 2012), which consists of
five domains: law, economics, medicine, computer
science and environment. We use the AnCora cor-
pus as ID data set and IULA as OOD data set. The
two treebanks have been annotated using the same
annotation scheme, but slightly different guidelines.
Similar to Czech we merged the data sets by delet-
ing features that could not be merged or were not
present in one of the treebanks. Again we refer to
the conversion script for further details (Section 8).

For German we use the Tiger treebank (Brants et
al., 2002) in the same split as Müller et al. (2013) as
ID data and the Smultron corpus (Volk et al., 2010)
as OOD data. Smultron consists of four parts: a
description of Alpine hiking routes, a DVD man-
ual, an excerpt of Sophie’s World and economics
texts. It has been annotated with POS and syntax,
but not with morphological features. We annotated
Smultron following the Tiger guidelines. The anno-
tation process was similar to Marimon et al. (2012)
in that the data sets were automatically tagged with
the MORPH tagger MarMoT (Müller et al., 2013)
and then manually corrected by two annotators. This
tagger is a strong baseline as we could include fea-
tures based on gold lemma, POS and syntax (Seeker
and Kuhn, 2013). The agreement of the annotators
was .9628 and the κ agreement .64.3 As most of the

3 For calculating κ, we assume that random agreement oc-
curs when both annotators agree with the reading proposed by
the tagger. We then estimate the probability of random agree-
ment by multiplying the individual estimated probabilities of

differences between the annotators were cases where
only one of the annotators had corrected an obvious
error that the other had overlooked, the differences
were resolved by the annotators themselves.

We used the provided segmentation if available
and otherwise split ID data 8/1/1 into training, devel-
opment and test sets and OOD data 1/1 into devel-
opment and test sets if not mentioned otherwise. We
thus have a classical setup of in-domain news paper
text vs. prose, medical, law, economic or technical
texts for Czech, German, Spanish and Hungarian.
For English we have canonical vs. non-canonical
data and for Latin data of different epochs (ca. 400
AD vs 50 BC). Additionally, for German one of the
test domains is written in Swiss German.

Looking at some statistics of the labeled data
sets,4 we find that: Hungarian and Latin are the lan-
guages with the highest OOV rates (27% and 37%,
which for reasons of consistency we will henceforth
write as follows: .27 and .37); Hungarian has a
very productive agglutinative morphology while the
high number of Latin OOVs can be explained by
the small training set (<60,000); Czech features the
highest unknown tag rate (.05) as well as the highest
unseen word-tag rate (.16). This can be explained by
the limits of the conversion procedure we discussed
above, e.g., ambiguous features like Q.

Unlabeled Data. As unlabeled data we use
Wikipedia dumps from 2014 for all languages ex-
cept for Latin for which we use the Patrologia
Latina, a collection of clerical texts from ca. 100
AD to 1200 AD from Corpus Corporum (Roelli,
2014). We do not use the Latin version of Wikipedia
because it is written by enthusiasts, not by native
speakers, and contains many errors.

We preprocessed the Wikipedia dumps with
WIKIPEDIAEXTRACTOR (Attardi and Fuschetto,
2013) and NLTK’S (Bird et al., 2009) implemen-
tation of PUNKT (Kiss and Strunk, 2006) to de-
tect sentence boundaries. Tokenization was per-
formed using MAGYARLANC (Hungarian, Zsibrita et
al. (2013)), STANFORD TOKENIZER (English, Man-
ning et al. (2014)), FREELING (Spanish, Padró and
Stanilovsky (2012)) and CZECHTOK5 (Czech). For

changing the proposed tagging. This yields a random agree-
ment probability of .8965.

4Complete tables are in the appendix: Tables 1 and 2.
5http://sourceforge.net/projects/
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Latin, we removed punctuation because PROIEL
does not contain punctuation. We also split off the
clitics ne, que and ve if the resulting token was ac-
cepted by LATMOR (Springmann et al. (2014)). Fol-
lowing common practice, we normalized the text by
replacing digits with 0s.6

In our experiments, we extract representations for
the 250,000 most frequent word types. This vo-
cabulary size is comparable to other work; e.g.,
Turian et al. (2010) use 269,000 types. This thresh-
old yields low fractions of uncovered tokens7 for
English and Latin (.009 and .02). For the other
languages, this fraction rises to .04. We also ex-
tract the morphological readings of the words in this
vocabulary using MAGYARLANC (Hungarian, Zsib-
rita et al. (2013)), FREELING (English and Spanish,
Padró and Stanilovsky (2012)), SMOR (German,
Schmid et al. (2004)), an MA from Charles Uni-
versity (Czech, Hajič (2001)) and LATMOR (Latin,
Springmann et al. (2014)). Throughout this paper
we extract one feature for each cluster id or MA
reading of the current word form. For example,
SMOR produces two readings for the German word
form erhielt ‘received’: <1><SG><PAST><IND>
and <2><SG><PAST><IND>, we thus fire two
features representing the respective tags whenever
erhielt is seen in the data. We also experimented
with cluster indexes of neighboring uni/bigrams, but
obtained no consistent improvement. For the dense
embeddings we analogously extract the vector of the
current word form.

5 Experiments

For all our experiments we use MarMoT (Müller
et al., 2013) a joint POS and morphological tag-
ger.8 The CRF tagger employs a pruning strategy on
forward-backward lattices to efficiently handle big
tag sets and higher orders. Its feature set is similar
to Ratnaparkhi (1996) and Toutanova et al. (2003)
and includes prefixes, suffixes, immediate lexical
context and shape features based on capitalization,
special characters and digits. MarMoT was shown
to be a competitive POS and morphological tagger

czechtok/
6For statistics of the unlabeled data sets cf. Table 3 of the

appendix.
7Cf. Table 4 in the appendix.
8http://cistern.cis.lmu.de/marmot/

across six languages (Müller et al., 2013). In order
to make sure that it is also robust in an OOD setup
we compare it to the two popular taggers SVM-
Tool (Giménez and Marquez, 2004) and Morfette
(Chrupała et al., 2008). The results are summarized
in Table 1.

MarMoT uses stochastic gradient descent and
produces different results in each training run. We
therefore always report the average of five runs. The
OOD numbers are macro-averages over the different
OOD data sets of a language. 9 The tables in this
paper are based on the development sets; the only
exception to this is Table 5, which is based on the
test set. MarMoT outperforms SVMTool and Mor-
fette on every language and setup (ID / OOD) ex-
cept for the Spanish OOD data set. For Czech, Ger-
man and Latin the improvements over the best base-
line are >1. Different orders of MarMoT behave
as expected: higher-order models (order>1) outper-
form first-order models. The only exception to this
is Latin. This suggests a drastic difference of the
tag transition probabilities between the Latin ID and
OOD data sets. Given the results in Table 1 and for
simplicity we use an second-order MarMoT model
in all subsequent experiments.

LM-based clustering. We first compare different
implementations of LM-based clustering. The im-
plementation of Brown clustering by Liang (2005) is
most commonly used. Its hierarchical binary struc-
ture can be used to extract clusterings of varying
granularity by selecting different prefixes of the path
from the root to a specific word form. Follow-
ing other work (Ratinov and Roth, 2009; Turian et
al., 2010), we induce 1000 clusters and select path
lengths 4, 6, 10 and 20. We call this representa-
tion Brown path. We compare Brown path to mk-
cls10 (Och, 1999) and MarLiN. These implementa-
tions just induce flat clusterings of a certain size; we
thus run them for cluster sizes 100, 200, 500 and
1000 to also obtain cluster ids of different sizes. The
cluster sizes roughly resemble the granularity ob-
tained in Brownpath. We call the corresponding mod-

9Throughout this paper we use the approximate randomiza-
tion test (Yeh, 2000) to establish significance. To this end, we
compare the output of the medians of the five independent mod-
els. We regard p-values <.05 as significant.

10mkcls implements a similar training algorithm as MarLiN,
but uses simulated annealing, not greedy maximization.
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MarMoT (1) MarMoT (2) MarMoT (3) Morfette SVMTool
ID OOD ID OOD ID OOD ID OOD ID OOD

m
or

ph

cs 93.27 77.83 93.89 78.52 93.86 78.55 91.48 76.56 91.06 75.41
de 88.90 82.74 90.26 84.19 90.54∗ 84.30 85.89 80.28 85.98 78.08
es 98.21 93.24 98.22 93.62 98.16 93.42 97.95 93.97∗ 97.96 91.36
hu 96.11 89.78 96.07 89.83 95.92 89.70 95.47 89.18 94.72 88.44
la 86.09 67.90∗ 86.44 67.47 86.47 67.40 83.68 65.06 84.09 65.65

Table 1: Baseline experiments comparing MarMoT models of different orders with Morfette and SVMTool. Num-
bers denote average accuracies on ID and OOD development sets on the full morphological tagging task. A result
significantly better than the other four ID (resp. OOD) results in its row is marked with ∗.

Brownflat Brownpath MarLiN mkcls
ID OOD ID OOD ID OOD ID OOD

po
s

cs 99.19 97.25 99.18 97.21 99.19 97.26 99.21 97.26
de 98.08 93.42 98.07 93.47 98.10 93.44 98.11 93.64∗
en 96.99 91.67 97.02 91.71 97.01 91.71 97.03 91.86∗
es 98.84 97.91 98.84 97.97 98.87 97.97 98.84 97.90
hu 97.95 93.40 97.89 93.39 97.98 93.36 97.99 93.42
la 96.78 86.49 96.62 86.60 96.91 87.24 96.95 87.19

m
or

ph

cs 94.20 78.95 94.23 79.01 94.35 79.14 94.32 79.11
de 90.71 85.39 90.75 85.44 90.78 85.58 90.68 85.47
es 98.47 95.08 98.47 95.12 98.48 95.15 98.48 95.13
hu 96.60 90.57 96.52 90.54 96.60 90.64 96.61 90.66
la 87.53 71.69 87.44 71.60 87.87 72.08 87.67 71.88

Table 2: Tagging results for LM-based models

els Brownflat, mkcls and MarLiN. The runtime of the
Brown algorithm depends quadratically on the num-
ber of clusters while mkcls and MarLiN have linear
complexity. This is reflected in the training times:
For German the Brown algorithm takes≈ 5000 min,
mkcls ≈ 2000 min and MarLiN ≈ 500 min.

Table 2 shows that the absolute differences be-
tween systems are small, but overall MarLiN and
mkcls are better.11 We conclude that systems based
on the algorithm of Martin et al. (1998) are slightly
more accurate for tagging and are several times
faster than the more frequently used version of
Brown et al. (1992). We thus use MarLiN for the
remainder of this paper.

Neural Network Representations. We compare
MarLiN with the implementation of CW by Al-Rfou
et al. (2013). They extracted 64-dimensional repre-
sentations for only the most frequent 100,000 word
forms. To make the comparison fair, we use the in-
tersection of our and their representation vocabular-
ies.12 The results in Table 3 show that MarLiN is

11Brownpath reaches the same performance as MarLiN in one
case: pos/es/OOD.

12We also use representations from Wikipedia (instead of
Corpus Corporum) for Latin to increase the similarity of the

Baseline MarLiN CW
ID OOD ID OOD ID OOD

po
s

cs 99.00 96.80 99.16∗ 97.06 99.12 97.00
de 97.87 92.21 98.03 93.35∗ 98.03 93.02
en 96.92 91.12 97.05 91.72 97.00 91.86∗
es 98.62 96.70 98.79 97.82∗ 98.80 97.31
hu 97.49 92.79 97.94 93.30 97.88 93.40
la 95.80 81.92 96.35∗ 85.52∗ 95.88 84.50

m
or

ph

cs 93.89 78.52 94.23∗ 78.91 94.10 78.80
de 90.26 84.19 90.54 85.08 90.59 85.21
es 98.22 93.62 98.44 94.97∗ 98.44 94.32
hu 96.07 89.83 96.47 90.60 96.48 90.95∗
la 86.44 67.47 86.95 70.30∗ 86.76 69.32

Table 3: Tagging results for CW

best in 15 out of 22 cases and significantly better in
eight. CW is best in 9 out of 22 cases and signif-
icantly better in two. We conclude that LM-based
representations are more suited for tagging as they
can be induced faster, are smaller and give better re-
sults.

SVD and ACT Representations. For the SVD-
based representation we use feature ranks out of
{500, 1000} and dimensions out of {50, 100, 200,
500}. We found that l1-normalizing the vectors be-
fore and after the SVD improved results slightly.
For the accumulated tag counts (ACT) we annotate
the data with our baseline model and extract word-
tag probabilities. The probabilities are then used as
sparse real-valued features. Table 4 shows that all
representations outperform the baseline. Improve-
ments are biggest for Latin. Overall, SVD outper-
forms ACT and is outperformed by MarLiN and
MA. MarLiN gives the best representations for POS
tagging while MA outperforms MarLiN in MORPH
tagging. Table 5 shows that the findings for the base-
line, MarLiN and MA also hold for the test set.

training data.

532



Baseline ACT MarLiN MA SVD
ID OOD ID OOD ID OOD ID OOD ID OOD

po
s

cs 99.00 96.80 99.11 97.03 99.19 97.26 99.18 97.25 99.11 97.09
de 97.87 92.21 98.00 92.92 98.10 93.44∗ 98.00 92.87 98.09 92.88
en 96.92 91.12 96.97 91.47 97.01 91.71 96.99 91.57 97.00 91.75
es 98.62 96.70 98.79 97.09 98.87 97.97 98.87 97.89 98.80 97.16
hu 97.49 92.79 97.84 93.15 97.98 93.36 98.12∗ 93.77∗ 97.86 93.30
la 95.80 81.92 96.17 83.40 96.91 87.24∗ 96.81 86.31 96.36 85.01

m
or

ph
cs 93.89 78.52 94.16 78.75 94.35 79.14 94.48∗ 79.41∗ 94.14 78.94
de 90.26 84.19 90.56 84.78 90.78 85.58 90.75 85.75 90.69 85.15
es 98.22 93.62 98.38 93.92 98.48 95.15 98.56∗ 95.43∗ 98.40 94.18
hu 96.07 89.83 96.25 90.07 96.60 90.64 96.83∗ 91.14∗ 96.46 90.50
la 86.44 67.47 86.96 68.61 87.87 72.08 88.40∗ 73.23∗ 87.45 70.81

Table 4: Tagging results for the baseline and four different representations

Baseline MarLiN MA
ID OOD ID OOD ID OOD

po
s

cs 98.88 96.43 99.11∗ 96.94 99.06 96.95
de 97.32 91.10 97.73∗ 92.00∗ 97.60 91.49
en 97.36 89.81 97.58∗ 90.65∗ 97.47 90.51
es 98.66 97.94 98.94∗ 98.33 98.87 98.38
hu 96.84 92.11 97.08 92.95 97.46∗ 93.25∗
la 93.02 81.35 95.20 87.58∗ 95.11 86.45

m
or

ph

cs 93.93 77.50 94.33 78.12 94.50∗ 78.37∗
de 88.41 82.78 89.18 83.91 89.32∗ 84.09
es 98.30 95.65 98.53 95.92 98.54 96.33∗
hu 94.82 88.82 95.46 89.98 95.85∗ 90.46∗
la 82.09 65.59 84.67 71.25 85.91∗ 72.42∗

Table 5: Test set results for: baseline, MarLiN, MA

f = 0 0 < f < 10 f >= 10

m
or

ph

cs MarLiN 0.29 0.22 0.11
MA 0.37 0.35 0.16

de MarLiN 1.02 0.17 0.19
MA 0.85 0.29 0.42

es MarLiN 1.36 0.15 0.02
MA 1.50 0.27 0.04

hu MarLiN 0.62 0.18 0.00
MA 1.07 0.20 0.03

la MarLiN 3.76 0.80 0.06
MA 4.98 0.69 0.09

Table 6: Improvement compared to the baseline for dif-
ferent frequency ranges of words on OOD

6 Analysis

We now analyze why MarLiN and MA perform bet-
ter than the baseline. First we compare the improve-
ments in absolute error rate over the baseline by
grouping word forms by their training set frequency
f . The number are shown in Table 6. We find that
most of the improvement comes from OOV words.
Rare words (frequency<10) show a smaller, but still
important contribution while the contribution of fre-

m
or

ph

cs MarLiN gen 0.70 cas 0.41 pos 0.35
MA gen 0.85 cas 0.51 pos 0.31

de MarLiN gen 1.23 pos 1.14 num 0.62
MA gen 1.37 pos 0.63 num 0.59

es MarLiN sub 1.49 gen 1.21 pos 1.07
MA sub 1.34 gen 1.24 pos 1.10

hu MarLiN cas 0.71 sub 0.66 pos 0.52
MA cas 0.88 sub 0.84 pos 0.76

la MarLiN pos 5.19 cas 3.46 gen 3.25
MA pos 4.68 gen 3.85 cas 3.01

Table 7: Improvement compared to the baseline for dif-
ferent features

quent words can be almost neglected for four lan-
guages. The exception is German where frequent
words contribute more to the error reduction than
rare words. This could be caused by syncretisms
such as in plural noun phrases where the gender is
not marked in determiner and adjective and can only
be derived from the head noun; e.g., the adjectives
in schwere Schulfächer ‘difficult school subjects’
and verdächtige Personen ‘suspect persons’ are un-
marked for gender and the correct genders (neuter
vs. feminine) cannot be inferred from distributional
information or suffixes for the nouns (although gen-
der is easy to infer distributionally for singular forms
of nouns).

Looking at the morphological features with the
highest improvement in absolute error rate (Table 7)
we find, that the features with the highest improve-
ment are POS, SUB-POS (a finer division of POS,
e.g., nouns are split into proper / common nouns),
gender, case and number. For all languages POS and
– if part of the annotation – SUB-POS are among the
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three features with the highest improvements. Gen-
der is also always among the three features with the
highest improvements for the four languages that
have gender (es, de, la, cs). We just discussed an
example for German where gender could not be de-
rived from context or inflectional suffixes. Other
languages also have word forms that do not mark
gender, e.g., Spanish masculine ave ‘bird’ vs. femi-
nine llave ‘key’. The gender can, however, easily be
derived if the word representation encodes whether a
word form has been seen with a specific determiner
or adjective on its right or left.

Lastly, we use Jaccard similarity13 to compare the
sets of gold and predicted morphological features.
Jaccard can be interpreted as a soft variant of ac-
curacy: If the two tags are identical it yields 1 and
otherwise it corresponds to the number of correctly
predicted features divided by the size of the union of
gold and predicted features.

m
or

ph cs de es hu la
accuracy 79.41 85.72 95.43 91.14 73.23
Jaccard 89.89 90.71 96.77 93.52 83.68

This table demonstrates that the evaluation measure
we have used throughout this paper – a tag counts as
completely wrong if a single feature was misidenti-
fied even though all others are correct – is conserva-
tive. On a feature-by-feature basis accuracy would
be much higher. The difference is largest for Czech
and Latin.

7 Conclusion

We have presented a test suite for morphological
tagging consisting of in-domain (ID) and out-of-
domain (OOD) data sets for six languages: Czech,
English, German, Hungarian, Latin and Spanish.
We converted some of the data sets to obtain a rea-
sonably consistent annotation and manually anno-
tated the German part of the Smultron treebank. We
surveyed four different word representations: SVD-
reduced count vectors, LM-based clusters, accumu-
lated tag counts and CW embeddings. We found that
the LM-based clusters outperformed the other rep-
resentations for POS and MORPH tagging, ID and
OOD data sets and all languages. We also showed
that our implementation of MarLiN (Martin et al.,
1998) is an order-of-magnitude more efficient and

13Jaccard(U, V ) = |U ∩ V |/|U ∪ V |

performs slightly better than the implementation by
Liang (2005). We also compared the learned repre-
sentations to manually created Morphological Ana-
lyzers (MAs). We found that MarLiN outperforms
MAs in POS tagging, but that it is substantially
worse in morphological tagging. In our analysis of
the results, we showed that both MarLiN and MAs
decrease the error most for out-of-vocabulary words
and for the features POS and gender.

8 Resources

As part of this publication we also release the fol-
lowing resources at http://cistern.cis.lmu.
de/marmot/: (i) our implementation of MarLiN
as open-source (ii) the morphological layer of the
German part of the SMULTRON corpus. For eas-
ier reproducibility, we also made (iii) the prepro-
cessed Wikipedia dumps and the induced represen-
tation dictionaries available. (iv) Morphological dic-
tionaries were released to the extent this was com-
patible with the usage agreement. (v) We also pub-
lished the conversion code for unifying the Spanish
and Czech annotations.
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Martin Volk, Anne Göhring, Torsten Marek, and Yvonne
Samuelsson. 2010. SMULTRON (version 3.0) — The
Stockholm MULtilingual parallel TReebank.

Alexander Yeh. 2000. More accurate tests for the statis-
tical significance of result differences. In Proceedings
of COLING.
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Abstract

In spite of the apparent irregularity of the
English spelling system, Chomsky and Halle
(1968) characterize it as “near optimal”. We
investigate this assertion using computational
techniques and resources. We design an al-
gorithm to generate word spellings that max-
imize both phonemic transparency and mor-
phological consistency. Experimental results
demonstrate that the constructed system is
much closer to optimality than the traditional
English orthography.

1 Introduction

English spelling is notorious for its irregularity.
Kominek and Black (2006) estimate that it is about
3 times more complex than German, and 40 times
more complex than Spanish. This is confirmed by
lower accuracy of letter-to-phoneme systems on En-
glish (Bisani and Ney, 2008). A survey of English
spelling (Carney, 1994) devotes 120 pages to de-
scribe phoneme-to-letter correspondences, and lists
226 letter-to-phoneme rules, almost all of which ad-
mit exceptions. Numerous proposals have been put
forward for spelling reforms over the years, rang-
ing from small changes affecting a limited set of
words to complete overhauls based on novel writing
scripts (Venezky, 1970).

In spite of the perceived irregularity of English
spellings, Chomsky and Halle (1968) assert that they
remarkably well reflect abstract underlying forms,
from which the surface pronunciations are generated
with “rules of great generality and wide applicabil-
ity”. They postulate two principles of an optimal
orthographic system: (1) it should have “one repre-
sentation for each lexical entry” (consistency); and,

(2) “phonetic variation is not indicated where it is
predictable by a general rule” (predictability). They
conclude that “conventional orthography is [. . . ] a
near optimal system for the lexical representation of
English words” (page 49), which we refer to as the
optimality claim.

Chomsky and Halle’s account of English orthog-
raphy is not without its detractors. Steinberg (1973)
argues against the idea that speakers store abstract
underlying forms of separate morphemes and apply
sequences of phonological rules during composi-
tion. Sampson (1985) cites the work of Yule (1978)
in asserting that many common English word-forms
provide counter-evidence to their vowel alternation
observations. Derwing (1992) maintains that the ob-
servations only hold for five vowel alternations that
can be predicted with simple spelling rules. Ac-
cording to Nunn (2006), the idea that spelling repre-
sents an abstract phonological level has been aban-
doned by most linguists. Sproat (2000) notes that
few scholars of writing systems would agree with
Chomsky and Halle, concluding that the evidence
for a consistent morphological representation in En-
glish orthography is equivocal.

It is not our goal to formulate yet another pro-
posal for reforming English orthography, nor even
to argue that there is a need for such a reform.
Furthermore, we refrain from taking into account
other potential advantages of the traditional orthog-
raphy, such as reflecting archaic pronunciation of
native words, preserving the original spelling of
loanwords, or maintaining orthographic similarity to
cognates in other languages. Although these may
be valid concerns, they are not considered as such
by Chomsky and Halle. Instead, our primary ob-
jective is a deeper understanding of how the phono-
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logical and morphological characteristics of English
are reflected in its traditional orthography, which is
currently the dominant medium of information ex-
change in the world.

In this paper, we investigate the issue of ortho-
graphic optimality from the computational perspec-
tive. We define metrics to quantify the degree of op-
timality of a spelling system in terms of phonemic
transparency and morphological consistency. We
design an algorithm to generate an orthography that
maximizes both types of optimality, and implement
it using computational tools and resources. We show
experimentally that the traditional orthography is
much further from optimality than our constructed
system, which contradicts the claim of Chomsky and
Halle.

2 Optimality

In this section, we define the notions of phone-
mic and morphemic optimality, and our general ap-
proach to quantifying them. We propose two theo-
retical orthographies that are phonemically and mor-
phologically optimal, respectively. We argue that no
orthographic system for English can be simultane-
ously optimal according to both criteria.

2.1 Phonemic optimality

A purely phonemic system would have a per-
fect one-to-one relationship between graphemes and
phonemes. Rogers (2005) states that no standard
writing system completely satisfies this property,
although Finnish orthography comes remarkably
close. For our purposes, we assume the International
Phonetic Alphabet (IPA) transcription to be such an
ideal system. For example, the IPA transcription of
the word viscosity is [vIskAs@ti]. We obtain the tran-
scriptions from a digital dictionary that represents
the General American pronunciation of English.

Phonemic transparency can be considered in two
directions: from letters to phonemes, and vice versa.
The pronunciation of Spanish words is recover-
able from the spelling by applying a limited set of
rules (Kominek and Black, 2006). However, there
is some ambiguity in the opposite direction; for ex-
ample, the phoneme [b] can be expressed with ei-
ther ‘b’ or ’v’. As a result, it is not unusual for na-
tive Spanish speakers to make spelling mistakes. On

the other hand, the orthography of Serbo-Croatian
was originally created according to the rule “write
as you speak”, so that the spelling can be unam-
biguously produced from pronunciation. This does
not mean that the pronunciation is completely pre-
dictable from spelling; for example, lexical stress is
not marked (Sproat, 2000).

In this paper, we measure phonemic trans-
parency by computing average perplexity between
graphemes and phonemes. Roughly speaking,
phonemic perplexity indicates how many differ-
ent graphemes on average correspond to a single
phoneme, while graphemic perplexity reflects the
corresponding ambiguity of graphemes. We provide
a formal definition in Section 5.

2.2 Morphological optimality
A purely morphemic writing system would have
a unique graphemic representation for each mor-
pheme. Chinese is usually given as an example of
a near-morphemic writing system. In this paper,
we construct an abstract morphemic spelling sys-
tem for English by selecting a single alphabetic form
for each morpheme, and simply concatenating them
to make up words. For example, the morphemic
spelling of viscosity could be ‘viscous·ity’.1

We define morphemic optimality to correspond
to the consistency principle of Chomsky and Halle.
The rationale is that a unique spelling for each mor-
pheme should allow related words to be readily iden-
tified in the mental lexicon. Sproat (2000) dis-
tinguishes between morpheme-oriented “deep” or-
thographies, like Russian, and phoneme-oriented
“shallow” orthographies, like Serbo-Croatian.

We propose to measure morphemic consistency
by computing the average edit distance between
morpheme representations in different word-forms.
The less variation morpheme spellings exhibit in a
writing system, the higher the corresponding value
of the morphemic transparency will be. We define
the measure in Section 5.

It is impossible to achieve complete phonemic
and morphemic optimality within one system de-
signed for English spelling. For example, the stem
morpheme of verb forms hearing and heard is

1Non-traditional spellings are written within single quotes.
Morphemes may be explicitly separated by the centered dot
character.
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spelled identically but pronounced differently. If
we changed the spellings to indicate the difference
in pronunciation, we would move towards phone-
mic optimality, but away from morphemic optimal-
ity. Apart from purely phonographic or logographic
variants, any English spelling system must be a com-
promise between phonemic and morphemic trans-
parency. In this paper, we attempt to algorithmi-
cally create an orthography that simultaneously ap-
proaches the optimality along both dimensions.

3 Algorithm

In this section, we describe our algorithm for gener-
ating English spellings (Figure 1), which serves as a
constructive proof that the traditional orthography is
not optimal. Our objective is to find the best com-
promise between phonemic transparency and mor-
phemic consistency. Section 3.1 explains how we
derive a unique representation for each morpheme.
Section 3.2 shows how the morpheme representa-
tions are combined into word spellings. Without a
loss of generality, the generated spellings are com-
posed of IPA symbols.

3.1 Morpheme representations

We start by identifying all morphemes in the lexicon,
and associating each morpheme with sets of words
that contain it (lines 1–3 in Figure 1). An example
word set that corresponds to the morpheme atom is
shown in Table 1. Words may belong to more than
one set. For example, the word atomic will also be
included in the word set that corresponds to the mor-
pheme -ic. We make no distinction between bound
and free morphemes.

As can be seen in Table 1, English morphemes of-
ten have multiple phonemic realizations. The objec-
tive of the second step (lines 4–11) is to follow the
consistency principle by establishing a single repre-
sentation of each morpheme. They suggest that or-
thographic representations should reflect the under-
lying forms of morphemes as much as possible. Un-
fortunately, underlying forms are not attested, and
there is no commonly accepted algorithm to con-
struct them. Instead, our algorithm attempts to es-
tablish a sequence of phonemes that is maximally
similar to the attested surface allomorphs.

Table 1 shows an example of generating the com-

// Create word sets
1: for each word w in lexicon L do
2: for each morpheme m in w do
3: add w to word set Sm

// Generate morpheme representations
4: for each word set Sm do
5: m0 := longest representation of m
6: for each word w in Sm do
7: aw := alignment of m0 and w
8: add aw to multi-alignment A
9: for each position i in A do

10: select representative phoneme r[i]
11: rm := r[1..|m0|]

// Adopt a surface phoneme predictor
12: Pronounce := Predictor (L)

// Generate word representations
13: for each word w = m1 . . .mk do
14: r := rm1 · . . . · rmk

15: for each phoneme r[i] in r do
16: if Pronounce(r[i]) 6= w[i] then
17: r[i] := w[i]
18: rw := r[1..|w|]

Figure 1: Spelling generation algorithm. All representa-
tions consists of phonemes.

mon representation for a morpheme. We extract the
phonemic representation of each allomorph in the
word set, and perform a multi-alignment of the rep-
resentations by pivoting on the longest representa-
tion of the morpheme (lines 5–8). For each posi-
tion in the multi-alignment, we identify the set of
phonemes corresponding to that position. If there
is no variation within a position, we simply adopt
the common phoneme. Otherwise, we choose the
phoneme that is most preferred in a fixed hierarchy
of phonemes. In this case, since [æ] and [A] are pre-
ferred to [@], the resulting morpheme representation
is ‘ætAm’.

For selecting between variant phonemes, we fol-
low a manually-constructed hierarchy of phonemes
(Table 2), which roughly follows the principle of
least effort. The assumption is that the phonemes re-
quiring more articulatory effort to produce are more
likely to represent the underlying phoneme. Within
a single row, phonemes are listed in the order of
preference. For example, alveolar fricatives like [s]
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æ t @ m atom
æ t @ m z atoms
@ t A m I k atomic
@ t A m I k l i atomically

s 2 b @ t A m I k subatomic
æ t A m

Table 1: Extracting the common morphemic representa-
tion .

are preferred to post-alveolar ones like [S], in order
to account for palatalization. Since our representa-
tions are not intended to represent actual underly-
ing forms, the choice of a particular phoneme hier-
archy affects only the shape of the generated word
spellings.

3.2 Word representations
Ideally, polymorphemic words should be repre-
sented by a simple concatenation of the correspond-
ing morpheme representations. However, for lan-
guages that are not purely concatenative, this ap-
proach may produce forms that are far from the
phonemic realizations. For example, assuming that
the words deceive and deception share a morpheme,
a spelling ‘deceive·ion’ would fail to convey the ac-
tual pronunciation [d@sEpS@n]. The predictability
principle of Chomsky and Halle implies that pho-
netic variation should only be indicated where it is
not predictable by general rules. Unfortunately, the
task of establishing such a set of general rules, which
we discuss in Section 7, is not at all straightforward.
Instead, we assume the existence of an oracle (line
12 in Figure 1) which predicts the surface pronunci-
ation of each phoneme found in the concatenation of
the morphemic forms.

In our algorithm (lines 13–18), the default
spelling of the word is composed of the represen-
tations of its constituent morphemes conjoined with
a separator character. If the predicted pronunciation
matches the actual surface phoneme, the “underly-
ing” phoneme is preserved; otherwise, it is substi-
tuted by the surface phoneme. This modification
helps to maintain the resulting word spellings rea-
sonably close to the surface pronunciation.

For example, consider the word sincerity. Sup-
pose that our algorithm derives the representations
of the two underlying morphemes as ‘sInsir’ and

Stops b d g p t k
Affricates dZ tS
Fricatives D v z Z T f s S h
Nasals m n N
Liquids l r
Glides j w
Diphthongs aI OI aU
Tense vowels i e o u A
Lax vowels æ E O U 2
Reduced vowels I @
deletion

Table 2: Hierarchy of phonemes.

‘Iti’. If, given the input ‘sInsir·Iti’, the predic-
tor correctly generates the surface pronunciation
[sInsEr@ti], we adopt the input as our final spelling.
However, if the prediction is [sInsir@ti] instead, our
final spelling becomes ‘sInsEr·Iti’, in order to avoid
a potentially misleading spelling. Since the second
vowel was incorrectly predicted, we determine it to
be unpredictable, and thus represent it with the sur-
face phoneme, rather than the underlying one. The
choice of the predictor affects only the details of the
generated spellings.

4 Implementation

In this section, we describe the specific data and
tools that we use in our implementation of the al-
gorithm described in the previous section.

4.1 Data

For the implementation of our spelling generation
algorithm, we require a lexicon that contains mor-
phological segmentation of phonemic representa-
tions of words. Since we have been been unsuc-
cessful in finding such a lexicon, we extract the
necessary information from two different resources:
the CELEX lexical database (Baayen et al., 1995),
which includes morphological analysis of words,
and the Combilex speech lexicon (Richmond et al.,
2009), which contains high-quality phonemic tran-
scriptions. After intersecting the lexicons, and prun-
ing it of proper nouns, function words, duplicate
forms, and multi-word entries, we are left with ap-
proximately 51,000 word-forms that are annotated
both morphologically and phonemically.
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In order to segment phonemic representations into
constituent morphemes, we apply a high-precision
phonetic aligner (Kondrak, 2000) to link letters and
phonemes using the procedure described in (Dwyer
and Kondrak, 2009). In rare cases where the pho-
netic aligner fails to produce an alignment, we back-
off to alignment generated with m2m-aligner (Ji-
ampojamarn et al., 2007), an unsupervised EM-
based algorithm. We found that this approach
worked better for our purposes than relying on the
alignments provided in Combilex. We use the same
approach to align variant phonemic representations
of morphemes as described in Section 3.1.

The morphological information contained in
CELEX is incomplete for our purposes, and requires
further processing. For example, the word amputate
is listed as monomorphemic, but in fact contains the
suffix -ate. However, amputee is analyzed as

amputee = amputate− ate + ee.

This allows us to identify the stem as amput,
which in turn implies the segmentations amput·ee,
amput·ate, and amput·at·ion.

Another issue that requires special handling in
CELEX involves recovering reduced geminate con-
sonants. For example, the word interrelate is pro-
nounced with a single [r] phoneme at the morpheme
boundary. However, when segmenting the phoneme
sequence, we need to include [r] both at the end of
inter- and at the beginning of relate.

4.2 Predictor
The role of the predictor mentioned in Section 3.2
is performed by DIRECTL+ (Jiampojamarn et al.,
2010), a publicly available discriminative string
transducer. It takes as input a sequence of com-
mon morpheme representations, determined using
the method described above, and produces the pre-
dicted word pronunciation. Since DIRECTL+ tends
to make mistakes related to the unstressed vowel re-
duction phenomenon in English, we refrain from re-
placing the “underlying” phonemes with either [@]
or [I].

An example derivation is shown in Table 3, where
the Underlying string represents the input to DI-
RECTL+, Predicted is its output, Surface is the ac-
tual pronunciation, and Respelling is the spelling
generated according to the algorithm in Figure 1.

Underlying: foto + græf + @r + z
Predicted: fot@ græf @r z
Surface: f@tA gr@f @r z
Respelling: fotA · græf · @r · z

Table 3: Deriving the spelling of the word photographers.

Since DIRECTL+ requires a training set, we split
the lexicon into two equal-size parts with no mor-
pheme overlap, and induce two separate models on
each set. Then we apply each model as the predictor
on the other half of the lexicon. This approach simu-
lates the human ability to guess pronunciation from
the spelling. Jiampojamarn et al. (2010) report that
DIRECTL+ achieves approximately 90% word ac-
curacy on the letter-to-phoneme conversion task on
the CELEX data.

5 Evaluation measures

In this section, we define our measures of phonemic
transparency and morphemic consistency.

5.1 Phonemic transparency

Kominek and Black (2006) measure the complexity
of spelling systems by calculating the average per-
plexity of phoneme emissions for each letter. The
total perplexity is the sum of each letter’s perplex-
ity weighted by its unigram probability. Since their
focus is on the task of inducing text-to-speech rules,
they also incorporate letter context into this defini-
tion. Thus, a system that is completely explained by
a set of rules has a perplexity of 1.

The way we compute perplexity differs in several
aspects. Whereas Kominek and Black (2006) calcu-
late the perplexity of single letters, we take as units
substrings derived from many-to-many alignment,
with the length limited to two characters. Some let-
ter bigrams, such as ph, th, and ch, are typically
pronounced as a single phoneme, while the letter x
often corresponds to the phoneme bigram [ks]. By
considering substrings we obtain a more realistic es-
timate of spelling perplexity.

We calculate the average orthographic perplexity
using the standard formulation:

Pave =
∑
c

Pce
−
∑
i

PilogPi

(1)
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System viscous viscosity
T.O. viscous viscosity
IPA vIsk@s vIskAs@ti
M-CAT viscous viscous·ity
ALG vIskAs vIskAs·Iti
SR viscous viscosity
SS viscus viscosity

Table 4: Example spellings according to various systems.

where Pc is the probability of a grapheme substring
in the dictionary, and Pi is the probability that the
grapheme substring is pronounced as the phoneme
substring i. Note that this formulation is not contin-
gent on any set of rules.

In a similar way, we compute the phonemic per-
plexity in the opposite direction, from phonemes to
letters. The orthographic and the phonemic perplex-
ity values quantify the transparency of a spelling
system with respect to reading and writing, respec-
tively.

5.2 Morphemic consistency

Little (2001) proposes to calculate the morphemic
optimality of English spellings by computing the
average percentage of “undisturbed letters” in the
polymorphemic words with respect to the base form.
For example, four of five letters of the base form
voice are present in voicing, which translates into
80% optimal. The examples given in the paper al-
low us to interpret this measure as a function of edit
distance normalized by the length of the base form.

We make three modifications to the original
method. First, we compute the average over all
words in the lexicon rather than over word sets,
which would give disproportionate weight to words
in smaller word sets. Second, we normalize edit dis-
tance by the number of phonemes in a word, rather
than by the number of letters in a spelling, in order to
avoid penalizing systems that use shorter spellings.
Finally, we consider edit operations to apply to sub-
strings aligned to substrings of phonemes, rather
than to individual symbols. In this way, the maxi-
mum number of edit operations is equal to the num-
ber of phonemes. The modified measure yields a
score between 0 and 100%, with the latter value rep-
resenting morphemic optimality.

System Orth Phon Morph
T.O. 2.32 2.10 96.11
IPA 1.00 1.00 93.94
M-CAT 2.51 2.36 100.00
ALG 1.33 1.72 98.90
SR 2.27 2.15 96.57
SS 1.60 1.72 94.72

Table 5: Orthographic, phonemic and morphemic opti-
mality of spelling systems.

As an example, consider the word set consisting
of six word-forms: snip, snips, snipped, snipping,
snippet, and snippets. The first two words, which
represent the base morpheme as snip, receive a per-
fect score of 1 for morphemic consistency. The re-
maining four words, which have the morpheme as
snipp, obtain the score of 75% because one of the
four phonemes is spelled differently from the base
form. For free morphemes, the base form is simply
the spelling of the morpheme, but for bound mor-
phemes, we take the majority spelling of the mor-
pheme.

6 Quantitative comparison

We compare the traditional English orthography
(T.O.) to three hypothetical systems: phonemic
transcription (IPA), morpheme concatenation (M-
CAT), and the orthography generated by the algo-
rithm described in Section 3 (ALG). In addition,
we consider two proposals submitted to the En-
glish Spelling Society: a minimalist spelling reform
(SR) of Gibbs (1984), and the more comprehensive
SoundSpel (SS) of Rondthaler and Edward (1986).
Table 4 lists the spellings of the words viscous and
viscosity in various orthographies.

Table 5 shows the values of orthographic and
phonemic transparency, as well as morphemic con-
sistency for the evaluated spelling systems. By def-
inition, phonemic transcription obtains the optimal
transparency scores of 1, while simple morphologi-
cal concatenation receives a perfect 100% in terms
of morphemic consistency.

The results in Table 5 indicate that traditional or-
thography scores poorly according to all three mea-
sures. Its low orthographic and phonemic trans-
parency is to be expected, but its low morphemic
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Rule Input Output
e-deletion voice·ing voicing
y-replacement industry·al industrial
k-insertion panic·ing panicking
e-insertion church·s churches
consonant doubling get·ing getting
f-voicing knife·s knives

Table 6: Common English spelling rules with examples.

consistency is striking. Traditional orthography is
not only far from optimality, but overall seems no
more optimal than any other of the evaluated sys-
tems.

Searching for the explanation of this surprising re-
sult, we find that much of the morphemic score de-
duction can be attributed to small changes like drop-
ping of the silent e, as in ‘make’ + ‘ing’ = ‘mak-
ing’. These types of inconsistencies counter-weigh
the high marks that traditional orthography gets for
maintaining consistent spelling in spite of unstressed
vowel reductions.

The prevalence of silent e’s in traditional orthog-
raphy undeniably diminishes its morphemic con-
sistency. Nor is the device necessary to represent
the pronunciation of the preceding vowel; for ex-
ample, SoundSpel has those words as ‘maek’ and
‘maeking’. However, one can argue that such mi-
nor alterations should not be penalized because En-
glish speakers subconsciously take them into ac-
count while reading. In the next section, we describe
an experiment in which we pre-process words with
such orthographic rules, in order to determine how
much they influence the optimality picture.

7 Spelling rules

Table 6 lists six common English spelling rules that
affect letters at morpheme boundaries, of which the
first five are included in the textbook account of Ju-
rafsky and Martin (2009, page 63). We conducted
an experiment to determine the applicability of these
rules by computing how often they fired when trig-
gered by the correct environment.2 We tested the
rules in both directions, with respect to both writing

2The conditioning environments of the rules were
implemented according to the guidelines provided at
http://www.phonicslessons.co.uk/englishspellingrules.html.

Rule Writing Reading
e-deletion 98.8 67.1
y-replacement 93.5 95.8
k-insertion 100.0 1.0
e-insertion 100.0 98.7
consonant doubling 96.3 36.3
f-voicing 33.3 14.7

Table 7: Applicability of common spelling rules.

and reading applicability. Writing rules are applied
to morphemes when they are in the correct environ-
ment. For example, the k-insertion rule fires if the
morpheme ends in a c and the next morpheme begins
with e or i, as in panic·ing. On the other hand, read-
ing may involve recovering the morphemes from the
surface forms. For example, if the stem ends in
a tt and the affix begins with an i, the consonant
doubling rule implies that the free form of the mor-
pheme ends in a single t, as in getting.

The results in Table 7 show that the rules, with the
exception of the f-voicing rule, have high applicabil-
ity in writing. Most rules, however, cannot be trusted
to recover the morpheme spellings from the surface
form. For example, following the consonant dou-
bling rule would cause the reader to incorrectly in-
fer from the word butted that the spelling of the verb
is but. This is significant considering that Chomsky
and Halle define orthography as a system for readers
(page 49).

Notwithstanding the unreliability of the spelling
rules, we incorporate them into the computation of
the morphemic consistency of the traditional orthog-
raphy. We apply the rules from a reading perspec-
tive, but assume some morphemic knowledge of a
reader. Whereas we consider a rule to misfire if it
does not apply in the correct environment when cal-
culating applicability, as in Table 7, when calculat-
ing morphemic consistency, we allow the rules to be
more flexible. We consider a morpheme to match
the prototype if either the observed form or the form
modified by the spelling rule matches the prototype.

8 Discussion

Figure 2 shows a two-dimensional plot of ortho-
graphic perplexity vs. morphemic consistency. The
(unattainable) optimality is represented by the lower
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left corner of the plot. The effect of accommodat-
ing the spelling rules within the traditional orthog-
raphy is illustrated by an arrow, which indicates an
increase in morphemic consistency from 96.11 to
98.90.

The ALG(L) system represents a version of the
ALG system in which the IPA symbols are respelled
using combinations of the 26 letters of the Roman
alphabet, with the morpheme boundary symbol re-
moved. This change, which is intended to make the
comparison with the traditional orthography more
interpretable, increases the orthographic perplexity
from 1.33 to 1.58. Furthermore, we ensure that
ALG(L) contains no homographs (which consitute
2.6% of the lexicon in ALG) by reverting to a tradi-
tional spelling of a morpheme if necessary. Since the
respelling applies to all instances of that morpheme,
it has no effect on the morphemic consistency, but
results in a small increase of the orthographic per-
plexity to 1.61.

The plot in Figure 2 shows that, even after ac-
counting for the orthographic rules, traditional or-
thography does not surpass the level of morphemic
consistency of ALG. With the same writing script
and no homographs, ALG(L) is less than half the
distance from the orthographic optimality. On the
other hand, neither of the spelling reform proposals
is substantially better overall than the traditional or-
thography.

Inspection of the spellings generated by our algo-
rithm reveals that it generally maintains consistent
spellings of morphemes. In fact, it only makes a
change from the underlying form in 3660 cases, or
7.2% of the words in the dictionary. Consider the
morpheme transcribe, which is traditionally spelled
as ‘transcrip’ in transcription. Even if we disre-
gard the final ‘e’ by invoking the e-deletion spelling
rule, the morphemic consistency in the traditional
orthography is still violated by the ‘b’/‘p’ alterna-
tion. Our predictor, however, considers this a pre-
dictable devoicing assimilation change, which oc-
curs in a number of words, including subscription
and absorption. Consequently, the spellings gen-
erated by the algorithm preserve the morpheme’s
‘b’ ending in all words that contain it. In addition,
the algorithm avoids spurious idiosyncrasies such as
four/forty, which abound in traditional orthography.

The spellings generated by the algorithm are also
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Figure 2: Morphemic and orthographic optimality of var-
ious spelling systems.

much more phonemically transparent, particularly
for vowels. Phonemically, ALG(L) improves on
the traditional orthography mostly by making the
spelling more predictable, For example, ‘a’ repre-
sents the phoneme [æ] in 91.7% of the cases in the
generated spellings, as opposed to only 36.5% in tra-
ditional orthography.

9 Conclusion

We have analyzed English orthography in terms of
morphemic consistency and phonemic transparency.
According to the strict interpretation of morphemic
consistency, traditional orthography is closer to the
level of a phonemic transcription than to that of
a morphemic concatenation. Even if orthographic
rules are assumed to operate cost-free as a pre-
processing step, the orthographic perplexity of tra-
ditional orthography remains high.

While phonemic transparency and morphemic
consistency are at odds with each other, we have pro-
vided a constructive proof that it is possible to create
a spelling system for English that it is substantially
closer to theoretical optimality than the traditional
orthography, even when it is constrained by the tra-
ditional character set. This contradicts the claim that
English orthography is near optimal.
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Abstract

Analyzing public opinions towards products,
services and social events is an important but
challenging task. An accurate sentiment an-
alyzer should take both lexicon-level infor-
mation and corpus-level information into ac-
count. It also needs to exploit the domain-
specific knowledge and utilize the common
knowledge shared across domains. In addi-
tion, we want the algorithm being able to deal
with missing labels and learning from incom-
plete sentiment lexicons. This paper presents
a LCCT (Lexicon-based and Corpus-based,
Co-Training) model for semi-supervised sen-
timent classification. The proposed method
combines the idea of lexicon-based learning
and corpus-based learning in a unified co-
training framework. It is capable of incor-
porating both domain-specific and domain-
independent knowledge. Extensive experi-
ments show that it achieves very competitive
classification accuracy, even with a small por-
tion of labeled data. Comparing to state-of-
the-art sentiment classification methods, the
LCCT approach exhibits significantly better
performances on a variety of datasets in both
English and Chinese.

1 Introduction

Due to the popularity of opinion-rich resources
(e.g., online review sites, forums, blogs and the mi-
croblogging websites), people express their opinions
all over the Internet. Motivated by the demand of
gleaning insights from such valuable data, a flurry
of research devotes to the task of extracting people’s
opinions from online reviews. Such opinions could
be expressed on products, services or policies, etc

(Pang and Lee, 2008). Existing sentiment analysis
approaches can be divided into two categories based
on the source of information they use: the lexicon-
based approach (Turney, 2002; Dave et al., 2003)
and the corpus-based approach (Pang et al., 2002;
Blitzer et al., 2007; Wan, 2009). The lexicon-based
approach counts positive and negative terms in a re-
view based on the sentiment dictionary and classi-
fies the document as positive if it contains more pos-
itive terms than negative ones. On the contrary, the
corpus-based approach uses supervised learning al-
gorithms to train a sentiment classifier.

Further study (Kennedy and Inkpen, 2006;
Andreevskaia and Bergler, 2008; Qiu et al.,
2009) shows that corpus-based and lexicon-based
approaches have complementary performances.
Specifically, the corpus-based approach has high
precision but low recall on positive instances, while
the lexicon-based approach has high recall but low
precision on positive instances. In fact, corpus-
based approaches are over conservative in classify-
ing instances as positive, because positive reviews
usually contain many neutral statements. In contrast,
the lexicon-based approaches tend to classify nega-
tive or neutral instances as positive when there are a
few positive words appear in the document. It mo-
tivates us to develop a new approach that achieves
good performance on both precision and recall eval-
uations.

Besides reviews on products and services, another
rich source of opinion data are social reviews in fo-
rums, blogs and microblogging websites. Different
from product reviews, the social reviews are not as-
sociated with numerical ratings, making it difficult
to perform supervised classification. Since man-
ual labeling is time consuming and expensive, it is
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preferable to label a small portion of social reviews
to perform semi-supervised learning, leveraging in-
formation from both labeled and unlabeled data.

In this paper, we propose a novel approach to
handle the above two challenges. We presents the
LCCT Model (Lexicon-based and Corpus-based,
Co-Training Model), which treats the lexicon-based
information and the corpus-based information as
two views, and combine them via co-training (Blum
and Mitchell, 1998). The algorithm naturally in-
corporates the framework of semi-supervised learn-
ing, as missing labels in each view can be esti-
mated by the classifier trained from the other view.
The proposed LCCT model exploits the complemen-
tary performance associated with the lexicon-based
and the corpus-based approaches, taking the best of
each side to improve the overall performance. We
present a novel semi-supervised sentiment-aware
LDA approach to build the lexicon-based classi-
fier, which uses a minimal set of seed words (e.g.,
“good”,“happy” as positive seeds) as well as docu-
ment sentiment labels to construct a domain-specific
sentiment lexicon. This model reflects the domain-
specific knowledge. We employ the stacked denois-
ing auto-encoder (Vincent et al., 2008; Glorot et al.,
2011) to build the corpus-based classifier. As Glorot
et al. (Glorot et al., 2011) point out, the intermediate
abstractions extracted in this way tend to reflect the
domain-independent knowledge, unifying informa-
tion across all domains. Finally, we use a co-training
algorithm to combine the corpus-based and lexicon-
based classifiers and to combine the domain-specific
knowledge and the domain-independent knowledge.

The main contributions of our approach are three-
folded. First, we propose a method that exploits both
general domain-independent knowledge and specific
domain-dependent knowledge, behaving like a hu-
man being when she analyzes the text. Second,
we complement the lexicon-based approach and the
corpus-based approach to overcome their respective
classification biases. Third, our approach is capa-
ble of levering labeled and unlabeled data, unifying
them into a semi-supervised learning framework.
We conduct extensive experiments to verify the ef-
fectiveness of the proposed approach on real-world
social reviews. The experiment results show that our
model substantially outperforms the state-of-the-art
methods in analyzing sentiments in online reviews.

2 Related Works

Sentiment analysis of natural language texts is an
active research field. The papers by Pang and Lee
(Pang and Lee, 2008) and Liu (Liu, 2012) describe
most of the existing techniques for sentiment anal-
ysis and opinion mining. Sentiment analysis ap-
proaches can be categorized into lexicon-based ap-
proaches (Turney, 2002; Kennedy and Inkpen, 2006;
Andreevskaia and Bergler, 2008) and corpus-based
approaches (Pang et al., 2002; Blitzer et al., 2007;
Wan, 2009). The lexicon-based approach uses a dic-
tionary of opinion words (e.g., “good” and “bad”)
to identify the sentiment of a text. In contrast, the
corpus-based approach can be seen as a statistical
learning approach (Pang et al., 2002; Whitelaw et
al., 2005; Wiebe and Riloff, 2005; Ye et al., 2009).
The performance of corpus-based methods often de-
generates when the labeled training data is insuffi-
cient.

As we have discussed earlier, corpus-based algo-
rithms are overly conservative on positive reviews,
while lexicon-based approaches are overly aggres-
sive on positive reviews. There are several litera-
ture integrating both methods (Kennedy and Inkpen,
2006; Andreevskaia and Bergler, 2008; Qiu et al.,
2009; Zhang et al., 2011). These methods require
either a complete lexicon or a fully labeled corpus
being available, which might not be true in practice.
The method in this paper, in contrast, uses incom-
plete lexicon and partially labeled corpus as training
examples.

On the other hand, there are semi-supervised
methods in sentiment analysis which handle incom-
plete data (Wan, 2009; Dasgupta and Ng, 2009; Li
et al., 2010; Zhou et al., 2010; Biyani et al., 2013).
Nevertheless, none of them combines the lexicon-
based and corpus-based approaches and thus they
do not solve the bias problem in sentiment classi-
fication.

3 LCCT Model

In the LCCT model, we use a novel semi-supervised
sentiment-aware LDA model to build the lexicon-
based model. We use stacked denoising auto-
encoder (Vincent et al., 2008; Glorot et al., 2011)
to build the corpus-based model. Finally, a co-
training algorithm is employed for semi-supervised
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sentiment classification, and the two classifiers from
corpus-based method and lexicon-based method are
combined. The overall structure of the model is il-
lustrated by Figure 1.

3.1 Lexicon-based Approach

For building the lexicon-based model, the key chal-
lenge is that a single word can carry multiple sen-
timent meanings in different domains, so that a
general-purpose sentiment lexicon is less accurate
than domain-specific lexicons. To solve this prob-
lem, we build a domain-specific sentiment lexicon
by semi-supervised sentiment-aware LDA (ssLDA).
The ssLDA method takes semi-supervised data as
input.

3.1.1 Semi-supervised Sentiment-aware LDA
In this section, we describe how each word of the

corpus is generated by the ssLDA model, then il-
lustrate its inference method. Each document has
three classes of topics: K(p) positive sentiment top-
ics, K(n) negative sentiment topics, and K(u) neu-
tral sentiment topics. Each document is a mixture
of the three classes of topics. Each topic is asso-
ciated with a multinomial distribution over words.
To prevent conceptual confusion, we use a super-
script “(p)” and “(n)” to indicate variables relating
to positive and negative sentiment topics, and a su-
perscript “(u)” to indicate variables relating to neu-
tral sentiment topics. In addition, we assume that the
vocabulary consists of V distinct words indexed by
{1, . . . , V }.

For each word w, there is a multinomial dis-
tribution determining which class of topics that
w belongs to. This prior distribution is sam-
pled from a Dirichlet distribution Dir(λ), where
λ = (λ(p), λ(n), λ(u)) is a vector of three scalars.
For documents with different sentiment labels, we
choose different values of λ, so that words in the
document with a positive label has a higher proba-
bility belonging to positive topics, and vice versa.
In the semi-supervised setting, a document usually
doesn’t have a sentiment label. In that case, the
value of λ is equal to (1

3 ,
1
3 ,

1
3).

Given the class of topics, there is another multino-
mial distribution indicating the particular topic that
the word belongs to. If it turns out that the word
belongs to a positive sentiment class, then its topic

distribution is drawn from a biased Dirichlet prior
φ

(p)
w ∼ Dir(β(p)

w ). The vector β(p)
w ∈ RV is con-

structed by

β
(p)
w,k := γ0(1− ωw) + γ1ωw for k ∈ {1, . . . ,K}

(1)
We set ωw = 1 if the word w is a positive seed
word, otherwise, we set ωw = 0. The scalars γ0

and γ1 are hyperparameters. Intuitively, the biased
prior enforces a positive seed word more probably
drawn from a positive sentiment topic. The distri-
butions φ(n)

w ∼ Dir(β(n)
w ) and φ(u)

w ∼ Dir(β(u)
w ) for

negative and neutral sentiment topics are similarly
constructed. Once the topic is determined, the word
is generated from a multinomial distribution that as-
sociates with the topic. We summarize the genera-
tive process of the ssLDA model as below:

1. For each word w in the vocabulary, draw
the distributions of topics for three sentiment
classes: φ(p)

w ∼ Dir(β(p)
w ), φ(n)

w ∼ Dir(β(n)
w )

and φ(u)
w ∼ Dir(β(u)

w ).

2. For each topic k, draw the distribution over
words: θ

(p)
k ∼ Dir(α), θ(n)

k ∼ Dir(α) and
θ
(u)
k ∼ Dir(α).

3. For each document in the corpus

(a) Draw sentiment class distribution p from
either Dir(λ(p)), Dir(λ(n)) or Dir(λ(u))
based on the document’s sentiment label.

(b) For each word in document, Draw sen-
timent class indicator c ∼ Mult(p),
then generate the word’s topic z from
Mult(φ(c)

w ), and generate the wordw from
Mult(θ(c)

z ).

Given hyper-parameters α, λ, and {β(s), β(n), β(u)},
our goal is to estimate the latent variables in the
ssLDA model. We present a collapsed Gibbs-
sampling algorithm, which iteratively takes a word
w from the corpus and samples the topic that the
word belongs to. The reader may refer to (Yang et
al., 2014) for a detailed derivation of the sampling
procedure. Let the whole corpus excluding the cur-
rent word be denoted by D. Let n(p)

i,w (or n(n)
j,w, or

n
(u)
k,w) indicate the number of occurrences of posi-

tive sentiment topic i(p) (or negative sentiment topic
j(n), or neutral sentiment topic k(u)) with word w in
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Figure 1: Algorithm Overview

the whole corpus. Let m(p)
i (or m(n)

j , or m(u)
k ) indi-

cate the number of occurrence of positive sentiment
topic i(p) (or negative sentiment topic j(n), or neu-
tral sentiment topic k(u)) in the current document.
Then, the posterior probability that the current word
w belongs to a specific topic is presented as follow

Pr
(
z = i(p)|D

)
∝ (λ(p) +

K(p)∑
i=1

m
(p)
i )

· α+m
(p)
i

K(p)α+
∑K(p)

i′=1 m
(p)

i′
· β

(p)
i,w + n

(p)
i,w∑V

w′=1

(
β

(p)

i,w′ + n
(p)

i,w′

) (2)

Pr
(
z = j(n)|D

)
∝ (λ(p) +

K(p)∑
i=1

m
(p)
i )

· α+m
(n)
j

K(n)α+
∑K(n)

j′=1 m
(n)

j′
· β

(n)
j,w + n

(n)
i,w∑V

w′=1

(
β

(n)

j,w′ + n
(n)

j,w′

) (3)

Pr
(
z = k(u)|D

)
∝ (λ(p) +

K(p)∑
i=1

m
(p)
i )

· α+m
(u)
k

K(u)α+
∑K(u)

k′=1 m
(n)

u′
· β

(u)
k,w + n

(u)
k,w∑V

w′=1

(
β

(u)

k,w′ + n
(u)

k,w′

) (4)

By equations (2), (3), and (4), we can sample the
topic z for each word. In the Gibbs sampling pro-
cedure, we only need to maintain the counters n(p),
n(n), n(u), m(p), m(n) and m(u), which takes O(1)
time to update for each iteration.

3.1.2 Lexicon Construction and Sentiment
Classification

Once we obtain the topic of each word, we ob-
tain the value of hidden variables p(c), θ(c), φ(c),

where c ∈ {p, n, u}. The goal is to use these val-
ues to construct a sentiment lexicon, which assigns
sentiment scores to each word. In particular, we
need the probability that each word w appears in
a certain sentiment class, i.e. we want to calculate
Pr (c ∈ {p, n, u}|w) for the sentiment indicator c.
We use γ(p)

w , γ(n)
w , γ(u)

w to represent these probabili-
ties. By the ssLDA’s model specification, we define

γ(p)
w := Pr (c = p|w) ∝ p(p) ·

K(p)∑
i=1

θ
(p)
i,wφ

(p)
w,i (5)

γ(n)
w := Pr (c = n|w) ∝ p(n) ·

K(n)∑
j=1

θ
(n)
i,wφ

(n)
w,j (6)

γ(u)
w := Pr (c = u|w) ∝ p(u) ·

K(u)∑
k=1

θ
(u)
i,wφ

(u)
w,k (7)

We construct the sentiment lexicon for each word
w by comparing γ(p)

w , γ(n)
w and γ(u)

w . If γ(p)
w is the

greatest value, then the word w is considered to con-
vey positive sentiment, and is added to the positive
sentiment lexicon with weight γ(p)

w . If φ(s)
1,w is the

greatest, then the word w is added to the negative
sentiment lexicon with weight −γ(n)

w . Otherwise,
the word w is considered neutral and not included
in the sentiment lexicon.

It remains to classify the sentiment for each doc-
ument. We aggregate the weights for each word, so
that the document is classified as “positive” if the
accumulated weight is larger than zero; Otherwise,
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it is classified as “negative”. The proposed model
is a semi-supervised method since it is capable of
processing documents without the sentiment label.
This property makes the proposed method suitable
for co-training.

3.2 Corpus-based Method
The deep learning approach, especially Stacked
Denoising Auto-encoders (SDA), has been shown
highly beneficial for extracting domain-independent
knowledge (Glorot et al., 2011). Thus, we use SDA
to construct the corpus-based sentiment classifier.
The stacked autoencoder method was introduced by
Rumelhart, Hinton and Williams (Rumelhart et al.,
1985) and its denoising variant was proposed by
Vincent et al. (Vincent et al., 2010). Recently, it has
become an essential building block in deep learning
architectures. A basic denoising autoencoder con-
sists of an input layer, a hidden layer and an out-
put layer. The procedure can be interpreted into two
phases, i.e., encode and decode. In the encoding
phrase, an encoder function is employed to map in-
put data into a feature vector h. For each sample x
from input dataset {x(1), . . . , x(N)}, we have

h = f(UT (x+ ε) + b) (8)

where f(x) is sigmoid activation function, U is the
weight matrix between input layer and hidden layer,
bh is the bias of each input layer neuron and ε is a
random Gaussian noise. In the decoding phrase, a
decoder function is deployed to remap the feature
vector in the feature space back to the input space,
producing a reconstruction x̂. The decoder function
takes the following form

x̂ = f(V Th+ b′) (9)

where f(x) is also a sigmoid function, V is the
weight matrix between the hidden layer and the out-
put layer, and b’ is the bias. The parameters of the
SDA models, namely θ = {U, V, b, b′}, are learned
by minimizing the reconstruction error L(x, x̂) over
all training instances:

J(θ) =
∑
x(t)

L(x(t), x̂(t)) (10)

where L(·, ·) is measure of discrepancy. Popular
choices of L include squared error and Kullback-
Liebler divergence. By iteratively adding autoen-
coders on top of a trained denoising autoencoder,

we obtain the stacked denoising autoencoder (SDA).
Once trained, their parameters can be used to initial-
ize a supervised learning algorithm. In this paper,
SDA is learnt in a greedy layer-wise fashion using
stochastic gradient descent. For the first layer, the
decoder is activated by a sigmoid function, and the
Kullback-Liebler divergence is used as the recon-
struction error. For the remaining layers, we use the
softplus function for activation. After the SDA pa-
rameters are trained (on both labeled and unlabeled
data) and the high-level representation of each data
instance is obtained, a SVM classifier is employed
using the resulting representation (of labeled data)
to train a sentiment classifier.

3.3 Combining two Methods with Co-training

Algorithm 1 Co-training with corpus-based and lexicon-

based methods
• Inputs: labeled training data L, unlabeled training data U

• Create a pool U ′ of examples by choosing u unlabeled
examples at random, then loop for k iterations

– use L and U to train a corpus-based classifier f1,
then use f1 to label samples from U ′. Let A1 be
the set of p positive and n negative most confidently
labeled examples.

– use L and U to train a lexicon-based classifier f2,
then use f2 to label samples from U ′. Let A2 be
the set of p positive and n negative most confidently
labeled examples.

– Add f1 and f2 to the set C of classifiers and add
the self-labeled examples A1 ∪ A2 to the labeled
dataset L. Randomly choose 2p + 2n examples
from U to replenish U ′

• For testing, run all classifiers in C and output the majority
vote.

We employ a variant of co-training algorithm to
train the classifier with a small number of labeled
data and a large number of unlabeled data. The co-
training approach is well known for semi-supervised
approach (Blum and Mitchell, 1998). For our prob-
lem, the two views of co-training are lexicon-based
method (domain-specific knowledge) and corpus-
based method (domain-independent knowledge).
Initially, both classifiers are trained with the partially
available labels, as described by the above two sub-
sections. Then, we use one of the two classifiers to
label the unlabeled documents, adding its labels to
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the pool of labeled data, re-training the other clas-
sifier using the new labeled data. The procedure is
performed iteratively. After a sufficient number of
iterations, we obtain a set of classifiers and we com-
bine them using a majority-voting scheme to predict
the sentiment label for test data. The details of the
algorithm are summarized in Algorithm 1.

4 Experiments

In this section, we compare the proposed LCCT
model with state-of-the-art methods in sentiment
classification. The experiment demonstrates the su-
perior performance of our approach.

4.1 Datasets

We conduct experiments on English and Chinese re-
views from three datasets. In this subsection, we de-
scribe the datasets.

Movie Review (MR) dataset in English The
movie reviews are selected if the rating was stars or a
numerical score. In this paper, we use the Movie Re-
view dataset containing 1000 positive examples and
1000 negative examples (Pang and Lee, 2004). Posi-
tive labels were assigned to reviews that had a rating
above 3.5 stars and negative labels were assigned to
the rest (Pang and Lee, 2004).

SemEval-2013 (SemEval) dataset in English
This dataset is constructed for the Twitter sentiment
analysis task (Task 2) in the Semantic Evaluation of
Systems challenge (SemEval-2013). All the tweets
were manually annotated by 5 Amazon Mechanical
Turk workers with negative, positive and neutral la-
bels. SemEval contains 13,975 tweets with 2,186
negative, 6,440 neutrals and 5,349 positives tweets.
We collect the 2,186 negative tweets and 5,349 pos-
itive tweets as the training data.

COAE-2009 (COAE) dataset in Chinese This
dataset is provided by COAE 2009 1 (Task 4). The
corpus consists of 39,976 documents and 50 topics.
The topics cover education, entertainment, finance,
computer, etc. In this paper, we select the 2202 neg-
ative and 1248 positive documents as our dataset.

In all experiments, data preprocessing is per-
formed. For English dataset, the texts are first to-
kenized using the natural language toolkit NLTK2.

1http://ir-china.org.cn/coae2009.html
2http://www.nltk.org
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Figure 2: Comparing classification accuracy by varying
the percentage of labeled data from 5% to 100%. The
LCCT model is robust to incomplete data.
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Then, we remove non-alphabet characters, num-
bers, pronoun, punctuation and stop words from
the text. Finally, the WordNet stemmer3 is applied
to reduce the vocabulary size and settle the issue
of data sparseness. For Chinese dataset, we first
perform Chinese word segmentation with a popu-
lar Chinese auto-segmentation system ICTCLAS4.
Then, the words about time, numeral words, pro-
noun and punctuation are removed as they are un-
related to the sentiment analysis task.

4.2 Implementation Details
We specify the hyper-parameters we use for the ex-
periments. For all datasets, we choose α = 0.5,
λ(p) = (0.95, 0.25, 0.4), λ(n) = (0.25, 0.95, 0.4),
λ(u) = (0.6, 0.6, 0.4) and (γ0, γ1) = (0.25, 0.75).
We use cross-validation to set the number of topics
on datasets MR, SemEval and COAE as 20, 10 and
20, respectively. The seed words used to construct
English and Chinese lexicons are the same as in pre-
vious literatures (Xie and Li, 2012) and (Yang et al.,
2014). For the corpus-based method, each document
is transformed into binary vectors which encodes the
presence/absence of the terms. The autoencoder is
constructed with 500 input neurons and 200 hidden
neurons. Each autoencoder is trained by back prop-
agation with 400 iterations.

For all datasets, we set the iteration number of
co-training to be k = 50. Other parameters of co-
training are chosen by cross-validation: u is set to
be 10% of all unlabeled data, the sum of p and n
are 0.8% of all unlabeled data, while their ratio are
determined by the ratio of positive and negative sam-
ples in labeled training data.

4.3 Baseline Methods
In this paper, we evaluate and compare our approach
with an unsupervised method, two supervised meth-
ods and a variety of semi-supervised methods:

SVM: 5000 words with greatest information gain
are chosen as features. In our experiment, we use
the LibLinear5 implementation of SVM.

Lexical Classifier (LC): This method calculates
the number of positive words and negative words
contained in the Opinion Lexicon (Hu and Liu,

3http://wordnet.princeton.edu/
4http://www.ictclas.org
5http://www.csie.ntu.edu.tw/~cjlin/liblinear/

2004) for English texts or the HowNet6 lexicon for
Chinese texts. If the positive sentiment words are
more than negative words, then the document is clas-
sified as positive, and vice versa.

Self-learning: Following the idea of (Zhu, 2006),
this method uses the unlabeled data in a bootstrap-
ping way. The SVM classifier is used to select most
confident unlabeled samples in each iteration.

Transductive SVM (TSVM) : Following the idea
of (Joachims, 1999), this method seeks the largest
separation between labeled and unlabeled data
through regularization. We implement it with the
SVM-light toolkit 7.

Dasgupta’s method: This is a popular semi-
supervised approach to automatic sentiment classi-
fication proposed by Dasgupta and Ng (Dasgupta
and Ng, 2009). The unambiguous reviews are first
mined using spectral techniques, then classified by
a combination of active learning, transductive learn-
ing, and ensemble learning.

Li’s method: This method is proposed in (Li et
al., 2010). An unsupervised bootstrapping method
is adopted to automatically split documents into per-
sonal and impersonal views. Then, two views are
combined by an ensemble of individual classifier
generated by each view. The co-training algorithm
is utilized to incorporate unlabeled data.

Nguyen’s method: This method is proposed in
(Nguyen et al., 2014), which achieves the state-
of-the-art results in supervised sentiment classifica-
tion. We follow all the settings in (Nguyen et al.,
2014). For the document with no associated score,
we predict a score for the document as the values of
the rating-based features using a regression model
learned from SRA148 dataset.

4.4 Experiment Results
For each dataset, we use 80% instances as the train-
ing data and the remaining are used for testing. To
test the performance of semi-supervised learning,
we randomly select 10% of the training instances as
labeled data and treat the remaining as unlabeled.
For fair comparison, the fully supervised SVM and
Nguyen’s method use the 10% labeled data for train-
ing.

6http://www.keenage.com/download/sentiment.rar
7http://svmlight.joachims.org/
8https://sites.google.com/site/nquocdai/resources
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Dataset SVM LC Self-learning TSVM Dasgupta’s Li’s Nguyen’s LCCT
MR 0.669 0.721 0.677 0.684 0.762 0.731 0.769 0.815

SemEval 0.632 0.604 0.675 0.609 0.735 0.702 0.652 0.775

COAE 0.625 0.706 0.679 0.649 0.709 0.692 0.642 0.713

Table 1: Comparing classification accuracy with 10% labeled data. The LCCT model performs significantly better

We summarize the experiment results in Table
1. According to Table 1, the proposed LCCT
method substantially and consistently outperforms
other methods on all the three datasets. This ver-
ifies the effectiveness of the proposed approach
and demonstrates its advantage in semi-supervised
sentiment analysis where reviews are from differ-
ent domains and different language. For exam-
ple, the overall accuracy of our algorithm is 5.3%
higher than Dasgupta’s method and 13.1% higher
than TSVM on Movie Reviews dataset. On other
datasets, we observe the similar results. To verify
that unlabeled data improves the performance, we
compare the SVM and Nguyen’s classifier trained on
10% of the labeled data with other semi-supervised
classifiers. Table 1 shows that the semi-supervised
learning methods greatly benefit from using unla-
beled data, especially on the Movie Reviews and on
the SemEval dataset. Surprisingly, on the COAE
dataset, lexicon-based method turns out to outper-
form SVM, self-learning and TSVM. The reason
might be that the topics in the COAE dataset are
pretty diverse. Without sufficient labeled data or
prior knowledge such as sentiment lexicon, the
corpus-based classifiers tend to separate the docu-
ments into topical sub-clusters as opposed to senti-
ment classes.

To understand the performance of our algorithm
with respect to different portions of labeled data,
we compare our algorithm with baseline methods by
varying the percentage of labeled data from 5% to
100%. Figure 2 shows that our approach is robust
and achieves excellent performance on different la-
beling percentages. As expected, having more la-
beled data improves the performance. The LCCT
method achieves a relative high accuracy with 10%
of the reviews labeled, better than SVM, TSVM and
Self-learning with 100% of the reviews labeled. On
the other hand, when all the training data are labeled,
LCCT is still significantly more accurate than all

the competitors except Nguyen’s method. Although,
the accuracy of Nguyen’s method is slightly better
than ours on Movie Reviews dataset, it dosen’t per-
form well on SemEval and COAE datasets since the
rating-based features learned from score-associated
product reviews cannot significantly benefit the so-
cial reviews in forums and blogs, etc. The main
advantage of our model comes from its capabil-
ity of exploiting the complementary information
from the lexicon-based approach and the corpus-
based approach. Another reason for the effective-
ness of our approach is the way that we combine
the domain-independent knowledge and the domain-
specific knowledge.

It is known that both the corpus-based approach
and the lexicon-based approach have classification
biases (Kennedy and Inkpen, 2006; Andreevskaia
and Bergler, 2008; Qiu et al., 2009). To evalu-
ate the effectiveness of our algorithm in reducing
the bias, we compare it with the classifier that only
uses one view of the LCCT model: either using the
corpus-based view or using the lexicon-based view.
The comparison is conducted on the Movie Review
dataset. As Table 2 shows, our algorithm achieves
good performance on both precision and recall. In
contrast, the baseline methods either have high pre-
cision but low recall, or have high recall but low
precision. The experiment result suggests that com-
bining the two views is essential in eliminating the
classification bias.

Data
Corpus-based Lexicon-based LCCT

Prec. Rec. Prec. Rec. Prec. Rec.

MR pos. 0.92 0.79 0.67 0.86 0.90 0.86

MR neg. 0.78 0.90 0.80 0.58 0.88 0.89

Table 2: Precision and recall on Movie reviews
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5 Conclusions

We have proposed the LCCT model for semi-
supervised sentiment classification, combining the
idea of lexicon-based learning and corpus-based
learning in a unified co-training framework. It
is capable of incorporating both domain-specific
and domain-independent knowledge. Comparing to
state-of-the-art sentiment classification methods, the
LCCT approach exhibits significantly better perfor-
mances on a variety of datasets in both English and
Chinese, even with a small portion of labeled data.
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Abstract

Multiview LSA (MVLSA) is a generalization
of Latent Semantic Analysis (LSA) that sup-
ports the fusion of arbitrary views of data and
relies on Generalized Canonical Correlation
Analysis (GCCA). We present an algorithm
for fast approximate computation of GCCA,
which when coupled with methods for han-
dling missing values, is general enough to ap-
proximate some recent algorithms for induc-
ing vector representations of words. Exper-
iments across a comprehensive collection of
test-sets show our approach to be competitive
with the state of the art.

1 Introduction

Winograd (1972) wrote that: “Two sentences are
paraphrases if they produce the same representation
in the internal formalism for meaning”. This intu-
ition is made soft in vector-space models (Turney
and Pantel, 2010), where we say that expressions in
language are paraphrases if their representations are
close under some distance measure.

One of the earliest linguistic vector space mod-
els was Latent Semantic Analysis (LSA). LSA has
been successfully used for Information Retrieval but
it is limited in its reliance on a single matrix, or
view, of term co-occurrences. Here we address the
single-view limitation of LSA by demonstrating that
the framework of Generalized Canonical Correla-
tion Analysis (GCCA) can be used to perform Mul-
tiview LSA (MVLSA). This approach allows for the
use of an arbitrary number of views in the induc-
tion process, including embeddings induced using
other algorithms. We also present a fast approx-
imate method for performing GCCA and approxi-

mately recover the objective of (Pennington et al.,
2014) while accounting for missing values.

Our experiments show that MVLSA is com-
petitive with state of the art approached for
inducing vector representations of words and
phrases. As a methodological aside, we discuss the
(in-)significance of conclusions being drawn from
comparisons done on small sized datasets.

2 Motivation

LSA is an application of Principal Component Anal-
ysis (PCA) to a term-document cooccurrence ma-
trix. The principal directions found by PCA form
the basis of the vector-space in which to represent
the input terms (Landauer and Dumais, 1997). A
drawback of PCA is that it can leverage only a sin-
gle source of data and it is sensitive to scaling.

An arguably better approach to representation
learning is Canonical Correlation Analysis (CCA)
that induces representations that are maximally cor-
related across two views, allowing the utilization of
two distinct sources of data. While an improvement
over PCA, being limited to only two views is un-
fortunate in light of the fact that many sources of
data (perspectives) are frequently available in prac-
tice. In such cases it is natural to extend CCA’s orig-
inal objective of maximizing correlation between
two views by maximizing some measure of the ma-
trix Φ that contains all the pairwise correlations be-
tween linear projections of the covariates. This
is how Generalized Canonical Correlation Analy-
sis (GCCA) was first derived by Horst (1961). Re-
cently these intuitive ideas about benefits of lever-
aging multiple sources of data have received strong
theoretical backing due to the work by Sridharan and
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Kakade (2008) who showed that learning with mul-
tiple views is beneficial since it reduces the com-
plexity of the learning problem by restricting the
search space. Recent work by Anandkumar et al.
(2014) showed that at least three views are neces-
sary for recovering hidden variable models.

Note that there exist different variants of GCCA
depending on the measure of Φ that we choose to
maximize. Kettenring (1971) enumerated a variety
of possible measures, such as the spectral-norm of
Φ. Kettenring noted that maximizing this spectral-
norm is equivalent to finding linear projections of
the covariates that are most amenable to rank-one
PCA, or that can be best explained by a single term
factor model. This variant was named MAX-VAR
GCCA and was shown to be equivalent to a proposal
by Carroll (1968), which searched for an auxiliary
orthogonal representation G that was maximally
correlated to the linear projections of the covariates.
Carroll’s objective targets the intuition that represen-
tations leveraging multiple views should correlate
with all provided views as much as possible.

3 Proposed Method: MVLSA

Let Xj ∈ RN×dj ∀j ∈ [1, . . . , J ] be the mean cen-
tered matrix containing data from view j such that
row i of Xj contains the information for word wi.
Let the number of words in the vocabulary beN and
number of contexts (columns in Xj) be dj . Follow-
ing standard notation (Hastie et al., 2009) we call
X>j Xj the scatter matrix and Xj(X>j Xj)−1X>j the
projection matrix.

The objective of MAX-VAR GCCA can be written
as the following optimization problem: Find G ∈
RN×r and Uj ∈ Rdj×r that solve:

arg min
G,Uj

J∑
j=1

∥∥G−XjUj
∥∥2

F

subject to G>G = I.

(1)

The matrix G that solves problem (1) is our vector
representation of the vocabulary. Finding G reduces
to spectral decomposition of sum of projection ma-

trices of different views: Define

Pj =Xj(X>j Xj)−1X>j , (2)

M =
J∑
j=1

Pj . (3)

Then, for some positive diagonal matrix Λ, G and
Uj satisfy:

MG =GΛ, (4)

Uj =
(
X>j Xj

)−1
X>j G. (5)

Computationally storing Pj ∈ RN×N is prob-
lematic owing to memory constraints. Further, the
scatter matrices may be non-singular leading to an
ill-posed procedure. We now describe a novel scal-
able GCCA with `2-regularization to address these
issues.
Approximate Regularized GCCA: GCCA can be
regularized by adding rjI to scatter matrix X>j Xj

before doing the inversion where rj is a small con-
stant e.g. 10−8. Projection matrices in (2) and (3)
can then be written as

P̃j =Xj(X>j Xj + rjI)−1X>j , (6)

M =
J∑
j=1

P̃j . (7)

Next, to scale up GCCA to large datasets, we
first form a rank-m approximation of projection ma-
trices (Arora and Livescu, 2012) and then extend
it to an eigendecomposition for M following ideas
by Savostyanov (2014). Consider the rank-m SVD
of Xj :

Xj = AjSjB
>
j ,

where Sj ∈ Rm×m is the diagonal matrix with m-
largest singular values of Xj and Aj ∈ RN×m and
Bj ∈ Rm×dj are the corresponding left and right
singular vectors. Given this SVD, write the jth pro-
jection matrix as

P̃j = AjS
>
j (rjI + SjS

>
J )−1SjA

>
j ,

= AjTjT
>
j A
>
j ,

where Tj ∈ Rm×m is a diagonal matrix such that
TjT

>
j = S>j (rjI + SjS

>
J )−1Sj . Finally, we note
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that the sum of projection matrices can be expressed
as M = M̃M̃> where

M̃ = [A1T1 . . . AJTJ ] ∈ RN×mJ .

Therefore, eigenvectors of matrix M , i.e. the ma-
trix G that we are interested in finding, are the left
singular vectors of M̃ , i.e. M̃ = GSV >. These
left singular vectors can be computed by using In-
cremental PCA (Brand, 2002) since M̃ may be too
large to fit in memory.

3.1 Computing SVD of mean centered Xj

Recall that we assumed Xj to be mean centered ma-
trices. Let Zj ∈ RN×dj be sparse matrices con-
taining mean-uncentered cooccurrence counts. Let
fj = nj ◦ tj be the preprocessing function that we
apply to Zj :

Yj =fj(Zj), (8)

Xj =Yj − 1(1>Yj). (9)

In order to compute the SVD of mean centered ma-
trices Xj we first compute the partial SVD of un-
centered matrix Yj and then update it (Brand (2006)
provides details). We experimented with represen-
tations created from the uncentered matrices Yj and
found that they performed as well as the mean cen-
tered versions but we would not mention them fur-
ther since it is computationally efficient to follow the
principled approach. We note, however, that even
the method of mean-centering the SVD produces an
approximation.

3.2 Handling missing rows across views

With real data it may happen that a term was not
observed in a view at all. A large number of
missing rows can corrupt the learnt representations
since the rows in the left singular matrix become
zero. To counter this problem we adopt a variant
of the “missing-data passive” algorithm from Van
De Velden and Bijmolt (2006) who modified the
GCCA objective to counter the problem of missing

rows.1 The objective now becomes:

arg min
G,Uj

J∑
j=1

∥∥Kj(G−XjUj)
∥∥2

F

subject to G>G = I,

(10)

where [Kj ]ii = 1 if row i of view j is observed and
zero otherwise. Essentially Kj is a diagonal row-
selection matrix which ensures that we optimize our
representations only on the observed rows. Note that
Xj = KjXj since the rows that Kj removed were
already zero. Let, K =

∑
jKj then the optima of

the objective can be computed by modifying equa-
tion (7) as:

M =K−
1
2 (

J∑
j=1

Pj)K−
1
2 . (11)

Again, if we regularize and approximate the GCCA
solution we get G as the left singular vectors of
K−

1
2 M̃ . We mean center the matrices using only

the observed rows.
Also note that other heuristic weighting schemes

could be used here. For example if we modify our
objective as follows then we would approximately
recover the objective of Pennington et al. (2014):

minimize:
G,Uj

J∑
j=1

∥∥WjKj(G−XjUj)
∥∥2

F

subject to: G>G = I

(12)

where

[Wj ]ii =
(

wi
wmax

) 3
4

if wi < wmax else 1,

and wi =
∑
k

[Xj ]ik.

4 Data

Training Data We used the English portion of the
Polyglot Wikipedia dataset released by Al-Rfou et

1A more recent effort, by van de Velden and Takane
(2012), describes newer iterative and non-iterative (Test-
Equating Method) approaches for handling missing values. It
is possible that using one of those methods could improve per-
formance.
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al. (2013) to create 15 irredundant views of cooc-
currence statistics where element [z]ij of view Zk
represents that number of times word wj occurred k
words behind wi. We selected the top 500K words
by occurrence to create our vocabulary for the rest
of the paper.

We extracted cooccurrence statistics from a large
bitext corpus that was made by combining a num-
ber of parallel bilingual corpora as part of the Para-
Phrase DataBase (PPDB) project: Table 1 gives a
summary, Ganitkevitch et al. (2013) provides further
details. Element [z]ij of the bitext matrix represents
the number of times English word wi was automati-
cally aligned to the foreign word wj .

We also used the dependency relations in the An-
notated Gigaword Corpus (Napoles et al., 2012) to
create 21 views2 where element [z]ij of view Zd rep-
resents the number of times word wj occurred as the
governor of word wi under dependency relation d.

We combined the knowledge of paraphrases
present in FrameNet and PPDB by using the dataset
created by Rastogi and Van Durme (2014) to con-
struct a FrameNet view. Element [z]ij of the
FrameNet view represents whether word wi was
present in frame fj . Similarly we combined the
knowledge of morphology present in the CatVar
database released by Habash and Dorr (2003) and
morpha released by Minnen et al. (2001) along with
morphy that is a part of WordNet. The morphologi-
cal views and the frame semantic views were espe-
cially sparse with densities of 0.0003% and 0.03%.
While the approach allows for an arbitrary number
of distinct sources of semantic information, such as
going further to include cooccurrence in WordNet
synsets, we considered the described views to be
representative, with further improvements possible
as future work.
Test Data We evaluated the representations on the
word similarity datasets listed in Table 2. The first
10 datasets in Table 2 were annotated with different
rubrics and rated on different scales. But broadly
they all contain human judgements about how simi-
lar two words are. The “AN-SYN” and “AN-SEM”
datasets contain 4-tuples of analogous words and the

2Dependency relations employed: nsubj, amod, advmod,
rcmod, dobj, prep of, prep in, prep to, prep on, prep for,
prep with, prep from, prep at, prep by, prep as, prep between,
xsubj, agent, conj and, conj but, pobj.

Embeddings	  
(Incremental,	  
Missing	  value	  
aware,	  Max-‐Var	  

GCCA)	  

Monolingual	  
Text	  From	  
Wikipedia	  

Word	  Aligned	  
Bitext	  (Fr,	  Zh,	  
Es,	  De,	  …)	  

Dependency	  
RelaKons	  

(nsubj,	  amod,	  
advmod,	  …)	   Morphology	  

(CatVar,	  
Morphy/a)	  

Frame	  
RelaKons	  
(FrameNet)	  

Figure 1: An illustration of datasets used.

Language Sentences English Tokens
Bitext-Arabic 8.8M 190M
Bitext-Czech 7.3M 17M
Bitext-German 1.8M 44M
Bitext-Spanish 11.1M 241M
Bitext-French 30.9M 671M
Bitext-Chinese 10.3M 215M
Monotext-En-Wiki 75M 1700M

Table 1: Portion of data used to create GCCA representa-
tions (in millions).

task is to predict the missing word given the first
three. Both of these are open vocabulary tasks while
TOEFL is a closed vocabulary task.

4.1 Significance of comparison
While surveying the literature we found that perfor-
mance on word similarity datasets is typically re-
ported in terms of the Spearman correlation between
the gold ratings and the cosine distance between nor-
malized embeddings. However researchers do not
report measures of significance of the difference be-
tween the Spearman Correlations even for compar-
isons on small evaluation sets.3 This motivated our
defining a method for calculating the Minimum Re-
quired Difference for Significance (MRDS).
Minimum Required Difference for Significance
(MRDS): Imagine two lists of ratings over the same

3For example, the comparative difference by competing al-
gorithms reported by Faruqui et al. (2014) could not be signif-
icant for the Word Similarity test set released by Finkelstein et
al. (2001), even if we assumed a correlation between competing
methods as high as 0.9, with a p value threshold of 0.05. Similar
such comparisons on small datasets are performed by Hill et al.
(2014a).

559



Acronym Size σ0.5
0.01 σ0.7

0.01 σ0.9
0.01 σ0.5

0.05 σ0.7
0.05 σ0.9

0.05 Reference
MEN 3000 4.2 3.2 1.8 3.0 2.3 1.3 (Bruni et al., 2012)
RW 2034 5.1 3.9 2.3 3.6 2.8 1.6 (Luong et al., 2013)
SCWS 2003 5.1 4.0 2.3 3.6 2.8 1.6 (Huang et al., 2012)
SIMLEX 999 7.3 5.7 3.2 5.2 4.0 2.3 (Hill et al., 2014b)
WS 353 12.3 9.5 5.5 8.7 6.7 3.9 (Finkelstein et al., 2001)
MTURK 287 13.7 10.6 6.1 9.7 7.5 4.3 (Radinsky et al., 2011)
WS-REL 252 14.6 11.3 6.5 10.3 8.0 4.6 (Agirre et al., 2009)
WS-SEM 203 16.2 12.6 7.3 11.5 8.9 5.1 -Same-As-Above-
RG 65 28.6 22.3 12.9 20.6 16.0 9.2 (Rubenstein and Goodenough, 1965)
MC 30 41.7 32.7 19.0 30.6 23.9 13.8 (Miller and Charles, 1991)
AN-SYN 10675 - - 0.95 - - 0.68 (Mikolov et al., 2013a)
AN-SEM 8869 - - 1.03 - - 0.74 -Same-As-Above-
TOEFL 80 - - 8.13 - - 6.63 (Landauer and Dumais, 1997)

Table 2: List of test datasets used. The columns headed σr
p0

contain MRDS values. The rows for accuracy based test
sets contain σp0 which does not depend on r. See § 4.1 for details.

items, produced respectively by algorithms A and
B, and then a list of gold ratings T . Let rAT ,
rBT and rAB denote the Spearman correlations be-
tween A : T , B : T and A : B respectively. Let
r̂AT , r̂BT , r̂AB be their empirical estimates and as-
sume that r̂BT > r̂AT without loss of generality.

For word similarity datasets we define σrp0 as the
MRDS, such that it satisfies the following proposi-
tion:

(rAB < r) ∧ (|r̂BT − r̂AT |<σr
p0

) =⇒ pval > p0

. Here pval is the probability of the test statistic
under the null hypothesis that rAT = rBT found
using the Steiger’s test (Steiger, 1980). The above
constraint ensures that as long as the correlation be-
tween the competing methods is less than r and the
difference between the correlations of the scores of
the competing methods to the gold ratings is less
than σrp0 , then the pvalue of the null hypothesis will
be greater than p0. We can then ask what we con-
sider a reasonable upper bound on the agreement of
ratings produced by competing algorithms: for in-
stance two algorithms correlating above 0.9 might
not be considered meaningfully different. That
leaves us with the second part of the predicate which
ensures that as long as the difference between the
correlations of the competing algorithms to the gold
scores is less than σrp0 then the null hypothesis is
more likely than p0.

We can find σrp0 as follows: Let stest denote

Steiger’s test predicate which satisfies the following:

stest-p(r̂AT , r̂BT , rAB, p0, n) =⇒ pval < p0

Once we define this predicate then we can use it to
set up an optimistic problem where our aim is to find
σrp0 by solving the following:

σr
p0

= min{σ|∀ 0<r′<1 stest-p(r′,min(r′+σ, 1), r, p0, n)}

Note that MRDS is a liberal threshold and it only
guarantees that differences in correlations below that
threshold can never be statistically significant (un-
der the given parameter settings). MRDS might op-
timistically consider some differences as significant
when they are not, but it is at least useful in reducing
some of the noise in the evaluations. The values of
σrp0 are shown in Table 2.

For the accuracy based test-sets we found
MRDS= σp0 that satisfied the following:

0 < (θ̂B − θ̂A) < σp0 =⇒ p(θB ≤ θA) > p0

Specifically, we calculated the posterior probabil-
ity p(θB ≤ θA) with a flat prior of β(1, 1) to solve
the following:4 σp0 = min{σ|∀ 0<θ<min(1−σ, 0.9)
p(θB≤θA|θ̂A=θ, θ̂B=θ + σ, n) < p0} Here θA and θB

4This instead of using McNemar’s test (McNemar, 1947)
since the Bayesian approach is tractable and more direct. A cal-
culation with β(0.5, 0.5) as the prior changed σ0.5 from 6.63
to 6.38 for the TOEFL dataset but did not affect MRDS for the
AN-SEM and AN-SYN datasets.
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are probability of correctness of algorithms A, B
and θ̂A, θ̂B are observed empirical accuracies.

Unfortunately there are no widely reported train-
test splits of the above datasets, leading to potential
concerns of soft supervision (hyper-parameter tun-
ing) on these evaluations, both in our own work and
throughout the existing literature. We report on the
resulting impact of various parameterizations, and
our final results are based on a single set of parame-
ters used across all evaluation sets.

5 Experiments and Results

We wanted to answer the following questions
through our experiments: (1) How do hyper-
parameters affect performance? (2) What is the con-
tribution of the multiple sources of data to perfor-
mance? (3) How does the performance of MVLSA
compare with other methods? For brevity we show
tuning runs only on the larger datasets. We also
highlight the top performing configurations in bold
using the small threshold values in column σ0.09

0.05 of
Table 2.
Effect of Hyper-parameters fj : We modeled the
preprocessing function fj as the composition of two
functions, fj = nj ◦ tj . nj represents nonlinear
preprocessing that is usually employed with LSA.
We experimented by setting nj to be: identity; loga-
rithm of count plus one; and the fourth root of the
count. tj represents the truncation of columns
and can be interpreted as a type of regularization of
the raw counts themselves through which we prune
away the noisy contexts. Decrease in tj also reduces
the influence of views that have a large number of
context columns and emphasizes the sparser views.
Table 3 and Table 4 show the results.

Test Set Log Count Count
1
4

MEN 67.5 59.7 70.7
RW 31.1 25.3 37.8
SCWS 64.2 58.2 66.6
AN-SYN 45.7 21.1 53.6
AN-SEM 25.4 15.9 38.7

Table 3: Performance versus nj , the non linear process-
ing of cooccurrence counts. t = 200K, m = 500, v =
16, k = 300. All the top configurations determined by
σ0.09

0.05 are in bold font.

Test Set 6.25K 12.5K 25K 50K 100K 200K
MEN 70.2 71.2 71.5 71.6 71.2 70.7
RW 41.8 41.7 41.5 40.9 39.6 37.8
SCWS 67.1 67.3 67.1 67.0 66.9 66.6
AN-SYN 59.2 60.0 59.5 58.4 56.1 53.6
AN-SEM 37.7 38.6 39.4 39.2 38.4 38.7

Table 4: Performance versus the truncation threshold, t,
of raw cooccurrence counts. We used nj = Count

1
4 and

other settings were the same as Table 3.

m: The number of left singular vectors extracted
after SVD of the preprocessed cooccurrence matri-
ces can again be interpreted as a type of regular-
ization, since the result of this truncation is that we
find cooccurrence patterns only between the top left
singular vectors. We set mj = max(dj ,m) with
m = [100, 300, 500]. See table 5.

Test Set 100 200 300 500
MEN 65.6 68.5 70.1 71.1
RW 34.6 36.0 37.2 37.1
SCWS 64.2 65.4 66.4 66.5
AN-SYN 50.5 56.2 56.4 56.4
AN-SEM 24.3 31.4 34.3 40.6

Table 5: Performance versusm, the number of left singu-
lar vectors extracted from raw cooccurrence counts. We
set nj = Count

1
4 , t = 100K, v = 25, k = 300.

k: Table 6 demonstrates the variation in perfor-
mance versus the dimensionality of the learnt vec-
tor representations of the words. Since the dimen-
sions of the MVLSA representations are orthogonal
to each other therefore creating lower dimensional
representations is a trivial matrix slicing operation
and does not require retraining.

Test Set 10 50 100 200 300 500
MEN 49.0 67.0 69.7 70.2 70.1 69.8
RW 28.8 33.3 35.0 35.2 37.2 38.3
SCWS 57.8 64.4 65.2 66.1 66.4 65.1
AN-SYN 9.0 41.2 52.2 55.4 56.4 54.4
AN-SEM 2.5 21.8 34.8 35.8 34.3 33.8

Table 6: Performance versus k, the final dimensionality
of the embeddings. We set m = 300 and other settings
were same as Table 5.

v: Expression 12 describes a method to set Wj .
We experimented with a different, more global,
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heuristic to set [Wj ]ii = (Kww ≥ v), essentially
removing all words that did not appear in v views
before doing GCCA. Table 7 shows that changes in
v are largely inconsequential for performance.

Test Set 16 17 21 25 29
MEN 70.4 70.4 70.2 70.1 70.0
RW 39.9 38.8 39.7 37.2 33.5
SCWS 67.0 66.8 66.5 66.4 65.7
AN-SYN 56.0 55.8 55.9 56.4 56.0
AN-SEM 34.6 34.3 34.0 34.3 34.3

Table 7: Performance versus minimum view support
threshold v, The other hyperparameters were nj =
Count

1
4 , m = 300, t = 100K. Though a clear best

setting did not emerge, we chose v = 25 as the middle
ground.

rj : The regularization parameter ensures that all
the inverses exist at all points in our method. We
found that the performance of our procedure was in-
variant to r over a large range from 1 to 1e-10. This
was because even the 1000th singular value of our
data was much higher than 1.
Contribution of different sources of data Table 8
shows an ablative analysis of performance where
we remove individual views or some combination
of them and measure the performance. It is clear by
comparing the last column to the second column that
adding in more views improves performance. Also
we can see that the Dependency based views and the
Bitext based views give a larger boost than the mor-
phology and FrameNet based views, probably be-
cause the latter are so sparse.
Comparison to other word representation cre-
ation methods There are a large number of meth-
ods of creating representations both multilingual and
monolingual. There are many new methods such as
by Yu and Dredze (2014), Faruqui et al. (2014), Hill
and Korhonen (2014), and Weston et al. (2014) that
are performing multiview learning and could be con-
sidered here as baselines: however it is not straight-
forward to use those systems to handle the variety
of data that we are using. Therefore, we directly
compare our method to the Glove and the SkipGram
model of Word2Vec as the performance of those sys-
tems is considered state of the art. We trained these
two systems on the English portion of the Polyglot

Wikipedia dataset.5 We also combined their outputs
using MVLSA to create MV-G-WSG) embeddings.

We trained our best MVLSA system with data
from all views and by using the individual best
settings of the hyper-parameters. Specifically the
configuration we used was as follows: nj =
Count

1
4 , t = 12.5K,m = 500, k = 300, v = 16.

To make a fair comparison we also provide results
where we used only the views derived from the Poly-
glot Wikipedia corpus. See column MVLSA (All
Views) and MVLSA (Wiki) respectively. It is clearly
visible that MVLSA on the monolingual data itself
is competitive with Glove but worse than Word2Vec
on the word similarity datasets and it is substan-
tially worse than both the systems on the AN-SYN
and AN-SEM datasets. However with the addition
of multiple views MVLSA makes substantial gains,
shown in column MV Gain, and after consuming the
Glove and WSG embeddings it again improves per-
formance by some margins, as shown in column G-
WSG Gain, and outperforms the original systems.
Using GCCA itself for system combination provides
closure for the MVLSA algorithm since multiple
distinct approaches can now be simply fused using
this method. Finally we contrast the Spearman cor-
relations rs with Glove and Word2Vec before and
after including them in the GCCA procedure. The
values demonstrate that including Glove and WSG
during GCCA actually increased the correlation be-
tween them and the learnt embeddings, which sup-
ports our motivation for performing GCCA in the
first place.

6 Previous Work

Vector space representations of words have been cre-
ated using diverse frameworks including Spectral
methods (Dhillon et al., 2011; Dhillon et al., 2012),
6 Neural Networks (Mikolov et al., 2013b; Col-
lobert and Lebret, 2013), and Random Projections
(Ravichandran et al., 2005; Bhagat and Ravichan-

5We explicitly provided the vocabulary file to Glove and
Word2Vec and set the truncation threshold for Word2Vec to
10. Glove was trained for 25 iterations. Glove was provided
a window of 15 previous words and Word2Vec used a symmet-
ric window of 10 words.

6cis.upenn.edu/˜ungar/eigenwords
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Test Set
All

Views
!Framenet !Morphology !Bitext !Wikipedia !Dependency

!Morphology
!Framenet

!Morphology
!Framenet

!Bitext
MEN 70.1 69.8 70.1 69.9 46.4 68.4 69.5 68.4
RW 37.2 36.4 36.1 32.2 11.6 34.9 34.1 27.1
SCWS 66.4 65.8 66.3 64.2 54.5 65.5 65.2 60.8
AN-SYN 56.4 56.3 56.2 51.2 37.6 50.5 54.4 46.0
AN-SEM 34.3 34.3 34.3 36.2 4.1 35.3 34.5 30.6

Table 8: Performance versus views removed from the multiview GCCA procedure. !Framenet means that the view
containing counts derived from Frame semantic dataset was removed. Other columns are named similarly. The other
hyperparameters were nj = Count

1
4 , m = 300, t = 100K, v = 25, k = 300.

Test Set Glove WSG MV MVLSA MVLSA MVLSA MV G-WSG rs MVLSA rs MV-G-WSG
G-WSG Wiki All Views Combined Gain Gain Glove WSG Glove WSG

MEN 70.4 73.9 76.0 71.4 71.2 75.8 −0.2 4.6† 71.9 89.1 85.8 92.3
RW 28.1 32.9 37.2 29.0 41.7 40.5 12.7† −1.2 72.3 74.2 80.2 75.6
SCWS 54.1 65.6 60.7 61.8 67.3 66.4 5.5† −0.9 87.1 94.5 91.3 96.3
SIMLEX 33.7 36.7 41.1 34.5 42.4 43.9 7.9† 1.5 62.4 78.2 79.3 86.0
WS 58.6 70.8 67.4 68.0 70.8 70.1 2.8† −0.7 72.3 88.1 81.8 91.8
MTURK 61.7 65.1 59.8 59.1 59.7 62.9 0.6 3.2 80.0 87.7 87.3 92.5
WS-REL 53.4 63.6 59.6 60.1 65.1 63.5 5.0† −1.6 58.2 81.0 69.6 85.3
WS-SEM 69.0 78.4 76.1 76.8 78.8 79.2 2.0 0.4 74.4 90.6 83.9 94.0
RG 73.8 78.2 80.4 71.2 74.4 80.8 3.2 6.4† 80.3 90.6 91.8 92.9
MC 70.5 78.5 82.7 76.6 75.9 77.7 −0.7 2.8 80.1 94.1 91.4 95.8
AN-SYN 61.8 59.8 51.0 42.7 60.0 64.3 17.3† 4.3†

AN-SEM 80.9 73.7 73.5 36.2 38.6 77.2 2.4† 38.6†

TOEFL 83.8 81.2 86.2 78.8 87.5 88.8 8.7† 1.3

Table 9: Comparison of Multiview LSA against Glove and WSG(Word2Vec Skip Gram). Using σ0.9
0.05 as the threshold

we highlighted the top performing systems in bold font. † marks significant increments in performance due to use of
multiple views in the Gain columns. The rs columns demonstrate that GCCA increased pearson correlation.

dran, 2008; Chan et al., 2011). 7 They have been
trained using either one (Pennington et al., 2014) 8

or two sources of cooccurrence statistics (Zou et al.,
2013; Faruqui and Dyer, 2014; Bansal et al., 2014;
Levy and Goldberg, 2014) 9 or using multi-modal
data (Hill and Korhonen, 2014; Bruni et al., 2012).

Dhillon et al. (2011) and Dhillon et al. (2012)
were the first to use CCA as the primary method
to learn vector representations and Faruqui and
Dyer (2014) further demonstrated that incorporat-

7code.google.com/p/
word2vec,metaoptimize.com/projects/
wordreprs

8nlp.stanford.edu/projects/glove
9ttic.uchicago.edu/˜mbansal/data/

syntacticEmbeddings.zip,cs.cmu.edu/
˜mfaruqui/soft.html

ing bilingual data through CCA improved perfor-
mance. More recently this same phenomenon was
reported by Hill et al. (2014a) through their exper-
iments over neural representations learnt from MT
systems. Various other researchers have tried to im-
prove the performance of their paraphrase systems
or vector space models by using diverse sources of
information such as bilingual corpora (Bannard and
Callison-Burch, 2005; Huang et al., 2012; Zou et al.,
2013),10 structured datasets (Yu and Dredze, 2014;
Faruqui et al., 2014) or even tagged images (Bruni

10An example of complementary views: Chan et al. (2011)
observed that monolingual distributional statistics are suscep-
tible to conflating antonyms, where bilingual data is not; on
the other hand bilingual statistics are susceptible to noisy align-
ments, where monolingual data is not.
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et al., 2012). However, most previous work11 did
not adopt the general, simplifying view that all of
these sources of data are just cooccurrence statistics
coming from different sources with underlying la-
tent factors.12

Bach and Jordan (2005) presented a probabilistic
interpretation for CCA. Though they did not gener-
alize it to include GCCA we believe that one could
give a probabilistic interpretation of MAX-VAR
GCCA. Such a probabilistic interpretation would al-
low for an online-generative model of lexical repre-
sentations, which unlike methods like Glove or LSA
would allows us to naturally perplexity or generate
sequences. We also note that Vı́a et al. (2007) pre-
sented a neural network model of GCCA and adap-
tive/incremental GCCA. To the best of our knowl-
edge both of these approaches have not been used
for word representation learning.

CCA is also an algorithm for multi-view learning
(Kakade and Foster, 2007; Ganchev et al., 2008) and
when we view our work as an application of multi-
view learning to NLP, this follows a long chain of ef-
fort started by Yarowsky (1995) and continued with
Co-Training (Blum and Mitchell, 1998), CoBoost-
ing (Collins and Singer, 1999) and 2 view percep-
trons (Brefeld et al., 2006).

7 Conclusion and Future Work

While previous efforts demonstrated that incorporat-
ing two views is beneficial in word-representation
learning, we extended that thread of work to a
logical extreme and created MVLSA to learn dis-
tributed representations using data from 46 views!13

Through evaluation of our induced representations,
shown in Table 9, we demonstrated that the MVLSA
algorithm is able to leverage the information present
in multiple data sources to improve performance on
a battery of tests against state of the art baselines.
In order to perform MVLSA on large vocabularies

11Ganitkevitch et al. (2013) did employ a rich set of di-
verse cooccurrence statistics in constructing the initial PPDB,
but without a notion of “training” a joint representation beyond
random projection to a binary vector subspace (bit-signatures).

12Note that while Faruqui et al. (2014) performed belief prop-
agation over a graph representation of their data, such an undi-
rected weighted graph can be viewed as an adjacency matrix,
which is then also a cooccurrence matrix.

13Code and data available at www.cs.jhu.edu/
˜prastog3/mvlsa

with up to 500K words we presented a fast scalable
algorithm. We also showed that a close variant of
the Glove objective proposed by Pennington et al.
(2014) could be derived as a heuristic for handling
missing data under the MVLSA framework. In or-
der to better understand the benefit of using mul-
tiple sources of data we performed MVLSA using
views derived only from the monolingual Wikipedia
dataset thereby providing a more principled alterna-
tive of LSA that removes the need for heuristically
combining word-word cooccurrence matrices into a
single matrix. Finally, while surveying the litera-
ture we noticed that not enough emphasis was being
given towards establishing the significance of com-
parative results and proposed a method, (MRDS),
to filter out insignificant comparative gains between
competing algorithms.
Future Work Column MVLSA Wiki of Table 9
shows us that MVLSA applied to monolingual data
has mediocre performance compared to the base-
lines of Glove and Word2Vec on word similarity
tasks and performs surprisingly worse on the AN-
SEM dataset. We believe that the results could be
improved by (1) either using recent methods for
handling missing values mentioned in footnote 1 or
by using the heuristic count dependent non-linear
weighting mentioned by Pennington et al. (2014)
and that sits well within our framework as exempli-
fied in Expression 12 (2) by using even more views,
which look at the future words as well as views that
contain PMI values. Finally, we note that Table 8
shows that certain datasets can actually degrade per-
formance over certain metrics. Therefore we are ex-
ploring methods for performing discriminative opti-
mization of weights assigned to views, for purposes
of task-based customization of learned representa-
tions.
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Kravalova, Marius Paşca, and Aitor Soroa. 2009.
A study on similarity and relatedness using distribu-
tional and wordnet-based approaches. In Proceedings
of NAACL-HLT. ACL.

Rami Al-Rfou, Bryan Perozzi, and Steven Skiena. 2013.
Polyglot: Distributed word representations for multi-
lingual nlp. In Proceedings of CoNLL. ACL.

Animashree Anandkumar, Rong Ge, Daniel Hsu,
Sham M. Kakade, and Matus Telgarsky. 2014. Ten-
sor decompositions for learning latent variable models.
JMLR, 15.

Raman Arora and Karen Livescu. 2012. Kernel CCA for
multi-view learning of acoustic features using articu-
latory measurements. MLSLP.

Francis R Bach and Michael I Jordan. 2005. A prob-
abilistic interpretation of canonical correlation analy-
sis. Technical Report 688, Department of Statistics,
University of California, Berkeley.

Colin Bannard and Chris Callison-Burch. 2005. Para-
phrasing with bilingual parallel corpora. In Proceed-
ings of ACL. ACL.

Mohit Bansal, Kevin Gimpel, and Karen Livescu. 2014.
Tailoring continuous word representations for depen-
dency parsing. In Proceedings of ACL. ACL.

Rahul Bhagat and Deepak Ravichandran. 2008. Large
scale acquisition of paraphrases for learning surface
patterns. In Proceedings of ACL-HLT.

Avrim Blum and Tom Mitchell. 1998. Combining la-
beled and unlabeled data with co-training. In Proceed-
ings of COLT. ACM.

Matthew Brand. 2002. Incremental singular value de-
composition of uncertain data with missing values.
In Computer Vision—ECCV 2002, pages 707–720.
Springer.

Matthew Brand. 2006. Fast low-rank modifications of
the thin singular value decomposition. Linear algebra
and its applications, 415(1).
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Abstract

The semantic representation of individual
word senses and concepts is of fundamental
importance to several applications in Natu-
ral Language Processing. To date, concept
modeling techniques have in the main based
their representation either on lexicographic re-
sources, such as WordNet, or on encyclope-
dic resources, such as Wikipedia. We pro-
pose a vector representation technique that
combines the complementary knowledge of
both these types of resource. Thanks to its
use of explicit semantics combined with a
novel cluster-based dimensionality reduction
and an effective weighting scheme, our repre-
sentation attains state-of-the-art performance
on multiple datasets in two standard bench-
marks: word similarity and sense clustering.
We are releasing our vector representations at
http://lcl.uniroma1.it/nasari/.

1 Introduction

Obtaining accurate semantic representations of indi-
vidual word senses or concepts is vital for several
applications in Natural Language Processing (NLP)
such as, for example, Word Sense Disambigua-
tion (Navigli, 2009; Navigli, 2012), Entity Linking
(Bunescu and Paşca, 2006; Rao et al., 2013), seman-
tic similarity (Budanitsky and Hirst, 2006), Informa-
tion Extraction (Banko et al., 2007), and resource
linking and integration (Pilehvar and Navigli, 2014).
One prominent semantic representation approach is
the distributional semantic model, which represents
lexical items as vectors in a semantic space. The
weights in these vectors were traditionally computed

on the basis of co-occurrence statistics (Salton et al.,
1975; Turney and Pantel, 2010; Dinu and Lapata,
2010; Lappin and Fox, 2014), whereas for the more
recent generation of distributional models weight
computation is viewed as a context prediction prob-
lem, often to be solved by using neural networks
(Collobert and Weston, 2008; Turian et al., 2010;
Mikolov et al., 2013). Unfortunately, unless they
are provided with large amounts of sense-annotated
data these corpus-based techniques cannot capture
polysemy in their representations, as they conflate
different meanings of a word into a single vector.
Therefore, most sense modeling techniques tend to
base their computation on the knowledge obtained
from various lexical resources. However, these tech-
niques mainly utilize the knowledge derived from
either WordNet (Banerjee and Pedersen, 2002; Bu-
danitsky and Hirst, 2006; Pilehvar et al., 2013) or
Wikipedia (Medelyan et al., 2009; Mihalcea, 2007;
Dandala et al., 2013; Gabrilovich and Markovitch,
2007; Strube and Ponzetto, 2006), which are, re-
spectively, the most widely-used lexicographic and
encyclopedic resources in lexical semantics (Hovy
et al., 2013). This restriction to a single resource
brings about two main limitations: (1) the sense
modeling does not benefit from the complementary
knowledge of different resources, and (2) the ob-
tained representations are resource-specific and can-
not be used across settings.

In this paper we put forward a novel concept rep-
resentation technique, called NASARI, which ex-
ploits the knowledge available in both types of re-
source in order to obtain effective representations of
arbitrary concepts. The contributions of this paper
are threefold. First, we propose a novel technique

567



for rich semantic representation of arbitrary Word-
Net synsets or Wikipedia pages. Second, we provide
improvements over the conventional tf-idf weight-
ing scheme by applying lexical specificity (Lafon,
1980), a statistical measure mainly used for term
extraction, to the task of computing vector weights
in a vector representation. Third, we propose a
semantically-aware dimensionality reduction tech-
nique that transforms a lexical item’s representation
from a semantic space of words to one of Word-
Net synsets, simultaneously providing an implicit
disambiguation and a distribution smoothing. We
demonstrate that our representation achieves state-
of-the-art performance on two different tasks: (1)
word similarity on multiple standard datasets: MC-
30, RG-65, and WordSim-353 similarity, and (2)
Wikipedia sense clustering, in which our unsuper-
vised system surpasses the performance of a state-
of-the-art supervised technique that exploits knowl-
edge available in Wikipedia in several languages.

2 Semantic Representation of Concepts

Lexical resources and concepts. The gist of our
approach lies in its combination of knowledge from
two different lexical resources: (1) the expert-
based lexicographic WordNet, whose basic con-
stituents are synsets, i.e., concepts expressed by
sets of synonymous words (Miller et al., 1990),
and (2) the collaboratively-constructed encyclopedic
Wikipedia, whose articles can be considered as indi-
vidual concepts. Throughout the paper, by a concept
we mean a tuple b = (p, s) where p is a Wikipedia
page and s is the corresponding WordNet synset.
As a bridge between the two resources we use the
synset-to-article mappings provided by BabelNet1

(Navigli and Ponzetto, 2012), a high coverage mul-
tilingual encyclopedic dictionary and semantic net-
work that merges, among other resources, Wikipedia
and WordNet. Note that the concept b can also con-
tain a Wikipedia page or a WordNet synset only, if a
mapping is not provided by BabelNet.

Semantic representation: NASARI. Our concept
modeling approach consists of two phases. First,
for a given concept, we collect a set of relevant
Wikipedia pages by leveraging the structural infor-
mation in Wikipedia and WordNet (Section 2.1).

1http://www.babelnet.org/

Figure 1: The process of obtaining contextual informa-
tion for a WordNet synset or a Wikipedia article.

Then, we analyze the obtained contextual informa-
tion and construct two vector representations of the
concept (Section 2.2).

2.1 Collecting contextual information

Figure 1 illustrates the process of obtaining a set of
relevant Wikipedia pages Tb as contextual informa-
tion for a given concept b = (p, s). Let Lp be the
set containing p and all the Wikipedia pages hav-
ing an outgoing link to p, and Rs be the set con-
sisting of s and all other synsets that are in its di-
rect neighbourhood. We further enrich Rs by in-
cluding the coordinate synsets of s and the related
synsets from its disambiguated gloss2. Let B be a
function mapping each WordNet synset s′ to its cor-
responding Wikipedia page p, if such mapping ex-
ists in BabelNet, and to the empty set otherwise.
Hence, B(Rs) = ∪s′∈RsB(s′). Then, our con-
textual information is the set of Wikipedia pages
Tb = Lp ∪ B(Rs). In the case either p or s is not
present in the concept b, we take the contextual in-
formation as Tb = B(Rs) or Tb = Lp, respectively.

2.2 Vector construction

By processing the collected contextual information
Tb, NASARI represents the concept b as two vec-
tors in two semantic spaces: (1) word-based and (2)
synset-based. LetWb be the bag of words of all the
Wikipedia pages in Tb after lemmatization and stop-

2http://wordnet.princeton.edu/glosstag.shtml
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word removal. We use lexical specificity in order to
extract the most representative words (Section 2.2.1)
and synsets (Section 2.2.2) ofWb.

Lexical specificity. Lexical specificity (Lafon,
1980) is a statistical measure that has been used
in a wide range of NLP applications, such as tex-
tual data analysis (Lebart et al., 1998), term ex-
traction (Drouin, 2003), and domain disambigua-
tion (Camacho Collados et al., 2014). However, to
our knowledge, it has never heretofore been used
to calculate weights in a vector-based representa-
tion (Turney and Pantel, 2010). Lexical specificity
is based on the hypergeometric distribution over
word frequencies. This statistical measure is partic-
ularly suitable for extracting an accurate set of rep-
resentative terms for a given subcorpus of a refer-
ence corpus (Lafon, 1980). Unlike the conventional
term frequency-inverse document frequency weight-
ing scheme (Jones, 1972, tf-idf ), lexical specificity
is not especially sensitive to different text lengths.

Assume a reference corpus of T words and a t-
words subcorpus of that corpus. The goal is to find
a set of terms that are peculiar to the subcorpus,
but not to the whole reference corpus. Formally,
given a word w that occurs f and k times in the
corpus and subcorpus, respectively, positive speci-
ficity computes the relevance of w to the subcorpus
as P (X ≥ k) if k ≥ ft

T , where X is a random vari-
able following a hypergeometric distribution with
parameters f , t and T , and ft

T is the expected value
ofX . In our setting we are only interested in the pos-
itive specificity, i.e., the set of most relevant words
appearing in the contextual information. We ap-
ply the standard procedure of applying log10 and
then inverting the sign of the specificity probabili-
ties in order to re-scale them to the real line, which
is more easily interpretable (Drouin, 2003; Cama-
cho Collados et al., 2014). We only retain words
with specificity greater than two, which is equal to
−log10(0.01). This threshold leads to a set of repre-
sentative words that are relevant to the context with
a confidence of at least 99%, i.e., P (X ≥ k) ≤ 0.01
(Billami et al., 2014).

2.2.1 Word-based representation
This word-based representation models the con-

cept b in a conventional semantic space whose di-
mensions are individual words. We leverage lexical

specificity to compute a weighted set of most repre-
sentative words forWb with respect to the reference
corpus, i.e., the whole Wikipedia. As an example,
the obtained word-based vector for the edge of wa-
ter sense of shore has water, ocean, lake, beach and
sea among its most relevant dimensions.

2.2.2 Synset-based representation
Given that the amount of contextual informa-

tion gathered for a concept can be small, the re-
sulting word-based vector can be sparse and as a
consequence prone to noise, especially in the case
of less frequent concepts. Therefore, we put for-
ward a method that tackles the issue, providing rich
semantically-aware representations. To this end,
we group - and thereby generalize - similar dimen-
sions in the obtained word-based vector, to produce
a smaller vector in which dimensions are WordNet
synsets and weights are computed on the basis of the
combined information of the individual words in the
group. The generalization procedure can be summa-
rized in two main steps.

First, for each word w in Wb, we obtain from
WordNet the set Hw of all the direct hypernyms
of all the synsets containing w. For each synset
h ∈ Hw we check whether there exists another
word w′ from the contextual information that is a
hyponym of h, i.e., h ∈ Hw ∩ Hw′ . When such
is the case, letting Yh be the set of all words in the
hyponym synsets of h, we combine w, w′ and all
the other words in Yh into a single dimension repre-
sented by their common hypernym h. Thus for our
earlier example, the three words ocean, lake, and sea
are grouped into a single dimension represented by
their hypernym, i.e., the synset containing the body
of water sense of water (water2

n in WordNet 3.0)3.
Then, we compute the weight associated with the

new dimension by calculating the lexical specificity
of the word cluster. Formally, we calculate the lex-
ical specificity of h by setting the parameters k and
f as the total number of times the words in Yh occur
in Wb and the whole Wikipedia, respectively. The
values of t and T remain unchanged.

Our generalization procedure is similar to the di-
mensionality reduction that is performed using sin-
gular value decomposition in Latent Semantic Anal-
ysis (Landauer and Dumais, 1997, LSA). However,

3We denote the ith sense of word w with POS p as wi
p.
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LSA is not applicable to our setting because, due
to the usage of lexical specificity, our vectors are
relatively small in size and different vectors usually
have few overlapping dimensions. Moreover, unlike
LSA, in which the size-reduced vectors have opaque
conflations of multiple words as their dimensions,
our new semantic space has human- and machine-
readable synsets as its dimensions. Our general-
ization procedure produces three advantages: (1) it
maps the vectors from a word-based semantic space
to a lower-dimensional space of synsets, (2) while
merging multiple words into a single synset an im-
plicit disambiguation of context words takes place,
providing better means for sense distinction, and
(3) the dimensionality reduction tackles the potential
noise and sparsity, resulting in smoother vectors.

3 NASARI for Semantic Similarity

So far we have explained how NASARI constructs
two types of representations, i.e., word-based and
synset-based, for arbitrary WordNet synsets and
Wikipedia pages. In this section we provide a
method that leverages NASARI representations for
effective measurement of concept and word simi-
larity. Semantic similarity between a pair of lexi-
cal items (e.g., words or concepts) lies at the core
of many applications in NLP and hence it has re-
ceived a considerable amount of research interest,
leading to a wide range of semantic similarity mea-
sures (Mohammad and Hirst, 2012).

3.1 Concept similarity

Given a pair of concepts, we first use the procedure
described in Section 2 to obtain for each concept
the two corresponding vector representations, i.e.,
word-based and synset-based. For each representa-
tion type, we then compute the similarity of the two
concepts by comparing their corresponding vectors.
This results in two similarity scores, one for each
representation type. The final similarity is computed
as the average of the two similarity scores. We use
Weighted Overlap for comparing vectors.

Weighted Overlap. Proposed by Pilehvar et al.
(2013), Weighted Overlap (WO) first sorts the el-
ements of each vector vi and then harmonically

Algorithm 1 NASARI-based word similarity
Input: words w1 and w2

Output: Sim, similarity score
1: for each synonym set H ∈ S
2: if w1 ∈ H & w2 ∈ H then
3: return Sim = 1
4: for each word wi ∈ {w1, w2}
5: Cwi ← ∅, set of concepts associated with wi

6: if wi ∈ WordNet & wi not Named Entity then
7: for each sense s ∈ WordNet senses (wi)
8: Cwi

← Cwi
∪ {s}

9: else
10: for each page p ∈ piped links (wi)
11: Cwi ← Cwi ∪ {p}
12: Vi ← ∅, set of representations for concepts in Cwi

13: for each concept c ∈ Cwi

14: vwrd ←NASARI word-based rep. of c
15: vsyn ←NASARI synset-based rep. of c
16: v ← (vwrd, vsyn)
17: Vi ← Vi ∪ {v}
18: Sim←maxv∈V1,v′∈V2

WO(vwrd,v′
wrd)+WO(vsyn,v′

syn)

2
19: return Sim

weights the overlaps between the two vectors:

WO(v1, v2) =

∑
q∈O(r1q + r2q)

−1∑|O|
i=1(2i)−1

(1)

where O is the set of overlapping dimensions be-
tween the two vectors and rjq is the rank of dimen-
sion q in the vector vj . Given that our vectors are
significantly smaller than those in the original set-
ting of WO, the overlaps are also generally smaller
in size. Hence, we apply a square root operation
to the computed value in order to obtain a more
uniformly-distributed range of scores across the sim-
ilarity scale, i.e., [0, 1]. In our experiments we show
the advantage we gain by using WO in comparison
to the conventional cosine measure.

3.2 Word similarity

Algorithm 1 shows the procedure we devised for
measuring semantic similarity between two words.
There are three main steps:

1. Given a pair of words w1 and w2 the algorithm
first checks whether they are synonymous ac-
cording to our synonym set collection S. In
Section 3.2.1, we explain how we obtain this
set. If the words are defined as synonyms in S,
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the algorithm returns the maximum similarity
score of one (lines 1-3).

2. If the words are not defined as synonyms, we
proceed by obtaining, for each word wi, its set
of possible senses (Cwi , lines 5-11). We accord-
ingly obtain the set of their respective NASARI

vector representations (Vi, lines 13-17), two
(word-based and synset-based) for each con-
cept in Cwi . Section 3.2.2 describes the concept
extraction process.

3. Finally, the algorithm returns the similarity
score Sim (line 19), calculated as the similarity
of the closest senses of w1 and w2. In our de-
fault setting, we linearly combine our two vec-
tor representations by averaging them (line 18).

3.2.1 Wiktionary synonyms S
Wiktionary is a rich collaboratively-constructed

lexical resource that provides a considerable amount
of multilingual lexical information for a large num-
ber of words. We use this resource in order to ob-
tain sets of synonymous words S. To this end, we
first extract all the pre-specified synonymy relations
in the English Wiktionary. This results in 17K sets
with an average size of 2.8 synonyms.

In order to enrich the set we introduce a method
that exploits the multilinguality of Wiktionary to
extract synonymous words. Our approach utilizes
translations of words in other languages as bridges
between synonymous words in English. Specifi-
cally, for each sense s of word w in Wiktionary, we
first get all the available translations. Assume that
the sense s of w translates into the word tl in lan-
guage l. If there is another word sense s′ of another
word w′ in Wiktionary that is also translated to tl in
language l, we hypothesize that w and w′ are syn-
onyms. In order to avoid ambiguity, as tl we only
consider words that are monosemous according to
language l.

This procedure results in around 9K additional
synonymous sets with an average size of 2.1. For in-
stance, the Finnish noun ammatti, which is monose-
mous according to Wiktionary, links seven English
words into a single set of synonyms: career, busi-
ness, profession, occupation, trade, calling, and vo-
cation. The final synonym set collection S contains
25K sets, each having, on average, 2.6 words.

3.2.2 Concept extraction
If the two input words w1 and w2 are not found in

the same synonym set in S , we proceed by obtain-
ing their sets of senses Cw1 and Cw2 , respectively.
Depending on the type of wi, we use two different
resources for obtaining Cwi : the WordNet sense in-
ventory and Wikipedia.

WordNet words. When the word wi is defined in
the WordNet sense inventory and is not a named
entity (line 6 in Algorithm 1), we set Cwi as all
the WordNet synsets that contain wi, i.e., Cwi =
{synset s ∈ WordNet : wi ∈ s}. We use Stan-
ford Named Entity Recognizer (Finkel et al., 2005)
in our experiments.

WordNet OOV and named entities. For named
entities and words that do not exist in WordNet’s
vocabulary (OOV) we construct the set Cwi by ex-
ploiting Wikipedia’s piped links (line 10 in Algo-
rithm 1). To this end, we take as elements of Cwi

the Wikipedia pages of the hyperlinks which have
wi as their surface form, i.e., piped-links (wi). If
|Cwi | > 5, we prune Cwi to its top-5 pages in terms
of their number of ingoing links. Our choice of
Wikipedia as a source for named entities is due to
its higher coverage in comparison to WordNet.

4 Experiments

We evaluated NASARI on two different tasks that
require the computation of semantic similarity be-
tween words or concepts: word similarity (Section
4.1) and sense clustering (Section 4.2).

4.1 Word similarity
4.1.1 Datasets

We took as benchmark for our word similarity
experiments three standard datasets that are widely
used in the literature: RG-65 (Rubenstein and Good-
enough, 1965), MC-30 (Miller and Charles, 1991),
and WordSim-353 (Finkelstein et al., 2002; Agirre
et al., 2009). WordSim-353 originally conflated
similarity and relatedness, leading to high similar-
ity scores for pairs such as computer-keyboard de-
spite the dissimilarity in their meanings. To correct
the conflation, Agirre et al. (2009) partitioned the
dataset into two subsets: relatedness and similarity.
Given that our similarity measure is targeted at se-
mantic similarity, we took the similarity subset of
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WordSim-353 (WS-Sim) as test bed for our evalua-
tions. The subset comprises 203 word pairs.

4.1.2 Experimental setup
In this task, we assess the performance of dif-

ferent systems in terms of Pearson correlation. We
compare our system against six similarity measures
that have reported best performance on the three
datasets. Lin (Lin, 1998) and ADW (Pilehvar et al.,
2013) are WordNet-based approaches that leverage
the structural information of WordNet for the com-
putation of semantic similarity. Most similar to our
work are Explicit Semantic Analysis (Gabrilovich
and Markovitch, 2007, ESA), which represents a
word in a high-dimensional space of Wikipedia arti-
cles, and Salient Semantic Analysis (Hassan and Mi-
halcea, 2011, SSA), which leverages the linking of
concepts within Wikipedia articles for generating se-
mantic profiles of words. Word2Vec (Mikolov et al.,
2013) and PMI-SVD are the best predictive and co-
occurrence models obtained by Baroni et al. (2014)
on a 2.8 billion-token corpus that also includes the
English Wikipedia.4 Word2Vec is based on neu-
ral network context prediction models (Mikolov et
al., 2013), whereas PMI-SVD is a traditional co-
occurrence based vector wherein weights are cal-
culated by means of Pointwise Mutual Information
(PMI) and the vector’s dimension is reduced to 500
by singular value decomposition (SVD). We use the
DKProSimilarity (Bär et al., 2013) implementation
of Lin and ESA in order to evaluate these measures
on the WS-Sim dataset.

4.1.3 Results
Table 1 shows the Pearson correlation of the dif-

ferent similarity measures on the three datasets con-
sidered. NASARI proves to be highly reliable on
the task of word similarity, providing state-of-the-
art performance on RG-65 and MC-30, and compet-
itive results on WS-Sim. Importantly, the improve-
ment we attain over measures that utilize as their
knowledge base either WordNet (i.e., ADW, Lin) or
Wikipedia (i.e., ESA and SSA) shows that our usage
of the complementary information of the two types
of resource has been helpful. We note that our Wik-
tionary module detects four additional synonymous
pairs (i.e., similarity = 1.0) in MC-30 (13%), eight in
RG-65 (12%), and thirteen in WS-Sim (6%) that are

4clic.cimec.unitn.it/composes/semantic-vectors.html

Measure RG-65 MC-30 WS-Sim

NASARI 0.91 0.91 0.74
SSA 0.86 0.88 NA
Word2Vec 0.84� 0.83‡ 0.76‡
Lin 0.83 0.82 0.66
ADW 0.81 0.79 0.63
PMI-SVD 0.74� 0.76‡ 0.68‡

ESA 0.72 0.74 0.45

Table 1: Pearson correlation of different similarity mea-
sures on RG-65, MC-30, and WordSim-353 similarity
(WS-Sim) datasets. Results for Lin and ESA on RG-65
and MC-30 are taken from (Hassan and Mihalcea, 2011).
We show the best performance obtained by Baroni et al.
(2014) out of 48 configurations specifically tested on RG-
65 (highlighted by �) and across different datasets includ-
ing WS-Sim (highlighted by ‡).

not defined as synonyms in WordNet. We also ob-
tain competitive results according to the Spearman
correlation (a setting in which the absolute similarity
scores do not play a role and it is solely their ranking
that matters) on all the three datasets: MC-30 (0.89),
RG-65 (0.88), and WS-Sim (0.73).

WS-Sim is the only dataset on which we do not
report state-of-the-art performance. An analysis of
the outputs of our system on the WS-Sim dataset re-
vealed that there are pairs in this subset of WordSim-
353 that are not assigned proper scores according
to the similarity scale. Hill et al. (2014) had previ-
ously pointed out this deficiency of WS-Sim, mainly
due to its original relatedness-based scoring scale.
For instance, word pairs that are barely related (e.g.,
street-children) or antonyms (e.g., profit-loss and
smart-stupid) are assigned relatively high similar-
ity values (respectively, 4.9 for the former and 7.3
and 5.8 for the latter case, in the 0-10 scale). In
all these cases our system produces more appropri-
ate judgements according to the similarity scale. On
the other hand, there are highly similar pairs in the
dataset with relatively low gold scores. Examples in-
clude school-center5 and term-life6 with the respec-
tive gold similarity scores of 3.4 and 4.5, whereas

5School and center have a pair of highly similar senses in
WordNet 3.0: center3n: “a building dedicated to a particular
activity” and school2n: “a building where young people receive
education.”

6Term and life are in coordinate synsets (with time period as
their common hypernym) in WordNet 3.0.
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Measure System type 500-pair SemEval

NASARI unsupervised 84.6% 88.4%
Dan-mono supervised 77.4% 83.5%
Dan-multi supervised 84.4% 85.5%
Baseline - 71.4% 82.5%

Table 2: Accuracy of different systems on two manually-
annotated English datasets for sense clustering in
Wikipedia. Dan-mono and Dan-multi are the monolin-
gual and multilingual systems of Dandala et al. (2013).

NASARI computes their similarities as 8.4 and 9.6.

4.2 Sense clustering
Our second set of experiments focuses on sense clus-
tering of the Wikipedia sense inventory. Wikipedia
can be considered as a sense inventory wherein the
different meanings of a word are denoted by the arti-
cles listed in its disambiguation page (Mihalcea and
Csomai, 2007). Given the high granularity of this
inventory, clustering of senses can be highly bene-
ficial to tasks that take this encyclopedic resource
as their sense inventory (Hovy et al., 2013), such as
Wikipedia-based Word Sense Disambiguation (Mi-
halcea, 2007; Dandala et al., 2013).

4.2.1 Datasets
For the sense clustering task, we take as our

benchmark the two datasets created by Dandala et
al. (2013). In these datasets, clustering has been
viewed as a binary classification problem in which
all possible pairings of senses of a word are anno-
tated whether they ought to be clustered or not. The
first dataset contains 500 pairs, 357 of which are
set to clustered and the remaining 143 to not clus-
tered. The second dataset, referred to as the Se-
mEval dataset, is based on a set of highly ambigu-
ous words taken from SemEval evaluations (Mihal-
cea, 2007) and consists of 925 pairs, 162 of which
are positively labeled, i.e., clustered.

4.2.2 Experimental setup
In this task we use the procedure explained in Sec-

tion 3.1 for measuring the similarity of concepts. A
pair of pages is set to belong to the same cluster
if their similarity exceeds the middle point in our
similarity scale, i.e., 0.5 in the scale of [0, 1]. We
compare our results with the state-of-the-art systems
of Dandala et al. (2013) that perform clustering by

exploiting the structure and content of an English
page (monolingual variant), or several pages in dif-
ferent languages (multilingual variant that uses En-
glish, German, Spanish and Italian pages). These
systems are essentially multi-feature Support Vec-
tor Machine classifiers that use an automatically-
labeled dataset for their training.

4.2.3 Results
Table 2 lists the results of NASARI as well as the

state-of-the-art systems of Dandala et al. (2013). We
also report the results for a baseline system that sets
all pairs as not clustered. As can be seen from the ta-
ble, our system proves to be highly robust and com-
petitive by outperforming, in an unsupervised set-
ting, the supervised monolingual and multilingual
systems of Dandala et al. (2013) on both datasets.
As regards the F1, we obtain 72.0% and 64.2% on
the 500-pair and SemEval datasets, respectively, a
measure that is not reported by Dandala et al. (2013).

4.3 Analysis

Recall from Section 2 that our system has two vec-
tor representations, for each of which we compute
vectors based on lexical specificity. We also men-
tioned in Section 3 that we opt for Weighted Overlap
as our vector comparison method. In order to ana-
lyze the impact of each of these elements, we carried
out a series of experiments with the conventional
logarithmically-scaled tf-idf weighting scheme and
the cosine vector comparison technique. For a word
w, we calculate the tf-idf by taking tf as the fre-
quency of w in the corresponding contextual infor-
mation, and idf = log(|D|/|{p ∈ D : w ∈ p}|),
where D is the set of all pages in Wikipedia.

Table 3 shows the performance of the NASARI-
based similarity system and its individual vector
representations for different weight computation
schemes, i.e., lexical specificity and tf-idf, and for
different vector comparison techniques, i.e., cosine
and WO, on word similarity and sense clustering
datasets. As can be seen from the Table, the perfor-
mance of the word-based representation consistently
improves on both tasks when combined with the ad-
ditional information from the synset-based vectors,
demonstrating that the sense distinctions offered by
the generalization process have been beneficial.

Between the two vector comparison methods,
WO proves to better suit our specificity-based vec-
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Vector
representation

Weighting
scheme

Vector
comparison

Word similarity Sense clustering

MC-30 RG-65 WS-Sim 500-pair SemEval

Combined
specificity WO ?0.91 ?0.91 ?0.74 ?84.6% ?88.4%

cosine 0.88 0.89 0.75 76.2% 83.6%

tf-idf WO 0.85 0.87 0.73 60.4% 67.8%
cosine 0.79 0.84 0.70 81.4% 86.1%

Word-based
specificity WO 0.90 0.91 0.73 82.0% 85.0%

cosine 0.86 0.88 0.72 73.2% 83.4%

tf-idf WO 0.86 0.87 0.72 78.4% 82.6%
cosine 0.83 0.87 0.71 79.2% 84.4%

Synset-based
specificity WO 0.91 0.90 0.75 78.8% 83.8%

cosine 0.90 0.88 0.75 79.8% 85.0%

tf-idf WO 0.86 0.85 0.73 37.2% 41.1%
cosine 0.71 0.80 0.66 79.4% 85.0%

Word-based specificity WO †0.86 †0.87 †0.71 †80.0% †85.1%

Table 3: Performance of NASARI and its individual vector representations for different weight computation schemes,
i.e., lexical specificity and tf-idf, and for different vector comparison techniques, i.e., cosine and Weighted Overlap
(WO), in terms of Pearson correlation (word similarity) and accuracy (sense clustering). The scores highlighted by ?
are the ones obtained using our default NASARI setting, and the ones highlighted by † correspond to the setting of our
system using Wikipedia as its only knowledge source.

tors by outperforming cosine in most cases. The
reason behind the lower performance of WO for the
synset-based vectors on the task of sense clustering
can be explained by the nature of the corresponding
datasets. Since the synset-based vectors and their
overlapping dimensions are small, their cosine sim-
ilarity scores also tend to be relatively low, unlike
WO whose range of values is not affected by the
number of overlapping dimensions. Given that in
the experiments the threshold is fixed to the mid-
dle point of the scale (cf. Section 4.2.2), gener-
ally low similarity values lead to a high-precision,
low-recall system, which is rewarded by higher ac-
curacy performance in datasets in which a large por-
tion of instances are negative. In fact, for the synset-
based vector representation weighted using speci-
ficity, the F1 performance of the cosine is signifi-
cantly lower than WO. On the SemEval dataset the
F1 performance of WO is 60.1%, whereas cosine at-
tains 37.1%. Similarly, on the 500-pair dataset, WO
leads cosine by 16.8%: 68.5% vs. 51.7%.

As far as the weighting scheme is concerned, lex-
ical specificity outperforms tf-idf on both tasks, ir-
respective of the vector comparison technique and
representation. We attribute the better performance
of lexical specificity to the probabilistic nature of

weights in its vectors. The tf-idf weighting scheme,
in contrast, suffers from insensitivity to the relative
size of the contextual information. Thus, subse-
quently, specificity-based vectors provide the advan-
tage of accurately reducing the vectors’ dimension,
unlike the tf-idf scheme in which the size-insensitive
weights are not comparable across vectors. As a re-
sult, the specificity-based vectors are substantially
smaller in size, bringing about better space utiliza-
tion and faster running time. In our experiments the
vectors obtained by using lexical specificity were,
on average, almost nine times (2505 vs. 21825) and
four times (335 vs. 1311) smaller than the tf-idf -
based vectors for the word-based and synset-based
vector representations, respectively.

We were also interested in verifying the advantage
gained by combining the complementary knowledge
of Wikipedia and WordNet. To this end, we carried
out an experiment in which NASARI uses Wikipedia
as its only knowledge source (i.e., without using
WordNet). The last row in the Table (highlighted
by †) shows the results for this setting. Note that
since WordNet is not used in this setting, we are
constrained to the word-based vector representation
only. The results show that the combination of the
types of resource leads to a consistent performance
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improvement across tasks and datasets, with the av-
erage improvement being 5%.

5 Related Work

Given that in this work we focused mainly on simi-
larity for the evaluation of our semantic representa-
tion, in addition to concept representation, we also
briefly discuss related works for semantic similarity.

Concept representation. Distributional semantic
models are usually the first choice for represent-
ing textual items such as words or sentences (Tur-
ney and Pantel, 2010). These models have attracted
considerable research interest, resulting in various
co-occurrence based representations (Salton et al.,
1975; Evert, 2005; Pado and Lapata, 2007; Erk
and Padó, 2008) or predictive models (Collobert and
Weston, 2008; Turian et al., 2010; Mikolov et al.,
2013; Baroni et al., 2014). Although there have
been approaches proposed in the literature for learn-
ing sense-specific embeddings (Weston et al., 2013;
Huang et al., 2012; Neelakantan et al., 2014), their
coverage is limited only to those senses that are cov-
ered in the underlying corpus. Moreover, the ob-
tained sense representations are usually not linked
to any sense inventory, and therefore such linking
has to be carried out, either manually, or with the
help of sense-annotated data. Hence, unless they
are provided with large amounts of sense-annotated
data, these techniques cannot furnish an effective
representation of word senses in an existing standard
sense inventory.

Consequently, most sense modeling techniques
have based their representation on the knowledge
derived from resources such as WordNet (Mihal-
cea and Moldovan, 1999; Agirre and Lopez, 2003;
Agirre and de Lacalle, 2004; Pilehvar et al., 2013),
or Wikipedia (Gabrilovich and Markovitch, 2007;
Mihalcea, 2007). None of these techniques, how-
ever, combine knowledge from multiple types of
resource, making their representations resource-
specific and also prone to sparsity. In contrast,
our method is based on the complementary knowl-
edge of two different resources and their interlink-
ing, leading to richer semantic representations that
are also applicable across resources. Most similar
to our combination of complementary knowledge is
the work of Franco-Salvador et al. (2014) for cross-
lingual document retrieval.

Concept similarity. Concept similarity tech-
niques are mainly limited to the knowledge that
their underlying lexical resources provide. For
instance, methods designed for measuring semantic
similarity of WordNet synsets (Banerjee and Peder-
sen, 2002; Budanitsky and Hirst, 2006; Pilehvar et
al., 2013) usually leverage lexicographic or struc-
tural information in this lexical resource. Similarly,
Wikipedia-based approaches (Hassan and Mihalcea,
2011; Strube and Ponzetto, 2006; Milne and Witten,
2008) do not usually benefit from the expert-based
lexico-semantic knowledge provided in WordNet.
In contrast, our approach combines knowledge from
both resources, providing two advantages: (1) more
effective measurement of similarity based on rich
semantic representations, and (2) the possibility of
measuring cross-resource semantic similarity, i.e.,
between Wikipedia pages and WordNet synsets.

6 Conclusions

In this paper we presented a novel semantic
approach, called NASARI, for effective vector
representation of arbitrary WordNet synsets and
Wikipedia pages. The strength of our approach
lies in its combination of complementary knowl-
edge from different types of resource, while at the
same time it also benefits from an effective vec-
tor representation with two novel features: lexi-
cal specificity for the calculation of vector weights
and a semantically-aware dimensionality reduc-
tion. NASARI attains state-of-the-art performance
on multiple standard benchmarks in word similarity
as well as Wikipedia sense clustering. We release
the representations obtained for all the Wikipedia
pages and WordNet synsets in http://lcl.uniroma1.it/
nasari/. As future work we plan to integrate NASARI

into BabelNet and apply our representation to a mul-
tilingual setting, enabling the comparison of pairs of
concepts across languages. We also intend to use
our approach on the task of multilingual Word Sense
Disambiguation.
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Abstract

We present a novel evaluation method for
grammatical error correction that addresses
problems with previous approaches and scores
systems in terms of improvement on the orig-
inal text. Our method evaluates corrections at
the token level using a globally optimal align-
ment between the source, a system hypothesis,
and a reference. Unlike the M2 Scorer, our
method provides scores for both detection and
correction and is sensitive to different types of
edit operations.

1 Introduction

A range of methods have been applied to evaluation
of grammatical error correction, but no entirely sat-
isfactory method has emerged as yet. Standard met-
rics (such as accuracy, precision, recall and F -score)
have been used, but they can lead to different results
depending on the criteria used for their computation
(Leacock et al., 2014; Chodorow et al., 2012).

Accuracy, for example, can only be computed
in cases where we can enumerate all true nega-
tives, which is why it has been mostly used for
article and preposition errors (De Felice and Pul-
man, 2008; Rozovskaya and Roth, 2010). Extend-
ing this approach to other error types involves the
identification of all relevant instances or positions
where an error can occur, which is not always easy
and renders the evaluation process costly, language-
dependent, and possibly inexact. Accuracy has also
been criticised as being a poor indicator of predictive
power, especially on unbalanced datasets (Manning
and Schütze, 1999).

Source: You have missed word.
System hypothesis: You have missed a word.
System edits: (ε→ a)
Gold edits: (word→ a word) or

(word→ words)

Figure 1: Mismatch between system and gold standard
edits producing the same corrected sentence.

Alternatively, we can compute precision (P ), re-
call (R) and F -score by comparing system edits to
gold-standard edits and thus circumvent the problem
of counting true negatives. This was the official eval-
uation scheme adopted for the HOO 2011 (Dale and
Kilgarriff, 2011) and HOO 2012 (Dale et al., 2012)
shared tasks. However, these metrics can fail when
edits are not identical and therefore underestimate
system performance (see Figure 1).

This problem was later addressed by the Max-
Match or M2 Scorer (Dahlmeier and Ng, 2012),
which is able to identify equivalent edits by apply-
ing a transitive rule (e.g. (ε→ a) + (word→ word)
⇒ (word → a word)). The scorer also allows for
multiple gold standard annotations of each sentence,
choosing the ones that maximise overall F -score. So
far, the M2 Scorer has been the most reliable tool
for evaluating error correction systems and has been
used as the official scorer in the subsequent CoNLL
2013 (Ng et al., 2013), CoNLL 2014 (Ng et al.,
2014) and EMNLP 2014 (Mohit et al., 2014) shared
tasks. In 2014, system ranking was based on F0.5-
score, weighting precision twice as highly as recall.

Nevertheless, this method also suffers from a
number of limitations:
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Source Annotator 1 Annotator 2
This machines is designed for help people . (This→ These), (is→ are),

(help→ helping)
(machines→ machine),
(for→ to)

System hypothesis System edits P R F0.5
These machines are designed to help people . (This→ These), (is→ are),

(for→ to)
0.67 0.67 0.67

Table 1: The M2 Scorer is unable to mix and match corrections from different annotators.

Source Gold edits
Machine is design to help people . (Machine→Machines), (is design→ are designed)

System hypothesis System edits P R F0.5
Machine is designed to help people . (design→ designed) 0.00 0.00 0.00

Table 2: Partial matches are ignored by the M2 Scorer.

(a) There is a limit to the number of unchanged
words allowed in an edit (2 by default), whose
value affects final results.

(b) Given that the computed metrics rely on true
positive counts, a baseline system that does not
propose any correct edits will not produce in-
formative results (P = 1 by definition, R = 0
and F = 0). The actual error rate and con-
sequent potential for text improvement are not
taken into account.

(c) It is not possible to discriminate between a ‘do-
nothing’ baseline system and other systems that
only propose wrong corrections, as they will all
yield F = 0.

(d) System performance is underestimated when
using multiple annotations for a sentence, since
the scorer will choose the one that maximises
F -score instead of mixing and matching all the
available annotations (see Table 1).

(e) Partial matches are ignored (see Table 2).

(f) Phrase-level edits can produce misleading re-
sults, as they may not always reflect effective
improvements (see Table 3).

(g) The lack of a true negative count (i.e. the num-
ber of non-errors) precludes the computation of
accuracy, which is useful for discriminating be-
tween systems with F = 0.

(h) There is no clear indicator of improvement on
the original text after applying the suggested
corrections, since an increase in P, R or F does
not imply a reduction in the error rate (see Sec-
tion 2.3.3).

(i) It is not clear how values of F should be in-
terpreted (especially for F0.5), as there is no
known threshold that would signal improve-
ment. Ranking by F -score does not guarantee
that the top systems make the source text better.

(j) Detection scores are not computed.

In addition, Leacock et al. (2014) discuss key is-
sues concerning system evaluation, such as the es-
timation of true negatives and good practices for re-
porting results, which are currently not addressed by
the M2 scorer.

2 Designing a new evaluation method

A better evaluation method should address the issues
described above and use a metric that is meaningful
and easy to interpret. We examine these and other
related problems, showing how they can be resolved.

The proposed method uses tokens as the unit of
evaluation (instead of phrase-level edits), which pro-
vides a stable unit of comparison and facilitates the
computation of true negatives. In turn, this provides
a solution for problems 1.(a), 1.(e), 1.(f) and 1.(g).
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Source Gold edits
Machine is design to help people . (Machine→Machines), (is→ are), (design→ designed)

System hypothesis System edits P R F0.5
The machine is designed for helping
people .

(Machine is→ The machine is),
(design→ designed),
(to help people→ for helping people)

0.33 0.33 0.33

Machines is a design on the helping of
the people .

(Machine→Machines),
(is design to help→ is a design on the
helping of the)

0.50 0.33 0.45

Table 3: The M2 Scorer evaluates systems based on the number of edits, regardless of their length and their effect on
the final corrected sentence. The first hypothesis is better than the second despite having a lower F0.5-score.

The following sections describe the three pillars
of our method: a new annotation scheme, sentence
alignment and metrics.

2.1 Annotation

We define a gold standard format where each sen-
tence is annotated with a set of errors and their possi-
ble corrections. A sentence can contain zero or more
errors, each of which includes information such as
type, a flag indicating whether a correction is re-
quired, and a list of alternative corrections corre-
sponding to each of the annotators. An error is re-
quired to be corrected when all annotators provide a
correction for it.

Unlike in other annotation schemes, each error is
defined by its locus (regardless of the position of the
incorrect tokens in the sentence) and all its alterna-
tive corrections must be mutually exclusive. In other
words, corrections are grouped whenever they refer
to the same underlying error, even if the tokens in-
volved are not contiguous. Listing 1 shows a sample
XML annotation for the sentence in Table 1.

Because all the correction alternatives are mutu-
ally exclusive, we can directly combine them to gen-
erate all possible valid gold standard references. The
annotation in Listing 1 would produce the following
list of references:

These machines are designed for helping people .

These machines are designed to help people .

This machine is designed for helping people .

This machine is designed to help people .

<sentence id="1" numann="2">
<text>
This machines is designed for help
people .

</text>
<error-list>
<error id="1" req="yes" type="SVA">
<alt ann="0">
<c start="0" end="1">These</c>
<c start="2" end="3">are</c>

</alt>
<alt ann="1">
<c start="1" end="2">machine</c>

</alt>
</error>
<error id="2" req="yes" type="Vform">
<alt ann="0">
<c start="5" end="6">helping</c>

</alt>
<alt ann="1">
<c start="4" end="5">to</c>

</alt>
</error>

</error-list>
</sentence>

Listing 1: An example annotated sentence.

By mixing and matching corrections from differ-
ent annotators, we avoid the performance underesti-
mation described in 1.(d).

2.2 Alignment

In order to compute matches for detection and cor-
rection, we generate a token-level alignment be-
tween a source sentence, a system’s hypothesis, and
a gold standard reference. Three-way alignments
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are a special case of multiple sequence alignment,
a well-known string matching problem in computa-
tional biology (Mount, 2004).

We generate an exact (globally optimal) align-
ment using a dynamic programming implementa-
tion of the Sum of Pairs (SP) alignment (Carrillo
and Lipman, 1988), shown in Listing 2. Under this
model, the score of a multiple alignment is the sum
of the scores of each pairwise alignment, so that a
globally optimal alignment has minimum SP score.
Time and space complexity of the dynamic program-
ming implementation for k strings of length n is
O(nk), which is acceptable for three average-length
sentences but can quickly become impractical for a
larger number of sequences.

In computational biology, edit costs are defined in
terms of mutation probabilities, which are irrelevant
to our task. However, we can find new optimal costs
by defining a set of constraints that are meaningful
for error correction:

(a) Matches have zero cost (cmatch = 0).

(b) Gaps (insertions or deletions) are more costly
than matches (cgap > cmatch).

(c) Mismatches (substitutions) are set to be more
costly than gaps (insertions or deletions) so as
to maximise matches (cmis > cgap).

Given these constraints, we can set cgap = 1
and cmis = 2; however, they will not necessarily
keep gaps aligned (see Table 4). To ensure this, we
must place a new constraint on the SP algorithm so
that a gap-aligned version (desired alignment) has
a lower cost than a gap-unaligned version (initial
alignment):

cost(A,–) + ...+ cost(B,–) > cost(A,C) + ...+ cost(B,–)

cgap + ...+ cgap > cmis + ...+ cgap

4cgap + cmis > 2cmis + 2cgap

2cgap > cmis

Therefore 2cgap > cmis > cgap > cmatch. For our
implementation, we adopted cgap = 2 and cmis = 3.

There can be more than one optimal alignment for
a given set of strings. Some of these alignments will
look more intuitive than others (see Table 5) but they
are equally optimal for our evaluation method and
will produce the same final results.

Initial alignment Desired alignment
A B A B
– C C –
A – A –

Table 4: Initial and desired alignments showing differ-
ences in the distribution of gaps.

/* Initialisation */

cmatch := cost of match
cmis := cost of mismatch
cgap := cost of gap

D[0, 0, 0] := 0

D1,2[i, j] := edit_distance(S1[1..i], S2[1..j])
D1,3[i, k] := edit_distance(S1[1..i], S3[1..k])
D2,3[j, k] := edit_distance(S2[1..j], S3[1..k])

/* Recurrences for boundary cells */

D[i, j, 0] := D1,2[i, j] + (i + j) * cgap,
D[i, 0, k] := D1,3[i, k] + (i + k) * cgap,
D[0, j, k] := D2,3[j, k] + (j + k) * cgap,

/* Recurrences for non-boundary cells */

for i := 1 to n1 do
for j := 1 to n2 do
for k := 1 to n3 do
begin
if (S1[i] = S2[j]) then cij := cmatch
else cij := cmis;
if (S1[i] = S3[k]) then cik := cmatch
else cik := cmis;
if (S2[j] = S3[k]) then cjk := cmatch
else cjk := cmis;

d1 := D[i-1, j-1, k-1] + cij + cik + cjk;
d2 := D[i-1, j-1, k] + cij + 2 * cgap;
d3 := D[i-1, j, k-1] + cik + 2 * cgap;
d4 := D[i, j-1, k-1] + cjk + 2 * cgap;
d5 := D[i-1, j, k] + 2 * cgap;
d6 := D[i, j-1, k] + 2 * cgap;
d7 := D[i, j, k-1] + 2 * cgap;

D[i, j, k] := Min(d1,d2,d3,d4,d5,d6,d7);
end;

Listing 2: The Sum of Pairs dynamic programming algo-
rithm for the alignment of three sequences, S1, S2 and S3
(adapted from Gusfield (1997)).

2.3 Metrics

Once we have an optimal alignment between a
source, a hypothesis and a reference, we compute a
number of metrics that measure different aspects of
performance and can be used for ranking systems.
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Their is wide spread usage of technology . A A A A A A A A
There is widespread use of technology . ⇔ B A B B - A A A
There is widespread use of technology . B A B B - A A A
Their is wide spread usage of technology . A A A A A A A A
There is widespread use of technology . ⇔ B A B - B A A A
There is widespread use of technology . B A B - B A A A

Table 5: Two equally optimal alignments under the SP alignment model.

Tokens Classification
Source Hypothesis Reference Detection Correction

a a a TN TN
a a b FN FN
a a - FN FN
a b a FP FP
a b b TP TP
a b c TP FP, FN, FPN
a b - TP FP, FN, FPN
a - a FP FP
a - b TP FP, FN, FPN
a - - TP TP
- a a TP TP
- a b TP FP, FN, FPN
- a - FP FP
- - a FN FN

Table 6: Our extended WAS evaluation scheme.

The limitation in 1.(j) is addressed by computing
these metrics for both detection and correction.

We adopt an extended version of the Writer-
Annotator-System (WAS) evaluation scheme
(Chodorow et al., 2012) where each token align-
ment is classified as a true positive (TP), true
negative (TN), false positive (FP) or false negative
(FN). As noted by Chodorow et al. (2012), cases
where source 6= hypothesis 6= reference1 are both
a FP and a FN for correction,2 so we introduce a
new FPN class to count such cases and adjust our
metrics accordingly. Our extended WAS scheme is
shown in Table 6.

With these counts, we can compute P , R and Fβ
using their standard definitions:

P =
TP

TP + FP
R =

TP
TP + FN

Fβ = (1 + β2) · P ·R
(β2 · P ) +R

1Note that we use different terminology where source =
writer, hypothesis = system and reference = annotator.

2From a correction perspective, an alignment where a 6=
b 6= c generates a FP for the b class and a FN for the c class.

As mentioned in Section 1, the F measure does
not shed light on the error rates in the data and is un-
able to discriminate between a ‘do-nothing’ baseline
and other systems unless TP > 0. However, because
we now have a TN count, we can address problems
1.(b) and 1.(c) by computing accuracy (Acc) as fol-
lows:

Acc =
TP + TN

TP + TN + FP + FN− FPN

Unlike in information retrieval, for example,
where the whole document collection is usually un-
known to the user so TNs are perhaps less relevant,
the sentences fed into an error correction system will
be provided by users. In this context, TNs are rele-
vant because they indicate what parts of the text are
already correct, allowing users to focus on problem-
atic regions. For this reason, accuracy seems a more
appropriate measure of text quality than F -score.

2.3.1 Weighted accuracy
Accuracy treats all counts equally, which has two

main side effects. A system that introduces the same
number of TPs and FPs will have the same accuracy
as the ‘do-nothing’ baseline, in which case we would
prefer to keep the original text and rank the system
lower, in accord with the choice of F0.5 for evaluat-
ing the 2014 shared task. Accuracy is also unable to
discriminate between systems with different TP and
TN counts if their sum is the same.

It is clear that for error correction these counts
should be weighted differently. In particular, we
would like to:

• Reward correction more than preservation (i.e.
weightTP > weightTN).

• Penalise unnecessary corrections more than un-
corrected errors (i.e. weightFP > weightFN).
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Figure 2: Effect of w on weighted accuracy (WAcc).

We can reformulate accuracy to satisfy these con-
ditions by including a weight factor w > 1:

WAcc =
w · TP + TN

w · TP + TN + w · (FP− FPN
2

)
+
(
FN− FPN

2

)
=

w · TP + TN
w · TP + TN + w · FP− w · FPN

2 + FN− FPN
2

=
w · TP + TN

w · (TP + FP) + TN + FN− (w + 1) · FPN
2

Higher values of w will reward and penalise sys-
tems more heavily, bringing those below the base-
line closer to the lower bound and those above the
baseline closer to the upper bound (see Figure 2).
As w increases, differences between WAccsys and its
bounds become less pronounced, which is why we
adopt w = 2. Regardless of w, WAcc will always
reduce to Acc for the ‘do-nothing’ baseline.

2.3.2 Metric behaviour
Before we set out to evaluate and compare sys-

tems, we must understand how metrics behave and
to what extent they are comparable.

Table 6 indicates that the metrics will always pro-
duce the same results for detection and correction
unless source 6= hypothesis 6= reference for at least
one position in the alignment. A ‘do-nothing’ base-
line will always produce the same results for both
aspects, since source = hypothesis for all positions.

Whenever a gold standard allows for alternative
corrections, references that maximise the target met-
ric should be chosen. Nevertheless, we note that the
(maximum) score obtained by a system only applies
to a given set of chosen references and is therefore
only directly comparable to results on the same ref-
erence set.

System Chosen references P R F0.5
S1 1.2, 2.1, 3.1 0.60 0.20 0.43
S2 1.2, 2.1, 3.1 0.80 0.05 0.20
S1 1.1, 2.1, 3.2 0.30 0.30 0.30
S2 1.1, 2.1, 3.2 0.30 0.40 0.32

Table 7: S1 outperforms S2 in terms of overall F0.5 but S2
outperforms S1 when evaluated on different references.

To illustrate this, consider two systems (S1 and
S2) evaluated on a gold standard containing 3 sen-
tences with 2 correction alternatives each (i.e. six
possible references: 1.1, 1.2, 2.1, 2.2, 3.1 and 3.2
respectively). Table 7 shows that, while S1 achieves
a higher maximum score than S2, comparing their
F0.5 scores directly is not possible as they are com-
puted on a different set of references. In fact, S2
could outperform S1 on other reference sets.

2.3.3 Measuring improvement

We know that whenever P > 0.5, the error rate
decreases (and therefore Acc increases) so the text
is improved.3 However, an increase in P , R or F
alone does not necessarily imply an increase in Acc
or WAcc, as illustrated in Table 8.

In order to determine whether a system improves
on the source text, we must compare its performance
(WAccsys) with that of the baseline (WAccbase). Be-
cause each WAccsys is computed from a different set
of references, we must compute WAccbase individ-
ually for each system using its chosen references.
This is done by using the source sentence as the hy-
pothesis in the existing alignment. Once we have
WAccsys and WAccbase for each system, we can com-
pare them to determine if the text has improved.
When these two values are equal, there is no ben-
efit to deploying the system.

If we want to compare and rank systems, we need
to measure how much the text has been improved
or degraded. This can be done using a baseline-
normalised metric that measures relative coverage of
the area between the baseline and WAcc bounds (see
Figure 3). This metric, henceforth Improvement or

3In theory, applying more correct edits than incorrect edits
will yield a positive balance. However, in practice, this depends
on the edits, especially if they are variable-length phrases. The
P > 0.5 criterion also only holds for Acc and not WAcc, as the
latter modifies the original proportions by introducing weights.
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System TP FP TN FN P R F0.5 Acc WAcc
Baseline 0 0 6 4 1.00 0.00 0.00 0.60 0.60

S1 4 1 5 0 0.80 1.00 0.83 0.90 0.87
S2 1 0 6 3 1.00 0.25 0.62 0.70 0.73
S3 1 1 5 3 0.50 0.25 0.42 0.60 0.58
S4 4 6 0 0 0.40 1.00 0.45 0.40 0.40

Table 8: An increase in P , R or F does not necessarily translate into an increase in Acc, assuming all systems are
evaluated on the same set of references.

0 1WAccbaseWAcca WAccb

{{

IMPROVEMENT AREADEGRADATION AREA

{1.00 +1.000
Ia Ib

Figure 3: Graphical representation of improvement for
two hypothetical systems, a and b. Values of I are shown
at the top while values of WAcc are shown at the bottom.

Value Interpretation
1 100% improvement (100% correct text).

> 0 Relative improvement.
0 Baseline performance (no change).

< 0 Relative degradation.
-1 100% degradation (100% incorrect text).

Table 9: Interpretation of I values.

I , is defined as:

I =



bWAccsysc if WAccsys = WAccbase

WAccsys −WAccbase

1−WAccbase
if WAccsys > WAccbase

WAccsys
WAccbase

− 1 otherwise

Values of I lie in the [−1; 1] interval and should
be interpreted as per Table 9. The use of this metric
provides a solution to problems 1.(h) and 1.(i).

The I-measure should be computed after max-
imising system WAcc at the sentence level, so as to
ensure all the evaluated hypotheses are paired with
their highest scoring references.

3 Experiments and results

We tested our evaluation method by re-ranking sys-
tems in the CoNLL 2014 shared task on grammatical
error correction. Re-ranking was limited to the 12

participating teams that made their system’s output
publicly available.

For the gold standard, we used the shared task test
set containing corrections from the two official an-
notators as well as alternative corrections provided
by three participating teams. This version allowed
us to generate many more references than the origi-
nal test set and thus reduce annotator bias.

The corrections extracted from the gold standard
were automatically clustered into groups of inde-
pendent errors based on token overlap. This means
that overlapping corrections from different annota-
tors are considered to be mutually exclusive (i.e.
alternative) corrections of the same error and are
therefore grouped together (the error elements in
Listing 1). Provided the original annotations are cor-
rect, the combination of alternatives will generate all
possible valid references. Sentences containing cor-
rections that could not be automatically clustered be-
cause they require human knowledge were excluded,
leaving a subset of 711 sentences (out of 1,312).

We restrict our analysis to correction, since that is
the only aspect reported by the M2 Scorer. Table 10
shows the results of the M2 Scorer using the original
annotations as well as a modified version containing
mixed-and-matched corrections. Results of our pro-
posed evaluation method are included in Table 11.

As expected, rankings are clearly distinct between
the two methods, as they use different units of evalu-
ation (phrase-level edits vs tokens) and maximising
metrics (F0.5 vs WAcc). Results show that only the
UFC system is able to beat the baseline (by a small
but statistically significant margin), being also the
one with consistently highest P (much higher than
the rest).

These rankings are affected by the fact that sys-
tems were probably optimised for F0.5 during de-
velopment, as it was the official evaluation metric
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System TP TN FP FN FPN P R F0.5 Acc WAcc WAccbase I ↓
UFC 19 13062 7 665 2 73.08 2.78 12.06 95.13 95.09 95.03 1.35
BASELINE 0 13078 0 673 0 100.00 0.00 0.00 95.11 95.11 95.11 0.00
IITB 11 13057 26 668 4 29.73 1.62 6.65 94.98 94.82 95.06 -0.25
SJTU 54 12947 114 649 8 32.14 7.68 19.64 94.51 93.79 94.89 -1.16
CUUI 290 12697 337 553 34 46.25 34.40 43.27 93.82 91.86 93.91 -2.18
PKU 128 12800 283 625 66 31.14 17.00 26.70 93.89 92.28 94.53 -2.38
AMU 219 12761 322 556 41 40.48 28.26 37.26 93.94 92.06 94.39 -2.47
UMC 179 12761 314 603 26 36.31 22.89 32.50 93.56 91.67 94.35 -2.84
IPN 25 12848 251 680 40 9.06 3.55 6.91 93.53 92.00 94.88 -3.04
POST 231 12588 454 574 46 33.72 28.70 32.58 92.88 90.23 94.17 -4.18
RAC 147 12723 426 623 49 25.65 19.09 24.00 92.79 90.28 94.45 -4.41
CAMB 386 12402 641 502 78 37.59 43.47 38.63 92.31 88.77 93.59 -5.15
NTHU 196 12620 521 575 54 27.34 25.42 26.93 92.48 89.44 94.44 -5.29

Table 11: Results of our new evaluation method (in percentages). All values of I are statistically significant (two-tailed
paired T-test, p < 0.01).

System Original annotations Mixed annotations
P R F0.5 ↓ P R F0.5 ↓

CUUI 47.66 33.87 44.07 47.57 39.60 45.73
AMU 44.68 29.44 40.48 44.56 33.49 41.80
CAMB 39.22 41.65 39.69 39.04 48.72 40.66
POST 36.39 29.13 34.67 36.39 33.79 35.84
NTHU 33.56 28.10 32.31 33.62 31.52 33.18
UMC 34.86 20.86 30.73 34.86 23.31 31.71
RAC 33.67 19.08 29.21 33.67 21.59 30.28
PKU 32.17 19.60 28.51 32.42 21.63 29.48
SJTU 28.00 7.08 17.60 28.00 7.46 18.06
UFC 73.08 3.26 13.83 73.08 3.39 14.31
IPN 9.16 3.87 7.20 9.16 4.09 7.34
IITB 30.30 1.74 7.07 30.30 1.81 7.31
BASELINE 100.00 0.00 0.00 100.00 0.00 0.00

Table 10: M2 Scorer results (in percentages).

for the shared task. Rankings by F0.5 are almost
identical for the two methods (Spearman’s rank cor-
relation is 0.9835 with p < 0.01), suggesting that
there is a statistically significant difference between
phrase-level edits and tokens, despite phrases being
only 1.12 tokens on average in this dataset.

Spearman’s ρ between both scorers (F0.5 vs I)
is −0.5330, which suggests they generally produce
inverse rankings. Pearson’s correlation between
token-level F0.5 and I is −0.5942, confirming the
relationship between rankings and our intuition that
F0.5 is not a good indicator of overall correction
quality. While the I-measure reflects improvement,
F0.5 indicates error manipulation. We argue that I is
better suited to the needs of end-users (as it indicates
whether the output of the system is better than the

original text) whereas F0.5 is more relevant to sys-
tem developers (since they need to analyse P and R
in order to tune their systems).

Lastly, we verify that mixing and matching cor-
rections from different annotators improves R (see
Table 10) and ensures systems are always assigned
the maximum possible score.

4 Discussion

Automatic evaluation metrics that are based on com-
parisons with a gold standard are inherently limited
by the number of available references. Although this
does not pose much problem for tasks such as part-
of-speech tagging, it does constrain evaluation for
text generation tasks (such as error correction, ma-
chine translation or summarisation), where the num-
ber of ‘correct answers’ goes beyond a few collected
references.

Sentences can be corrected in many different
ways and the fact that a given correction is not
matched by any of the references does not neces-
sarily mean that it is not valid. Therefore, we must
accept that any metric used in such scenarios will
not be perfect. However, it is worth noting that this
limitation does not extend to evaluation of error de-
tection per se using such metrics.

Finding independent evidence to support one cor-
rection over another is also difficult, since the notion
of sentence quality is somewhat subjective. Eval-
uation metrics that rely on a gold standard are es-
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System hypotheses
Best

F0.5 I
a. The son was died after one year ’s treatment and a couple got divorced later after that . ×
b. The son had died after one year ’s and the couple got divorced later after that . ×
a. Although there might be a lot of challenges along the way in seeking medical attention ,

such as a financial issues , everyone should be given right of knowing their family ’s
inherented medical conditions .

×
b. Although there might be a lot of challenges along the way in seeking medical attention ,

such as finance , everyone should be given the right of knowing their family ’s
inherented medical conditions .

×
a. Taking Angeline Jolie , for example , she is famous but she still reveal the truth about

her genetic testing to the development of her breast cancer risk . ×
b. Taking Angeline Jolie for example , she is famous but she still revealed the truth about

her genetic testing on the development of her breast cancer risk . ×
Table 12: Example hypotheses produced by two error correction systems (a and b). The last two columns indicate the
highest-scoring hypothesis from each pair according to each evaluation metric.

sentially distance metrics, but judging between hy-
potheses without looking at the source or reference
sentences is a distinct task, which is more similar to
sentence quality estimation for machine translation
output.

Our evaluation method overcomes many of the
limitations of previous approaches by using a stable
unit of evaluation, weighting edit operations in line
with the goals of grammatical error correction and
making the most of the available annotations. Val-
ues of F are always positive, with no clear interpre-
tation or threshold that would indicate improvement
of the original text whereas the I-measure provides
meaningful indicators (I < 0 for degradation, I = 0
for no change and I > 0 for improvement). Table
12 shows a few examples where the M2 Scorer dif-
fers from our method, revealing how the I-measure
is able to pick hypotheses in accord with (at least
our) intuitions.

5 Conclusion

We have presented a new evaluation method for
grammatical error detection and correction that
overcomes many of the limitations of previous ap-
proaches and provides more meaningful indicators
of system performance.

The method is designed to evaluate improvement
in correction of the input text by analysing post-

system error rate. Improvement is measured using
a reformulation of accuracy where TPs and FPs are
weighted higher than TNs and FNs, in an attempt
to model desirable aspects of correction. We also
combine individual corrections from different anno-
tators, as this improves R and ensures systems get
the maximum possible score from the available an-
notations.

Experiments show I and F0.5 are inversely corre-
lated and account for different aspects of system per-
formance. Choosing one metric over the other poses
a fundamental question about the aims of error cor-
rection, whether we prefer a system that tackles few
errors but improves the original text or one that han-
dles many more errors but degrades the original. We
believe that, from a user perspective, a system that
reliably improves text is more desirable.

Future work might usefully explore automated
sentence quality estimation, as a component both
of grammatical error correction systems and of their
evaluation, in order to ameliorate the issue that any
set of gold standard references will underspecify the
set of possible corrections.

An open-source implementation of our evalua-
tion method is available for download at https:
//github.com/mfelice/imeasure.
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Abstract

Research on ranked retrieval of spoken con-
tent has assumed the existence of some auto-
mated (word or phonetic) transcription. Re-
cently, however, methods have been demon-
strated for matching spoken terms to spoken
content without the need for language-tuned
transcription. This paper describes the first
application of such techniques to ranked re-
trieval, evaluated using a newly created test
collection. Both the queries and the collection
to be searched are based on Gujarati produced
naturally by native speakers; relevance assess-
ment was performed by other native speak-
ers of Gujarati. Ranked retrieval is based on
fast acoustic matching that identifies a deeply
nested set of matching speech regions, cou-
pled with ways of combining evidence from
those matching regions. Results indicate that
the resulting ranked lists may be useful for
some practical similarity-based ranking tasks.

1 Introduction

Despite new methods of interaction, speech contin-
ues to be a dominant modality for information ex-
change, particularly among the half of the world’s
almost five billion mobile phone users who currently
lack text-based Internet access. Recording speech
poses no particular problems, but retrieval of spoken
content using spoken queries is presently available
only for the approximately two dozen languages in
which there is an established path to market; En-
glish, German, or Chinese, for example. However,
many of the mobile-only users who could benefit

most from such systems speak only one of the sev-
eral hundred other languages that each have at least
a million speakers;1 Balochi, Mossi or Quechua, for
example. Addressing this challenge in a scalable
manner requires an integration of speech processing
and information retrieval techniques that can be ef-
fectively and affordably extended to a large number
of languages.

To this end, the experiments in this paper were
conducted in a conventional ranked retrieval frame-
work consisting of spoken queries, spoken “doc-
uments” (responses, hereafter), graded relevance
judgments, and standard evaluation measures. As
with other information retrieval tasks, there is an el-
ement of uncertainty in our best representations of
what was said. Our focus on speech processing tech-
niques that are language-agnostic creates the poten-
tial for explosive growth in the uncertainty that our
search techniques must accommodate. The design
and evaluation of such techniques is therefore the
central focus of the work explored in this paper.

Our results are both heartening and disconcerting.
On the positive side, useful responses can often be
found. As one measure of success, we show that
a Mean Reciprocal Rank near 0.5 can be achieved
when more than one relevant response exists; this
corresponds to a relevant response appearing in the
second position of a ranked list, on average (by the
harmonic mean). On the negative side, the zero-
resource speech processing technique that we rely
on to generate indexing terms has quadratic time
complexity, making even the hundred-hour scale of

1There are 393 languages with at least one million speakers
according to Ethnologue.
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the collection on which we have run our experi-
ments computationally strenuous. We believe, how-
ever, that by demonstrating the utility of the tech-
niques introduced in this paper we can help to moti-
vate further work on even more affordable scalable
language-agnostic techniques for generating index-
able terms from speech.

2 Motivation and Related Work

Extending spoken language processing to low-
resource languages has been a longstanding goal of
the Spoken Web Search task of MediaEval. In this
task, research teams are challenged to identify in-
stances of specific spoken terms that are provided
as queries in a few hours of speech. Between 2011
and 2013, the task was run three times on a total
of 16 different languages (Rajput and Metze, 2011;
Metze et al., 2012; Anguera et al., 2013).2 Two
broad classes of techniques over this span proved
to be practical: one based on phonetic recognition
followed by phonetic matching; the other based on
direct matching of acoustic features. Of the two
approaches, phonetic recognition was, at the time,
slightly more accurate. Directly matching acoustic
features, the focus of this paper, potentially offers
easier extensibility to additional languages.

From the perspective of information retrieval, the
principal limitation of the “spoken term detection”
design of the MediaEval task was the restriction to
single-term queries. While single-term queries are
common in Web search (Spink et al., 2001), the
best reported Actual Term Weighted Value (ATWV)
from any MediaEval Spoken Web Search participant
was 0.4846 (Abad and Astudillo, 2012). This cor-
responds to a system that correctly detects 48 per
cent of all instances of the spoken query terms, while
producing at most ten false alarms for every missed
detection (Fiscus et al., 2007). Thus, if users are
willing to tolerate low precision, moderate levels
of recall are possible. Speech search arguably de-
mands higher precision than does Web search, how-
ever, since browsing multiple alternatives is eas-
ier in text than in speech. One way of potentially
improving retrieval performance is to encourage a
searcher to speak at length about what they are look-

2For example, Gujarati, isiNdebele, isiXhosa, Sepedi,
Setswana, Telugu, Tshivenda, and Xitsonga.

ing for (Oard, 2012). Such an approach, however,
introduces the new challenge of properly leveraging
the additional matching potential of verbose multi-
term queries (White et al., 2013).

To this end, our work builds on two components:
a term matching system, and a test collection. As a
term matching system, we used our zero-knowledge
speech matching system. In MediaEval 2012, this
system achieved an ATWV of 0.321 in the Spo-
ken Web Search task (Jansen et al., 2012). A ver-
sion of this system has previously been evaluated
in an example-based topic classification task using
English speech, achieving a classification accuracy
of 0.8683 (Drezde et al., 2010). Ranked retrieval
using naturally occurring queries is more challeng-
ing, however, both because topics in information re-
trieval are often not easily separable, and because
the form of a query may be unlike the form of the
responses that are sought. Our goal now, therefore,
is to use an information retrieval evaluation frame-
work to drive the development of robust techniques
for accommodating representational uncertainty.

Traditional spoken term detection (STD) tries
to address uncertainty by learning speech-signal
to language-model mappings; using neural net-
works (Cui et al., 2013; Gales et al., 2014) or
Markov models (Chan et al., 2013), for example.
From a broad perspective, the method utilized in our
work does not use an acoustic model for its analy-
sis. More fundamentally, however, speech signals in
our collection map to dozens of smaller terms that
are not necessarily the same across utterances of the
same word. Thus, it is more accurate to think of the
work herein as matching signal features rather than
linguistic features.

For this reason, widely used techniques such as
stemming, spelling correction, and stopword re-
moval that rely to some extent on linguistic features
do not apply in our setting. We therefore rely on
term and corpus statistics. Even here there are limi-
tations, since our lexical items are not easily aligned
with those found in other collections. For this rea-
son, we can not leverage external corpus statistics
from, for example, Google or Wikipedia (Bendersky
et al., 2011; Bendersky et al., 2010; Bendersky and
Croft, 2008; Lease, 2009), or phrases from search
logs (Svore et al., 2010).

Evaluation of ranked retrieval for spoken content
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(d) Term clustering.

Figure 1: Overview of the pseudo-term creation process. The term discovery system is run over the audio.
A threshold, δ, dictates the acceptable length, r, and thus the number of regions extracted. Extracted regions
are then made into a graph structure, where vertices are regions of speech, and edges denote a connection be-
tween those regions. A second edge set is added based on region overlap. Resulting connected components
are then clustered; these clusters are known as pseudo-terms.

in low-resource languages has to date been ham-
pered by a lack of suitable test collections. We have
therefore made our new test collection freely avail-
able for research use in recent shared-task informa-
tion retrieval evaluations (Oard et al., 2013; Joshi
and White, 2014).

3 Zero-Resource Term Discovery

In traditional speech retrieval applications,
document-level features are derived from the
outputs of supervised phonetic or word recognizers.
Recent term discovery systems automatically iden-
tify repeating words and phrases in large collections
of audio (Park and Glass, 2008; Jansen et al.,
2010), providing an alternative means of extracting
lexical features for retrieval tasks. Critically, this
discovery is performed without the assistance of
any supervised speech tools by instead resorting
to a search for repeated trajectories in a suitable
acoustic feature space (for example, Mel Frequency
Cepstrum Coefficients (MFCC) and Perceptual
Linear Prediction (PLP)) followed by a graph
clustering procedure. We refer to the discovered
units as pseudo-terms (by analogy to the terms
built from character sequences that are commonly
used in text retrieval), and we can represent each
query and response as a set of pseudo-term offsets
and durations. We summarize each step in the

subsections below. Complete specifications can be
found in the literature (Drezde et al., 2010; Jansen
and Van Durme, 2011).

3.1 Repetition and Clustering

Our test collection consists of nearly 100 hours
of speech audio. Term discovery is inherently
an O(n2) search problem, and application to a cor-
pus of this size is unprecedented in the literature.
We applied the scalable system described by Jansen
and Van Durme (2011), which employs a pure-to-
noisy strategy to achieve a very substantial (orders-
of-magnitude) speedup over its predecessor state-of-
the-art system (Park and Glass, 2008). The system
functions by constructing a sparse (thresholded) dis-
tance matrix across the frames of the entire corpus
and then searching for approximately diagonal line
structures in that matrix, as such structures are in-
dicative that a word or phrase has been repeated
(Figure 1a).

To cluster the individual acoustic repetitions into
pseudo-term categories we apply a simple graph-
based procedure. First, we construct an unweighted
acoustic similarity graph, where each segment of
speech involved in a discovered repetition becomes a
vertex, and each match provides an edge (Figure 1b).
Since we construct an unweighted graph and employ
a simple connected-components clustering, it is es-
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Figure 2: Different pseudo-term nesting structures for various settings of the speech-to-term extraction
model. The y-axis represents the number of terms extracted at a given period in time. This figure represents
an approximately twenty second interval of Query 42.

sential some DTW distance threshold δ is applied
before a repetition is passed along to the clustering
procedure. This produces a graph consisting of a set
of disconnected “dumbbells.”

Finally, the original edge list is augmented with a
set of “overlap” edges between corresponding nodes
in different dumbbells (Figure 1c); these overlap
edges indicate that two nodes correspond to essen-
tially the same segment of speech. For two nodes
(two segments of speech) to be considered essen-
tially the same, we require a minimal fractional over-
lap of 0.97, which is set less than unity to allow
some noise in the segment end points. These over-
lap edges act to effectively merge vertexes across
the dumbbells, enabling transitive matches between
acoustic segments that did not match directly. The
pseudo-terms are defined to be the resulting con-
nected components of the graph, each consisting of a
set of corresponding acoustic segments that can oc-
cur anywhere in the collection (Figure 1d).

In the experiments described in this paper, three
pseudo-term feature variants arising from three set-
tings of the DTW distance threshold are considered.
Lower thresholds imply higher fidelity matches that
yield fewer and purer pseudo-term clusters. These
are referred to as pure clustering (δ = 0.06, produc-

ing 406,366 unique pseudo-terms), medium cluster-
ing (δ = 0.07, producing 1,213,223 unique pseudo-
terms) and noisy clustering (δ = 0.075, producing
1,503,169 unique pseudo-terms).

3.2 Nested Pseudo-Terms

Each pseudo-term cluster consists of a list of occur-
rences. A term is denoted using start and end off-
sets, in units of 10 milliseconds, from the beginning
of the file. It is thus a simple matter of bookkeep-
ing to construct a bag-of-pseudo-terms representa-
tion for each query and response. Moreover, because
we have start and end offsets for each pseudo-term,
we can also construct more sophisticated represen-
tations that are based on filtering or grouping the
pseudo-terms based on the ways in which they over-
lap temporally.

One interesting effect of pseudo-term creation is
that the pseudo-terms are often “nested,” and they
are often nested quite deeply. This sort of nest-
ing has previously been explored for phrase index-
ing, where a longer term contains a shorter term
that might also be used independently elsewhere
in the collection. As an English text analogy, if
we index “White House spokesman” we might well
also want to index “White House” and “spokesman”
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Figure 3: Example of overlapping pseudo-terms
within Query 42 under medium clustering. Terms
are presented as horizontal bars denoting their start
and end time.

separately to support partial matching. Because
pseudo-term detection can find any pair of match-
ing regions, we could, continuing the analogy, not
only get pseudo-terms for “White House Spokes-
man” and “White House,” but also for parts of those
words such as “Whit” and “Whi”. Indeed, nesting
to depth 50 has been observed in practice for noisy
clustering, as displayed in Figure 2. This is a fairly
typical pseudo-term nesting graph, in which noisy
clustering yields deeper nesting than medium clus-
tering, and much deeper nesting than pure cluster-
ing.

Figure 3 shows a collection of pseudo-terms
within an overlapping region; in this case a medium
clustering representation of the 1.48 second to
3.67 second region of Query 42.3 As can be seen,
calling this “nesting” is somewhat of an oversimpli-
fication, the region is actually a set of pseudo-terms
that generally overlap to some degree, although not
all pseudo-term pairs in one of these “nested” re-
gions actually overlap—pseudo-terms P1 and P21,
for example. What gives a nested region its depth

3Figure 2 shows the same query between 70 and 90 seconds.

is the overlap between pseudo-terms that have adja-
cent start times. Although in this case, as is typi-
cal, there is no one dominating pseudo-term for the
entire nested region, there are some cases in which
one pseudo-terms is entirely subsumed by another;
pseudo-terms P5 and P6, for example. This trait can
be leveraged during term matching.

4 Retrieval Models

The development of ranking functions, referred to
as “retrieval models,” proceeded in three stages. To
establish a baseline, we first implemented a stan-
dard bag-of-words approach. We then looked to
techniques from Cross-Language Information Re-
trieval (CLIR) for inspiration, since CLIR tech-
niques must accommodate some degree of transla-
tion ambiguity and for which robust techniques have
been established. Our zero-resource pseudo-term
discovery techniques result in representations that
differ from the CLIR case in two key ways, however:
1) in CLIR the translation relationship is normally
represented such that one side (query or document)
exhibits no ambiguity, whereas we have ambiguity
on both sides; and 2) in CLIR the typical scope of all
translation alternatives are aligned, whereas we have
complex nested units that contain terms with differ-
ing temporal extents. We therefore developed a new
class of techniques that leverage the temporal extent
of a pseudo-term as a measure of specificity (Fig-
ure 2) and the fraction of a nested unit covered by
a pseudo-term as a measure of descriptiveness (Fig-
ure 3). This section describes each of these three
types of retrieval models in turn.

Indri (Strohman et al., 2004) indexes were built
using pseudo-terms from pure, medium or noisy
clustering; in each case, stemming and stopword re-
moval were disabled. Indri’s query language pro-
vides operators that make it possible to implement
all of our retrieval models using query-time process-
ing from a single index.

4.1 Types of Retrieval Models

To explore the balance between specificity and de-
scriptiveness, retrieval models were developed that
primarily differed along three dimensions: struc-
tured versus unstructured, selective versus inclusive,
and weighted versus unweighted. Structured mod-
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els (S) treat nested pseudo-terms with varying levels
of synonymy. Unstructured models (U) treat nested
pseudo-terms as independent. Selective models re-
tain only a subset (1 or n) of the pseudo-terms from
each nested region; inclusive models retain them
all (a). Finally, weighted models (W) include a
heuristic adjustment to give some pseudo-terms (in
our experiments, longer ones) greater influence; un-
weighted models treat each pseudo-term in the same
manner. Table 1 illustrates the weights given to
each term by each of the retrieval models defined
below. Unweighted models implicitly take a binary
approach to term weighting—with unweighted se-
lective models omitting many pseudo-terms—while
structured and weighted models yield real values be-
tween zero and one. Note that both weighted and
unweighted models reward term repetition (term fre-
quency) and term specificity (inverse collection fre-
quency).

4.2 Bag-of-Words Baseline (Ua)

Our first set of experiments had three goals: 1) to
serve as a dry run for system development, as we
had no prior experience with indexing or ranked re-
trieval based on pseudo-terms; 2) to gain experience
with performing relevance judgments using only the
audio responses; and 3) to understand the feasibility
of speech retrieval based on pseudo-terms. For these
initial experiments, each pseudo-term was treated as
a “word” in a bag-of-words representation (coded
Ua). No consideration was given to term length or
nesting. Although this set of runs was largely ex-
ploratory, it provided a good baseline for compari-
son to other methods considered.

4.3 Terms as Synonyms (Sa, U1)

Moving beyond the bag of words method of term
selection involves various forms of term analysis
within an overlapping region. The first family of
methods treats terms in each overlapping group as
synonymous. Aside from being straightforward,
treating terms as unweighted synonyms has been
a successful technique in cross-language IR. There
are generally two methods that can be used in such
cases. The first is to treat all overlapping pseudo-
terms as synonyms of a single term. This is accom-
plished in Indri by placing each pseudo-term in an
overlapping region within the syn operator. This

Retrieval Model

P. Term Ua Sa U1 Un UaW SaW

P21 1.00 0.05 1.00 0.45 0.45
P20 1.00 0.05 0.43 0.22
P19 1.00 0.05 0.48 0.48
P18 1.00 0.05 0.36 0.36
P17 1.00 0.05 0.45 0.06
P16 1.00 0.05 1.00 0.53 0.53
P15 1.00 0.05 0.48 0.11
P14 1.00 0.05 0.37 0.12
P13 1.00 0.05 0.48 0.22
P12 1.00 0.05 0.36 0.02
P11 1.00 0.05 0.41 0.22
P10 1.00 0.05 0.43 0.24
P9 1.00 0.05 1.00 0.54 0.54
P8 1.00 0.05 0.45 0.45
P7 1.00 0.05 0.39 0.04
P6 1.00 0.05 0.37 0.03
P5 1.00 0.05 0.40 0.13
P4 1.00 0.05 0.41 0.08
P3 1.00 0.05 0.47 0.47
P2 1.00 0.05 0.40 0.22
P1 1.00 0.05 1.00 0.46 0.46

Table 1: Weights assigned to pseudo-terms in Fig-
ure 3 by each retrieval model (zero values shown as
blank).

model is coded Sa.
One risk with the Sa model is that including

shorter terms may add more noise than signal. An-
other method of dealing with alternatives in the
cross-language IR literature is to somehow select a
single term from the set. For our experiments with
this technique, only the longest pseudo-term from
an overlapping set is retained; all other (“nested”)
pseudo-terms are simply deleted from the query.
The thinking behind this is that the longest term
should contain the greatest amount of information.
This method is coded U1.

4.4 Length Measure of Specificity (UaW, SaW)

The U1 and Sa models are two extremes on a spec-
trum of possibilities; thus, models in which some
pseudo-terms receive less weight, rather than being
ignored entirely, were also explored. Care must be
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taken, however, to do so in a way that emphasizes
coverage rather than nesting depth: more weight
should not be given to some region in a query or
a response just because it is deeply nested (indicat-
ing extreme uncertainty). Both the U1 and Sa mod-
els do this, but in a rather unnuanced manner. For
a more nuanced approach, inspiration can be found
in techniques from cross-language IR that give more
weight to some term choices than to others.

Our basic approach is to downweight terms that
are dominated temporally by several other terms,
where the amount of downweighting is proportional
to the number of terms that cover it. This is im-
plemented by adjusting the contribution of each
pseudo-term based on the extent of its overlap with
other pseudo-terms. This could be done in a way that
would give the greatest weight to either the shortest
or the longest nested pseudo-term.

Formally, let T = {t1, t2, . . . , tn} be the nested
term class, ordered by term length. Let l(ti) denote
the length of term ti, in seconds. Further, let

w(ti) =
α× l(ti)

1 + α× l(ti)
be the weight of term ti, where α is a free parame-
ter. For our experiments, α = 0.5. The discounted
weight is

d(ti) =


w(ti) i = 1

w(ti)×
i−1∏
j=1

(1− w(tj)) otherwise,

where tj refers, implicitly, to other members of T .
The factor 1 − w(ti) is used to discount the
weight of ti due to the contribution made by the
previous term(s). We assume T to be in de-
scending order and define two heuristics: total
weight discounted (UaW) and longest weight dis-
counted (SaW). The former uses Indri’s weight
operator to specify term weights at query time; the
latter uses wsyn.

4.5 Coverage Measure of Descriptiveness (Un)
Recall Figure 3, a visual display of pseudo-term
overlap within an arbitrary region of speech. Out-
side of the bounds of that figure there is either
silence—no terms to describe a particular segment
of time—or a region of terms that describe some

other utterance within the overall speech. Of par-
ticular note, however, is that within the bounds there
are a potentially large number of terms that can be
used to describe a region of speech. Thus, the larger
the number of terms present, the larger the amount of
redundancy in the segment of speech each term de-
scribes. This observation motivates our final query
methodology: removing redundancy within a region
by extracting a seemingly descriptive subset of terms
from that region. Here we begin to move beyond the
ideas inspired by cross-language IR.

Specifically, we posit that an optimal subset con-
tains the beginning and ending terms of the region,
along with a series of intra-terms that connect the
two. It is with this logic that the unweighted shortest
path (coded Un) was conceived. Un attempts to find
the subset that captures the most information using
the smallest number of terms. Formally, consider a
directed graph in which the set of vertexes is the set
of pseudo-terms within an overlapping region. For
an arbitrary pair of vertexes, u, v ∈ V , there is an
outgoing edge from u to v if y(u) ≥ x(v), where
x(·) and y(·) denote the start and end time, respec-
tively, of a given pseudo-term. Further, the weight of
such an edge is the difference between these times:
w(u, v) = y(u)−x(v). Note that an edge between u
and v does not exist if they have the same start time,
x(u) = x(v).

Let û and v̂ be the endpoints of the graph; that is,
for all u, v ∈ P , x(û) ≤ x(u), and y(v̂) ≥ y(v).
Our objective is to find the shortest path from û to v̂
that minimizes the standard deviation of the edge
weights. Minimizing standard deviation results in
a set of terms with more uniform overlaps.

5 Building a Test Collection

The test collection was built using actual spoken
content from the Avaj Otalo (Patel et al., 2010)
“speech forum,” an information service that was reg-
ularly used by a select group of farmers in Gujarat.
These farmers spoke Gujarati, a language native to
western parts of India and spoken by more than
65 million people worldwide. Most of the farmers
knew no other language, and approximately 30 per
cent were unable to read or write. The idea was
to provide a resource for the local farming commu-
nity to exchange ideas and have their questions an-
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swered. To this end, farmers would call into an Inter-
active Voice Response (IVR) system and peruse an-
swers to existing questions, or would pose their own
questions for the community. Other farmers would
call into the system to leave answers to those ques-
tions. On occasion, there were also a small group of
system administrators who would periodically call
in to leave announcements that they expected would
be of interest to the broader farming community.
The system was completely automated—no human
intervention or call center was involved.

Avaj Otalo’s recorded speech was divided into 50
queries and 2,999 responses. Queries were state-
ments on a particular topic, sometimes phrased as
a question, sometimes phrased as an announcement.
Responses were sometimes answers to questions,
sometimes they were related announcements, and
sometimes they were questions on a similar topic.
This represented approximately two-thirds of the to-
tal audio present in the system. Very short record-
ings were omitted, as were those in which little
speech activity was automatically detected. The av-
erage length of a query is approximately 70 sec-
onds (SD = 14.40s), or approximately 61 sec-
onds (SD = 15.76s) after automated silence re-
moval. Raw response lengths averaged 110 seconds
(SD = 88.80s), and 96.52 seconds (SD = 82.75s)
after silence was removed.

5.1 Relevance Judgments and Evaluation

Pools for judgment were formed by combining the
results from every system reported in our results sec-
tion below, along with several other systems that
yielded less interesting results that we omit for space
reasons. Three native speakers of Gujarati per-
formed relevance assessment; none of the three had
any role in system development. Relevance assess-
ment was performed by listening to the audio and
making a graded relevance judgment. Assessors
could assign one of the following judgments for each
response: 1) unable to assess, 2) not relevant, 3) rel-
evant, and 4) highly relevant.

For evaluation measures that require binary judg-
ments, and for computing inter-annotator agree-
ment, the relevance judgments were subsequently
binarized by removing all the unassessable cases.
Highly relevant and relevant responses were then
collapsed into a single relevant category. To com-

Retrieval Model

U1 Un Ua UaW Sa SaW

MRR 0.447 0.281 0.169 0.204 0.235 0.432
0.139 0.071 0.081 0.089 0.242 0.075
0.188 0.104 0.109 0.193 0.252 0.105

MAP 0.106? 0.057 0.047 0.060? 0.058 0.111
0.023 0.011 0.015 0.018 0.050 0.010
0.045 0.013 0.018 0.050 0.058 0.022

NDCG 0.237 0.216 0.206 0.219 0.214 0.284?

0.122 0.098? 0.187 0.195 0.243 0.194
0.142 0.089? 0.219 0.191 0.285 0.230

Table 2: Results for pure (top), medium (middle)
and noisy (bottom) clustering for the 10 queries for
which more than one relevant response is known.
Shaded cells are best-performers, per measure;
starred values indicate NDCG or MAP is signifi-
cantly better or worse than same-row Ua (two-sided
paired t-test, p < 0.05).

pute NDCG, relevant and highly relevant categories
were assigned the scores 1 and 2, respectively, while
non-relevant judgments retained a score of 0. Three
rounds of relevance assessments were conducted as
query models were developed and assessor agree-
ment was characterized.

6 Results

Each retrieval model was run for each of the three
clustering results. For each method, there were three
metrics of interest: normalized discounted cumula-
tive gain (NDCG), mean reciprocal rank (MRR), and
mean average precision (MAP). Results are outlined
in Table 2. To limit the effect of quantization noise
on the evaluation measures, results are reported for
queries having three or more relevant documents.
There were a total of 10 such queries, having a to-
tal of 61 relevant documents and yielding an average
of 6.10 documents per query (SD = 2.13).

Low baselines for each evaluation were
established—as there were none in prior existence—
by randomly sampling 60 documents from the test
collection. For each of the six randomly selected
topics, 10 of the 60 randomly selected documents
were add to the judgment pool without replacement.
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Relevance judgments were performed in an order
that obscured, from the assessor, the source of the
response being judged. The 10 random selections
were then evaluated for each of the six topics
as if they had been a system run. None of the
60 randomly selected documents were judged by
assessors to be relevant to their respective randomly
selected topic; thus the random baseline for each of
our measures is zero. Without multiple draws, con-
fidence intervals on this value cannot be established.
However, we are confident that random baselines
even as high as 0.1 for any of our measures would
be surprising.

Pure clustering produced the best results with re-
spect to other clustering domains. SaW was, gener-
ally, the best performing retrieval model. Although
SaW did not produce the highest pure cluster MRR
numbers, it was within 0.015 of U1, the best per-
forming method. This is notable given that the dif-
ference between U1 and the third best method was
0.166. Further, given the highly quantized nature
of MRR, a difference of 0.015 says little about any
overall difference between the rankings. In the case
of NDCG, SaW was the best performer with pure
clustering, significantly better than BoW with pure
clustering and second best overall. Sa with noisy
clustering was best numerically with NDCG, but the
difference is minuscule (1/1000th).

Under pure clustering, Ua was generally the worst
performer. Thus, query refinement using the tempo-
ral extent of pseudo-terms is a good idea. Further,
the MRR of U1 and SaW both approach one-half.
Since MRR is the inverse of the harmonic mean of
the rank, we can interpret this as meaning that it is
likely that a user will get a relevant document some-
where in the first three positions of the result set.
Such a result is encouraging, as it means that, under
the correct conditions, a retrieval system built using
zero-resource term detection is a potentially useful
tool in practice. We should note, however, that this
result was obtained for result-rich queries in which
three or more relevant responses were known to ex-
ist; MRR results on needle-in-a-haystack queries for
which only a single relevance response exists would
likely be lower. As with all search, precision-biased
measures benefit from collection richness.

7 Conclusions and Future Work

Recent advances in zero-resource term discovery
have facilitated spoken document retrieval without
the need for traditional transcription or ASR. There
are still open questions, however, as to best prac-
tices around building useful IR systems on top of
these tools. This work has been a step in filling
that void. The results show that these zero-resource
methods can be used to find relevant responses, and
that in some cases such relevant responses can also
be highly ranked. Retrieval results vary depending
on how much redundancy exists in the transcribed
data, and how that redundancy is handled within the
query. One common theme, at least for the tech-
niques that we have explored, is that pure cluster-
ing seems to be the best overall choice when ranked
retrieval is the goal. A promising next step is to
look to techniques from speech retrieval for insights
that might be applicable to the zero-resource setting.
One possibility in this regard is to explore extending
the zero-resource term matching techniques to gen-
erate a lattice representation from which expected
pseudo-term counts could be computed.
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Abstract

Linguistic borrowing is the phenomenon of
transferring linguistic constructions (lexical,
phonological, morphological, and syntactic)
from a “donor” language to a “recipient” lan-
guage as a result of contacts between commu-
nities speaking different languages. Borrowed
words are found in all languages, and—in con-
trast to cognate relationships—borrowing rela-
tionships may exist across unrelated languages
(for example, about 40% of Swahili’s vocabu-
lary is borrowed from Arabic). In this paper,
we develop a model of morpho-phonological
transformations across languages with features
based on universal constraints from Optimality
Theory (OT). Compared to several standard—
but linguistically naïve—baselines, our OT-
inspired model obtains good performance with
only a few dozen training examples, making
this a cost-effective strategy for sharing lexical
information across languages.

1 Introduction

We may imagine that globalization is a modern phe-
nomenon, but the lexicons of the world’s languages
attest to the fact that robust interaction between
communities of speakers of different languages is
widespread throughout history. Language contact
breeds linguistic borrowing—a phenomenon as old
as language itself—adoption and nativization of
phonemes, morphemes, words, and syntactic con-
structions from another language (Thomason and
Kaufman, 2001).

Contact-induced borrowing is a fundamental re-
search topic in linguistics; however, in computational

linguistics, very limited work has addressed model-
ing this phenomenon. The problem we address is
the identification of plausible donor words (in the
donor language) given a loanword (in the recipient
language), and vice versa, identification of loanwords
given a donor. For example, given a Swahili loan-
word safari ‘journey’, our model identifies its Arabic
donor éK
Q 	®� (sfryh)1 ‘journey’ (§2). Although at a
high level, this is an instance of the well-known prob-
lem of modeling string transductions, our interest is
being able to identify correspondences across lan-
guages with minimal supervision, so as to make the
technique applicable in low-resource settings. To re-
duce the supervision burden, we propose a model that
includes awareness of the morpho-phonological re-
pair strategies that native speakers of a language sub-
consciously employ to adapt a loanword to phonolog-
ical constraints of the recipient language (§3). To this
end, we use constraint-based theories of phonology,
as exemplified by Optimality Theory (OT) (Prince
and Smolensky, 2008; McCarthy, 2009), which non-
computational linguistic work has demonstrated to
be particularly well suited to account for phonolog-
ically complex borrowing processes (Kang, 2011).
We operationalize OT constraints as features in our
borrowing model (§4).

We conduct a case study on Arabic and Swahili,
two unrelated languages with a long history of con-
tact; we then apply the model to additional language
pairs (§5). The proposed approach significantly out-
performs transliteration and cognate discovery mod-
els (§6).

1We use Buckwalter notation to write Arabic glosses.
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Figure 1: Our morpho-phonological borrowing model conceptually has three main parts: (1) conversion of orthographic
word forms to pronunciations in IPA format; (2) generation of loanword pronunciation candidates; (3) ranking of
generated candidates using Optimality-Theoretic constraints. Part (1) and (2) are rule-based, (1) uses pronunciation
dictionaries, (2) is based on prior linguistic studies; part (3) is learned. In (3) we learn OT constraint weights from a few
dozen automatically extracted training examples.

2 Methodology

Our task is to identify plausible donor–loan word
pairs in a language pair. While modeling string trans-
ductions is a well-studied problem in NLP, we wish
to be able to learn the cross-lingual correspondences
from minimal amounts of data, so we propose a
linguistically-motivated approach: we formulate a
scoring model inspired by Optimality Theory (OT;
discussed below), in which borrowing candidates are
ranked by universal constraints posited to underly the
human faculty of language, and the candidates are
determined by transduction processes articulated in
prior studies of contact linguistics.

As shown in figure 1, our model is conceptually
divided into three main parts: (1) mapping of ortho-
graphic word forms in two languages into a common
space of their phonetic representation; (2) generation
of loanword pronunciation candidates from a donor
word; (3) ranking of generated loanword candidates,
based on linguistic constraints of the donor and re-
cipient languages. Parts (1) and (2) are rule-based;
whereas (3) is learned. Each component of the model
is discussed in detail in the following sections.

The model is implemented within a finite-state
cascade. Parts (1) and (2) amount to unweighted
string transformation operations. In (1), we convert
orthographic word forms to their pronunciations in
the International Phonetic Alphabet (IPA), these are
pronunciation transducers. In (2) we syllabify donor
pronunciations, then perform insertion, deletion, and
substitution of phonemes and morphemes (affixes), to
generate multiple loanword candidates from a donor
word. Although string transformation transducers
in (2) can generate loanword candidates that are not
found in a recipient language vocabulary, such can-

didates are filtered out due to composition with the
recipient language lexicon acceptor.

We perform string transformations from donor to
recipient (recapitulating the historical process). How-
ever, the resulting relation (i.e., the final composed
transducer) is a bidirectional model which can just as
well be used to reason about underlying donor forms
given recipient forms. To employ the model in a
specific direction, one needs to optimize parameters—
weights on transitions—to generate a desired set of
outputs from a specific input. Our model is trained to
discriminate a donor word given a loanword. In part
(3), candidates are “evaluated” (i.e., scored) with a
weighted sum of universal constraint violations. The
non-negative weights, which we call “cost vector”,
constitute our model parameters and are learned us-
ing a small training set of donor–recepient pairs. We
use a shortest path algorithm to find the path with the
minimal cost.

OT: constraint-based evaluation Our decision to
evaluate borrowing candidates by weighting counts
of “constraint violations” is based on Optimality The-
ory, which has shown that complex surface phenom-
ena can be well-explained as the interaction of con-
straints on the form of outputs and the relationships
of inputs and outputs (Kager, 1999). Although our
linear scoring scheme departs from OT’s standard
evaluation assumptions (namely, the assumption of
an ordinal constraint ranking and strict dominance
rather than constraint “weighting”), we are still able
to obtain effective models.

Although originally a theory of monolingual
phonology, OT has been adapted to account for bor-
rowing by treating the donor language word as the
underlying form for the recipient language; that is,
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the phonological system of the recipient language is
encoded as a system of constraints, and these con-
straints account for how the donor word is adapted
when borrowed. There has been substantial prior
work in linguistics on borrowing in the OT paradigm
(Yip, 1993; Davidson and Noyer, 1997; Jacobs and
Gussenhoven, 2000; Kang, 2003; Broselow, 2004;
Adler, 2006; Rose and Demuth, 2006; Kenstowicz
and Suchato, 2006; Kenstowicz, 2007; Mwita, 2009),
but none of it has led to computational realizations.

3 Generating loanword candidates

In this section, we use the Arabic–Swahili language-
pair to describe the prototypical linguistic adaptation
processes that words undergo when borrowed. Then,
we describe how we model these processes.2

3.1 Case study: Arabic–Swahili borrowing
The Swahili lexicon has been influenced by Arabic
due to a prolonged period of language contact in the
Indian Ocean trading (800 A.D.–1920), as well as the
influence of Islam (Rothman, 2002). According to
several independent studies, Arabic loanwords consti-
tute from 18% (Hurskainen, 2004) to 40% (Johnson,
1939) of Swahili word types.

Despite a strong susceptibility of Swahili to bor-
rowing and a large fraction of Swahili words originat-
ing from Arabic, the two languages are typologically
distinct with profoundly dissimilar phonological and
morpho-syntactic systems. Therefore, Arabic loan-
words have been substantially adapted to conform to
Swahili phonotactics, which we survey briefly. First,
Arabic has five syllable patterns:3 CV, CVV, CVC,
CVCC, and CVVC (McCarthy, 1985, pp. 23–28),
whereas Swahili (like other Bantu languages) is char-
acterized by the syllable ending with a vowel and CV
or V syllable structure. At the segment level, Swahili
loanword adaptation thus involves extensive vowel
epenthesis in consonant clusters and at a syllable fi-
nal position if the syllable ends with a consonant,
e.g., : H. A�J» (ktAb)→ kitabu ‘book’ (Polomé, 1967;
Schadeberg, 2009; Mwita, 2009). Second, phonologi-
cal adaptation in Swahili loanwords includes shorten-
ing of vowels (unlike Arabic, Swahili does not have

2For simplicity, we subsume Omani Arabic and other histori-
cal dialects of Arabic under the label “Arabic”; similarly, we sub-
sume Swahili, its dialects and protolanguages under “Swahili”.

3C stands for consonant, and V for vowel.

phonemic length); substitution of consonants that are
found in Arabic but not in Swahili (e.g., emphatic
(pharyngealized) /tQ/→/t/, voiceless velar fricative
/x/→/k/, dental fricatives /T/→/s/, /D/→/z/, and
the voiced velar fricative /G/→/g/); adoption of Ara-
bic phonemes that were not originally present in
Swahili /T/, /D/, /G/ (e.g., QK


	Ym��' (tH*yr)→ tahad-
hari ‘warning’); degemination of Arabic geminate
consonants (e.g., �Qå�� ($r~)→ shari ‘evil’). Finally,
adapted loanwords can freely undergo Swahili inflec-
tional and derivational processes, e.g., QK
 	PñË@ (Alwzyr)
→ waziri ‘minister’, mawaziri ‘ministers’, kiuwaziri
‘ministerial’ (Zawawi, 1979; Schadeberg, 2009).

3.2 Arabic–Swahili borrowing transducers

We describe unweighted transducers for pronuncia-
tion, syllabification, and morphological and phono-
logical adaptation. An example that illustrates some
of the possible string transformations by individual
components of the model is shown in figure 2. The
goal of these transducers is to minimally overgener-
ate Swahili adapted forms of Arabic words, based on
the adaptations described above.

Pronunciation. Based on the IPA, we assign
shared symbols to sounds that exist in both sound
systems of Arabic and Swahili (e.g., nasals /n/, /m/;
voiced stops /b/, /d/), and language-specific unique
symbols to sounds that are unique to the phonemic
inventory of Arabic (e.g., pharyngeal voiced and
voiceless fricatives /è/, /Q/) or Swahili (e.g., velar
nasal /N/). For Swahili, we construct a pronunciation
dictionary based on the Omniglot grapheme-to-IPA
mapping.4 In Arabic, we use the CMU Arabic
vowelized pronunciation dictionary containing about
700K types which has an average of four pronuncia-
tions per word (Metze et al., 2010).5 We then design
four transducers—Arabic and Swahili word-to-IPA
and IPA-to-word transducers—each as a union of
linear chain transducers, as well as one acceptor per
pronunciation dictionary listing.

4www.omniglot.com
5Since we are working at the level of word types which

have no context, we cannot disambiguate the intended form, so
we include all options. For example, for the input word AK. A�J»
(ktAbA) ‘book.sg.indef’, we use both pronunciations /kitAbA/
and /kuttAbA/.
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ku.ta<DEP-V>ta<PEAK>.ba.li<DEP-MORPH>.
ku.ta<DEP-V>ta<PEAK>.ba.li.
ku.tta<*COMPLEX>.ba.
ki.ta.bu<IDENT-IO-V>.
ki.ta.bu<DEP-V>.
vi<DEP-MORPH>.ki.ta.bu<IDENT-IO-V>.  

كتابا
kuttaba

kitaba
...

ku.tta.ba.
ku.t.ta.ba.
...
ki.ta.ba.
ki.ta.b.
...

ku.ta.ba.    [degemination]
ku.tata.ba. [epenthesis]
ku.ta.bu.   [final vowel subst.]
ki.ta.bu.    [final vowel subst.]
ki.ta.bu.    [epenthesis]
...

ku.tata.ba.li.
ku.tata.ba.
vi.ki.ta.bu.      
ki.ta.bu.
ki.ta.bu.      
...

kitabu

SyllabificationArabic word 
to IPA

Phonological 
adaptation

Morphological 
adaptation

IPA to 
Swahili word

Ranking with 
OT constraints

Figure 2: An example of an Arabic word AK. A�J» (ktAbA) ‘book.sg.indef’ transformed by our model into a Swahili
loanword kitabu.

Syllabification. Arabic words borrowed into
Swahili undergo a repair of violations of the Swahili
segmental and phonotactic constraints, for example
via vowel epenthesis in a consonant cluster. Impor-
tantly, repair depends upon syllabification. To simu-
late plausible phonological repair processes, we gen-
erate multiple syllabification variants for input pro-
nunciations. The syllabification transducer optionally
inserts syllable separators between phones. For ex-
ample, for an input phonetic sequence /kuttAbA/, the
output strings include /ku.t.tA.bA/, /kut.tA.bA/, and
/ku.ttA.bA/ as syllabification variants; each variant
violates different constraints and consequently trig-
gers different phonological adaptation.

Phonological adaptation. Phonological adapta-
tion of syllabified phone sequences is the crux of
the loanword adaptation process. We implement
phonological adaptation transducers as a composi-
tion of plausible context-dependent insertions, dele-
tions, and substitutions of phone subsets, based on
prior studies summarized in §3.1. In what follows,
we list phonological adaptation components in the
order of transducer composition in the borrowing
model. The vowel deletion transducer shortens Ara-
bic long vowels and vowel clusters. The consonant
degemination transducer shortens Arabic geminate
consonants, e.g., it degeminates /tt/ in /ku.ttA.bA/,
outputting /ku.tA.bA/. The substitution of similar
phonemes transducer substitutes similar phonemes
and phonemes that are found in Arabic but not in
Swahili (Polomé, 1967, p. 45). For example, the em-
phatic /tQ/, /dQ/, /sQ/ are replaced by the correspond-
ing non-emphatic segments [t], [d], [s]. The vowel
epenthesis transducer inserts a vowel between pairs
of consonants (/ku.ttA.bA/ → /ku.tatA.bA/), and at
the end of a syllable, if the syllable ends with a con-

sonant (/ku.t.tA.bA/ → /ku.ta.tA.bA/). Sometimes
it is possible to predict the final vowel of a word,
depending on the word-final coda consonant of its
Arabic counterpart: /u/ or /o/ added if an Arabic
donor ends with a labial, and /i/ or /e/ added after
coronals and dorsals (Mwita, 2009). Following these
rules, the final vowel substitution transducer com-
plements the inventory of final vowels in loanword
candidates.

Morphological adaptation. Both Arabic and
Swahili have significant morphological processes
that alter the appearance of lemmas. To deal with
morphological variants, we construct morphological
adaptation transducers that optionally strip Arabic
concatenative affixes and clitics, and then optionally
append Swahili affixes, generating a superset of all
possible loanword hypotheses. We obtain the list
of Arabic affixes from the Arabic morphological an-
alyzer SAMA (Maamouri et al., 2010); the Swahili
affixes are taken from a hand-crafted Swahili mor-
phological analyzer (Littell et al., 2014).

4 Learning constraint weights

Due to the computational problems of working with
OT (Eisner, 1997; Eisner, 2002), we make sim-
plifying assumptions by (1) bounding the theoret-
ically infinite set of underlying forms with a small
linguistically-motivated subset of allowed transfor-
mations on donor pronunciations, as described in §3;
(2) imposing a priori restrictions on the set of the
surface realizations by intersecting the candidate set
with the recipient pronunciation lexicon; (3) assum-
ing that the set of constraints is finite and regular
(Ellison, 1994); and (4) assigning linear weights to
constraints, rather than learning an ordinal constraint
ranking (Boersma and Hayes, 2001; Goldwater and
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Faithfulness constraints

MAX-IO-MORPH no (donor) affix deletion
MAX-IO-C no consonant deletion
MAX-IO-V no vowel deletion
DEP-IO-MORPH no (recipient) affix epenthesis
DEP-IO-V no vowel epenthesis
IDENT-IO-C no consonant substitution
IDENT-IO-C-M no subst. in manner of pronunciation
IDENT-IO-C-A no subst. in place of articulation
IDENT-IO-C-S no subst. in sonority
IDENT-IO-C-P no pharyngeal consonant substitution
IDENT-IO-C-G no glottal consonant substitution
IDENT-IO-C-E no emphatic consonant substitution
IDENT-IO-V no vowel substitution
IDENT-IO-V-O no subst. in vowel openness
IDENT-IO-V-R no subst. in vowel roundness
IDENT-IO-V-F no subst. in vowel frontness
IDENT-IO-V-FIN no final vowel substitution

Table 1: Faithfulness constraints prefer pronounced re-
alizations completely congruent with their underlying
forms.

Johnson, 2003).
OT distinguishes “markedness” constraints (Mc-

Carthy and Prince, 1995), which detect dispreferred
phonetic patterns in the language, and “faithfulness”
constraints (Prince and Smolensky, 2008), which en-
sure correspondences between the underlying form
and the surface candidates.6 The implemented con-
straints are listed in tables 1 and 2. Faithfulness con-
straints are integrated in phonological transformation
components as transitions following each insertion,
deletion, or substitution. Markedness constraints are
implemented as standalone identity transducers: in-
puts are equal outputs, but path weights representing
candidate evaluation with respect to violated con-
straints are different.

The final “loanword transducer” is the composition
of all transducers described in §3 and OT constraint
transducers. A path in the transducer represents a
syllabified phonemic sequence along with (weighted)

6To clarify the distinction between faithfulness and marked-
ness constraint groups to the NLP readership, we can draw the
following analogy to the components of machine translation or
speech recognition: faithfulness constraints are analogical to
the translation model or acoustic model (reflecting input), while
markedness constraints are analogical to the language model
(requiring well-formedness of the output). Without faithfulness
constraints, the optimal surface form could differ arbitrarily from
the underlying form.

Markedness constraints

NO-CODA syllables must not have a coda
ONSET syllables must have onsets
PEAK there is only one syllabic peak
SSP complex onsets rise in sonority,

complex codas fall in sonority
*COMPLEX-S no consonant clusters on syllable margins
*COMPLEX-C no consonant clusters within a syllable
*COMPLEX-V no vowel clusters

Table 2: Markedness constraints impose language-
specific structural well-formedness of surface realizations.

OT constraints it violates, and shortest path outputs
are those, whose cumulative weight of violated con-
straints is minimal.

OT constraints are realized as features in our linear
model, and feature weights are learned in a discrimi-
native training to maximize the accuracy obtained by
the loanword transducer on a small development set
of donor–recipient pairs. For parameter estimation,
we employ the Nelder–Mead algorithm (Nelder and
Mead, 1965), a heuristic derivative-free method that
iteratively optimizes, based on an objective function
evaluation, the convex hull of n+1 simplex vertices.7

The objective function is the “soft accuracy” of the
development set, defined as the proportion of cor-
rectly identified donor words in the total set of 1-best
outputs.

5 Adapting the model to a new language

Although we conduct a thorough case study on the
Arabic–Swahili language pair, our methodology can
easily be generalized to other language pairs. String
transformation operations, as well as OT constraints
are language-universal. The only adaptation required
is a linguistic analysis to identify plausible morpho-
phonological repair strategies for the new language
pair (i.e., a subset of allowed insertions, deletions and
substitutions of phonemes and morphemes). Since
we need only to overgenerate candidates (the OT con-
straints will filter bad outputs), the effort is minimal
relative to many other grammar engineering exer-
cises. The second language-specific component is the
grapheme-to-IPA converter. While this can be a non-

7The decision to use Nelder–Mead rather than more conven-
tional gradient-based optimization algorithms was motivated by
practical limitations of the finite-state toolkit we used that made
computing derivatives with latent structure impractical.
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trivial problem in some cases, the problem is well
studied, and many under-resourced languages have
“phonographic” systems where orthography corre-
sponds to phonology, rather than organically evolved
written forms, which makes the mapping problem
trivial.

To illustrate the ease with which a language pair
can be engineered, we applied our borrowing model
to the French–Romanian language pair. Although
French and Romanian are sister languages (both de-
scending from Latin), about 12% of Romanian types
are true French borrowings that came into the lan-
guage in the past few centuries (Schulte, 2009). We
employ the GLOBALPHONE pronunciation dictio-
nary for French (Schultz and Schlippe, 2014) (we
convert it to IPA), and automatically construct a
Romanian pronunciation dictionary using Omniglot
grapheme-to-IPA conversion rules.

6 Experiments

Our experimental setup is defined as follows. The
input to the borrowing model is a loanword candi-
date in Swahili/Romanian,8 the outputs are plausible
donor words in the Arabic/French monolingual lexi-
con (i.e., any word in pronunciation dictionary). We
train the borrowing model using a small set of train-
ing examples, and then evaluate it using a held-out
test set. In the rest of this section we describe in
detail our datasets, tools, and experimental results.

Resources We employ Arabic–English and
Swahili–English bitexts to extract a training set
(corpora of sizes 5.4M and 14K sentence pairs,
respectively), using a cognate discovery technique
(Kondrak, 2001). Phonetically and semantically
similar strings are classified as cognates; phonetic
similarity is the string similarity between phonetic
representations, and semantic similarly is approxi-
mated by translation.9 We thereby extract Arabic

8Our model does not provide a mechanism for identifying
loanwords in the recipient language; we only model the borrow-
ing process. Classifying loanwords in the recipient language is
an interesting but ultimately different problem: the ontological
status of words in a lexicon is a difficult problem, even for human
experts, however, knowledge of cross-lingual correspondences
is a valuable feature, and as such, our work can be understood as
enabling this.

9This cognate discovery technique is sufficient to extract a
small training set, but is not generally applicable, as it requires

and Swahili pairs 〈a, s〉 that are phonetically similar
( ∆(a,s)

min(|a|,|s|) < 0.5) where ∆(a, s) is the Levenshtein
distance between a and s and that are aligned to the
same English word e. FastAlign (Dyer et al., 2013)
is used for word alignments. Given an extracted
word pair 〈a, s〉, we also extract word pairs {〈a′, s〉}
for all proper Arabic words a′ which share the same
lemma with a producing on average 33 Arabic types
per Swahili type. We use MADA (Habash et al.,
2009) for Arabic morphological expansion.

From the resulting dataset of 490 extracted Arabic–
Swahili borrowing examples,10 we set aside ran-
domly sampled 73 examples (15%) for evaluation,11

and use the remaining 417 examples for model param-
eter optimization. For French–Romanian language
pair, we use an existing small annotated set of bor-
rowing examples,12 with 282 training and 50 (15%)
randomly sampled test examples.

We use pyfst—a Python interface to OpenFst
(Allauzen et al., 2007)—for the borrowing model
implementation.13

Baselines We compare our model to several base-
lines. In the Levenshtein (L) distance base-
lines we chose the closest word (either surface or
pronunciation-based). In the Levenshtein-weighted
(L-W) baselines, we evaluate a variant of the Lev-
enshtein distance tuned to identify cognates (Mann
and Yarowsky, 2001; Kondrak and Sherif, 2006); this
method was identified by Kondrak and Sherif (2006)
among the top three cognate identification methods.
In the CRF baselines we generate plausible “translit-
erations” of the input Swahili (or Romanian) words
in the donor lexicon using the model of Ammar et
al. (2012), with multiple references in a lattice and
without reranking. The CRF transliteration model
is a linear-chain CRF where we label each source
character with a sequence of target characters. The
features are label unigrams, label bigrams, and label

parallel corpora or manually constructed dictionaries to measure
semantic similarity. Large parallel corpora are unavailable for
most language pairs, including Swahili–English.

10In each training/test example one Swahili word corresponds
to all extracted Arabic donor words.

11We manually verified that our test set contains clear Arabic–
Swahili borrowings. For example, we extract Swahili kusafiri,
safari and Arabic Q 	®�Ë@, Q 	®��
, Q 	®� (Alsfr, ysAfr, sfr) all aligned
to ‘travel’.

12http://wold.clld.org/vocabulary/8
13https://github.com/vchahun/pyfst
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conjoined with a moving window of source charac-
ters. In the OT-uniform baseline, we evaluate the ac-
curacy of the borrowing model with uniform weights,
thus shortest paths in the loanwords transducer will
be forms violating the fewest constraints.

Evaluation In addition to predictive accuracy on
all models (if a model produces multiple hypotheses
with the same 1-best weight, we count the proportion
of correct outputs in this set), we evaluate two partic-
ular aspects of our proposed model: (1) appropriate-
ness of the model family, and (2) the quality of the
learned OT constraint weights. The first aspect is de-
signed to evaluate whether the morpho-phonological
transformations implemented in the model are re-
quired and sufficient to generate loanwords from the
donor inputs. We report two evaluation measures:
model reachability and ambiguity. Reachability is
a percentage of test samples that are reachable (i.e.,
there is a path from the input test example to a cor-
rect output) in the loanword transducer. A naïve
model which generates all possible strings would
score 100% reachability, but it will be hard to set the
model parameters such that it discriminates between
good and bad candidates. In order to capture this
trade-off, we also report the inherent ambiguity of
our model, which is the average number of outputs
potentially generated per input. A generic Arabic–
Swahili transducer, for example, has an ambiguity
of 786,998—the size of the Arabic pronunciation
lexicon.

Results The borrowing model reachability and am-
biguity are listed in table 3. The model obtains high
reachability, while significantly reducing the aver-
age number of possible outputs per input: in Arabic
from 787K to 857 words, in French from 62K to
12. This result shows that the loanword transducer
design, based on the prior linguistic analysis, is a
plausible model of word borrowing. Yet, there are on
average 33 correct Arabic words out of the possible
857 outputs, thus the second part of the model—OT
constraint weights optimization—is crucial.

The accuracy results in table 4 show how challeng-
ing the task of modeling lexical borrowing between
two distinct languages is, and importantly, that ortho-
graphic and phonetic baselines including the state-
of-the-art generative model of transliteration are not
suitable for this task. Phonetic baselines for Arabic–

AR–SW FR–RO

Reachability 87.7% 82.0%
Ambiguity 857 12

Table 3: The evaluation of the borrowing model design.
Reachability is a percentage of donor–recipient pairs that
are reachable from a donor to a recipient language. Am-
biguity is an average number of outputs that the model
generates per one input.

Accuracy (%)
AR–SW FR–RO

Orthographic L 8.9 38.0
CRF 16.4 36.0

Phonetic L 19.8 26.3
L-W 19.7 30.7

OT OT-U 29.3 58.5
OT 48.4 75.6

Table 4: The evaluation of the borrowing model accuracy.
The baselines are orthographic (surface) and phonetic
(based on pronunciation lexicon) Levenshtein distance
(L), heuristic Levenshtein distance with lower penalty
on vowel updates and similar letter/phone substitutions
(L-W), CRF transliteration, and our model with uniform
(OT-U) and learned OT constraint weights assignment.

Swahili perform better than orthographic ones, but
substantially worse than OT-based models, even if
OT constraints are not weighted. Crucially, the per-
formance of the borrowing model with the learned
OT weights corroborates the assumption made in nu-
merous linguistic accounts that OT is an adequate
analysis of the lexical borrowing phenomenon.

Qualitative evaluation The constraint ranking
learned by the borrowing model (constraints are
listed in tables 1, 2) is in line with prior linguistic
analysis. Space precludes a thorough discussion, but
we highlight a few points. In Swahili NO-CODA domi-
nates all other markedness constraints, as expected.
Both *COMPLEX-S and *COMPLEX-C, restricting con-
sonant clusters, dominate *COMPLEX-V, confirming
that Swahili is more permissive to vowel clusters.
SSP—sonority-based constraint—captures a common
pattern of consonant clustering, found across lan-
guages, and is also learned by our model as undomi-
nated by most competitors in Swahili, and as a domi-
nating markedness constraint in Romanian. Finally,
vowel epenthesis DEP-IO-V is the most common strat-
egy in Arabic loanword adaptation, and is ranked
lower according to the model; however, it is ranked
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EN AR gloss AR pronunciation SW syllabification Violated OT constraints
book ktAb kitAb ki.ta.bu. IDENT-IO-C-G〈A, a〉, DEP-IO-V〈ε, u〉
palace AlqSr AlqaSr ka.sri MAX-IO-MORPH〈Al, ε〉, IDENT-IO-C-S〈q, k〉,

IDENT-IO-C-E〈S, s〉, *COMPLEX-C〈sr〉, DEP-IO-V〈ε, i〉
wage Ajrh Aujrah u.ji.ra. MAX-IO-V〈A, ε〉, ONSET〈u〉 ,

DEP-IO-V〈ε, i〉, MAX-IO-C〈h, ε〉
Table 5: Examples of syllabification and OT constraint violations produced by our borrowing model.

highly in the French–Romanian model, where vowel
insertion is rare.

A second interesting by-product of our model is
an inferred syllabification. While we did not conduct
a systematic quantitative evaluation, higher-ranked
Swahili outputs tend to contain linguistically plausi-
ble syllabifications, although the syllabification trans-
ducer inserts optional syllable boundaries between
every pair of phones. This result further attests to
the plausible constraint ranking learned by the model.
Example Swahili syllabifications14 along with the
OT constraint violations produced by the borrowing
model are depicted in table 5.

7 Discussion

The task of modeling borrowing is unexplored in
computational linguistics. In this section we first
situate the task with respect to two most closely re-
lated research directions: modeling transliteration
and cognate forms. We then motivate the new line of
research proposed in this work: modeling borrowing.

Borrowing vs. transliteration Borrowing is not
transliteration. Transliteration refers to writing in
a different orthography, whereas borrowing refers
to expanding a language to include words adapted
from another language. Unlike borrowing, translit-
eration is more amenable to orthographic—rather
than morpho-phonological—features, although see
(Knight and Graehl, 1998). Borrowed words might
have begun as transliterations, but a characteristic
of borrowed words is that they become assimilated
in the linguistic system of the recipient language,
and became regular content words, e.g., ‘orange’
and ‘sugar’ are English words borrowed from Arabic
l .�

	'PA 	K (nArnj) and Qº�Ë@ (Alskr), respectively.

14We chose examples from the Arabic–Swahili system be-
cause this is a more challenging case due to linguistic discrepan-
cies.

Borrowing vs. inheritance Cognates are words in
related languages inherited from one word in a com-
mon ancestral language (the proto-language). Loan-
words, on the other hand, can occur between any lan-
guages, either related or not, that historically came
into contact. Theoretical analysis of cognates has
tended to be concerned with a diachronic point of
view, i.e., modeling word changes across time. While
of immense scientific interest, language processing
applications are arguably better served by models of
synchronic processes, peculiar to loanword analysis.

Why borrowing? Borrowing is a distinctive and
pervasive phenomenon: all languages borrowed from
other languages at some point in their lifetime, and
borrowed words constitute a large fraction of most
language lexicons. Another important property of
borrowing is that in adaptation of borrowed items,
changes in words are systematic, knowledge of mor-
phological and phonological patterns in a language
can be used to predict how borrowings will be re-
alized in that language, without having to list them
all. Therefore, modeling of borrowing is a task well-
suited for computational approaches.

Our suggestion in this work is that we can identify
borrowing relations between resource-limited lan-
guages and resource-rich donor languages, such as
English, French, Spanish, Arabic, Chinese, and Rus-
sian. For example, 30–70% of the vocabulary in Viet-
namese, Cantonese, and Thai—relatively resource-
limited languages spoken by hundreds of millions
of people—are borrowed from Chinese and English.
Similarly, African languages have been greatly in-
fluenced by Arabic, Spanish, English, and French—
widely spoken languages such as Swahili, Zulu,
Malagasy, Hausa, Tarifit, Yoruba contain up to 40%
of loanwords. Indo-Iranian languages—Hindustani,
Hindi, Urdu, Bengali, Persian, Pashto—spoken by
860 million, also extensively borrowed from Ara-
bic and English (Haspelmath and Tadmor, 2009). In
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short, at least a billion people are speaking resource-
scarce languages whose lexicons are heavily bor-
rowed from resource-rich languages.

Why is this important? Lexical translations or
alignments extracted from large parallel corpora have
been widely used to project annotations from high- to
low-resource languages (Hwa et al., 2005; Täckström
et al., 2013; Ganchev et al., 2009; Tsvetkov et al.,
2014, inter alia). Unfortunately, parallel resources
are unavailable for the majority of resource-limited
languages. Loanwords can be used as a source of
cross-lingual links complementary to lexical align-
ments. This holds promise for applying existing
cross-lingual methods and bootstrapping linguistic
resources in languages where no parallel data is avail-
able.

8 Related work

With the exception of a study conducted by Blair and
Ingram (2003) on generation of borrowed phonemes
in English–Japanese language pair (the method does
not generalize from borrowed phonemes to borrowed
words, and does not rely on linguistic insights), we
are not aware of any prior work on computational
modeling of lexical borrowing. Few papers only men-
tion or tangentially address borrowing, we briefly list
them here. Daumé III (2009) focuses on areal effects
on linguistic typology, a broader phenomenon that
includes borrowing and genetic relations across lan-
guages. This study is aimed at discovering language
areas based on typological features of languages. Gar-
ley and Hockenmaier (2012) train a maxent classifier
with character n-gram and morphological features
to identify anglicisms (which they compare to loan-
words) in an online community of German hip hop
fans. List and Moran (2013) have published a toolkit
for computational tasks in historical linguistics but
remark that “Automatic approaches for borrowing
detection are still in their infancy in historical linguis-
tics.”

Two related lines of research are transliteration and
cognate identification. Knight and Graehl (1998), Al-
Onaizan and Knight (2002) developed a finite-state
generative model of transliteration, and successfully
applied it to Arabic–English named entity transla-
tion. Mann and Yarowsky (2001) and Kondrak (2001)
identify cognate pairs, based on the learned surface

and phonetic similarities, respectively. As our experi-
ments confirm, orthographic and phonetic translitera-
tion and string edit distance methods are not adequate
models for the complex borrowing phenomena.

9 Conclusion

Given a loanword, our model identifies plausible
donor words in a contact language. We show that
a discriminative model with Optimality Theoretic
features effectively models systematic phonological
changes in Arabic–Swahili loanwords. We also found
that the model and methodology is generally applica-
ble to other language pairs with minimal engineering
effort.

This paper makes two contributions: (1) To the
best of our knowledge, this is the first computational
model of lexical borrowing. (2) While there are im-
plementations of OT (Hayes et al., 2013), they are
used chiefly to facilitate linguistic analysis.

There are numerous research questions that we
would like to explore further. Is it possible to mono-
lingually identify borrowed words in a language?
Can we automatically identify a donor language (or
its phonological properties) for a borrowed word?
Since languages may borrow from many sources,
can jointly modeling this process lead to better per-
formance? Can we reduce the amount of language-
specific engineering required to deploy our model?
Can we integrate knowledge of borrowing in down-
stream NLP applications? We intend to address these
questions in future work.
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Abstract

We present Model Invertibility Regularization
(MIR), a method that jointly trains two direc-
tional sequence alignment models, one in each
direction, and takes into account the invertibil-
ity of the alignment task. By coupling the two
models through their parameters (as opposed
to through their inferences, as in Liang et al.’s
Alignment by Agreement (ABA), and Ganchev
et al.’s Posterior Regularization (PostCAT)),
our method seamlessly extends to all IBM-
style word alignment models as well as to
alignment without parallel data. Our proposed
algorithm is mathematically sound and inher-
its convergence guarantees from EM. We eval-
uate MIR on two tasks: (1) On word align-
ment, applying MIR on fertility based mod-
els we attain higher F-scores than ABA and
PostCAT. (2) On Japanese-to-English back-
transliteration without parallel data, applied to
the decipherment model of Ravi and Knight,
MIR learns sparser models that close the gap
in whole-name error rate by 33% relative to
a model trained on parallel data, and further,
beats a previous approach by Mylonakis et al.

1 Introduction

The transfer of information between languages is a
common natural language phenomenon that is in-
tuitively invertible. For example, in transliteration,
a source-language word is mapped to a target lan-
guage’s writing system under a sound preserving
mapping (for example, “computer” to Japanese Ro-
maji, “konpyutaa”). The original word should then
be recoverable from its transliterated version. Simi-
larly, in translation, the back-translation of the trans-
lation of a word is likely to be that same word itself.

In NLP, however, commonly-used generative
models describing such phenomena are directional,
only concerned with the transfer of source-language
symbols to target-language symbols or vice versa,
but not both directions. Left unchecked, indepen-
dently training two such directional models (source-
to-target and target-to-source) often yields two mod-
els that diverge from this invertibility intuition.

In word alignment, this can lead to disagreements
between alignments inferred by a model trained in
one direction and those inferred by a model trained
in the reverse direction. To remedy this disparity
(and other shortcomings), it is common to turn to
alignment symmetrization techniques such as grow-
diag-final-and (Koehn et al., 2003) which heuristi-
cally combines alignments from both directions.

Liang et al. (2006) suggest a more fundamental
approach they call Alignment by Agreement (ABA),
which jointly trains two word alignment models by
maximizing their data-likelihoods along with a reg-
ularizer that rewards agreement between their align-
ment posteriors (computed over each parallel sen-
tence pair). Although their EM-like optimization
procedure is heuristic, it proves effective at jointly
training bidirectional models. Ganchev et al. (2008)
propose another approach for agreement between
the directed models by adding constraints on the
alignment posteriors. Unlike ABA, their optimization
is exact, but it can be computationally expensive,
requiring multiple forward-backward inferences in
each E-step.

In this paper we develop a different approach for
jointly training general bidirectional sequence align-
ment models called Model Invertibility Regulariza-
tion, or MIR (Section 3). Our approach has two
key benefits over ABA and PostCAT: First, MIR can

609



be applied to sequence alignment without parallel
data. Second, a single implementation seamlessly
extends to all IBM models, including the fertility
based models. Furthermore, since MIR follows the
MAP-EM framework, it inherits its desirable con-
vergence guarantees.

The key idea facilitating the easy extension to
complex models and to non-parallel data settings is
in our regularizer, which operates on the model pa-
rameters as opposed to their inferences. Specifically,
MIR was designed to reward model pairs whose
translation tables respect the invertibility intuition.

We tested MIR against competitive baselines on
two sequence alignment tasks: word alignment
(with parallel data) and back-transliteration deci-
pherment (without parallel data).

On Czech-English and Chinese-English word
alignment (Section 5), restricted to the HMM model,
MIR attains F- and Bleu score improvements that are
comparable to those of ABA and PostCAT. We fur-
ther apply MIR beyond HMM, on the fertility-based
IBM Models, showing further gains in F-score com-
pared to the baseline, ABAandPostCAT. Interest-
ingly, the HMM alignments obtained by ABA and
MIR are qualitatively different, so that combining the
two yields additive gains over each method by itself.

On English-Japanese back-transliteration deci-
pherment (Section 6), we apply MIR to the cascade
of wFSTs approach proposed by Ravi and Knight
(2009). Using MIR, we are able to reduce the whole-
name error-rate relative to a model trained on paral-
lel data by 33%, as well as significantly outperform
the joint model proposed by Mylonakis et al. (2007).

2 Background

We are concerned with learning generative models
that describe transformations of a source-language
sequence e = (e1, . . . , eI) to a target-language se-
quence f = ( f1, . . . , fJ). We consider two different
data scenarios.

In the parallel data setting, each sample in the ob-
served data consists of a pair (e, f). The generative
story assigns the following probability to the event
that f arises from e:

p(f | e; Θ) =
∑

a
p(a, f | e; Θ) (1)

where Θ denotes the model parameters and a de-
notes a hidden variable that corresponds to unknown
choices taken in the generative process.

In the non-parallel data setting, only the target se-
quence f is observed and the source sequence e is
hidden. The model assigns the following probabil-
ity to the observed data:

p(f; Θ) =
∑

e
p(e)
∑

a
p(a, f | e). (2)

That is, the sequence f can arise from any sequence
e by first selecting e ∼ p(e) and then proceeding ac-
cording to the parallel-data generative story (Eq. 1).

Unsupervised training of such models entails
maximizing the data log-likelihood L(Θ):

arg max
Θ

L(Θ) = arg max
Θ

∑
x∈X

log p(x; Θ)

where X = {(en, fn)}n in the parallel data setting and
X = {(fn)}n in the non-parallel data setting.

Although the structure of Θ is unspecified, in
practice, most models that follow these generative
stories contain a word translation table (t-table) de-
noted t, with each parameter t( f | e) representing the
conditional probability of mapping a given source
symbol e to a target symbol f .

3 Model Invertibility Regularization

In this section we propose a method for jointly train-
ing two word alignment models, a source-to-target
model Θ1 and a target-to-source model Θ2, by reg-
ularizing their parameters to respect the invertibil-
ity of the alignment task. We therefore name our
method Model Invertibility Regularization (MIR).

3.1 Regularizer

Our regularizer operates on the t-table parameters
t1, t2 of the two models, as follows: Let matrices
T1,T2 denote the t-tables t1, t2 in matrix form and
consider their multiplication T = T1T2. The re-
sulting matrix T is a stochastic square matrix of
dimension |V1| × |V1| where |V1| denotes the size
of the source-language vocabulary. Each entry Ti j

represents the total probability mass mapped from
source word ei to source word e j by first applying
the source-to-target mapping T1 and then the target-
to-source mapping T2.
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In particular, each diagonal entry Tii holds the
probability of mapping a source symbol back onto
itself, a quantity we intuitively believe should be
high. We therefore (initially) consider maximizing
the trace of T :

Tr[T ] =
∑

i

Tii =
∑

e

∑
f

t1( f | e) t2(e | f ).

We further note that Tr[T ] = Tr[T1T2] = Tr[T2T1],
so that the trace captures equally well how much the
target symbols map onto themselves.

Since T is stochastic, setting it to the identity ma-
trix I maximizes its trace. In other words, the more
T1 and T2 behave as (pseudo-)inverses of each other,
the higher the trace is. This exactly fits with our in-
tuition regarding invertibility.

Unfortunately, the trace is not concave in both T1
and T2, a property which will become desirable in
optimization. We therefore modify the trace regular-
izer by applying the entrywise square root operator
on T1, T2 and denote the new term R:

R(t1, t2) = Tr
[ √

T1
√

T2
]

=
∑

e

∑
f

√
t1( f | e) t2(e | f ). (3)

Note that R is maximized when
√

T1
√

T2 = I.
Concavity of R in both t1, t2 (or equivalently

T1,T2) follows by observing that it is a sum of con-
cave functions – each term in the summation is a
geometric mean, which is concave in its parameters.

3.2 Joint Objective Function
We apply MIR in two data scenarios: In the parallel
data setting, we observe N sequence pairs {xn

1}n =

{(en, fn)}n or, equivalently, {xn
2}n = {(fn, en)}n.

In the non-parallel setting, two monolingual
datasets are observed: N1 source sequences {xn

1}n =

{en}n and N2 target sequences {xn
2}n = {fn}n.

The probability of the nth sample under the kth
model Θk (for k ∈ {1, 2}) is denoted pk(xn

k ; Θk).
Specifically, in the parallel data setting, the proba-
bility of xn

k under its model is:1

p1(xn
1; Θ1) = p(fn | en; Θ1)

p2(xn
2; Θ2) = p(en | fn; Θ2)

1This slight notational abuse helps represent both data sce-
narios succinctly.

whereas in the non-parallel data setting, the proba-
bility is defined as:

p1(xn
1; Θ1) = p(fn; Θ1)

p2(xn
2; Θ2) = p(en; Θ2).

Using the above definitions and the MIR regular-
izer R (Eq. 3), we formulate an optimization pro-
gram for maximizing the regularized log-likelihoods
of the observed data:

max
Θ1,Θ2

λR(t1, t2) +
∑

k∈{1,2}

Nk∑
n=1

log pk(xn
k ; Θk) (4)

where λ ≥ 0 is a tunable hyperparameter (note that,
in the parallel case, N = N1 = N2).

We defer discussion on the relationship and mer-
its of our approach with respect to ABA (Liang et al.,
2006) and PostCAT (Ganchev et al., 2008) to Sec-
tion 4.

3.3 Optimization Procedure

Using our concave regularizer, MIR optimization
(Eq. 4) neatly falls under the MAP-EM framework
(Dempster et al., 1977) and inherits the convergence
properties of the underlying algorithms. MAP-
EM follows the same structure as standard EM:
The E-step remains identical to the standard E-step,
while the M-step maximizes the complete-data log-
likelihood plus the regularization term. In the case
of MIR, the E-step can be carried out independently
for each model. The only extra work is in the M-
step, which optimizes a single (concave) objective
function.

Specifically, let zn denote the missing data, where,
in the parallel data setting, only the alignment is
missing (zn

k = an
k) and in the non-parallel data set-

ting, both alignment and source symbol are missing
(zn

1 = (an
1, e

n), zn
2 = (an

2, f
n)).

In the E-step, each model Θk (for k ∈ {1, 2})
is held fixed and its posterior distribution over the
missing data zn

k is computed per each observa-
tion, xn

k :

qk(zn
k , x

n
k) := pk(zn

k | xn
k ; Θk).

In the M-step, the computed posteriors are used
to define a convex optimization program that max-
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imizes the regularized sum of expected complete-
data log-likelihoods:

max
Θ1,Θ2

λR(t1, t2) +
∑

k∈{1,2}

Nk∑
n=1

qk(zn
k , x

n
k) log pk(xn

k , z
n
k)

where n ranges over the appropriate sample set.
Operationally, for models Θk that can be encoded

as wFSTs (such as the IBM1, IBM2 and HMM
word alignment models), the E-step can be carried
out efficiently and exactly using dynamic program-
ming (Eisner, 2002). Other models resort to ap-
proximation techniques – for example, the fertility-
based word alignment models apply hill-climbing
and sampling heuristics in order to efficiently esti-
mate the posteriors (Brown et al., 1993)

From the computed posteriors qk we collect ex-
pected counts for each event, used to construct the
M-step optimization objective. Since the MIR regu-
larizer couples only the t-table parameters, the up-
date rule for any remaining parameter is left un-
changed (that is, one can use the usual closed-form
count-and-divide solution).

Now, let Ce, f
1 and Ce, f

2 denote the expected counts
for the t-table parameters. That is, Ce, f

k denotes the
expected number of times a source-symbol type e is
seen aligned to a target-symbol type f according to
the posterior qk. In the M-step, we maximize the
following objective with respect to t1 and t2:

arg max
t1,t2

∑
e, f

Ce, f
1 log t1( f | e) +∑

e, f

Ce, f
2 log t2(e | f ) + λR(t1, t2) (5)

which can be efficiently solved using convex pro-
gramming techniques due to the concavity of R and
the complete-data log-likelihoods in both t1 and t2.

In our implementation, we applied Projected
Gradient Descent (Bertsekas, 1999; Schoenemann,
2011), where at each step, the parameters are up-
dated in the direction of the M-step objective gradi-
ent at (t1, t2) and then projected back onto the prob-
ability simplex. We used simple stopping conditions
based on objective function value convergence and a
bounded number of iterations.

4 Baselines

4.1 Parallel Data Baseline: ABA and PostCAT
Our approach is most similar to Alignment by
Agreement (Liang et al., 2006) which uses a single
joint objective for two word alignment models. The
difference between our objective (Eq. 4) and theirs
lies in their proposed regularizer, which rewards the
per-sample agreement of the two models’ alignment
posteriors:∑

n

log
∑

z
p1(z | xn) · p2(z | xn)

where xn = (en, fn) and where z ranges over the pos-
sible alignments between en and fn (practically, only
over 1-to-1 alignments, since each model is only ca-
pable of producing one-to-many alignments).

Liang et al. (2006) note that proper EM opti-
mization of their regularized joint objective leads to
an intractable E-step. Unable to exactly and effi-
ciently compute alignment posteriors, they resort to
a product-of-marginals heuristic which breaks EM’s
convergence guarantees, but has a closed-form solu-
tion and works well in practice.
MIR regularization has both theoretical and prac-

tical advantages compared to ABA, which make our
method more convenient and broadly applicable:

1. By regularizing for posterior agreement, ABA is
restricted to a parallel data setting, whereas MIR
can be applied even without parallel data.

2. The posteriors of more advanced word align-
ment models (such as fertility-based models) do
not correspond to alignments, and furthermore,
are already estimated with approximation tech-
niques. Thus, even if we somehow adapt ABA’s
product-of-marginals heuristic to such models,
we run the risk of estimating highly inaccurate
posteriors (specifically, zero-valued posteriors).
In contrast, MIR extends to all IBM-style word
alignment models and does not add heuristics.
The M-step computation can be done exactly and
efficiently with convex optimization.

3. MIR provides the same theoretical convergence
guarantees as the underlying algorithms.

Ganchev et al. (2008) propose PostCAT which
uses Posterior Regularization (Ganchev et al., 2010)
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to enforce posterior agreement between the two
models. Specifically, they add a KL-projection step
after the E-step of the EM algorithm which returns
the posterior q(z | x) closest in KL-Divergence to
an E-step posterior, but which also upholds certain
constraints. The particular constraints they suggest
encode alignment agreement in expectation between
the two models’ posteriors. For details, the reader
can refer to (Ganchev et al., 2008).

Similarly to ABA, with their suggested alignment
agreement constraints PostCAT cannot be applied
without parallel data and it is unclear how to extend
it to fertility based models (however, it does seems
possible to apply other constraints using the general
posterior regularization framework).

We compare MIR against ABA and PostCAT in
Section 5.

4.2 Non-Parallel Data Baseline: bi-EM
Mylonakis et al. (2007) cast the two directional
models as a single joint model by reparameterization
and normalization. That is, both directional models,
consisting of a t-table only, are reparameterized as:

t1( f | e) =
βe, f∑
f βe, f

t2(e | f ) =
βe, f∑
e βe, f

(6)

They then maximize the likelihood of observed
monolingual sequences from both languages:

max
β

L1({fn}; β) + L2({en}; β) (7)

where, for example:

L1({fn}; β) = log
∏

n

p(fn)

= log
∏

n

∑
e

p(fn | e)p(e)

= log
∏

n

∑
e

p(e)
∏

m

t1( f n
m | e)

Here, p(e) denotes the probability of e according to
a fixed source language model.

Once training of β is complete, we can decode
an observed target sequence f, by casting β back in
terms of t1 and apply the Viterbi decoding algorithm.

To solve for β in Eq. 7, Mylonakis et al. (2007)
propose bi-EM, an iterative EM-style algorithm. The
objective function in their M-step is not concave,

hinting that a closed-form solution for the maxi-
mizer is unlikely. The probability estimate that they
use in the M-step appears to maximize an approx-
imation of their M-step objective which omits the
normalization factors in Eq. 7.

Nevertheless, bi-EM attains improved results
compared to standard EM on both POS-tagging and
monotone noun sequence translation without paral-
lel data. We compare MIR against bi-EM in Sec. 6.

5 Experiments with Parallel Data

In this section, we compare MIR against stan-
dard EM training and ABA on Czech-English and
Chinese-English word alignment and translation.

5.1 Implementation and Code

For ABA2 and PostCAT3 training we used the au-
thors’ implementation, which supports the HMM
model. Vanilla EM training was done using
GIZA++,4 which supports all IBM models as well
as HMM. Our method MIR was implemented on top
of GIZA++.5

5.2 Data

We used the following parallel data to train the word
alignment models:

Chinese-English: 287K sentence pairs from the
NIST 2009 Open MT Evaluation constrained task
consisting of 5.3M and 6.6M tokens, respectively.

Czech-English: 85K sentence pairs from the News
Commentary corpus, consisting of 1.6M and 1.8M
tokens, respectively.

Sentence length was restricted to at most 40 tokens.

5.3 Word Alignment Experiments

We obtained HMM alignments by running either 5
or 10 iterations (optimized on a held-out validation
set) of both IBM Model 1 and HMM. We obtained
IBM Model 4 alignments by continuing with 5 it-
erations of IBM Model 3 and 10 iterations of IBM

2http://cs.stanford.edu/˜pliang/software/

cross-em-aligner-1.3.zip
3http://www.seas.upenn.edu/˜strctlrn/CAT/CAT.

html
4http://code.google.com/p/giza-pp/
5https://github.com/vaswani/MIR_ALIGNMENT
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Chi-Eng Cze-Eng
Method Align F1 Align F1

EM-HMM 64.6 65.0
PostCAT-HMM 69.8 69.6

ABA-HMM 70.8 70.4
MIR-HMM 70.9 69.6
EM-IBM4 68.4 67.3
MIR-IBM4 72.9 70.7

Table 1: Word alignment F1 scores.

Model 4. We then extracted symmetrized align-
ments in the following manner: For all HMM mod-
els, we used the posterior decoding technique de-
scribed in Liang et al. (2006) as implemented by
each package. For IBM Model 4, we used the
standard grow-diag-final-and (gdfa) symmetrization
heuristic (Koehn et al., 2003).

We tuned MIR’s λ parameter to maximize align-
ment F-score on a validation set of 460 hand-aligned
Czech-English and 1102 Chinese-English sentences.

Alignment F-scores are reported in Table 1. In
particular, the best results were obtained by MIR,
when applied to the fertility based IBM4 model -
we obtained gains of +2.1% (Chinese-English) and
+0.3% (Czech-English) compared to the best com-
petitor.

5.4 MT Experiments

We ran MT experiments using the Moses (Koehn
et al., 2007) phrase-based translation system.6 The
feature weights were trained discriminatively using
MIRA (Chiang et al., 2008), and we used a 5-gram
language model trained on the Xinhua portion of En-
glish Gigaword (LDC2007T07). All other parame-
ters remained with their default settings. The devel-
opment data used for discriminative training were:
for Chinese-English, data from the NIST 2004 and
NIST 2006 test sets; for Czech-English, 2051 sen-
tences from the WMT 2010 shared task. We used
case-insensitive IBM Bleu (closest reference length)
as our metric.

On both language pairs, ABA, PostCAT and MIR
outperform their respective EM baseline with com-
parable gains overall. However, we noticed that
ABA and MIR are not producing the same alignments.

6http://www.statmt.org/moses/

Chi-Eng Cze-Eng
Method NIST08 WMT09 WMT10

EM-HMM 23.6 16.7 17.1
PostCAT-HMM 24.6 16.9 17.4

MIR-HMM 24.0 17.1 17.6
ABA-HMM 24.4 17.1 17.7
EM-IBM4 24.2 16.8 17.2
MIR-IBM4 24.6 17.2 17.5

ABA + MIR-HMM 25.1 17.4 17.9

Table 2: Bleu scores. Combining ABA and MIR HMM
alignments improves Bleu score significantly over all
other methods.

For example, by combining their HMM alignments
(simply concatenating aligned bitexts) the total im-
provement reaches +1.5 Bleu on the Chinese-to-
English task, a statistically significant improvement
(p < 0.05) according to a bootstrap resampling sig-
nificance test (Koehn, 2004)). Table 5.4 summarizes
our MT results.

6 Experiments without Parallel Data

Ravi and Knight (2009) consider the challeng-
ing task of learning a Japanese-English back-
transliteration model without parallel data. The goal
is to correctly decode a list of 100 US senator names
written in katakana script, without having access to
parallel data. In this section, we reproduce their de-
cipherment experiment and show that applying MIR
to their baseline model significantly outperforms
both the baseline and the bi-EM method.

6.1 Phonetic-Based Japanese Decipherment

Ravi and Knight (2009) construct a English-to-
Japanese transliteration model as a cascade of wF-
STs (depicted in Figure 1, top). According to
their generative story, any word in katakana is gen-
erated by re-writing an English word in its En-
glish phonetic representation, which is then trans-
formed to a Japanese phonetic representation and
finally re-written in katakana script. For example,
the word “computer” is mapped to a sequence of
8 English phonemes (k, ah,m, p, y, uw, t, er), which
is mapped to a sequence of 9 Japanese phonemes
(K,O,N,P,Y,U,T,A,A) and finally to Katakana.

They apply their trained transliteration model to
decode a list of 100 US senator names and report a
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whole-name error-rate (WNER)7 of 40% with paral-
lel data (trained over 3.3k word pairs), compared to
73% WNER without parallel data (trained over 9.5k
Japanese words only), demonstrating the weakness
of methods that do not use parallel data.

6.2 Forward Pipeline

We reproduced the English-to-Japanese translitera-
tion pipeline of Ravi and Knight (2009) by con-
structing each of the cascade wFSTs as follows:

1. A unigram language model (LM) of English
terms, estimated over the top 40K most frequent
capitalized words found in the Gigaword corpus
(without smoothing).

2. An English pronunciation wFST from the CMU
pronunciation dictionary.8

3. An English-to-Japanese phoneme mapping
wFST that encodes a phoneme t-table t1 which
was designed according to the best setting re-
ported by Ravi and Knight (2009). Specifically,
t1 is restricted to either 1-to-1 or 1-to-2 phoneme
mappings and maintains consonant parity. See
further details in their paper.

4. A hand-built Japanese pronunciation to
Katakana wFST (Ravi and Knight, 2009).

6.3 Backward Pipeline

MIR requires a pipeline in the reverse direction,
transliteration of Japanese to English. We con-
structed a unigram LM of Katakana terms over the
top 25K most frequent Katakana words found in
the Japanese 2005-2008-news dictionary from the
Leipzig corpora.9

The remaining required wFSTs were obtained by
inverting the forward model wFSTs (that is, wFSTs
2,3,4 above), and the cascade was composed in the
reverse direction. In particular, by inverting t1, we
obtained the Japanese-to-English t-table t2 that al-
lows only 2-to-1 or 1-to-1 phoneme mappings.

7The percentage of names where any error occurs anywhere
in either the first or last name.

8http://www.speech.cs.cmu.edu/cgi-bin/cmudict
9http://corpora.uni-leipzig.de/

6.4 Training Data
For training data, we used the top 50% most frequent
terms from the monolingual data over which we con-
structed the LM wFSTs. This resulted in a set of
20K English terms (denoted ENG) and a set of 13K
Japanese terms in Katakana (denoted KTKN).

Taking the entire set of monolingual terms led to
poor baseline results, probably since uncommon En-
glish terms are not transliterated, and uncommon
Katakana terms may be borrowed from languages
other than English.

In any case, it is important to note that ENG and
KTKN are unrelated, since both were collected over
non-parallel corpora.

6.5 Training and Tuning
We train and tune 4 models:

baseline: the model proposed by Ravi and Knight
(2009), which maximizes the likelihood (Eq. 2) of
the observed Japanese terms KTKN.

MIR: Our bidirectional, regularized model, which
maximizes the regularized likelihoods (Eq. 4) of
both monolingual corpora ENG, KTKN.

bi-EM: The joint model proposed by Mylonakis et
al. (2007), which maximizes the likelihoods (Eq. 7)
of both monolingual corpora ENG, KTKN.

Oracle: As an upper bound, we train the model of
Ravi and Knight (2009) as if it was given the correct
English origin for each Japanese term. (over 4.2K
parallel English-Japanese phoneme sequences).

We train each method for 15 EM iterations, while
keeping the LM and pronunciation wFSTs fixed.

Training was done using the Carmel finite-state
toolkit.10 Specifically, baseline and oracle rely
on Carmel exclusively, while for MIR and bi-EM, we
manipulated Carmel to output the E-step posteriors,
which we then used to construct and solve the M-
step objective using our own implementation.

The different models were tuned over a develop-
ment set consisting of 50 frequent Japanese terms
and their English origin. For each method, we chose
the so-called stretch-factor α ∈ {1, 2, 3} used to ex-
ponentiate the model parameters before decoding

10http://www.isi.edu/licensed-sw/carmel/
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Figure 1: The transliteration generative story as a cascade of wFSTs. Each box represents a transducer. Top: transliter-
ation of the word “computer” to Japanese Katakana. Bottom: the reverse process. MIR jointly trains the two cascades
by maximizing the regularized data log-likelihood with respect to the two (shaded) phoneme mapping models t1, t2.
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Figure 2: The 1-to-1 mapping submatrix of the t1 transliteration table for independent training (left) and MIR (right).
MIR learns sparser, peaked models compared to those learned by independent training.

(see Ravi and Knight (2009)), our model’s hyper-
parameter λ ∈ {1, 2, 3, 4}, and the number of itera-
tions (up to 15) to minimize WNER on the develop-
ment set.

We decoded Japanese terms using the Viterbi al-
gorithm, applied on the selected t1 model (using
Eq. 6 to convert the bi-EM model β back to to t1).
Finally, note that ABA training and symmetrization
decoding heuristics are inapplicable, since they rely
on parallel data.

6.6 Senator Name Decoding Results

We compiled our own test set, consisting of 100 US
senator names (first and last), and compared the per-
formance of the four algorithms. Table 3 reports
WNER, average normalized edit distance (NED)
and the number of model parameters (t1) with value
greater than 0.01 as an indication of sparsity. Figure
2 further compares the 1-to-1 portions of the best
model learned by the baseline method with the

best model learned by MIR, showing the difference
in parameter sparsity.

WNER NED t1 > 0.01
baseline 67% 23.2 649
bi-EM 66% 21.8 600
MIR 59% 17.3 421
Oracle 43% 10.8 152

Table 3: MIR reduces error rates (WNER, NED) and
learns sparser models (number of t1 parameters greater
than 0.01) compared to the other models.

Using MIR, we obtained significant reduction in
error rates, closing the gap between the baseline
method and Oracle, which was trained on parallel
data, by 33% in WNER and nearly 50% in NED.
This error reduction clearly demonstrates the effi-
cacy of MIR in the non-parallel data setting.
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7 Conclusion

We presented Model Invertibility Regularization
(MIR), an unsupervised method for jointly train-
ing bidirectional sequence alignment models with
or without parallel data. Our formulation is based
on the simple observation that the alignment tasks
at hand are inherently invertible and encourages
the translation tables in both models to behave like
pseudo-inverses of each other.

We derived an efficient MAP-EM algorithm and
demonstrated our method’s effectiveness on two dif-
ferent alignment tasks. On word alignment, apply-
ing MIR on the IBM4 model yielded the highest F
scores and the resulting Bleu scores were compara-
ble to that of Alignment by Agreement (Liang et al.,
2006) and PostCAT (Ganchev et al., 2008). Our best
MT results (up to +1.5 Bleu improvement) were
obtained by combining alignments from both MIR
and ABA, indicating that the two methods learn com-
plementary alignments. On Japanese-English back-
transliteration with no parallel data, we obtained a
significant error reduction over two baseline meth-
ods (Ravi and Knight, 2009; Mylonakis et al., 2007).

As future work, we plan to apply MIR on large-
scale MT decipherment (Ravi and Knight, 2011;
Dou and Knight, 2013), where, so far, only a single
directional model has been used. Another promis-
ing direction is to encourage invertibility not only
between words, but between their senses and syn-
onyms.
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Abstract

A key challenge of designing coherent seman-
tic ontology for spoken language understand-
ing is to consider inter-slot relations. In prac-
tice, however, it is difficult for domain experts
and professional annotators to define a coher-
ent slot set, while considering various lexi-
cal, syntactic, and semantic dependencies. In
this paper, we exploit the typed syntactic de-
pendency theory for unsupervised induction
and filling of semantics slots in spoken dia-
logue systems. More specifically, we build
two knowledge graphs: a slot-based seman-
tic graph, and a word-based lexical graph.
To jointly consider word-to-word, word-to-
slot, and slot-to-slot relations, we use a ran-
dom walk inference algorithm to combine the
two knowledge graphs, guided by dependency
grammars. The experiments show that con-
sidering inter-slot relations is crucial for gen-
erating a more coherent and compete slot set,
resulting in a better spoken language under-
standing model, while enhancing the inter-
pretability of semantic slots.

1 Introduction

An important requirement for building a success-
ful spoken dialogue system (SDS) is to define a co-
herent slot set and the corresponding slot-fillers for
the spoken language understanding (SLU) compo-
nent. Unfortunately, since the semantic slots are of-
ten mutually-related, it is non-trivial for domain ex-
perts and professional annotators to design a such
slot set for semantic representation of SLU.

Considering a restaurant domain (Henderson et

al., 2012), “restaurant” is the target slot, and impor-
tant adjective modifiers such as “Asian” (the restau-
rant type) and “cheap” (the price of the restaurant)
should be included in the slot set, so that the se-
mantic representation of SLU can be more coherent
and complete. In this case, it is challenging to de-
sign such a coherent and complete slot set manually,
while considering various lexical, syntactic, and se-
mantic dependencies.

Instead of considering slots independently, this
paper takes a data-driven approach to model word-
to-word relations via syntactic dependencies and
further infer slot-to-slot relations. To do this, we
incorporate the typed dependency grammar the-
ory (De Marneffe and Manning, 2008) in a state-
of-the-art frame-semantic driven unsupervised slot
induction framework (Chen et al., 2013b). In par-
ticular, we build two knowledge graphs: a slot-
based semantic knowledge graph, and a word-based
lexical knowledge graph. Using typed dependency
triples, we then study the stochastic relations be-
tween slots and words, using a mutually-reinforced
random walk inference procedure to combine the
two knowledge graphs. In evaluations, we use the
jointly learned inter-slot relations to induce a coher-
ent slot set in an unsupervised fashion. Our contri-
butions are three-fold:

• We are among the first to consider unsuper-
vised spoken language understanding combin-
ing semantic and lexical knowledge graphs;

• We propose a novel typed syntactic dependency
grammar driven random walk model for rela-
tion discovery;
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• Our experimental results suggest that jointly
considering inter-slot relations helps obtain a
more coherent and complete semantic slot set.

2 Related Work

With the recent success of commercial dialogue sys-
tems and personal assistants (e.g., Microsoft’s Cor-
tana1, Google Now2, Apple’s Siri3, and Amazon’s
Echo4), a key focus on developing spoken under-
standing techniques is the scalability issue.

From the knowledge management perspective,
empowering the system with a large knowledge base
is of crucial significance to modern spoken dia-
logue systems. On this end, our work clearly aligns
with recent studies on leveraging semantic knowl-
edge graphs for SLU modeling (Heck et al., 2013;
Hakkani-Tür et al., 2013; Hakkani-Tür et al., 2014;
El-Kahky et al., 2014; Chen et al., 2014a). While
leveraging external knowledge is the trend, effi-
cient inference algorithms, such as random walk, are
still less-studied for direct inference on knowledge
graphs of the spoken contents.

In the natural language processing literature, Lao
et al. (2011) used a random walk algorithm to con-
struct inference rules on large entity-based knowl-
edge bases, and leveraged syntactic information
for reading the Web (Lao et al., 2012). Even
though this work has important contributions, the
proposed algorithm cannot learn mutually-recursive
relations, and does not to consider lexical items—
in fact, more and more studies show that, in addi-
tion to semantic knowledge graphs, lexical knowl-
edge graphs (Inkpen and Hirst, 2006; Song et al.,
2011; Li et al., 2013b) that model surface-level natu-
ral language realization, multiword expressions, and
context (Li et al., 2013a), are also critical for short
text understanding (Song et al., 2011; Wang et al.,
2014).

From the engineering perspective, quick and easy
development turnaround time for domain-specific
dialogue applications is also critical (Chen and Rud-
nicky, 2014). Prior work shows that it is possible to
use the frame-semantics theory to automatically in-

1http://www.windowsphone.com/en-us/how-to/
wp8/cortana

2http://www.google.com/landing/now
3http://www.apple.com/ios/siri
4http://www.amazon.com/oc/echo

duce and fill semantic slots (Chen et al., 2013b), and
that leveraging distributional semantics helps im-
proving the performance (Chen et al., 2014b). How-
ever, prior works treat each slot independently and
have not considered the inter-slot relations when in-
ducing the semantic slots. To the best of our knowl-
edge, we are the first to use syntactically-informed
random walk algorithms to combine the semantic
and lexical knowledge graphs, and not individually
but globally inducing the semantic slots for building
better unsupervised SLU components.

3 The Proposed Framework

We build our approach on top of the recent suc-
cess of an unsupervised frame-semantic parsing ap-
proach (Chen et al., 2013b). The main motivation
of prior work is to use a FrameNet-trained statis-
tical probabilistic semantic parser to generate ini-
tial frame-semantic parses from automatic speech
recognition (ASR) decodings of the raw audio con-
versation files, and then adapt the FrameNet-style
frames to the semantic slots in the target semantic
space, so that they can be used practically in the
SDSs. Chen et al. formulated the semantic map-
ping and adaptation problem as a ranking problem to
differentiate generic semantic concepts from target
semantic space for task-oriented dialogue systems.
This paper improves the adaptation process by lever-
aging distributed word embeddings associated with
typed syntactic dependencies between words to infer
inter-slot relations (Mikolov et al., 2013b; Mikolov
et al., 2013c; Levy and Goldberg, 2014). The pro-
posed framework is shown in Figure 1. In the re-
mainder of the section, we first introduce frame-
semantic parsing to obtain slot candidates. With slot
candidates, then we train the independent semantic
decoders. The adaptation process, which is the main
focus of this paper, is performed to decide outputted
slots. Finally we can build an SLU model based on
the learned semantic decoders and induced slots.

3.1 Probabilistic Semantic Parsing

FrameNet is a linguistically-principled semantic re-
source that offers annotations of predicate-argument
semantics, and associated lexical units for En-
glish (Baker et al., 1998). FrameNet is developed
based on a semantic theory, Frame Semantics (Fill-
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Figure 1: The proposed framework

can i have a cheap restaurant 

Frame: capability 
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FT/FE LU: restaurant 

Figure 2: An example of probabilistic frame-semantic
parsing on ASR output. FT: frame target. FE: frame ele-
ment. LU: lexical unit.

more, 1976), which holds that the meaning of most
words can be expressed on the basis of semantic
frames, which encompass three major components:
frame (F), frame elements (FE), and lexical units
(LU). For example, the frame “food” contains words
referring to items of food. A descriptor frame ele-
ment within the food frame indicates the character-
istic of the food. For example, the phrase “low fat
milk” should be analyzed with “milk” evoking the
food frame and “low fat” filling the descriptor FE of
that frame.

In our approach, we parse all ASR-decoded ut-
terances in our corpus using SEMAFOR5, a state-
of-the-art semantic parser for frame-semantic pars-
ing (Das et al., 2010; Das et al., 2013), and ex-
tract all frames from semantic parsing results as slot
candidates, where the LUs that correspond to the
frames are extracted for slot filling. For example,
Figure 2 shows an example of an ASR-decoded text
output parsed by SEMAFOR. SEMAFOR generates
three frames (capability, expensiveness, and lo-
cale by use) for the utterance, which we consider
as slot candidates for training the SLU model. Note
that for each slot candidate, SEMAFOR also in-
cludes the corresponding lexical unit (can i, cheap,

5http://www.ark.cs.cmu.edu/SEMAFOR/

and restaurant), which we consider as possible slot-
fillers.

3.2 Independent Semantic Decoder
With outputted semantic parses, we extract the
frames with the top 50 highest frequency as our slot
candidates for training SLU. The features for train-
ing are generated by word confusion network, where
confusion network features are shown to be useful in
developing more robust systems for SLU (Hakkani-
Tür et al., 2006; Henderson et al., 2012). We
build a vector representation of an utterance as u =
[x1, ..., xj , ...].

xj = E[Cu(n-gramj)]
1/|n-gramj |, (1)

where Cu(n-gramj) counts how many times n-
gramj occurs in the utterance u, E(Cu(n-gramj))
is the expected frequency of n-gramj in u, and
|n-gramj | is the number of words in n-gramj .

For each slot candidate si, we generate a pseudo
training data Di to train a binary classifier Mi for
predicting the existence of si given an utterance,
Di = {(uk, l

i
k) | uk ∈ R+, lik ∈ {−1,+1}}Kk=1,

where lik = +1 when the utterance uk contains the
slot candidate si in its semantic parse, lik = −1 oth-
erwise, and K is the number of utterances.

3.3 Adaptation Process and SLU Model
Since SEMAFOR was trained on FrameNet annota-
tion, which has a more generic frame-semantic con-
text, not all the frames from the parsing results can
be used as the actual slots in the domain-specific dia-
logue systems. For instance, in Figure 2, we see that
the frames “expensiveness” and “locale by use”
are essentially the key slots for the purpose of un-
derstanding in the restaurant query domain, whereas

621



w1 

w2 

w3 

w4 

w5 

w6 

w7 

Lexical Knowledge Graph 

s2 

Semantic Knowledge Graph 

s1 s3 

Figure 3: A simplified example of the two knowledge
graphs, where a slot candidate si is represented as a node
in a semantic knowledge graph and a word wj is repre-
sented as a node in a lexical knowledge graph.

the “capability” frame does not convey particular
valuable information for SLU. With the trained in-
dependent semantic decoders for all slot candidates,
adaptation process computes the prominence of slot
candidates for ranking and then selects a list of in-
duced slots associated with their corresponding se-
mantic decoders for use in domain-specific dialogue
systems, where the detail is described in Section 4.

Then with each induced slot si and its correspond-
ing trained semantic decoderMi, an SLU model can
be built to predict whether the semantic slot occurs
in the given utterance in a fully unsupervised way. In
other words, the SLU model is able to transform the
testing utterance into semantic representations with-
out human involvement.

4 Slot Ranking Model

The purpose of the ranking model is to distinguish
between generic semantic concepts and domain-
specific concepts that are relevant to an SDS. To in-
duce meaningful slots for the purpose of SDS, we
compute the prominence of the slot candidates us-
ing a slot ranking model described below.

With the semantic parses from SEMAFOR, where
each frame is viewed independently, so inter-slot re-
lations are not included, the model ranks the slot
candidates by integrating two information: (1) the
frequency of each slot candidate in the corpus, since
slots with higher frequency may be more important.
(2) the relations between slot candidates. Assuming
that domain-specific concepts are usually related to
each other, globally considering inter-slot relations
induces a more coherent slot set. Here for baseline

can i have a cheap restaurant 

ccomp 

amod 
dobj nsubj det 

capability expensiveness locale_by_use 

Figure 4: The dependency parsing result on an utterance.

scores, we only use the frequency of each slot can-
didate as its prominence.

First we construct two knowledge graphs, one
is a slot-based semantic knowledge graph and an-
other is a word-based lexical knowledge graph, both
of which encode the typed dependency relations in
their edge weights. We also connect two graphs to
model the relations between slot-filler pairs.

4.1 Knowledge Graphs

We construct two undirected graphs, semantic and
lexical knowledge graphs. Each node in the seman-
tic knowledge graph is a slot candidate si outputted
by the frame-semantic parser, and each node in the
lexical knowledge graph is a word wj .

• Slot-based semantic knowledge graph is built
as Gs = 〈Vs, Ess〉, where Vs = {si} and
Ess = {eij | si, sj ∈ Vs}.
• Word-based lexical knowledge graph is built

as Gw = 〈Vw, Eww〉, where Vw = {wi} and
Eww = {eij | wi, wj ∈ Vw}.

With two knowledge graphs, we build the edges
between slots and slot-fillers to integrate them as
shown in Figure 3. Thus the combined graph can be
formulated as G = 〈Vs, Vw, Ess, Eww, Ews〉, where
Ews = {eij | wi ∈ Vw, sj ∈ Vs}. Ess, Eww,
and Ews correspond to slot-to-slot relations, word-
to-word relations, and word-to-slot relations respec-
tively (Chen and Metze, 2012; Chen and Metze,
2013).

4.2 Edge Weight Estimation

Considering the relations in the knowledge graphs,
the edge weights for Eww and Ess are measured
based on the dependency parsing results. The
example utterance “can i have a cheap restau-
rant” and its dependency parsing result are illus-
trated in Figure 4. The arrows denote the de-
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Typed Dependency Relation Target Word Contexts

Word 〈restaurant, AMOD, cheap〉 restaurant cheap/AMOD

cheap restaurant/AMOD−1

Slot 〈locale by use, AMOD,expensiveness〉 locale by use expensiveness/AMOD

expansiveness locale by use/AMOD−1

Table 1: The contexts extracted for training dependency-based word/slot embeddings from the utterance of Fig. 2.

pendency relations from headwords to their de-
pendents, and words on arcs denote types of the
dependencies. All typed dependencies between
two words are encoded in triples and form a
word-based dependency set Tw = {〈wi, t, wj〉},
where t is the typed dependency between the
headword wi and the dependent wj . For exam-
ple, Figure 4 generates 〈restaurant, AMOD, cheap〉,
〈have, DOBJ, restaurant〉, etc. for Tw. Simi-
larly, we build a slot-based dependency set Ts =
{〈si, t, sj〉} by transforming dependencies between
slot-fillers into ones between slots. For example,
〈restaurant, AMOD, cheap〉 from Tw is transformed
into 〈locale by use, AMOD,expensiveness〉 for
building Ts, because both sides of the non-dotted
line are parsed as slot-fillers by SEMAFOR.

For the edges within a single knowledge graph,
we assign a weight of the edge connecting nodes xi
and xj as r̂(xi, xj), where x is either s or w. Since
the weights are measured based on the relations be-
tween nodes regardless of the directions, we com-
bine the scores of two directional dependencies:

r̂(xi, xj) = r(xi → xj) + r(xj → xi), (2)

where r(xi → xj) is the score estimating the de-
pendency including xi as a head and xj as a depen-
dent. In Section 4.2.1 and 4.2.2, we propose two
scoring functions for r(·), frequency-based as r1(·)
and embedding-based as r2(·) respectively.

For the edges in Ews, we estimate the edge
weights based on the frequency that the slot candi-
dates and the words are parsed as slot-filler pairs. In
other words, the edge weight between the slot-filler
wi and the slot candidate sj , r̂(wi, sj), is equal to
how many times the filler wi corresponds to the slot
candidate sj in the parsing results.

4.2.1 Frequency-Based Measurement
Based on the dependency set Tx, we use t∗xi→xj

to
denote the most frequent typed dependency with xi

as a head and xj as a dependent.

t∗xi→xj
= arg max

t
C(xi −→

t
xj), (3)

where C(xi −→
t
xj) counts how many times the de-

pendency 〈xi, t, xj〉 occurs in the dependency set Tx.
Then the scoring function that estimates the de-

pendency xi → xj is measured as

r1(xi → xj) = C(xi −−−−→
t∗xi→xj

xj), (4)

which equals to the highest observed frequency of
the dependency xi → xj among all types from Tx.

4.2.2 Embedding-Based Measurement
Most neural embeddings use linear bag-of-words

contexts, where a window size is defined to produce
contexts of the target words (Mikolov et al., 2013c;
Mikolov et al., 2013b; Mikolov et al., 2013a). How-
ever, some important contexts may be missing due
to smaller windows, while larger windows capture
broad topical content. A dependency-based em-
bedding approach was proposed to derive contexts
based on the syntactic relations the word participates
in for training embeddings, where the embeddings
are less topical but offer more functional similarity
compared to original embeddings (Levy and Gold-
berg, 2014).

Table 1 shows the extracted dependency-based
contexts for each target word from the example in
Figure 4, where headwords and their dependents can
form the contexts by following the arc on a word in
the dependency tree, and−1 denotes the directional-
ity of the dependency. After replacing original bag-
of-words contexts with dependency-based contexts,
we can train dependency-based embeddings for all
target words (Yih et al., 2014; Bordes et al., 2011;
Bordes et al., 2013).

For training dependency-based word embeddings,
each word w is associated with a word vector vw ∈
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Rd and each context c is represented as a context
vector vc ∈ Rd, where d is the embedding dimen-
sionality. We learn vector representations for both
words and contexts such that the dot product vw ·vc

associated with “good” word-context pairs belong-
ing to the training data D is maximized, leading to
the objective function:

arg max
vw,vc

∑
(w,c)∈D

log
1

1 + exp(−vc · vw)
, (5)

which can be trained using stochastic-gradient up-
dates (Levy and Goldberg, 2014). Then we can
obtain the dependency-based slot and word embed-
dings using Ts and Tw respectively.

With trained dependency-based embeddings, we
estimate the probability that xi is the headword and
xj is its dependent via the typed dependency t as

P (xi −→
t
xj) =

Sim(xi, xj/t) + Sim(xj , xi/t−1)
2

,

(6)
where Sim(xi, xj/t) is the cosine similarity be-
tween the slot/word embeddings vxi

and the context
embeddings vxj/t after normalizing to [0, 1]. Then
we can measure the scoring function r2(·) as

r2(xi → xj) = C(xi −−−−→
t∗xi→xj

xj)·P (xi −−−−→
t∗xi→xj

xj),

(7)
which is similar to (4) but additionally weighted by
the estimated probability. The estimated probability
smooths the observed frequency to avoid overfitting
due to a smaller dataset.

4.3 Random Walk Algorithm
We first compute Lww = [r̂(wi, wj)]|Vw|×|Vw| and
Lss = [r̂(si, sj)]|Vs|×|Vs|, where r̂(wi, wj) and
r̂(si, sj) are either from frequency-based (r1(·))
or embedding-based measurements (r2(·)). Sim-
ilarly, Lws = [r̂(wi, sj)]|Vw|×|Vs| and Lsw =
[r̂(wi, sj)]T|Vw|×|Vs|, where r̂(wi, sj) is the frequency
that sj and wi are a slot-filler pair computed in
Section 4.2. Then we only keep the top N high-
est weights for each row in Lww and Lss (N =
10), which means that we filter out the edges with
smaller weights within the single knowledge graph.
Column-normalization are performed for Lww, Lss,
Lws, Lsw (Shi and Malik, 2000). They can be
viewed as word-to-word, slot-to-slot, and word-to-
slot relation matrices.

4.3.1 Single-Graph Random Walk
Here we run random walk only on the semantic

knowledge graph to propagate the scores based on
inter-slot relations through the edges Ess.

R(t+1)
s = (1− α)R(0)

s + αLssR
(t)
s , (8)

where R
(t)
s denotes the importance scores of the

slot candidates Vs in t-th iteration. In the algo-
rithm, the score is the interpolation of two scores, the
normalized baseline importance of slot candidates
(R(0)

s ), and the scores propagated from the neigh-
boring nodes in the semantic knowledge graph based
on slot-to-slot relations via Lss. The algorithm will
converge when R(t+1)

s = R
(t)
s = R∗s and (9) can be

satisfied.

R∗s =
(
(1− α)R(0)

s eT + αLss

)
R∗s = M1R

∗
s,

(9)
where e = [1, 1, ..., 1]T . It has been shown that
the closed-form solution R∗s of (9) is the dominant
eigenvector of M1 (Langville and Meyer, 2005),
the eigenvector corresponding to the largest abso-
lute eigenvalue of M1. The solution of R∗s de-
notes the updated importance scores for all utter-
ances. Similar to the PageRank algorithm (Brin and
Page, 1998), the solution can also be obtained by it-
eratively updating R(t)

s .

4.3.2 Double-Graph Random Walk
Here we borrow the idea from two-layer mutu-

ally reinforced random walk to propagate the scores
based on not only internal importance propagation
within the same graph but external mutual reinforce-
ment between different knowledge graphs (Chen
and Metze, 2012; Chen and Metze, 2013).{

R
(t+1)
s = (1− α)R(0)

s + αLssLswR
(t)
w

R
(t+1)
w = (1− α)R(0)

w + αLwwLwsR
(t)
s

(10)

In the algorithm, they are the interpolations of two
scores, the normalized baseline importance (R(0)

s

and R
(0)
w ) and the scores propagated from another

graph. For the semantic knowledge graph, LswR
(t)
w

is the score from the word set weighted by slot-to-
word relations, and then the scores are propagated
based on slot-to-slot relations via Lss. Similarly,
nodes of the lexical knowledge graph also include
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the scores propagated from the semantic knowledge
graph. Then R(t+1)

s and R(t+1)
w can be mutually up-

dated by the latter parts in (10) iteratively. When the
algorithm converges, we have R∗s as follows.

R∗s = (1− α)R(0)
s (11)

+ αLssLsw

(
(1− α)R(0)

w + αLwwLwsR
∗
s

)
=

(
(1− α)R(0)

s eT + α(1− α)LssLswR(0)
w eT

+ α2LssLswLwwLws

)
R∗s = M2R

∗
s.

The closed-form solution R∗s of (11) is the dominant
eigenvector of M2.

5 Experiments

We evaluate our approach in two ways. First, we ex-
amine the slot induction accuracy by comparing the
ranked list of induced slots with the reference slots
created by system developers (Young, 2007). Sec-
ondly, with the ranked list of induced slots and their
associated semantic decoders, we can evaluate the
SLU performance. For the experiments, we evaluate
both on ASR transcripts of the raw audio, and on the
manual transcripts.

5.1 Experimental Setup
In this experiment, we used the Cambridge Univer-
sity SLU corpus, previously used on several other
SLU tasks (Henderson et al., 2012; Chen et al.,
2013a). The domain of the corpus is about restaurant
recommendation in Cambridge; subjects were asked
to interact with multiple SDSs in an in-car setting.
The corpus contains a total number of 2,166 dia-
logues, including 15,453 utterances (10,571 for self-
training and 4,882 for testing). The data is gender-
balanced, with slightly more native than non-native
speakers. The vocabulary size is 1868. An ASR sys-
tem was used to transcribe the speech; the word error
rate was reported as 37%. There are 10 slots cre-
ated by domain experts: addr, area, food, name,
phone, postcode, price range, signature, task,
and type.

For parameter setting, the damping factor for ran-
dom walk α is empirically set as 0.9 for all exper-
iments. For training the semantic decoders, we use
SVM with a linear kernel to predict each semantic
slot. We use Stanford Parser to obtain the collapsed

speak on topic addr 
area 

food 

phone 

part orientational 
direction 
locale 
part inner outer 

food 
origin 

contacting 

postcode 

price range 

task 

type 

sending 

commerce scenario 
expensiveness 
range 

seeking 
desiring 
locating 

locale by use 
building 

Figure 5: The mappings from induced slots (within
blocks) to reference slots (right sides of arrows).

typed syntactic dependencies (Socher et al., 2013)
and set the dimensionality of embeddings d = 300
in all experiments.

5.2 Evaluation Metrics

To eliminate the influence of threshold selection
when choosing induced slots, in the following met-
rics, we take the whole ranking list into account and
evaluate the performance by the metrics that are in-
dependent of the selected threshold.

5.2.1 Slot Induction
To evaluate the accuracy of the induced slots, we

measure their quality as the proximity between in-
duced slots and reference slots. Figure 5 shows
the mappings that indicate semantically related in-
duced slots and reference slots (Chen et al., 2013b).
For example, “expensiveness→ price”, “food→
food”, and “direction → area” show that these in-
duced slots can be mapped into the reference slots
defined by experts and carry important semantics in
the target domain for developing the task-oriented
SDS. Since we define the adaptation task as a rank-
ing problem, with a ranked list of induced slots and
associated scores, we can use the standard average
precision (AP) and the area under the precision-
recall curve (PR-AUC) as our metrics, where the in-
duced slot is counted as correct when it has a map-
ping to a reference slot.

5.2.2 SLU Model
While semantic slot induction is essential for pro-

viding semantic categories and imposing semantic
constraints, we are also interested in understanding
the performance of our unsupervised SLU models.
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Approach
ASR Manual

Slot Induction SLU Model Slot Induction SLU Model
AP PR-AUC WAP AF AP PR-AUC WAP AF

(a) Baseline (Frequency) 56.69 54.67 35.82 43.28 53.01 50.80 36.78 44.20
(b)

Single
Frequency 63.88 62.05 41.67 47.38 63.02 61.10 43.76 48.53

(c) Embedding 69.04 68.25 46.29 48.89 75.15 74.50 54.50 50.86
(d)

Double
Frequency 56.83 55.31 32.64 44.91 52.12 50.54 34.01 45.05

(e) Embedding 71.48 70.84 44.06 47.91 76.42 75.94 52.89 50.40

Table 2: The performance of induced slots and corresponding SLU models (%)

For each induced slot with the mapping to a ref-
erence slot, we can compute an F-measure of the
corresponding semantic decoder, and weight the av-
erage precision with corresponding F-measure as
weighted average precision (WAP) to evaluate the
performance of slot induction and SLU tasks to-
gether. The metric scores the ranking result higher
if the induced slots corresponding to better semantic
decoders are ranked higher. Another metric is the
average F-measure (AF), which is the average micro
F-measure of SLU models at all cut-off positions in
the ranked list. Compared to WAP, AF additionally
considers the slot popularity in the dataset.

5.3 Evaluation Results

Table 5.1 shows the results on both ASR and manual
transcripts. Rows (a) is the baseline only consider-
ing the frequency of each slot candidate for rank-
ing (Chen et al., 2013b). Rows (b) and (c) show
performance after leveraging a semantic knowledge
graph through random walk. Rows (d) and (e) are
the results after combining two knowledge graphs.
We find almost all results are improved by addi-
tionally considering inter-slot relations in terms of
single- and double-graph random walk for both ASR
and manual transcripts.

5.3.1 Slot Induction
For both ASR and manual transcripts, almost

all results outperform the baseline, showing that
inter-slot relations significantly influence the perfor-
mance of slot induction. The best performance is
from the results of double-graph random walk with
the embedding-based measurement, which integrate
a semantic knowledge graph and a lexical knowl-
edge graph together and jointly consider slot-to-slot,
word-to-word, and word-to-slot relations when scor-

ing the prominence of slot candidates to generate a
coherent slot set.

5.3.2 SLU Model

For both ASR and manual transcripts, almost all
results outperform the baseline, which shows the
practical usage for training dialogue systems. The
best performance is from the results of single-graph
random walk with the embedding-based measure-
ment, which only use the semantic knowledge graph
to involve the inter-slot relations. The semantic
knowledge graph is not as precise as the lexical one
and may be influenced by the performance of the se-
mantic parser more. Although the row (e) does not
show better performance than the row (c), double-
graph random walk may be more robust because
it additionally includes the word relations to avoid
only relying on the relations tied with the slot candi-
dates.

5.4 Discussion and Analysis

5.4.1 Comparing Frequency- and
Embedding-Based Measurements

Table 5.1 shows that all results with the
embedding-based measurement perform better than
those with the frequency-based measurement. The
frequency-based measurement also brings large im-
provement for single-graph approaches, but does not
for double-graph ones. The reason is probably that
using observed frequencies in the lexical knowledge
graph may result in overfitting issues due to the
smaller dataset. Additionally including embedding
information can smooth the edge weights and deal
with data sparsity to improve the performance, es-
pecially for the lexical knowledge graph.
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5.4.2 Comparing Single- and Double-Graph
Approaches

Considering that the embedding-based measure-
ment performs better, we only compare the results
of single- and double-graph random walk using this
measurement (rows (c) and (e)). It can be seen
that the difference between them is not consistent
in terms of slot induction and SLU model.

For evaluating slot induction (AP and PR-AUC),
the double-graph random walk (row (e)) performs
better on both ASR and manual results, which im-
plies that additionally integrating the lexical knowl-
edge graph helps decide a more coherent and com-
plete slot set since we can model the score propa-
gation more precisely (not only slot-level but word-
level information). However, for SLU evaluation
(WAP and AF), the single-graph random walk (row
(c)) performs better, which may imply that the slots
carrying the coherent relations from the row (e) may
not have good semantic decoder performance so that
the performance is decreased a little. For exam-
ple, double-graph random walk scores the slots lo-
cal by use and expensiveness higher than the slot
contacting, while the single-graph method ranks
the latter higher. local by use and expensiveness
are more important on this domain but contacting
has very good performance of its semantic decoder,
so the double-graph approach does not show the im-
provement when evaluating SLU models. This al-
lows us to try an improved method of jointly opti-
mizing the slot coherence and SLU performance in
the future.

5.4.3 Relation Discovery Analysis
To interpret the inter-slot relations, we output the

slot-to-slot relations with highest scores from the
best results (row (e) in Table 5.1) in Table 3, and
the automatically constructed ontology is shown in
Figure 6. It can be shown that the outputted inter-
slot relations are reasonable and usually connect two
important semantic slots in this restaurant domain.
This proves that inter-slot relations help decide a
coherent and complete slot set and enhance the in-
terpretability of semantic slots. Therefore, from a
practical perspective, developers are able to design
the framework of dialogue systems more easily, and
the development of SDS can be speeded up with less
human effort.

Rank Relation
1 〈locale by use, NN, food〉
2 〈food, AMOD,expensiveness〉
3 〈locale by use, AMOD,expensiveness〉
4 〈seeking, PREP FOR, food〉
5 〈food, AMOD, relational quantity〉
6 〈desiring, DOBJ, food〉
7 〈seeking, PREP FOR, locale by use〉
8 〈food, DET,quantity〉

Table 3: The top inter-slot relations learned from the
training set of ASR outputs.

locale_by_use 

food expensiveness 

seeking 

relational_quantity 

PREP_FOR 

PREP_FOR 

NN 
AMOD 

AMOD 

AMOD 

desiring 

DOBJ 

Figure 6: The automatically constructed domain-specific
ontology based on Table 3.

6 Conclusion

The paper proposes an approach of jointly consid-
ering inter-slot relations for slot induction to out-
put a more coherent slot set, where two knowledge
graphs, a slot-based semantic knowledge graph and
a word-based lexical knowledge graph, are built and
combined by a random walk algorithm. The au-
tomatically induced slots carry coherent and inter-
pretable relations and can be used for training better
SLU models of SDSs in an unsupervised fashion.

Acknowledgments

We thank Anatole Gershman for helpful discus-
sions and anonymous reviewers for their useful com-
ments. We are also grateful to MetLife’s support.
Any opinions, findings, and conclusions expressed
in this publication are those of the authors and do not
necessarily reflect the views of funding agencies.

627



References

Collin F Baker, Charles J Fillmore, and John B Lowe.
1998. The Berkeley FrameNet project. In Proceed-
ings of COLING, pages 86–90.

Antoine Bordes, Jason Weston, Ronan Collobert, Yoshua
Bengio, et al. 2011. Learning structured embeddings
of knowledge bases. In Proceedings of AAAI.

Antoine Bordes, Nicolas Usunier, Alberto Garcia-Duran,
Jason Weston, and Oksana Yakhnenko. 2013. Trans-
lating embeddings for modeling multi-relational data.
In Advances in Neural Information Processing Sys-
tems, pages 2787–2795.

Sergey Brin and Lawrence Page. 1998. The anatomy of a
large-scale hypertextual web search engine. Computer
networks and ISDN systems, 30(1):107–117.

Yun-Nung Chen and Florian Metze. 2012. Two-layer
mutually reinforced random walk for improved multi-
party meeting summarization. In Proceedings of The
4th IEEE Workshop on Spoken Language Tachnology,
pages 461–466.

Yun-Nung Chen and Florian Metze. 2013. Multi-layer
mutually reinforced random walk with hidden parame-
ters for improved multi-party meeting summarization.
In INTERSPEECH, pages 485–489.

Yun-Nung Chen and Alexander I. Rudnicky. 2014. Dy-
namically supporting unexplored domains in conversa-
tional interactions by enriching semantics with neural
word embeddings. In Proceedings of 2014 IEEE Spo-
ken Language Technology Workshop (SLT),.

Yun-Nung Chen, William Yang Wang, and Alexander I.
Rudnicky. 2013a. An empirical investigation of
sparse log-linear models for improved dialogue act
classification. In Proceedings of ICASSP, pages 8317–
8321.

Yun-Nung Chen, William Yang Wang, and Alexander I
Rudnicky. 2013b. Unsupervised induction and filling
of semantic slots for spoken dialogue systems using
frame-semantic parsing. In Proceedings of 2013 IEEE
Workshop on Automatic Speech Recognition and Un-
derstanding (ASRU), pages 120–125. IEEE.

Yun-Nung Chen, Dilek Hakkani-Tür, and Gokhan Tur.
2014a. Deriving local relational surface forms from
dependency-based entity embeddings for unsuper-
vised spoken language understanding. In Proceedings
of 2014 IEEE Spoken Language Technology Workshop
(SLT),.

Yun-Nung Chen, William Yang Wang, and Alexander I.
Rudnicky. 2014b. Leveraging frame semantics and
distributional semantics for unsupervised semantic slot
induction in spoken dialogue systems. In Proceedings
of 2014 IEEE Spoken Language Technology Workshop
(SLT),.

Dipanjan Das, Nathan Schneider, Desai Chen, and
Noah A Smith. 2010. Probabilistic frame-semantic
parsing. In Proceedings of The Conference of the
North American Chapter of the Association for Com-
putational Linguistics: Human Language Technolo-
gies, pages 948–956.

Dipanjan Das, Desai Chen, André F. T. Martins, Nathan
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Abstract
This study tackles the problem of paraphrase
acquisition: achieving high coverage as well
as accuracy. Our method first induces para-
phrase patterns from given seed paraphrases,
exploiting the generality of paraphrases exhib-
ited by pairs of lexical variants, e.g., “amend-
ment” and “amending,” in a fully empiri-
cal way. It then searches monolingual cor-
pora for new paraphrases that match the pat-
terns. This can extract paraphrases compris-
ing words that are completely different from
those of the given seeds. In experiments, our
method expanded seed sets by factors of 42
to 206, gaining 84% to 208% more cover-
age than a previous method that generalizes
only identical word forms. Human evaluation
through a paraphrase substitution test demon-
strated that the newly acquired paraphrases re-
tained reasonable quality, given substantially
high-quality seeds.

1 Introduction

One of the characteristics of human languages is that
the same semantic content can be expressed using
several different linguistic expressions, i.e., para-
phrases. Dealing with paraphrases is an important
issue in a broad range of natural language process-
ing (NLP) tasks (Madnani and Dorr, 2010; Androut-
sopoulos and Malakasiotis, 2010).

To adequately and robustly deal with paraphrases,
a large-scale knowledge base containing words and
phrases having approximately the same meaning
is indispensable. Thus, the task of automatically
creating such large-scale paraphrase lexicons has
been drawing the attention of many researchers (see
Section 2 for details). The challenge is to en-

sure substantial coverage along with high accuracy
despite the natural tension between these factors.
Among the different types of language resources,
monolingual corpora1 offer the largest coverage, but
the quality of the extracted candidates is generally
rather low. The difficulty lies in the manner of dis-
tinguishing paraphrases from expressions that stand
in different semantic relations, e.g., antonyms and
sibling words, using only the statistics estimated
from such corpora. In contrast, highly accurate para-
phrases can be extracted from parallel or compara-
ble corpora, but their coverage is limited owing to
the limited availability of such corpora for most lan-
guages.

This study aims to improve coverage while main-
taining accuracy. To that end, we propose a method
that exploits the generality exhibited by pairs of lex-
ical variants. Given a seed set of paraphrase pairs,
our method first induces paraphrase patterns by gen-
eralizing not only identical word forms (Fujita et
al., 2012) but also pairs of lexical variants. For in-
stance, from a seed pair (1a), a pattern (1b) is ac-
quired, where the pair of lexical variants (“amend-
ment”, “amending”) and the shared word form “reg-
ulation” are generalized.

(1) a. amendment of regulation
⇔ amending regulation

b. X:ment of Y :ϕ⇔ X:ing Y :ϕ
With such patterns, new paraphrase pairs that would
have been missed using only the surface forms are
extracted from a monolingual corpus. Obtainable
pairs can include those comprising words that are

1The term “monolingual corpora” in this study refers to
monolingual non-parallel corpora, unless otherwise explicitly
noted. As reviewed in Section 2.1.2, monolingual parallel cor-
pora have also been used as a source of paraphrases.
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completely different from those of the seed para-
phrases, e.g., (2a) and (2b).

(2) a. investment of resources
⇔ investing resources

b. recruitment of engineers
⇔ recruiting engineers

While the generality underlying paraphrases has
been exploited either by handcrafted rules (Har-
ris, 1957; Mel’čuk and Polguère, 1987; Jacquemin,
1999; Fujita et al., 2007) or by data-driven tech-
niques (Ganitkevitch et al., 2011; Fujita et al., 2012),
we still lack a robust and accurate way of identifying
various types of lexical variants. Our method tackles
this issue using affix patterns that are also acquired
from high-quality seed paraphrases in a fully empiri-
cal way. Consequently, our method has the potential
to apply to many languages.

2 Previous Work

2.1 Creating Paraphrase Lexicons

Researchers have been intensively studying methods
for automatically creating paraphrase lexicons us-
ing various types of corpora. There are two major
streams: one that uses monolingual corpora and one
that uses parallel or comparable corpora.

2.1.1 Monolingual Corpora
A monolingual corpus is the most promising re-

source when targeting increased coverage, thanks
to the availability of Web-scale monolingual data.
Techniques that use such corpora mostly extract
pairs of expressions by exploiting the contextual
similarity associated with the Distributional Hy-
pothesis (Harris, 1954). A given expression is repre-
sented with its co-occurring expressions such as ad-
jacent word n-grams (Paşca and Dienes, 2005; Bha-
gat and Ravichandran, 2008; Marton, 2013), nomi-
nal elements (Lin and Pantel, 2001; Szpektor et al.,
2004; De Saeger et al., 2011), and modifiers and
modified words (Hagiwara et al., 2006). The sim-
ilarity of a pair of expressions is calculated by com-
paring the distributions of their contexts.

Despite the quantitative advantage, this approach
tends to result in low accuracy. This is because con-
textual information alone often fails to differentiate
paraphrases from expressions that have other seman-
tic relations, e.g., antonyms and sibling words.

2.1.2 Parallel and Comparable Corpora

Much effort has gone into compiling monolingual
parallel corpora and extracting paraphrases from
them by identifying corresponding parts of aligned
sentences. Barzilay and McKeown (2001) and Pang
et al. (2003) collected multiple human translations
of the same source text. Multiple verbalizations of
mathematical proofs were also used (Barzilay and
Lee, 2002). This triangulating method provides
solid anchors that guarantee the semantic equiva-
lence of sentences (or text fragments).

Monolingual comparable corpora are also useful
sources of paraphrases. For instance, articles from
different newswire services describing the same
event can be used in that way (Shinyama et al.,
2002; Barzilay and Elhadad, 2003; Dolan et al.,
2004; Wubben et al., 2009). Chen and Dolan (2011)
created such corpora by collecting multiple descrip-
tions of short movies through crowdsourcing. Web-
harvested definition sentences of the same term of-
ten contain paraphrases (Hashimoto et al., 2011; Yan
et al., 2013).

Bilingual parallel corpora have been recognized
as sources of paraphrases since (Bannard and
Callison-Burch, 2005). First, a translation table
is created using techniques developed for statisti-
cal machine translation. Then, pairs of expressions
in the same language that share the same transla-
tions are extracted. For instance, a pair (“under con-
trol”, “in check”) will be extracted if they are both
linked with the German translation “unter controlle.”
Each paraphrase pair (e1, e2) is assigned probabili-
ties, p(e2|e1) and p(e1|e2), estimated by marginal-
izing over all the translations F shared by e1 and e2,
i.e., p(e2|e1) =

∑
f∈F p(e2|f)p(f |e1).

This bilingual pivoting approach inspired fur-
ther techniques such as the use of syntactic infor-
mation as the basis of constraints (Callison-Burch,
2008; Zhao et al., 2009), learning patterns using syn-
chronous grammar (Ganitkevitch et al., 2011), un-
covering missing links by combining multiple trans-
lation tables and other lexical resources (Kok and
Brockett, 2010), and re-ranking candidate pairs on
the basis of contextual similarity (Chan et al., 2011).
Ganitkevitch and Callison-Burch (2014) compiled
paraphrase lexicons for various languages on this ap-
proach.
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Parallel/comparable corpora are useful sources of
highly accurate paraphrases. However, for most lan-
guages, only small paraphrase lexicons can be cre-
ated due to the limited availability of such corpora.

2.1.3 Combination of Multiple Corpora
Unlike the above methods, which used only a sin-

gle type of corpus as sources of paraphrases, Fujita
et al. (2012) used both bilingual parallel and mono-
lingual corpora as sources. In that method, para-
phrase pairs, e.g., (3a), are first acquired from a
bilingual parallel corpus using the bilingual pivoting
method and several heuristic filters for drastic noise
reduction. Second, each paraphrase pair is general-
ized into a paraphrase pattern2, e.g., (3b). Finally,
new pairs, e.g., (3c), are extracted from a monolin-
gual corpus using the patterns.

(3) a. amendment of regulation
⇔ amending regulation

b. amendment of X ⇔ amending X

c. amendment of documents
⇔ amending documents

Using that method, they were able to expand the
seed lexicon by a large multiple (15 to 40 times),
and the new paraphrase pairs were of reasonably
good quality. However, they introduced variables
only for identical word forms shared by both sides
of each pair and left corresponding pairs of lexical
variants, e.g., (“amendment”, “amending”) in (3a),
untouched.

2.2 Dealing with Lexical Variants
In this study, the term lexical variants covers, at
least, the following three types of word groups.
Lexical derivations: different words that share the

same stem and a large part of their meaning,
e.g., {“develop”, “developer”, “development”,
. . .}. Words in such a group can have different
parts-of-speech.

Morphological variants: different surface forms
of the same word, e.g., {“amend”, “amends”,
“amending”, . . .}. These are derived based on
processes such as inflection and conjugation.

Orthographic variants: different spellings of the
same inflectional/conjugation form of the

2If a constituency parser is available for the language of in-
terest, one can learn syntax-based patterns during the bilingual
pivoting process (Ganitkevitch et al., 2011).

same word, e.g., {“color”, “colour”} and
{“authorize”, “authorise”}.

Several syntactic and semantic theories, such
as transformational grammar (Harris, 1957) and
Meaning-Text Theory (Mel’čuk and Polguère,
1987), propose a representation of paraphrases that
involve alternations of lexical variants. Jacquemin
(1999) and Fujita et al. (2007) addressed this type
of paraphrase using manually described syntactic
transformation patterns in combination with dictio-
naries of lexical variants.

Catvar (Habash and Dorr, 2003) is a comprehen-
sive lexical derivation database for English. Word-
Net (Fellbaum, 1998) also contains information of
that kind and is currently available for various lan-
guages. Despite its high accuracy, manual creation
of rich lexical resources requires a large human ef-
fort. Gaussier (1999) and Fujita et al. (2007) ex-
tracted groups of lexical derivations from a list of
headwords of dictionaries through mining affix pat-
terns. This approach significantly reduces human ef-
fort, maintaining reasonable accuracy, but the cover-
age is still limited because of the reliance on manu-
ally compiled dictionaries.

3 Proposed Method

This study is the first attempt to exploit various types
of lexical variants for acquiring paraphrases in a
completely empirical way.

Given a seed paraphrase lexicon (SSeed ) our
method (henceforth LEXVAR) expands it in two
steps (see also Figure 1).
Step 1. Learning paraphrase patterns: From

SSeed , we learn a set of paraphrase patterns,
generalizing various types of lexical variants in
addition to identical word forms.

Step 2. Harvesting new paraphrase pairs: Using
the learned paraphrase patterns, we harvest
a set of new paraphrase pairs (SLV ) from
monolingual corpora.

LEXVAR subsumes Fujita et al. (2012)’s method
explained in Section 2.1.3 (henceforth IDENT), and
its output SLV always subsumes IDENT’s output
(SID ). As LEXVAR and IDENT have the effect
of expanding pre-existing paraphrase lexicons, they
can be used as a complement to the other methods
for acquiring paraphrases, provided they produce a
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Step 2. Harvesting New Paraphrase Pairs�

Step 1. Learning Paraphrase Patterns�

Figure 1: Overview of our proposed method.

sufficient number of high-quality pairs to make lex-
ical generalization possible.

3.0 Step 0. Acquiring Seed Paraphrase Pairs

Our method requires as input a seed paraphrase lex-
icon (SSeed ) that has high quality and preferably
exhibits various lexical correspondences that our
method will exploit. For this purpose, paraphrases
acquired from bilingual or monolingual parallel cor-
pora are preferable (see Section 2.1.2).

In this study, we take the bilingual pivoting
method as an example for the sake of reproducibility.
However, the method also outputs a large number
of non-paraphrases. To obtain further clean seeds,
we apply several filters as described in (Fujita et
al., 2012) and discard pairs that have low paraphrase
probability, i.e., p(e2|e1) < 0.01, following the con-
vention in (Du et al., 2010; Max, 2010; Denkowski
and Lavie, 2010; Fujita et al., 2012).

Previous work (Chan et al., 2011; Fujita et al.,
2012; Ganitkevitch et al., 2013) has proved that
the information obtained from monolingual data can
be used for assessing bilingually originated para-
phrases. Thus, pairs that have low contextual sim-
ilarity are also filtered out. Among various recipes
for computing contextual similarity, we use a simple
one: cosine measure of two context vectors compris-
ing adjacent word 1–4 grams of all of the phrase ap-
pearances in given monolingual data. For a fair com-

parison with previous work, we eliminate only pairs
that have no shared context, i.e., Sim(e1, e2) = 0.

3.1 Step 1. Learning Paraphrase Patterns

Given a set of seed paraphrases (SSeed ) we first in-
duce a set of paraphrase patterns. From a seed para-
phrase (4a), for instance, while IDENT learns (4b),
LEXVAR generates (4c) by exploiting the generality
exhibited by corresponding pairs of lexical variants,
i.e., (“amendment”, “amending”).

(4) a. amendment of regulation
⇔ amending regulation

b. amendment of X ⇔ amending X

c. X:ment of Y :ϕ⇔ X:ing Y :ϕ

The central issue at this stage is to robustly and
accurately identify various types of lexical variants.
We examine a data-driven approach, targeting for
increased coverage, but manually created resources
such as dictionaries can also be used.

3.1.1 Collecting Affix Patterns
As exemplified by (“X:ment”, “X:ing”) in (4c),

we represent pairs of lexical variants with affix pat-
terns. While Gaussier (1999) considered only suf-
fix patterns, we also deal with prefix patterns such
as those exhibited by (“reliable”, “unreliable”) and
(“exist”, “coexist”) observed in the following para-
phrase pairs.

(5) a. is not reliable ⇔ is unreliable
b. exist together with ⇔ coexist with

However, we currently do not consider prefix/suffix
combinations, such as (“directly”, “indirect”) and
(“believed”, “unbelievable”), and other types of af-
fixes than prefixes and suffixes.

Reliable affix patterns are collected from SSeed

(cf., headwords of manually compiled dictionaries
(Gaussier, 1999; Fujita et al., 2007)). First, candi-
dates of affix patterns are extracted from SSeed on
the following assumption.

A pair of words will share a definite se-
mantic relation if the words appear on op-
posite sides of a paraphrase pair and have
the same stem.

We do not rely on any language resources to iden-
tify the stems of words. Instead, we regard word
pairs that share at least one character as candidate
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Word1 Word2 Affix1 Affix2 Stem
aimed aims X:ed X:s aim
aimed achieve X:imed X:chieve a
achieving aims X:chieving X:ims a
achieving achieve X:ing X:e achiev

Table 1: Candidate pairs of lexical variants and corre-
sponding affix patterns extracted from (6).

Affix1 Affix2

# of unique stems
Resultlength length

≥5 <5
X:chieve X:imed 0 1 Eliminated
X:chieving X:ims 0 1 Eliminated
X:ed X:s 69 22 Retained
X:ing X:e 330 70 Retained

Table 2: Filtering affix patterns (# of unique stems taken
from our experimental result of Europarl setting).

pairs of lexical variants and extract the longest com-
mon prefix/suffix as their corresponding affix pat-
terns. From a paraphrase pair (6), for instance, we
separately extract four pairs of words and their cor-
responding affix patterns, as shown in Table 1.

(6) is aimed at achieving ⇔ aims to achieve
Our candidate affix patterns are then filtered using

the following criterion (Gaussier, 1999).
An affix pattern is retained iff it is associ-
ated with at least n unique stems that are
at least k characters in length.

This criterion relies on two parameters, n and k. The
parameter n assesses whether a pattern is sufficiently
productive. The other (k) is more linguistically mo-
tivated: a genuine pattern is more likely to be used
for long stems, as affixation is a general operation
for producing lexical derivations in many languages.
In particular, we set k = 5 and n = 2, as proposed
in (Gaussier, 1999). Table 2 presents examples of
filtering affix patterns eliminated and retained with
this setting.

3.1.2 Generating Paraphrase Patterns
Using the affix patterns acquired in the previous

step, paraphrase patterns are generated from the seed
paraphrase pairs in SSeed . In this step, we exhaus-
tively consider all the combinations of word forms
and lexical variants that match one of the affix pat-
terns. From the paraphrase pair (6), the following
pattern is generated.

(7) is X:ed at Y :ing ⇔ X:s to Y :e

Thanks to the above filtering mechanism, spurious
patterns, such as (8), are not generated.

(8) is X:imed at Y :chieving
⇔ Y :ims to X:chieve

3.2 Step 2. Harvesting New Paraphrase Pairs

Given a set of paraphrase patterns, e.g., (4c) and (7),
new paraphrase pairs are harvested from monolin-
gual corpora. In this process, each paraphrase pat-
tern is used as a template such that the expressions
that match both sides of the patterns are collected.

Unlike IDENT’s patterns, e.g., (4b), LEXVAR also
collects corresponding pairs of lexical variants des-
ignated by each pattern. However, affix pattern
alone cannot guarantee the semantic relation be-
tween a corresponding pair of words that each para-
phrase pattern implicitly requires. For instance, the
pattern (9b) is learned from (9a), where a definite
relation is assumed between the two elements of
(“X:ϕ”, “X:an”).

(9) a. countries of Europe
⇔ European nations

b. countries of X:ϕ⇔ X:an nations

Word pairs inappropriate for this pattern, e.g., (“un-
cle”, “unclean”) and (“beg”, “began”), would be ex-
tracted alongside appropriate ones, e.g., (“Haiti”,
“Haitian”) and (“suburb”, “suburban”). Nonethe-
less, we suppose that the other surface parts of each
paraphrase pair, e.g., “countries of” and “nations” in
(9b), can effectively constrain instances, guarantee-
ing the existence of each entire phrase of the pair.

Pattern matching alone can generate pairs that are
not suitable as paraphrases in any context. Thus, we
assess the reliability of each pair by calculating con-
textual similarity between two phrases in the same
manner as cleaning SSeed : a pair of phrases is elim-
inated, if the phrases are used in completely dissim-
ilar contexts.

3.3 Limitation

While LEXVAR exploits a kind of generality of para-
phrases exhibited by pairs of lexical variants, it does
not exploit paraphrase pairs comprising completely
different surface forms such as those pairs in (10).

(10) a. look like ⇔ resemble
b. burst into tears ⇔ cry
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To create further large paraphrase lexicons, we need
to acquire these idiosyncratic paraphrases by im-
proving existing methods and/or exploring yet an-
other approach.

Another limitation of LEXVAR is that it consid-
ers only prefixes and suffixes of words as clues of
lexical correspondences. We will need extensions to
deal with a wider range of lexical correspondences.
For instance, depending on the targeted language,
other types of affixes, such as infixes and circum-
fixes, should be taken into account. Gaussier (1999)
pointed out that some lexical derivations involve
character-level alternations, e.g., “c” and “ç.” Fujita
et al. (2007) demonstrated that lexical derivations in
an ideographic language, i.e., Japanese, can be cap-
tured by considering both ideographs and their pho-
netic transcriptions.

Last but not least, as LEXVAR regards only corpus
as source, it does not acquire paraphrases that do not
appear in a given corpus.

4 Expanding Paraphrase Lexicons

To what extent can our LEXVAR method expand a
given paraphrase lexicon? We examined this, taking
English as a target language and the bilingual pivot-
ing method as the means of acquiring SSeed .

4.1 Seed Paraphrase Pairs

We conducted experiments on the following two cor-
pora configurations.
Europarl setting: The English–French version of

the Europarl Parallel Corpus3 comprising
2.0 M sentence pairs (55.7 M words in English
and 61.9 M words in French) was used as a
bilingual corpus. Its English side and the 2011–
2013 editions of News Crawl corpora4 com-
prising 52.0 M sentences (1.20 B words) were
used as a monolingual corpus.

NTCIR setting: The Japanese–English Patent
Translation data5 comprising 3.2 M sentence
pairs (107 M words in English and 116 M
morphemes in Japanese) was used as a bilin-
gual parallel corpus, while its English side and
the 39.9 M sentences (1.36 B words) from

3http://statmt.org/europarl/, release 7
4http://statmt.org/wmt14/translation-task.html
5http://ntcir.nii.ac.jp/PatentMT-2/

the 2006–2007 chapters of NTCIR unaligned
patent documents were used as a monolingual
corpus.

For learning curve experiments, several sizes of
bilingual sub-corpora were created by sub-sampling
sentence pairs for both settings.

The other language resources involved in this ex-
periment are as follows.
Phrase table learner: SyMGIZA++6 was used for

IBM2 alignment, then grow-diag-final phrase
extraction and phrase table pruning were per-
formed using toolkits in Moses7.

Tokenizer: The tokenizer distributed with Moses
was used for both English and French texts. For
Japanese data, MeCab8 was used.

Stoplists: To perform several types of filtering pro-
posed by Fujita et al. (2012), we used the sto-
plists available on the Web9: 571 English and
463 French words. For Japanese, we manually
listed 160 morphemes.

4.2 Paraphrase Patterns
Paraphrase patterns were learned from the set of
seed paraphrase pairs. Figure 2 shows the numbers
of the acquired paraphrase patterns and the percent-
ages of paraphrase pairs in the seed lexicon, SSeed ,
covered by the patterns.

As illustrated by example (4), LEXVAR learns
more general paraphrase patterns than IDENT . Ap-
plied to another seed paraphrase pair (11a), IDENT
will generate another pattern (11b), but LEXVAR
will not: the corresponding (4c) is already learned.
(11) a. development of tourism

⇔ developing tourism
b. development of X ⇔ developing X

On the other hand, LEXVAR also learns patterns
from seed paraphrase pairs that IDENT ignores, e.g.,
(6) and (9a). Consequently, a wider range of seed
paraphrases were involved in learning patterns and
more patterns were acquired.

4.3 New Paraphrase Pairs
Finally, new paraphrases were acquired from the
monolingual data. At this time, only single words

6http://psi.amu.edu.pl/en/index.php?title=SyMGIZA
7http://statmt.org/moses/, RELEASE-2.1.1
8https://code.google.com/p/mecab/, version 0.996
9http://members.unine.ch/jacques.savoy/clef/
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Figure 2: Statistics for the acquired paraphrase patterns: number and coverage against SSeed .
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were regarded as potential slot-fillers for the pat-
terns. Recall that SLV and SID are the sets of
paraphrases generated by LEXVAR and IDENT , re-
spectively, and SLV ⊇ SID . Pairs that appeared in
SSeed and those used in completely dissimilar con-
texts were excluded from both SID and SLV .

Figure 3 demonstrates that, irrespective of the size
of the bilingual corpus, LEXVAR yielded far more
(relative) coverage of paraphrase pairs SLV than
not only SSeed but also SID . When the full bilin-
gual corpora were used, SLV contained 63.8 M and
137.6 M paraphrase pairs in the two respective set-
tings, while SID contained only 26.8 M and 53.0 M
pairs. The seed set SSeed can be pooled with SLV ;
thus, LEXVAR expanded SSeed by approximately
67 and 101 times in the two respective settings.
Figure 4 illustrates the ratio of the expanded parts
of the paraphrase lexicons SLV and SID against
the seed set SSeed . The ratio of SLV against SSeed

ranged over 41–109 and 100–205 in the two respec-
tive settings. This figure also emphasizes the visible
advantage of SLV over SID : 84%–208% and 139%–
159% more coverage.
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We expected that the more the bilingual data there
are, the lower the leverage ratio is, because when
a larger bilingual corpus is used, more seed para-
phrases can be acquired, and the relative size of the
monolingual data compared to the bilingual is lower.
While the leverage ratio in the NTCIR setting fol-
lows this, the ratio in the Europarl setting does not:
it peaks at approximately the middle of the scale. We
found that from a very small bilingual corpus, we do
not necessarily obtain seed paraphrases that exhibit
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the generality exploited by LEXVAR and IDENT . In
this case, the leverage ratio cannot be extremely high
despite the large difference in the corpora sizes.

LEXVAR also largely contributed to discovering
paraphrases for phrases that were not paraphrased
using only SSeed and SID . The ratio of the numbers
of unique left-hand side phrases in SLV to those in
SSeed ranged over 65–147 and 92–415 in the two
respective settings, gaining 76%–210% and 145%–
175% more coverage than SID .

5 Quality Assessment

The quality of the created paraphrase lexicons was
manually evaluated through a paraphrase substitu-
tion test: we generated pairs of paraphrase sentences
using the paraphrase lexicons and asked human eval-
uators to assess their quality.

5.1 Criteria and Procedure

Generating paraphrased sentences by substituting
words and phrases involves two different tasks:
generating new sentences and ensuring that the
meaning is preserved. It is therefore straightfor-
ward to separately evaluate the grammaticality and
meaning equivalence of each paraphrased sentence
(Callison-Burch, 2008).
Grammaticality: whether the paraphrased sen-

tence is grammatical
Meaning equivalence: whether the meaning of the

original sentence is properly preserved by the
paraphrased sentence

We adopted the detailed criteria and procedure de-
scribed in (Fujita, 2013), as they resulted in a rea-
sonably high inter-evaluator agreement ratio. The
evaluation protocol is characterized by the following
three features introduced for reducing human labor
and making results consistent.
Unit-wise: Several paraphrase examples for the

same source are packaged into an example unit
and provided at the same time.

Two-phased: Evaluators are first asked to assess
only the grammaticality of each paraphrased
sentence without seeing the original sentence.
Then, by comparing each pair of original and
paraphrased sentences, they assess to what ex-
tent the paraphrased sentence retains the mean-
ing of its counterpart.

Classification-based: Evaluators are asked to clas-
sify each example into one of the predeter-
mined categories, guided by the decision trees
respectively designed for evaluating grammati-
cality and meaning equivalence.

5.2 Data

We used news sentences as in (Callison-Burch,
2008; Fujita et al., 2012): the English sentences
from WMT 2011–2013 “newstest” data (9,000
unique sentences). To reduce the human labor for
the evaluation, they were restricted to those with
moderate length: 10–30 words, which we expected
to provide sufficient but succinct context of the sub-
stituted phrases. 5,850 sentences were retained.

By substituting phrases in the above sentences us-
ing the paraphrase lexicons SSeed and SLV in the
Europarl setting, 88,555 example units comprising
1,013,511 paraphrases were generated. For each ex-
ample unit, 3-best paraphrases were then selected
by a 5-gram language model trained on the mono-
lingual data in the Europarl setting with modified
Kneser–Ney smoothing using KenLM10. Finally,
from 31,149 units that contained at least three para-
phrases, we randomly sampled 200 example units
for 200 unique left-hand side phrases.

5.3 Results

We collected evaluations from three native English
speakers. Table 3 summarizes the inter-evaluator
agreement ratio, Cohen’s κ (Cohen, 1960). The
values for a coarse-grained binary decision11 were
“substantial” for grammaticality and “moderate” for
meaning equivalence (Landis and Koch, 1977).

The quality of the examined paraphrase lexicons
is measured by the precision of the evaluated ex-
amples: an example was regarded as correct if and
only if a majority of evaluators (two or three in our
case) assigned a label corresponding to the posi-
tive class in the binary decision. Table 4 summa-
rizes the results. Despite the low chance of be-
ing the 3-best candidates, thanks to various filters,

10https://kheafield.com/code/kenlm/
11We regarded “Perfect” and “Awkward” for grammatical-

ity, and “Equivalent” and either of three categories of slight
differences “Missing Info.,” “Additional Info.,” and “Ignorable
Change” for meaning equivalence as positive. This is consistent
with (Callison-Burch, 2008).
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Criterion Fine-grained Coarse-grained
Grammar 0.51 - 0.56 0.64 - 0.79
Meaning 0.27 - 0.35 0.48 - 0.53

Table 3: Cohen’s κ of pairwise agreement.

Lexicon n Grammar Meaning Both
SSeed 66 0.85 0.91 0.76
SID (⊆SLV ) 339 0.84 0.78 0.66
SLV 534 0.74 0.78 0.59
Total 600 0.75 0.79 0.61

Table 4: Precision of paraphrase substitution.

paraphrases drawn from SSeed were of substantially
high quality. Compared to SSeed , paraphrases sam-
pled from SLV have relatively low precision in both
grammaticality and meaning equivalence. However,
these scores are reasonably high, considering that no
use is made of rich language-specific resources12.

However, more grammatical errors occurred than
with SSeed and SID . A manual error analysis re-
vealed that the majority of these errors were caused
by the differences of syntactic categories between
phrases, e.g., (12).

(12) The safety issue was considered sufficiently
( ⇒ sufficient consideration) serious for all
affected parties to be informed.

Differences of grammatical number and determiners
were the other major error sources.

(13) Federal Security Service now spread a big
network of fake sites and there are tons of
potential buyers ( ⇒ a potential buyer) of
military weapons.

These types of pairs originally existed in SSeed

but were amplified by LEXVAR. Ganitkevitch and
Callison-Burch (2014) stated that morphological
variants of the same word might be desirable de-
pending on the downstream task. For instance,
they could be useful for paraphrase recognition tasks
including question answering and multi-document
summarization. As they are morphological variants

12Although we cannot make a direct comparison owing to
the differences of data and human evaluators, for reference,
Callison-Burch (2008) achieved 0.68, 0.61, and 0.55 preci-
sion for grammaticality, meaning equivalence, and both, re-
spectively, by introducing parser-oriented syntactic constraints
in bilingual pivoting.

rather than genuine paraphrases, substituting them
in a given context often degrades grammaticality.

6 Conclusion

We proposed a method for expanding given para-
phrase lexicons by first inducing paraphrase patterns
and then searching monolingual corpora with these
patterns for new paraphrase pairs. To the best of our
knowledge, this is the first attempt to exploit various
types of lexical variants for acquiring paraphrases
in a completely empirical way. Our method re-
quires minimal language-dependent resources, i.e.,
stoplists and tokenizers, other than raw corpora. We
demonstrated the quantitative impact of our method
and confirmed the potential quality of the expanded
paraphrase lexicon.

Our future work is four-fold. (i) Paraphrase lexi-
cons created by different methods and sources have
different properties. Designing an overall model to
harmonize such heterogeneous lexicons is an impor-
tant issue. (ii) We aim to investigate an extensive
collection of corpora: there are far more corpora
than those we used in this experiment. We are also
interested in expanding paraphrase lexicons created
by a method other than bilingual pivoting; for in-
stance, those extracted from a Web-harvested mono-
lingual comparable corpus (Hashimoto et al., 2011;
Yan et al., 2013). (iii) We will apply our method
to various languages for demonstrating its applica-
bility, extending it for a wider range of lexical vari-
ants depending on the targeted language. (iv) Para-
phrases are the fundamental linguistic phenomena
that affect a wide range of NLP tasks. We are there-
fore interested in determining to what extent our
paraphrase lexicons can improve the performance of
application tasks such as machine translation, text
summarization, and text simplification.
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Abstract

We introduce a distantly supervised event ex-
traction approach that extracts complex event
templates from microblogs. We show that this
near real-time data source is more challeng-
ing than news because it contains information
that is both approximate (e.g., with values that
are close but different from the gold truth) and
ambiguous (due to the brevity of the texts),
impacting both the evaluation and extraction
methods. For the former, we propose a novel,
“soft”, F1 metric that incorporates similarity
between extracted fillers and the gold truth,
giving partial credit to different but similar
values. With respect to extraction method-
ology, we propose two extensions to the dis-
tant supervision paradigm: to address approx-
imate information, we allow positive training
examples to be generated from information
that is similar but not identical to gold values;
to address ambiguity, we aggregate contexts
across tweets discussing the same event. We
evaluate our contributions on the complex do-
main of earthquakes, with events with up to
20 arguments. Our results indicate that, de-
spite their simplicity, our contributions yield
a statistically-significant improvement of 33%
(relative) over a strong distantly-supervised
system. The dataset containing the knowledge
base, relevant tweets and manual annotations
is publicly available.

1 Introduction

Twitter is an excellent source of near real-time data
on recent events, motivating the need for informa-
tion extraction (IE) systems that operate on tweets

rather than traditional news articles. However, us-
ing this data comes with its own challenges: tweets
tend to use colloquial speech, noisy syntax and dis-
course, and, more importantly, the information re-
ported is often inaccurate (e.g., reporting a differ-
ent but similar magnitude for an earthquake) and
ambiguous (e.g., reporting multiple potential earth-
quake locations, with insufficient context to guess
which is the correct one).1 The top rows in Ta-
ble 1 show examples of these problems for an ac-
tual event in our dataset on earthquakes. This comes
in contrast with “traditional” IE work on newswire
documents, where information is considerably more
accurate than microblog material, and none of the
above observations hold (Grishman and Sundheim,
1996; Doddington et al., 2004).

As an example of the benefits of event extraction
from a near real-time social-media resource, the last
row in Table 1 lists a motivating example, where our
system extracts the correct depth of an earthquake
from the text tweeted by the U.S. Geological Sur-
vey, which is novel information that is missing in
our manually-curated knowledge base.

In this work we take a classic event extraction
(EE) task, where events are defined by templates
containing a predefined set of arguments, and imple-
ment it using data from Twitter. We avoid the pro-
hibitive cost of manual annotation through distant
supervision (DS): we automatically generate train-

1We focus on microblogs here because they commonly con-
tain inaccurate and/or ambiguous information. However, we be-
lieve that our contributions extend beyond microblogs because
these innacuracies, especially inaccurate information, may ap-
pear in news article as well.
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Earthquake in Honduras. So strong it
Approximate strong it was felt in Guatemala

information as well. 7.1 offshore atlantic.
DTN Indonesia: Peru Earthquake

Ambiguous Destroys Homes, Injures 100...
information 6.9 magnitude earthquake rocks Peru.

U.S.G.S. reports 6.9 Earthquake in
Peru. NO TSUNAMI threat to Hawaii.

Information #Earthquake M 7.0 – Ryukyu Islands,
not in the Japan T20:31:27 UTC , 25.95 128.40

knowledge depth: 22 km <USGS URL>
base Local tsunami alert issued

Table 1: Challenges and opportunities for event extrac-
tion from Twitter. The first row shows a tweet with ap-
proximate information (in bold); the correct magnitude is
7.3 (cf. Table 2). The second row shows a first tweet with
ambiguous information, which leads our baseline model
to extract the incorrect country (in bold; correct country
is Peru). The following two tweets help disambiguate the
context. The last row shows a tweet containing informa-
tion (in bold) that is missing in the knowledge base.

ing data by aligning a knowledge base of known
event instances with tweets (Mintz et al., 2009;
Hoffmann et al., 2011), which is then used to train a
supervised extraction model (sequence tagger in our
case). In seminal work on event extraction, (Benson
et al., 2011) applied DS to both detect tweets about
local events and then extracted values about two ar-
guments (artist and venue). In our work, we work on
automatically selected tweets, and scale the task to
complex events with a large number of arguments.
We focus on the domain of earthquakes, where each
event has up to 20 arguments. Table 2 summarizes
this task.

The contributions of this work are the following:
1. To our knowledge, this is one of the first works
that analyzes the problem of distantly supervised
extraction of complex events with many arguments
from microblogs.
2. Our analysis shows (Section 3) that the biggest
barrier is that information on Twitter can be inaccu-
rate (containing approximately correct event argu-
ment values) and ambiguous (with insufficient con-
text for accurate extraction). The top two blocks in
Table 1 show an example of each. These challenges
impact both evaluation and system development.
3. The analysis also highlights the need to adapt
evaluation metrics to approximately correct infor-

mation, which may appear both in text and in the
knowledge base itself. For example, for a partic-
ular earthquake, the USGS reports a depth of 22
km., while NOAA reports 25 km2. We propose a
new evaluation metric that gives partial credit to ex-
tracted argument values based on their similarity to
existing values in the knowledge base.
4. We introduce two simple strategies that address
the above barriers for system development: approx-
imate matching, which addresses inaccurate values
by allowing the distant supervision process to map
values from the knowledge base to text even when
they do not match exactly; and feature aggrega-
tion, which responds to small, ambiguous contexts
by aggregating information across multiple tweets
for the same event. For example, the first strategy
considers the 7.1 magnitude in the first tweet in Ta-
ble 1 as a training example because it is close to the
value in the knowledge base (7.3). The second strat-
egy classifies all instances of Peru jointly using a
single set of features, extracted from all available
tweets for the corresponding earthquake. For ex-
ample, this feature set contains three values for the
feature previous-word (:, rocks, and in). Each
approach yields 19% relative improvement, 33% in
combination.
5. We release a public dataset containing a knowl-
edge base of earthquake instances and correspond-
ing tweets for each earthquake3.

2 Experimental framework

In this section we detail the creation of the knowl-
edge base of earthquake events, the collection pro-
cess for potentially-relevant tweets, and, lastly, our
distant supervision framework, which serves as a
platform for our contributions (Sections 5 and 6).

2.1 Knowledge base and tweet dataset creation

The knowledge base (KB) was created from the
list of globally significant earthquakes during the
21st century, as reported by Wikipedia.4 We se-

2http://bit.ly/aq9Vxa and http://1.usa.
gov/1p1gELB

3http://ixa.eus/Ixa/Argitalpenak/
Artikuluak/1425465524/publikoak/
earthquake-kb-dataset.zip

4https://en.wikipedia.org/wiki/List_of_
21st-century_earthquakes. Accessed on July 9th,
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Argument Arg. # KB Example # DS # MA
Name Type Values Values Values Values
Date D 108 2009-5-28 291 706
Time T 108 T08:24:00 378 589
Country L 108 Honduras 6294 6327
Region L 77 2598 2663
City L 77 1426 1723
Latitude N 108 16.733 2 28
Longitude N 108 -86.22 4 28
Dead N 71 7 143 984
Injured N 39 22 192
Missing N 8 - 18
Magnitude N 108 7.3 933 3403
Depth (km) N 99 10 27 313
Countries Guatemala,

affected(*) L 37 Belize 436 357
Regions

affected(*) L 4 - 36
Landslides B 8 7 9
Tsunami B 10 408 273
Aftershocks N 20 5 22
Foreshocks N 3 6 -
Duration T 7 - 1
Peak

accel. N 8 - -
TOTAL 1,116 13,562 17,672

Table 2: Event arguments and types in the earthquake do-
main (first and second column), summary statistics for
the knowledge base, i.e., the gold truth (third column),
and values for one example earthquake (4th column). (*)
indicates multi-valued arguments (all other are single-
valued). The two rightmost columns give statistics for
the number of mentions in the tweets per argument, as
obtained through manual annotation (MA) or distant su-
pervision (DS) (cf. Section 2.4). The argument types are
the following: D date, T time, L location, N numeric, and
B boolean.

lected earthquakes from the beginning of 2009,
with the last reported earthquake happening on July
7th, 2013, and constructed the KB from the above
Wikipedia list page and the individual infoboxes.
Where necessary, argument values were normal-
ized.5 See Table 2 for a summary and an example.

We used the Topsy API6 to search for tweets that
are potentially relevant for each earthquake. We
formed a query using the word “earthquake” plus
the location, encoded as a disjunction of city, region,
and country arguments. We retrieved tweets from
the day before the date and time of the earthquake,
up to seven days after. This procedure might also re-
trieve tweets about aftershocks, which we consider
to be different events. We applied an aggressive
method to discard aftershock tweets: we only kept

2013, at 2PM CET.
5Time and date expressions were converted to TimeML. Nu-

merical values in English were converted to numbers, latitude
and longitudes were converted to decimal format.

6http://api.topsy.com/doc/

tweets up to the first tweet that mentions a time ex-
pression more than a minute different from that of
the main earthquake (after adjusting for time zone).
For example, this heuristic removes all tweets start-
ing with “A 4.9 earthquake occurred in Ryukyu Is-
lands, Japan on 2010-2-27 T10:33:21 at epicenter.”
because the main earthquake occurred on February
26th at 8:31PM UTC. It is important to note that
identifying event-relevant tweets is not the focus of
this work (hence the simple heuristics used for tweet
extraction). We focus instead on the extraction of
information from such tweets. In a complete sys-
tem, our approach would follow a component that
detects event tweets automatically (Benson et al.,
2011). The final dataset contains 108 earthquakes
and 7,841 tweets, 72 tweets per earthquake on av-
erage, a maximum of 654 and a minimum of 2. 19
earthquakes had less than 10 tweets.

2.2 Manual annotation of tweets
In order to analyze the challenges faced by our EE
system based on distant supervision, we also man-
ually annotated all tweets.7 The manual annotation
included any mention of an event argument in the
tweets. This included information already in the KB,
but also information that is missing, caused by: vari-
ations of dates and times, similar but not identical
latitude/longitude values, different reported num-
bers for dead/injured/missing etc. The first tweet in
Table 1 is an example of this situation: even though
the reported magnitude is different from the value
in the KB (cf. example in Table 2), it was anno-
tated during this process. In total, we annotated
17,672 mentions (at an average of two event argu-
ments per tweet). Table 2 shows the breakdown per
argument (the MA column), compared to the auto-
matic annotations generated through distant super-
vision (the DS column). Note that some of the ar-
guments have a very different coverage in the tweets
compared with the KB. For example, latitude and
longitude are rarely present in tweets, but affected
countries are commonly mentioned. The quality of
the manual annotation was assessed on a 5% sample
of the dataset, which was annotated by an additional
expert. The agreement was very high: 90% ITA and
85% Fleiss Kappa. Disagreements were generally

7These manual annotations are used solely for post-hoc
analysis, not to train our system.
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due to missed argument mentions. Note that the cost
of annotation was around 75 hours, confirming the
cost-saving properties of distant supervision.

2.3 Dataset and experiment organization

We sorted the list of earthquakes in the KB chrono-
logically, and chose the earliest 75% of the earth-
quakes as the training dataset, and the most recent
(25%) for testing. The training set contained 81
earthquakes and their corresponding 6078 tweets,
while the testing set contained 27 earthquakes and
1763 tweets. All development experiments were
performed using 5-fold cross-validation over the
training partition, where the folds were organized
randomly by earthquake. Each fold contained tweets
for around 15 earthquakes, but the number of tweets
varied widely, with one fold having 585 tweets and
another 2229.

The evaluation compares the argument values in-
duced by our system with those in the gold KB,
and computes precision, recall and F1 using the
official scorer from the Knowledge Base Popula-
tion (KBP) Slot Filling (SF) shared task (Surdeanu,
2013). We also incorporated the notion of equiva-
lence classes proposed in the SF task. For instance,
if the system predicted Guerrero State for the ar-
gument region, when the KB contains just Guer-
rero, we consider this result correct because the two
strings are equivalent in this context. Our equiv-
alence classes also include countries, regions, and
cities with hashtags, unnormalized temporal expres-
sions, etc. Where applicable, we checked statisti-
cal significance of performance differences using the
bootstrap resampling technique proposed in (Berg-
Kirkpatrick et al., 2012), in which we draw many
simulated test sets by sampling with replacement
from the set of earthquakes in the test partition.

2.4 Distant supervision for event extraction

For the initial extraction experiment, we followed
a traditional distant supervision approach (Mintz et
al., 2009), which has four steps: the KB of past
events is aligned to the text; a supervised system
is trained on the resulting annotated text; the sys-
tem is run on test data; and the output slot values
are inferred from the annotations produced by the
system. We thus started by aligning the information
in the KB to the training tweets using strict match-

ing8. Table 2 compares the number of mentions au-
tomatically generated through DS against the num-
ber of manually annotated mentions. As expected,
the strict matching criterion yields fewer mentions
than the manual annotation.

As an example of this process, given the Honduras
earthquake in Table 2, this procedure will annotate
two argument mentions in the first tweet from Ta-
ble 1, country and affected-country, as fol-
lows:

Earthquake in <country>Honduras</country>.
So strong it was felt in <affected-
country>Guatemala</affected-country> as
well. 7.1 offshore atlantic.

Note that the magnitude in the tweet is different
from the one reported in the KB and it will thus be
left unmarked (we revisit this issue in Section 5).

Using this automatically-generated data, we
trained a sequential tagger based on Conditional
Random Fields (CRF)9. Based on the output of the
CRF, we inferred the arguments values using noisy-
or (Surdeanu et al., 2012), which selects the value
with the largest probability for each single-valued
argument by aggregating the individual mention
probabilities produced by the CRF.10 In the case of
multi-valued arguments (affected-country and
affected-region) we choose all values that had
been annotated by the sequential tagger.

3 Initial results and analysis

The left block in Table 3 reports the results on devel-
opment (5-fold cross-validation) of the initial event

8We identified two types of arguments: those that have bi-
nary (yes/no) values (tsunami and landslides) and
those having other values. For the first type, we search the
tweets corresponding to the target earthquake for a small num-
ber of strings (e.g., tsunami and tsunamis), and annotate all
matches (e.g., <tsunami> tsunami </tsunami>). For non-
binary valued arguments, we searched the tweets for exact oc-
currences of the corresponding values, and annotated all match-
ing strings. When the same value appears in more than one
argument for the same earthquake (e.g., 7 as both magnitude
and number of dead people), we choose the most common label
(e.g., magnitude cf. Table 2).

9We used the linear CRF in Stanford’s CoreNLP package,
with the default features (word form, PoS, lemma, NERC) for
the macro configuration: http://nlp.stanford.edu/
software/corenlp.shtml.

10For multi-token mentions (e.g. New Zealand) we use the
average of the token probabilities.
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Strict Evaluation
System Prec. Rec. F1

DS-CRF 53.1 22.0 31.1
MA-CRF 44.1 26.1 32.8

Lenient Evaluation
DS-CRF 67.4 27.9 39.4

MA-CRF 62.1 36.8 46.2

Table 3: Development: Results for the distant supervision
system (DS-CRF). We also include results for the same
CRF trained on manual annotations (MA-CRF). The reg-
ular evaluation is shown in the left columns and lenient
evaluation (cf. Section 4) in the right.

extraction system based on a distantly-supervised
CRF (DS-CRF), which notably attains higher pre-
cision than recall. These results are fair, e.g., they
are comparable to those of (Benson et al., 2011),
even though their events had much fewer argument
types than ours (two vs. twenty). More importantly,
we use this system’s output to analyze where the ap-
proach could be improved. For the sake of compari-
son, we trained the same CRF with the manually an-
notated tweets, cf. Section 2 (MA-CRF). The MA-
CRF results in Table 3 indicate that the main loss
when doing distant supervision is in recall, but the
overall F1 is close. This is remarkable, as the much
more expensive MA-CRF (75 hours of human anno-
tation) is taken to be an upperbound for DS-CRF.

Manual inspection showed that that DS-CRF re-
turns fewer argument values than MA-CRF (328
vs. 469), from “easier” (more common) arguments
which have a higher chance of appearing both in the
text and the KB. Importantly, MA-CRF has lower
precision than its distant supervision counterpart be-
cause it is trained on manual annotations, which in-
cluded many mentions not in the KB. The conse-
quence of this strategy is that MA-CRF tends to
produce spurious mentions (i.e., mentions not in the
KB) at evaluation time, which lowers precision.

In addition, we analyzed the annotations cre-
ated through distant supervision11, which produced
13,562 argument mentions in the training tweets (cf.
Table 2, which also includes a breakdown by ar-

11Note that these are the argument mention annotations used
to train DS-CRF, not the arguments inferred by the DS-CRF
system.

gument). This data contains incorrectly annotated
strings (false positives) and also misses relevant ar-
gument values (false negatives). A comparison of
these DS annotations against the manual annotations
on all training tweets (17,672 mentions) yielded that
97.4% were correct, but that 27.4% of the gold man-
ual annotations were missed. This is an important
result: it demonstrates that, unlike in the problem
of relation extraction (RE) where the major issue is
the large percentage (higher than 30%) of false pos-
itives in automatically-created annotations (Riedel
et al., 2010), here the fundamental roadblock is
missing annotations (i.e., false negatives). We ex-
plain this difference by the fact that for this event
extraction domain, it is trivial to identify domain-
relevant tweets, which reduces the number of false
positives for event arguments. We believe this gen-
eralizes to many other EE domains, e.g., airplane
crashes (Reschke et al., 2014) or terrorist attacks,
where the event context can be summarized accu-
rately with a small number of keywords (e.g., flight
number and date for the airplane crashes domain).

We also did a post-hoc analysis of the quality of
the arguments induced by DS-CRF. One of the most
significant outcomes of the analysis is that a large
portion of numeric values (31.3%) were partially
correct, in that the returned values were very simi-
lar to those in the KB (see for instance the 7.1 vs.
7.3 example in Section 1). This strongly suggests
that the evaluation metric should be more lenient,
and give credit to argument values that are similar to
the gold ones.

4 Lenient evaluation

The previous analysis suggests that traditional eval-
uation measures unnecessarily penalize arguments
containing values that do not match the gold truth
exactly. Rather than giving no credit when predicted
values are different from gold ones, we devised a
simple extension to the KBP evaluation measures
that take into account the similarity between the val-
ues of system and gold arguments, where the simi-
larity depends on the type of each slot (cf. Table 2).
For numeric values, we use the following formula,
where x is the predicted value, and g the gold value:

sim(x, g) = max
(

1− |x− g|
g

, 0
)

(1)
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For example, given a gold value of 7.3, a system
value of 7.2 would have a similarity of 0.98, and a
system value of 14.6 or larger would have a similar-
ity 0. If both values are equal, similarity is 1.

For the other slot types, the similarity function is
discrete, with values set to 1 (proposed slot is cor-
rect) or 0 (incorrect) as follows. We consider a pro-
posed temporal argument as correct if it is within a
span of 5 minutes of the corresponding gold tem-
poral value. Durations are judged as correct if they
are within 10 seconds of the gold values. We con-
sidered proposed dates as correct if they differ by at
most one day from the gold date.12

For location arguments, we use GeoNames13 to
obtain the coordinates of the locations produced by
the system that do not match the information in the
KB. Based on the average size of countries, regions,
and cities, we consider these additional locations
as correct if they are at the following distance (or
closer) from the gold locations: 500 kms for coun-
tries, 50 kms for regions, and 10 kms for cities.

The original KBP scorer increases the value of
True Positives (TP) by 1 every time a predicted argu-
ment matches its gold value. In the proposed lenient
scorer, TP is increased by the similarity between the
predicted and gold values. The precision and recall
will be thus calculated as follows (SYS for number
of predicted argument values, GOLD for number of
gold argument values):

prec =
∑

sim(x, g)
SYS

(2)

rec =
∑

sim(x, g)
GOLD

(3)

The right block in Table 3 lists the results under
this lenient evaluation for the experiment initially
reported in the left block in the same table. As ex-
pected, these results are higher than the ones using
the strict measure, but maintain the relative order of
the systems in each of the evaluation measures. The
difference in precision between DS-CRF and MA-
CRF decreases, indicating that the new measure as-
signs partial credit to the larger amount of argument
values extracted by MA-CRF. The difference in re-

12These thresholds might change in other domains, but ad-
justing these values is trivial.

13http://www.geonames.org/
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Figure 1: Test: Precision/Recall curves for regular DS
and approximate DS on test (lenient evaluation).

System Prec. Rec. F1
DS-CRF 68.4 21.3 32.5

DSappr-CRF 70.6 27.8 39.9 †

Table 4: Test: Regular (DS-CRF) and approximate DS
(DSappr-CRF) results, with lenient evaluation. † indicates
statistically significant improvement over DS-CRF (p <
0.05).

call values remains large. We address this in the next
section.

5 Approximate distant supervision

The previous section demonstrated that many tweets
contain argument values which are similar but not
identical to the data in the knowledge base. These
values would not be annotated during alignment by
traditional distant supervision, which expects an ex-
act match between knowledge base values and tweet
texts. This means that DS-CRF will be trained with
less data than what is available (e.g., without the
7.1 magnitude example in the tweet in Section 2.4).
Here we demonstrate that a simple extension to dis-
tant supervision that annotates values close to the
values in the knowledge base, results in improved
performance.

The proposed alignment algorithm scans the
training tweets, and labels named and numeric en-
tities as positive argument examples (with the cor-
responding label from the KB), if they are deemed
similar to the gold values according to the similar-
ity formulas introduced in the previous section. This
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Figure 2: Test: P/R curves for DS-CRF, feature aggrega-
tion and combination with approximate DS (lenient eval-
uation).

is a trivial process for discrete similarities, but re-
quires some care for continuous similarity functions,
which are triggered for numeric arguments. In this
situation, numeric entities are considered as positive
examples only if their similarity function returns a
value over a certain threshold with a known argu-
ment in the KB. If a numeric mention has more than
one matching argument in the KB, the algorithm
chooses the argument label with the highest simi-
larity value; if all have the same similarity, the algo-
rithm chooses the most frequent label in training.

We tuned the threshold hyper parameter for nu-
meric values over the training dataset using 5-fold
cross validation, which yielded 0.95 as the optimal
value. Table 4 shows the results for the test parti-
tion using this threshold, and Figure 1 shows the
corresponding P/R curves. Both results are gen-
erated using the proposed lenient evaluation. The
results in the table show that, despite its simplic-
ity, the proposed alignment algorithm yields consid-
erable, statistically-significant improvements. The
P/R curves show that the improvement holds for all
recall points14.

6 Feature aggregation

The second block in Table 1 illustrates a common
scenario on Twitter, where a short, ambiguous tweet
derails the extraction. We address this problem of

14The curves for the strict evaluation are similar, and were
omitted for brevity.

System Prec. Rec. F1
DS-CRF 68.4 21.3 32.5

DSaggr-CRF 70.1 26.6 38.6 †
DScomb-CRF 69.2 31.2 43.1 †

MA-CRF 69.1 37.9 48.9

Table 5: Test: Results for regular DS (DS-CRF), DS with
feature aggregation (DSaggr-CRF), and the DS model that
combines feature aggregation and approximate matching
(DScomb-CRF), with lenient evaluation. † indicates statis-
tically significant improvement over DS-CRF (p < 0.05).
We include the results of the CRF trained on manual an-
notations (MA-CRF) as a performance ceiling for this
task.

insufficient local context with a method inspired by
work in relation extraction, where relation instances
between identical entities are classified jointly using
the conjunction of features from all instances (Mintz
et al., 2009). We adapt this idea to our sequence
tagging EE model as follows:

1: We focus on location, date and temporal enti-
ties (both earthquake time and duration) which are
argument candidates that are often ambiguous, i.e.,
they may be classified as more than one argument
type. For example, a location entity may be labeled
as country, region, country-affected, etc.
We exclude numeric entities due to potential feature
collisions between different argument types: we ob-
served that, in training, several earthquakes had dif-
ferent numeric arguments with the same value. For
example, the magnitude and depth of the 2012 Zo-
han earthquake were 5.6. Applying feature aggrega-
tion to examples of these arguments would lead to
collisions between features from different classes.15

2: For each token that appears in one of these named
entities, we identify all its instances across the rele-
vant tweets, and share features across all these token
instances. For example, for the tweets in the sec-
ond block in Table 1, our approach identifies Peru
as an argument mention candidate. All three in-
stances of Peru are then classified using the same
shared features, e.g., using three values for the fea-

15Initial experiments confirmed this hypothesis: feature ag-
gregation did not improve results for numeric arguments in
development. In future work, we will explore multi-instance
multi-label algorithms to handle this situation (Surdeanu et al.,
2012).
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ture previous-word (:, rocks, and in). This pro-
cess is repeated for each earthquake individually,
because tokens may be labeled differently in differ-
ent earthquakes. This approach produced 37% more
features than the DS-CRF baseline.16

The positive effect of feature aggregation is con-
firmed by the formal evaluation on the test dataset.
Table 5 shows a statistically significant improvement
in overall F1, for the lenient evaluation. The P/R
curves (Fig. 2) indicate that DSaggr-CRF’s improve-
ment comes from both better recall and better preci-
sion that the DS-CRF baseline.

Table 5 and Fig. 2 also show that the combina-
tion of approximate matching and aggregation out-
performs the individual models, demonstrating that
feature aggregation is complementary to approxi-
mate matching. The combined model attains a rela-
tive improvement of 33% over the DS-CRF baseline,
reaching approximately 88% of the ceiling perfor-
mance for this task (MA-CRF row, the CRF trained
on manual annotations).

7 Related work

There has been considerable recent interest in IE
from Twitter. However, in general, these works
use supervised learning frameworks (Popescu et
al., 2011; Ritter et al., 2012), and/or they use ei-
ther a coarse representation of events, which re-
duces to topic modeling or classification of entire
tweets (Popescu et al., 2011; Becker et al., 2011;
Ritter et al., 2012), or a simplified representation
of events with few arguments (Sakaki et al., 2010;
Popescu et al., 2011; Benson et al., 2011; Ritter
et al., 2012). In contrast, our work uses a com-
plex event representation with 20 arguments, and
does not require any manual annotation of tweets.
Our work is closest, but complementary to the work
of (Benson et al., 2011), which also uses distant su-
pervision for event extraction: We provide solutions
for two problems they do not address (inaccurate and
ambiguous information) and we focus on more com-
plex events (20 arguments vs. two).

This paper is also complementary to systems
which detect event-relevant tweets (Sakaki et al.,

16We also tried skip-chain CRFs (Getoor and Taskar, 2007),
but found that our simpler approach converges considerably
faster and produces slightly better results. We do not show those
results for brevity.

System Prec. Rec. F1
DS-CRF 66.21 20.66 31.49

DSaggr-CRF 68.27 25.92 37.58 †
DScomb-CRF 61.53 27.61 38.25 †

MA-CRF 68.76 27.61 39.40

Table 6: Test: Replica of the experiments in Table 5 using
a threshold of 0.95 for the lenient evaluation measure. All
other settings are identical to the experiments in Table 5.
† indicates statistically significant improvement over DS-
CRF (p < 0.05).

2010; Petrović et al., 2010). In future work, we plan
to replace our simple method of extracting relevant
tweets by one of these approaches, producing a sys-
tem that monitors microblogs in realtime to automat-
ically construct event-specific knowledge bases.

Our work uses the framework of distant supervi-
sion, which has also received considerable attention
recently. Nevertheless, most of these works focus on
the extraction of binary relations from well-formed
documents (Mintz et al., 2009; Riedel et al., 2010;
Hoffmann et al., 2011; Surdeanu et al., 2012). We
use the much noisier Twitter as the underlying text,
and extract complex events instead of binary rela-
tions. We note, however, that the idea of feature ag-
gregation is inspired by these works (Mintz et al.,
2009; Riedel et al., 2010), but, to our knowledge,
we are the first to apply it to event extraction and
sequence tagging. In the DS space, our work is clos-
est to (Reschke et al., 2014), which use it to extract
complex events (airplane crashes) from newswire
text. Because they focus on newswire, they do not
need to address the potential for inaccurate or am-
biguous information, which is the main focus of our
work.

8 Discussion: An alternate evaluation
measure

Designing relevant measures for lenient evaluations,
such as the one discussed here, is an open research
issue. For example, the method proposed in Sec-
tion 4 gives partial credit to all reported (positive)
numeric values in the interval [0, 2g], where g is
the correct value for the corresponding slot (see the
equation in Section 4). But other, stricter, measures
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are certainly possible.17 For example, one stricter
variant of our proposed measure would assign par-
tial credit only for predicted values that have a sim-
ilarity of 0.95 or higher with the gold truth (inline
with our approximate DS training process). For ex-
ample, for the same gold numeric value g, the mea-
sure assigns partial credit only for predicted values
in the interval [0.95g, 1.05g].

We repeated the experiments in Table 5 using this
alternate evaluation measure. The result are summa-
rized in Table 6. The results reported in Table 5 do
not alter the findings of the paper. In fact, under this
stricter evaluation measure, our results are stronger:
DScomb-CRF, which combines both our ideas, ap-
proaches with nearly 1 F1 point MA-CRF, which
trains on manually annotated data.

9 Conclusions

To our knowledge, this is one of the first works that
analyzes the problem of distantly supervised com-
plex event extraction on microblogs. This near real-
time data source is challenging, with inaccurate in-
formation and short, ambiguous texts, as shown by
our empirical analysis of the dataset. We proposed
two simple techniques to address these problems:
(a) a novel distant supervision paradigm, which im-
plements an alignment algorithm that allows text
snippets that are similar but not identical to argu-
ment values in the knowledge base to be annotated
(thus producing better training data); and (b) a fea-
ture aggregation strategy that provides richer infor-
mation across tweets to cope with ambiguity. Our
results on earthquake-related tweets show that each
improvement yields 19% significant improvement
when applied on top of a strong system based on se-
quence tagging (CRFs). We show that these contri-
butions are complementary: a model that combines
both performs better than each of the above individ-
ual models, with an improvement of 33% over the
baseline. All in all, our approach attains approxi-
mately 88% of the ceiling performance for this task,
which is obtained by a system trained on manually-
annotated tweets, validating the hypothesis that dis-
tant supervision is useful for a complex event extrac-
tion task.

17We thank the anonymous reviewer for the suggestion.

In addition, we devised a lenient evaluation mea-
sure which incorporates the similarity between the
extracted argument values and the gold truth, rather
than considering as correct only the extractions that
exactly match the gold values. We show that this
evaluation models the event extraction task better,
and, furthermore, is more realistic, especially in
view of imperfect knowledge bases.

Lastly, we release a dataset containing an event
knowledge base constructed from Wikipedia infor-
mation on earthquakes, which contains 108 earth-
quakes, 20 different argument types, and 1,116 argu-
ment values. The dataset also includes a collection
of relevant tweets about these earthquakes, totaling
7,841 tweets. The dataset is publicly available.18
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Abstract

We present a self-training approach to unsu-
pervised dependency parsing that reuses exist-
ing supervised and unsupervised parsing algo-
rithms. Our approach, called ‘iterated rerank-
ing’ (IR), starts with dependency trees gener-
ated by an unsupervised parser, and iteratively
improves these trees using the richer proba-
bility models used in supervised parsing that
are in turn trained on these trees. Our system
achieves 1.8% accuracy higher than the state-
of-the-part parser of Spitkovsky et al. (2013)
on the WSJ corpus.

1 Introduction

Unsupervised dependency parsing and its super-
vised counterpart have many characteristics in com-
mon: they take as input raw sentences, produce
dependency structures as output, and often use the
same evaluation metric (DDA, or UAS, the percent-
age of tokens for which the system predicts the cor-
rect head). Unsurprisingly, there has been much
more research on supervised parsing – producing a
wealth of models, datasets and training techniques
– than on unsupervised parsing, which is more dif-
ficult, much less accurate and generally uses very
simple probability models. Surprisingly, however,
there have been no reported attempts to reuse super-
vised approaches to tackle the unsupervised parsing
problem (an idea briefly mentioned in Spitkovsky et
al. (2010b)).

There are, nevertheless, two aspects of supervised
parsers that we would like to exploit in an unsuper-
vised setting. First, we can increase the model ex-

pressiveness in order to capture more linguistic reg-
ularities. Many recent supervised parsers use third-
order (or higher order) features (Koo and Collins,
2010; Martins et al., 2013; Le and Zuidema, 2014)
to reach state-of-the-art (SOTA) performance. In
contrast, existing models for unsupervised parsing
limit themselves to using simple features (e.g., con-
ditioning on heads and valency variables) in order
to reduce the computational cost, to identify consis-
tent patterns in data (Naseem, 2014, page 23), and
to avoid overfitting (Blunsom and Cohn, 2010). Al-
though this makes learning easier and more efficient,
the disadvantage is that many useful linguistic regu-
larities are missed: an upper bound on the perfor-
mance of such simple models – estimated by us-
ing annotated data – is 76.3% on the WSJ corpus
(Spitkovsky et al., 2013), compared to over 93% ac-
tual performance of the SOTA supervised parsers.

Second, we would like to make use of informa-
tion available from lexical semantics, as in Bansal
et al. (2014), Le and Zuidema (2014), and Chen and
Manning (2014). Lexical semantics is a source for
handling rare words and syntactic ambiguities. For
instance, if a parser can identify that “he” is a depen-
dent of “walks” in the sentence “He walks”, then,
even if “she” and “runs” do not appear in the train-
ing data, the parser may still be able to recognize
that “she” should be a dependent of “runs” in the
sentence “she runs”. Similarly, a parser can make
use of the fact that “sauce” and “John” have very
different meanings to decide that they have different
heads in the two phrases “ate spaghetti with sauce”
and “ate spaghetti with John”.

However, applying existing supervised parsing
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techniques to the task of unsupervised parsing is,
unfortunately, not trivial. The reason is that those
parsers are optimally designed for being trained on
manually annotated data. If we use existing unsuper-
vised training methods (like EM), learning could be
easily misled by a large amount of ambiguity natu-
rally embedded in unannotated training data. More-
over, the computational cost could rapidly increase
if the training algorithm is not designed properly.
To overcome these difficulties we propose a frame-
work, iterated reranking (IR), where existing super-
vised parsers are trained without the need of manu-
ally annotated data, starting with dependency trees
provided by an existing unsupervised parser as ini-
tialiser. Using this framework, we can employ the
work of Le and Zuidema (2014) to build a new sys-
tem that outperforms the SOTA unsupervised parser
of Spitkovsky et al. (2013) on the WSJ corpus.

The contribution of this paper is twofold. First,
we show the benefit of using lexical semantics for
the unsupervised parsing task. Second, our work is
a bridge connecting the two research areas unsuper-
vised parsing and its supervised counterpart. Before
going to the next section, in order to avoid confusion
introduced by names, it is worth noting that we use
un-trained existing supervised parsers which will be
trained on automatically annotated treebanks.

2 Related Work

2.1 Unsupervised Dependency Parsing

The first breakthrough was set by Klein and Man-
ning (2004) with their dependency model with va-
lence (DMV), the first model to outperform the
right-branching baseline on the DDA metric: 43.2%
vs 33.6% on sentences up to length 10 in the WSJ
corpus. Nine years later, Spitkovsky et al. (2013)
achieved much higher DDAs: 72.0% on sentences
up to length 10, and 64.4% on all sentences in sec-
tion 23. During this period, many approaches have
been proposed to attempt the challenge.

Naseem and Barzilay (2011), Tu and Honavar
(2012), Spitkovsky et al. (2012), Spitkovsky et al.
(2013), and Marecek and Straka (2013) employ ex-
tensions of the DMV but with different learning
strategies. Naseem and Barzilay (2011) use seman-
tic cues, which are event annotations from an out-
of-domain annotated corpus, in their model during

training. Relying on the fact that natural language
grammars must be unambiguous in the sense that
a sentence should have very few correct parses, Tu
and Honavar (2012) incorporate unambiguity regu-
larisation to posterior probabilities. Spitkovsky et al.
(2012) bootstrap the learning by slicing up all input
sentences at punctuation. Spitkovsky et al. (2013)
propose a complete deterministic learning frame-
work for breaking out of local optima using count
transforms and model recombination. Marecek and
Straka (2013) make use of a large raw text corpus
(e.g., Wikipedia) to estimate stop probabilities, us-
ing the reducibility principle.

Differing from those works, Bisk and Hocken-
maier (2012) rely on Combinatory Categorial Gram-
mars with a small number of hand-crafted general
linguistic principles; whereas Blunsom and Cohn
(2010) use Tree Substitution Grammars with a hi-
erarchical non-parametric Pitman-Yor process prior
biasing the learning to a small grammar.

2.2 Reranking

Our work relies on reranking which is a technique
widely used in (semi-)supervised parsing. Rerank-
ing requires two components: a k-best parser and a
reranker. Given a sentence, the parser generates a
list of k best candidates, the reranker then rescores
those candidates and picks the one that has the high-
est score. Reranking was first successfully applied to
supervised constituent parsing (Collins, 2000; Char-
niak and Johnson, 2005). It was then employed in
the supervised dependency parsing approaches of
Sangati et al. (2009), Hayashi et al. (2013), and Le
and Zuidema (2014).

Closest to our work is the work series on semi-
supervised constituent parsing of McClosky and col-
leagues, e.g. McClosky et al. (2006), using self-
training. They use a k-best generative parser and
a discriminative reranker to parse unannotated sen-
tences, then add resulting parses to the training
treebank and re-train the reranker. Different from
their work, our work is for unsupervised dependency
parsing, without manually annotated data, and uses
iterated reranking instead of single reranking. In
addition, both two components, k-best parser and
reranker, are re-trained after each iteration.
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3 The IR Framework

Existing training methods for the unsupervised de-
pendency task, such as Blunsom and Cohn (2010),
Gillenwater et al. (2011), and Tu and Honavar
(2012), are hypothesis-oriented search with the EM
algorithm or its variants: training is to move from
a point which represents a model hypothesis to an-
other point. This approach is feasible for optimising
models using simple features since existing dynamic
programming algorithms can compute expectations,
which are sums over all possible parses, or to find
the best parse in the whole parse space with low
complexities. However, the complexity increases
rapidly if rich, complex features are used. One way
to reduce the computational cost is to use approx-
imation methods like sampling as in Blunsom and
Cohn (2010).

3.1 Treebank-oriented Greedy Search

Believing that the difficulty of using EM is from
the fact that treebanks are ‘hidden’, leading to the
need of computing sum (or max) overall possible
treebanks, we propose a greedy local search scheme
based on another training philosophy: treebank-
oriented search. The key idea is to explicitly search
for concrete treebanks which are used to train pars-
ing models. This scheme thus allows supervised
parsers to be trained in an unsupervised parsing set-
ting since there is a (automatically annotated) tree-
bank at any time.

Given S a set of raw sentences, the search space
consists of all possible treebanksD = {d(s)|s ∈ S}
where d(s) is a dependency tree of sentence s. The
target of search is the optimal treebank D∗ that is as
good as human annotations. Greedy search with this
philosophy is as follows: starting at an initial point
D1, we pick up a point D2 among its neighbours
N(D1) such that

D2 = arg max
D∈N(D1)

fD1(D) (1)

where fD1(D) is an objective function measuring
the goodness of D (which may or may not be con-
ditioned on D1). We then continue this search until
some stop criterion is satisfied. The crucial factor
here is to define N(Di) and fDi(D). Below are two
special cases of this scheme.

Semi-supervised parsing using reranking (Mc-
Closky et al., 2006). This reranking is indeed one-
step greedy local search. In this scenario, N(D1) is
the Cartesian product of k-best lists generated by a
k-best parser, and fDi(D) is a reranker.

Unsupervised parsing with hard-EM
(Spitkovsky et al., 2010b) In hard-EM, the tar-
get is to maximise the following objective function
with respect to a parameter set Θ

L(S|Θ) =
∑
s∈S

max
d∈Dep(s)

logPΘ

(
d
)

(2)

where Dep(s) is the set of all possible dependency
structures of s. The two EM steps are thus

• Step 1: Di+1 = arg maxD PΘi(D)

• Step 2: Θi+1 = arg maxΘ PΘ(Di+1)

In this case, N(Di) is the whole treebank space and
fDi(D) = PΘi(D) = Parg maxΘ PΘ(Di)(D).

3.2 Iterated Reranking

We instantiate the greedy search scheme by iterated
reranking which requires two components: a k-best
parser P , and a reranker R. Firstly, D1 is used
to train these two components, resulting in P1 and
R1. The parser P1 then generates a set of lists of k
candidates kD1 (whose Cartesian product results in
N(D1)) for the set of training sentences S. The best
candidates, according to reranker R1, are collected
to form D2 for the next iteration. This process is
halted when a pre-defined stop criterion is met.1

It is certain that we can, as in the work of
Spitkovsky et al. (2010b) and many bootstrapping
approaches, employ only parser P . Reranking, how-
ever, brings us two benefits. First, it allows us to em-
ploy very expressive models like the ∞-order gen-
erative model proposed by Le and Zuidema (2014).
Second, it embodies a similar idea to co-training
(Blum and Mitchell, 1998): P and R play roles as
two views of the data.

1It is worth noting that, although N(Di) has the size O(kn)
where n is the number of sentences, reranking only needs to
process O(k × n) parses if these sentences are assumed to be
independent.
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3.3 Multi-phase Iterated Reranking

Training in machine learning often uses starting big
which is to use up all training data at the same time.
However, Elman (1993) suggests that in some cases,
learning should start by training simple models on
small data and then gradually increase the model
complexity and add more difficult data. This is
called starting small.

In unsupervised dependency parsing, starting
small is intuitive. For instance, given a set of long
sentences, learning the fact that the head of a sen-
tence is its main verb is difficult because a long sen-
tence always contains many syntactic categories. It
would be much easier if we start with only length-
one sentences, e.g “Look!”, since there is only
one choice which is usually a verb. This training
scheme was successfully applied by Spitkovsky et
al. (2010a) under the name: Baby Step.

We adopt starting small to construct the multi-
phase iterated reranking (MPIR) framework. In
phase 0, a parser M with a simple model is trained
on a set of short sentences S(0) as in traditional ap-
proaches. This parser is used to parse a larger set
of sentences S(1) ⊇ S(0), resulting in D(1)

1 . D(1)
1 is

then used as the starting point for the iterated rerank-
ing in phase 1. We continue this process until phase
N finishes, with S(i) ⊇ S(i−1) (i = 1..N ). In gen-
eral, we use the resulting reranker in the previous
phase to generate the starting point for the iterated
reranking in the current phase.

4 Le and Zuidema (2014)’s Reranker

Le and Zuidema (2014)’s reranker is an exception
among supervised parsers because it employs an ex-
tremely expressive model whose features are ∞-
order2. To overcome the problem of sparsity, they
introduced the inside-outside recursive neural net-
work (IORNN) architecture that can estimate tree-
generating models including those proposed by Eis-
ner (1996) and Collins (2003a).

4.1 The∞-order Generative Model
Le and Zuidema (2014)’s reranker employs the gen-
erative model proposed by Eisner (1996). Intu-
itively, this model is top-down: starting with ROOT,

2In fact, the order is finite but unbound.

Figure 1: Inside-Outside Recursive Neural Network
(IORNN). Black/white rectangles correspond to in-
ner/outer representations.

we generate its left dependents and its right de-
pendents. We then generate dependents for each
ROOT’s dependent. The generative process recur-
sively continues until there is no dependent to gen-
erate. Formally, this model is described by the fol-
lowing formula

P (d(H)) =
L∏

l=1

P
(
HL

l |C(HL
l )
)
P
(
d(HL

l )
)×

R∏
r=1

P
(
HR

r |C(HR
r )
)
P
(
d(HR

r )
)

(3)

where H is the current head, d(N) is the fragment
of the dependency parse rooted at N , and C(N)
is the context to generate N . HL, HR are respec-
tivelyH’s left dependents and right dependents, plus
EOC (End-Of-Children), a special token to inform
that there are no more dependents to generate. Thus,
P (d(ROOT )) is the probability of generating the
entire dependency structure d.

Le and Zuidema’s ∞-order generative model is
defined as Eisner’s model in which the context
C∞(D) to generate D contains all of D’s generated
siblings, its ancestors and their siblings. Because
of very large fragments that contexts are allowed to
hold, traditional count-based methods are imprac-
tical (even if we use smart smoothing techniques).
They thus introduced the IORNN architecture to es-
timate the model.

4.2 Estimation with the IORNN

An IORNN (Figure 1) is a recursive neural network
whose topology is a tree. What make this network
different from traditional RNNs (Socher et al., 2010)
is that each tree node u caries two vectors: iu - the
inner representation, represents the content of the
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phrase covered by the node, and ou - the outer repre-
sentation, represents the context around that phrase.
In addition, information in an IORNN is allowed to
flow not only bottom-up as in RNNs, but also top-
down. That makes IORNNs a natural tool for esti-
mating top-down tree-generating models.

Applying the IORNN architecture to dependency
parsing is straightforward, along the generative story
of the ∞-order generative model. First of all, the
“inside” part of this IORNN is simpler than what
is depicted in Figure 1: the inner representation of
a phrase is assumed to be the inner representation
of its head. This approximation is plausible since
the meaning of a phrase is often dominated by the
meaning of its head. The inner representation at
each node, in turn, is a function of a vector repre-
sentation for the word (in our case, the word vectors
are initially borrowed from Collobert et al. (2011)),
the POS-tag and capitalisation feature.

Without loss of generality and ignoring directions
for simplicity, they assume that the model is generat-
ing dependent u for node h conditioning on context
C∞(u) which contains all of u’s ancestors (includ-
ing h) and theirs siblings, and all of previously gen-
erated u’s sisters. Now there are two types of con-
texts: full contexts of heads (e.g., h) whose depen-
dents are being generated, and contexts to generate
nodes (e.g., C∞(u)). Contexts of the first type are
clearly represented by outer representations. Con-
texts of the other type are represented by partial
outer representations, denoted by ōu. Because the
context to generate a node can be constructed recur-
sively by combining the full context of its head and
its previously generated sisters, they can compute ōu
as a function of oh and the inner representations of
its previously generated sisters. On the top of ōu,
they put a softmax layer to estimate the probability
P (x|C∞(u)).

Training this IORNN is to minimise the cross en-
tropy over all dependents. This objective function is
indeed the negative log likelihood P (D) of training
treebank D.

4.3 The Reranker

Le and Zuidema’s (generative) reranker is given by

d∗ = arg max
d∈kDep(s)

P (d)

where P (Equation 3) is computed by the ∞-order
generative model which is estimated by an IORNN;
and kDep(s) is a k-best list.

5 Complete System

Our system is based on the multi-phase IR. In gen-
eral, any third-party parser for unsupervised depen-
dency parsing can be used in phase 0, and any third-
party parser that can generate k-best lists can be used
in the other phases. In our experiments, for phase 0,
we choose the parser using an extension of the DMV
model with stop-probability estimates computed on
a large corpus proposed by Marecek and Straka
(2013). This system has a moderate performance3

on the WSJ corpus: 57.1% vs the SOTA 64.4% DDA
of Spitkovsky et al. (2013). For the other phases, we
use the MSTParser4 (with the second-order feature
mode) (McDonald and Pereira, 2006).

Our system uses Le and Zuidema (2014)’s
reranker (Section 4.3). It is worth noting that, in
this case, each phase with iterated reranking could
be seen as an approximation of hard-EM (see Equa-
tion 2) where the first step is replaced by

Di+1 = arg max
D∈N(Di)

PΘi(D) (4)

In other words, instead of searching over the tree-
bank space, the search is limited in a neighbour set
N(Di) generated by k-best parser Pi.

5.1 Tuning Parser P

Parser Pi trained onDi defines neighbour set N(Di)
which is the Cartesian product of the k-best lists in
kDi. The position and shape of N(Di) is thus deter-
mined by two factors: how well Pi can fit Di, and k.
Intuitively, the lower the fitness is, the more N(Di)
goes far away fromDi; and the larger k is, the larger

3Marecek and Straka (2013) did not report any experimental
result on the WSJ corpus. We use their source code at http:
//ufal.mff.cuni.cz/udp with the setting presented in
Section 6.1. Because the parser does not provide the option to
parse unseen sentences, we merge the training sentences (up to
length 15) to all the test sentences to evaluate its performance.
Note that this result is close to the DDA (55.4%) that the authors
reported on CoNLL 2007 English dataset, which is a portion of
the WSJ corpus.

4http://sourceforge.net/projects/
mstparser/
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N(Di) is. Moreover, the diversity of N(Di) is in-
versely proportional to the fitness. When the fitness
decreases, patterns existing in the training treebank
become less certain to the parser, patterns that do not
exist in the training treebank thus have more chances
to appear in k-best candidates. This leads to high di-
versity of N(Di). We blindly set k = 10 in all of
our experiments.

With the MSTParser, there are two hyper-
parameters: itersMST, the number of epochs, and
training-kMST, the k-best parse set size to cre-
ate constraints during training. training-kMST
is always 1 because constraints from k-best parses
with almost incorrect training parses are useless.

Because itersMST controls the fitness of the
parser to training treebank Di, it, as pointed out
above, determines the distance from N(Di) to Di
and the diversity of the former. Therefore, if we
want to encourage the local search to explore more
distant areas, we should set itersMST low. In our
experiments, we test two strategies: (i) MaxEnc,
itersMST = 1, maximal encouragement, and (ii)
MinEnc, itersMST = 10, minimal encouragement.

5.2 Tuning Reranker R

Tuning the rerankerR is to set values for dimIORNN,
the dimensions of inner and outer representations,
and itersIORNN, the number of epochs to train the
IORNN. Because the∞-order model is very expres-
sive and feed-forward neural networks are universal
approximators (Cybenko, 1989), the reranker is ca-
pable of perfectly remembering all training parses.
In order to avoid this, we set dimIORNN = 50, and
set itersIORNN = 5 for very early stopping.

5.3 Tuning multi-phase IR

Because Marecek and Straka (2013)’s parser does
not distinguish training data from test data, we pos-
tulate S0 = S1. Our system has N phases such that
S0,S1 contain all sentences up to length l1 = 15,
Si (i = 2..N ) contains all sentences up to length
li = li−1 + 1, and SN contains all sentences up to
length 25. Phase 1 halts after 100 iterations whereas
all the following phases run with one iteration. Note
that we force the local search in phase 1 to run in-
tensively because we hypothesise that most of the
important patterns for dependency parsing can be
found within short sentences.

6 Experiments

6.1 Setting
We use the Penn Treebank WSJ corpus: sections
02-21 for training, and section 23 for testing. We
then apply the standard pre-processing5 for unsu-
pervised dependency parsing task (Klein and Man-
ning, 2004): we strip off all empty sub-trees, punc-
tuation, and terminals (tagged # and $) not pro-
nounced where they appear; we then convert the re-
maining trees to dependencies using Collins’s head
rules (Collins, 2003b). Both word forms and gold
POS tags are used. The directed dependency accu-
racy (DDA) metric is used for evaluation.

The vocabulary is taken as a list of words occur-
ring more than two times in the training data. All
other words are labelled ‘UNKNOWN’ and every
digit is replaced by ‘0’. We initialise the IORNN
with the 50-dim word embeddings from Collobert et
al. (2011) 6 , and train it with the learning rate 0.1,

6.2 Results
We compare our system against recent systems (Ta-
ble 1 and Section 2.1). Our system with the two en-
couragement levels, MinEnc and MaxEnc, achieves
the highest reported DDAs on section 23: 1.8% and
1.2% higher than Spitkovsky et al. (2013) on all sen-
tences and up to length 10, respectively. Our im-
provements over the system’s initialiser (Marecek
and Straka, 2013) are 9.1% and 4.4%.

6.3 Analysis
In this section, we analyse our system along two as-
pects. First, we examine three factors which deter-
mine the performance of the whole system: encour-
agement level, lexical semantics, and starting point.
We then search for what IR (with the MaxEnc op-
tion) contributes to the overall performance by com-
paring the quality of the treebank resulted in the end
of phase 1 against the quality of the treebank given
by its initialier, i.e. Marecek and Straka (2013).

The effect of encouragement level
Figure 2 shows the differences in DDA between

using MaxEnc and MinEnc in each phase: we com-
5http://www.cs.famaf.unc.edu.ar/

˜francolq/en/proyectos/dmvccm
6http://ml.nec-labs.com/senna/. These word

embeddings were unsupervisedly learnt from Wikipedia.
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System DDA (@10)
Bisk and Hockenmaier (2012) 53.3 (71.5)

Blunsom and Cohn (2010) 55.7 (67.7)
Tu and Honavar (2012) 57.0 (71.4)

Marecek and Straka (2013)3 57.1 (68.8)
Naseem and Barzilay (2011) 59.4 (70.2)

Spitkovsky et al. (2012) 61.2 (71.4)
Spitkovsky et al. (2013) 64.4 (72.0)

Our system (MinEnc) 66.2 (72.7)
Our system (MaxEnc) 65.8 (73.2)

Table 1: Performance on section 23 of the WSJ cor-
pus (all sentences and up to length 10) for recent sys-
tems and our system. MinEnc and MaxEnc denote
itersMST = 10 and itersMST = 1 respectively.

Figure 2: DDAMaxEnc − DDAMinEnc of all phases
on the their training sets (e.g., phase 3 with S(3) con-
taining all training sentences up to length 17).

pute DDAMaxEnc−DDAMinEnc of each phase on its
training set (e.g., phase 3 with S(3) containing all
training sentences up to length 17). MinEnc outper-
forms MaxEnc within phases 1, 2, 3, and 4. How-
ever, from phase 5, the latter surpasses the former. It
suggests that exploring areas far away from the cur-
rent point with long sentences is risky. The reason
is that long sentences contain more ambiguities than
short ones; thus rich diversity, high difference from
the current point, but small size (i.e., small k) could
easily lead the learning to a wrong path.

The performance of the system with the two en-
couragement levels on section 23 (Table 1) also sug-
gests the same. MaxEnc strategy helps the system
achieve the highest accuracy on short sentences (up
to length 10). However, it is less helpful than Mi-
nEnc when performing on long sentences.

Figure 3: DDA of phase 1 (MaxEnc), with and with-
out the word embeddings (denoted by w/ sem and
wo/ sem, respectively), on training sentences up to
length 15 (i.e. S(1)).

Figure 4: DDA of phase 1 (MaxEnc) before and af-
ter training with three different starting points pro-
vided by three parsers used in phase 0: MS (Mare-
cek and Straka, 2013), GGGPT (Gillenwater et al.,
2011), and Harmonic (Klein and Manning, 2004).

The role of lexical semantics

We examine the role of the lexical semantics,
which is given by the word embeddings. Fig-
ure 3 shows DDAs on training sentences up to
length 15 (i.e. S(1)) of phase 1 (MaxEnc) with
and without the word-embeddings. With the word-
embeddings, phase 1 achieves 71.11%. When the
word-embeddings are not given, i.e. the IORNN
uses randomly generated word vectors, the accuracy
drops 4.2%. It shows that lexical semantics plays a
decisive role in the performance of the system.

However, it is worth noting that, even without that
knowledge (i.e., with the∞-order generative model
alone), the DDA of phase 1 is 2% higher than before
being trained (66.89% vs 64.9%). It suggests that
phase 1 is capable of discovering some useful de-
pendency patterns that are invisible to the parser in
phase 0. This, we conjecture, is thanks to high-order
features captured by the IORNN.

The importance of the starting point

Starting point is claimed to be important in lo-
cal search. We examine this by using three differ-
ent parsers in phase 0: (i) MS (Marecek and Straka,
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Figure 5: Precision (top) and recall (bottom) over
binned HEAD distance of iterated reranking (IR)
and its initializer (MS) on the training sentences in
phase 1 (≤ 15 words).

2013), the parser used in the previous experiments,
(ii) GGGPT (Gillenwater et al., 2011)7 employing
an extension of the DMV model and posterior reg-
ularization framework for training, and (iii) Har-
monic, the harmonic initializer proposed by Klein
and Manning (2004).

Figure 4 shows DDAs of phase 1 (MaxEnc)
on training sentences up to length 15 with three
starting-points given by those parsers. Starting point
is clearly very important to the performance of the
iterated reranking: the better the starting point is,
the higher performance phase 1 has. However, a
remarkable point here is that the iterated reranking
of phase 1 always finds out more useful patterns for
parsing whatever the starting point is in this experi-
ment. It is certainly due to the high order features
and lexical semantics, which are not exploited in
those parsers.

The contribution of Iterated Reranking
We compare the quality of the treebank resulted in

the end of phase 1 against the quality of the treebank
given by the initialier Marecek and Straka (2013).
Figure 5 shows precision (top) and recall (bottom)

7code.google.com/p/pr-toolkit

over binned HEAD distance. IR helps to improve
the precision on all distance bins, especially on the
bins corresponding to long distances (≥ 3). The re-
call is also improved, except on the bin correspond-
ing to≥ 7 (but the F1-score on this bin is increased).
We attribute this improvement to the∞-order model
which uses very large fragments as contexts thus be
able to capture long dependencies.

Figure 6 shows the correct-head accuracies over
POS-tags. IR helps to improve the accuracies over
almost all POS-tags, particularly nouns (e.g. NN,
NNP, NNS), verbs (e.g. VBD, VBZ, VBN, VBG)
and adjectives (e.g. JJ, JJR). However, as being af-
fected by the initializer, IR performs poorly on con-
junction (CC) and modal auxiliary (MD). For in-
stance, in the treebank given by the initializer, al-
most all modal auxilaries are dependents of their
verbs instead of the other way around.

7 Discussion

Our system is different from the other systems
shown in Table 1 as it uses an extremely expressive
model, the∞-order generative model, in which con-
ditioning contexts are very large fragments. Only
the work of Blunsom and Cohn (2010), whose re-
sulting grammar rules can contain large tree frag-
ments, shares this property. The difference is that
their work needs a pre-defined prior, namely hierar-
chical non-parametric Pitman-Yor process prior, to
avoid large, rare fragments and for smoothing. The
IORNN of our system, in contrast, does that auto-
matically. It learns by itself how to deal with dis-
tant conditioning nodes, which are often less infor-
mative than close conditioning nodes on computing
P (x|C∞(u)). In addition, smoothing is given free:
recursive neural nets are able to map ‘similar’ frag-
ments onto close points (Socher et al., 2010) thus
an unseen fragment tends to be mapped onto a point
close to points corresponding to ‘similar’ seen frag-
ments.

Another difference is that our system exploits lex-
ical semantics via word embeddings, which were
learnt unsupervisedly. By initialising the IORNN
with these embeddings, the use of this knowledge
turns out easy and transparent. Spitkovsky et al.
(2013) also exploit lexical semantics but in a limited
way, using a context-based polysemous unsuper-
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Figure 6: Correct-head accuracies over POS-tags (sorted in the descending order by frequency) of iterated
reranking (IR) and its initializer (MS) on the training sentences in phase 1 (≤ 15 words).

vised clustering method to tag words. Although their
approach can distinguish polysemes (e.g., ‘cool’ in
‘to cool the selling panic’ and in ‘it is cool’), it is not
able to make use of word meaning similarities (e.g.,
the meaning of ‘dog’ is closer to ‘animal’ than to
‘table’). Naseem and Barzilay (2011)’s system uses
semantic cues from an out-of-domain annotated cor-
pus, thus is not fully unsupervised.

We have showed that IR with a generative
reranker is an approximation of hard-EM (see Equa-
tion 4). Our system is thus related to the works of
Spitkovsky et al. (2013) and Tu and Honavar (2012).
However, what we have proposed is more than
that: IR is a general framework that we can have
more than one option for choosing k-best parser and
reranker. For instance, we can make use of a gener-
ative k-best parser and a discriminative reranker that
are used for supervised parsing. Our future work is
to explore this.

The experimental results reveal that starting point
is very important to the iterated reranking with the
∞-order generative model. On the one hand, that
is a disadvantage compared to the other systems,
which use uninformed or harmonic initialisers. But
on the other hand, that is an innovation as our ap-
proach is capable of making use of existing systems.
The results shown in Figure 4 suggest that if phase 0
uses a better parser which uses less expressive model
and/or less external knowledge than our model, such
as the one proposed by Spitkovsky et al. (2013), we
can expect even a higher performance. The other
systems, except Blunsom and Cohn (2010), how-
ever, might not benefit from using good existing

parsers as initializers because their models are not
significantly more expressive than others 8.

8 Conclusion

We have proposed a new framework, iterated rerank-
ing (IR), which trains supervised parsers without the
need of manually annotated data by using a unsu-
pervised parser as an initialiser. Our system, em-
ploying Marecek and Straka (2013)’s unsupervised
parser as the initialiser, the k-best MSTParser, and
Le and Zuidema (2014)’s reranker, achieved 1.8%
DDA higher than the SOTA parser of Spitkovsky et
al. (2013) on the WSJ corpus. Moreover, we also
showed that unsupervised parsing benefits from lex-
ical semantics through using word-embeddings.

Our future work is to exploit other existing super-
vised parsers that fit our framework. Besides, taking
into account the fast development of the word em-
bedding research (Mikolov et al., 2013; Pennington
et al., 2014), we will try different word embeddings.
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Abstract

We define a restricted class of non-projective
trees that 1) covers many natural language
sentences; and 2) can be parsed exactly with
a generalization of the popular arc-eager sys-
tem for projective trees (Nivre, 2003). Cru-
cially, this generalization only adds constant
overhead in run-time and space keeping the
parser’s total run-time linear in the worst
case. In empirical experiments, our proposed
transition-based parser is more accurate on
average than both the arc-eager system or
the swap-based system, an unconstrained non-
projective transition system with a worst-case
quadratic runtime (Nivre, 2009).

1 Introduction

Linear-time transition-based parsers that use either
greedy inference or beam search are widely used to-
day due to their speed and accuracy (Nivre, 2008;
Zhang and Clark, 2008; Zhang and Nivre, 2011). Of
the many proposed transition systems (Nivre, 2008),
the arc-eager transition system of Nivre (2003) is
one of the most popular for a variety of reasons. The
arc-eager system has a well-defined output space:
it can produce all projective trees and only projec-
tive trees. For an input sentence with n words,
the arc-eager system always performs 2n operations
and each operation takes constant time. Another
attractive property of the arc-eager system is the
close connection between the parameterization of
the parsing problem and the final predicted output
structure. In the arc-eager model, each operation has
a clear interpretation in terms of constraints on the

final output tree (Goldberg and Nivre, 2012), which
allows for more robust learning procedures (Gold-
berg and Nivre, 2012).

The arc-eager system, however, cannot produce
trees with crossing arcs. Alternative systems can
produce crossing dependencies, but at the cost of
taking O(n2) transitions in the worst case (Nivre,
2008; Nivre, 2009; Choi and McCallum, 2013), re-
quiring more transitions than arc-eager to produce
projective trees (Nivre, 2008; Gómez-Rodrı́guez and
Nivre, 2010), or producing trees in an unknown out-
put class1 (Attardi, 2006).

Graph-based non-projective parsing algorithms,
on the other hand, have been able to preserve many
of the attractive properties of their corresponding
projective parsing algorithms by restricting search
to classes of mildly non-projective trees (Kuhlmann
and Nivre, 2006). Mildly non-projective classes of
trees are characterizable subsets of directed trees.
Classes of particular interest are those that both
have high empirical coverage and that can be parsed
efficiently. With appropriate definitions of fea-
ture functions and output spaces, exact higher-order
graph-based non-projective parsers can match the
asymptotic time and space of higher-order projec-
tive parsers (Pitler, 2014).

In this paper, we propose a class of mildly non-
projective trees (§3) and a transition system (§4) that
is sound and complete with respect to this class (§5)
while preserving desirable properties of arc-eager:
it runs in O(n) time in the worst case (§6), and each
operation can be interpreted as a prediction about

1A characterization independent of the transition system is
unknown.
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the final tree structure. At the same time, it can
produce trees with crossing dependencies. Across
ten languages, on average 96.7% of sentences have
dependency trees in the proposed class (Table 1),
compared with 79.4% for projective trees. The
implemented mildly non-projective transition-based
parser is more accurate than a fully projective parser
(arc-eager, (Nivre, 2003)) and a fully non-projective
parser (swap-based, (Nivre, 2009)) (§7.1).

2 Preliminaries

Given an input sentence w1w2 . . . wn, a dependency
tree for that sentence is a set of vertices V =
{0, 1, . . . , n} and arcs A ⊂ V × V . Each vertex
i corresponds to a word in the sentence and vertex 0
corresponds to an artificial root word, which is stan-
dard in the literature. An arc (i, j) ∈ A represents
a dependency between a modifier wj and a head wi.
Critically, the arc setA is constrained to form a valid
dependency tree: its root is at the leftmost vertex 0;
each vertex i has exactly one incoming arc (except
0, which has no incoming arcs); and there are no cy-
cles. A common extension is to add labels of syntac-
tic relations to each arc. For ease of exposition, we
will focus on the unlabeled variant during the discus-
sion but use a labeled variant during experiments.

A dependency tree is projective if and only if the
nodes in the yield of each subtree form a contigu-
ous interval with respect to the words and their order
in the sentence. For instance, the tree in Figure 1a
is non-projective since the subtrees rooted at came
and parade do not cover a contiguous set of words.
Equivalently, a dependency tree is non-projective if
and only if the tree cannot be drawn in the plane
above the sentence without crossing arcs. As we
will see, these crossing arcs are a useful measure
when defining sub-classes of non-projectivity. We
will often reason about the set of vertices incident to
a particular arc. The incident vertices of an arc are
its endpoints: for an arc (u, v), u and v are the two
vertices incident to it.

3 k-Crossing Interval Trees

We begin by defining a class of trees based on re-
strictions on crossing dependencies. The class def-
inition is independent of any transition system; it is
easy to check whether a particular tree is within the

root Who do you think came to DC where a parade was held for Sam

(a) A dependency tree with two disjoint sets (blue
and dashed/red and dotted) of crossing arcs (bold).

(root, think) (came, Who)

(DC, held) (held, where)

(parade, for)

(b) The auxiliary graph for the sentence above.
There are two connected components of crossed arcs,
one of which corresponds to the crossing interval
[root, came] and the other [DC, for].

Figure 1: A sentence with two crossing intervals.

class or not. We compare the coverage of this class
on various natural language datasets with the cover-
age of the class of projective trees.

Definition 1. Let A be a set of unlabeled arcs. The
Interval of A, Interval(A), is the interval from the
leftmost vertex inA to the rightmost vertex inA, i.e.,
Interval(A) = [min(VA),max(VA)], where VA =
{v : ∃u[(u, v) ∈ A ∨ (v, u) ∈ A]}.
Definition 2. For any dependency tree T , the
below procedure partitions the crossed arcs in
T into disjoint sets A1, A2, . . . ., Al such that
Interval(A1), Interval(A2), . . . , Interval(Al) are all
vertex-disjoint. These intervals are the crossing in-
tervals of the tree T .

Procedure: Construct an auxiliary graph with a
vertex for each crossed arc in the original tree. Two
such vertices are connected by an arc if the inter-
vals defined by the arcs they correspond to have a
non-empty intersection. Figure 1b shows the aux-
iliary graph for the sentence in Figure 1a. The
connected components of this graph form a parti-
tion of the graph’s vertices, and so also partition the
crossed arcs in the original sentence. The intervals
defined by these groups cannot overlap, since then
the crossed arcs that span the overlapping portion
would have been connected by an arc in the aux-
iliary graph and hence been part of the same con-
nected component.

Definition 3. A tree is a k-Crossing Interval tree if
for each crossing interval, there exists at most k ver-
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2-Crossing 1-Endpoint-
Language Interval Crossing Projective
Basque 93.5 94.7 74.8
Czech 97.4 98.9 77.9
Dutch 91.4 95.8 63.6
English 99.2 99.3 93.4
German 94.7 96.4 72.3
Greek 99.1 99.7 84.4
Hungarian 95.3 96.3 74.7
Portuguese 99.0 99.6 83.3
Slovene 98.2 99.5 79.6
Turkish 99.1 99.3 89.9
Average 96.7 98.0 79.4

Table 1: Proportion of trees (excluding punctuation) in
each tree class for the CoNLL shared tasks training sets:
Dutch, German, Portuguese, and Slovene are from Buch-
holz and Marsi (2006); Basque, Czech, English, Greek,
Hungarian, and Turkish data are from Nivre et al. (2007).

tices such that a) all crossed arcs within the interval
are incident to at least one of these vertices and b)
any vertex in the interval that has a child on the far
side of its parent is one of these k vertices.

Figure 1a shows a 2-Crossing Interval tree. For
the first crossing interval, think and came satisfy
the conditions; for the second, parade and held
do. The coverage of 2-Crossing Interval trees is
shown in Table 1. Across datasets from ten lan-
guages with a non-negligible proportion of cross-
ing dependencies, on average 96.7% of dependency
trees are 2-Crossing Interval, within 1.3% of the
larger 1-Endpoint-Crossing class (Pitler et al., 2013)
and substantially larger than the 79.4% coverage of
projective trees. Coverage increases as k increases;
for 3-Crossing Interval trees, the average coverage
reaches 98.6%. Punctuation tokens are excluded
when computing coverage to better reflect language
specific properties rather than treebank artifacts; for
example, the Turkish CoNLL data attaches punctua-
tion tokens to the artificial root, causing a 15% abso-
lute drop in coverage for projective trees when punc-
tuation tokens are included (89.9% vs. 74.7%).

3.1 Connections to Other Tree Classes

k = 0 or k = 1 gives exactly the class of projec-
tive trees (even a single crossing implies two vertex-
disjoint crossed edges). 2-Crossing Interval trees are
a subset of the linguistically motivated 1-Endpoint-
Crossing trees (Pitler et al., 2013) (each crossed
edge is incident to one of the two vertices for the

root b a1 b1 a2 b2 . . . an−1 bn−1 an bn a

Figure 2: A 2-Crossing Interval tree that is not well-
nested and has unbounded block degree.

interval, so all edges that cross it are incident to
the other vertex for the interval); all of the exam-
ples from the linguistics literature provided in Pitler
(2013, p.132-136) for 1-Endpoint-Crossing trees are
2-Crossing Interval trees as well. 2-Crossing In-
terval trees are not necessarily well-nested and can
have unbounded block degree (Kuhlmann, 2013).
Figure 2 shows an example of a 2-Crossing Inter-
val tree (all crossed edges are incident to either a or
b; no children are on the far side of their parent) in
which the subtrees rooted at a and b are ill-nested
and each has a block degree of n+ 1.

4 Two-Registers Transition System

A transition system for dependency parsing com-
prises: 1) an initial configuration for an input sen-
tence; 2) a set of final configurations after which the
parsing derivation terminates; and 3) a set of deter-
ministic transitions for transitioning from one con-
figuration to another (Nivre, 2008).

Our transition system builds on one of the most
commonly used transition systems for parsing pro-
jective trees, the arc-eager system (Nivre, 2003).
An arc-eager configuration, c, is a tuple, (σ, β,A),
where 1) σ is a stack consisting of a subset of pro-
cessed tokens; 2) β is a buffer consisting of unpro-
cessed tokens; and 3)A is the set of dependency arcs
already added to the tree.

We define a new transition system called two-
registers. Configurations are updated to include two
registers R1 and R2, i.e., c = (σ, β,R1, R2, A). A
register contains one vertex or is empty: R1, R2 ∈
V ∪ {null}. Table 2 defines both the arc-eager and
two-registers transition systems. The two-registers
system includes the arc-eager transitions (top half of
Table 2) and three new transitions that make use of
the registers (bottom half of Table 2):
• Store: Moves the token at the front of the

buffer into the first available register, optionally
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Arc-Eager• Initial configuration: ({0}, {1, . . . , n}, {})
• Terminal configurations (σ, {}, A)

Two-Registers• Initial configuration: ({}, {0, . . . , n}, null, null, {})
• Terminal configurations: (σ, {}, null, null, A)

Transition σ β R1 R2 A

A
rc

-E
ag

er Left-Arc σm..2 β1..n R1 R2 A ∪ {(β1, σ1)}
Right-Arc σm..1|β1 β2..n R1 R2 A ∪ {(σ1, β1)}
Shift σm..1|β1 β2..n R1 R2 A
Reduce σm..2 β1..n R1 R2 A

+
Tw

o-
R

eg
is

te
rs

Store(arc) σm..1 β2..n R1′ R2′ A ∪ B
Where: arc ∈ {left, right, no-arc}

B := {(β1, R1)} if arc=left, {(R1, β1)} if arc=right, and ∅ otherwise.
R1′ := (R1 = null) ? β1 : R1; R2′ := (R1 = null) ? R2 : β1.

Clear σm..2|ψ γ|β1..n null null A
Where: γ := (σ1 = β1 − 1) ? σ1 : (R2 = β1 − 1) ? R2 : null

ψ := {σ1} ∪NotCovered(R1) ∪NotCovered(R2)− {γ} in left-to-right order,
where NotCovered(x) := x if no edges in A cover x and ∅ otherwise.

Register-Stack(k, dir) σm..2|ψ β1..n R1 R2 A ∪ B
Where: k ∈ {1, 2} and dir ∈ {to-register, to-stack}

B := (dir = to-register) ? {(σ1, Rk)} : {(Rk, σ1)}
ψ := (dir = to-stack ∧ σ1 < Rk) ? null : σ1

Table 2: Transitions and the resulting state after each is applied to the configuration (σm..2|σ1, β1|β2..n, R1, R2, A).

Transition σ β R1 R2 A
. . . [that we Hans house] [helped paint] null null {(house, the)}
Store(no-arc) [that we Hans house] [paint] helped null
Store(right) [that we Hans house] [] helped paint ∪ {(helped, paint)}
Register-Stack(2, to-stack) [that we Hans] [] helped paint ∪ {(paint, house)}
Register-Stack(1, to-stack) [that we] [] helped paint ∪ {(helped, Hans)}
Register-Stack(1, to-stack) [that] [] helped paint ∪ {(helped, we)}
Register-Stack(1, to-register) [that] [] helped paint ∪ {(that, helped)}
Clear [that] [paint] null null

Table 3: An excerpt from a gold standard derivation of the sentence in Figure 3. The two words paint and house are
added to the registers and then crossed arcs are added between them and the top of the stack.

Transition Precondition Type
Left-Arc, Right-Arc R1 /∈ (σ1, β1) ∧R2 /∈ (σ1, β1) (2)
Store(·) (R1 = null ∨R2 = null) ∧ (β1 > last) (1)
Clear (R1 6= null) ∧ (R2 6= null ∨ β1 = null) ∧ (σ2 < R1) ∧ (σ1 /∈ (R1, R2)) (1)
Register-Stack(k, ·) (σ1 > last) ∨ (k = 1 ∧ ¬IsCovered(R1)) (1)

σ2 < Rright (2)
Register-Stack(k, to-register) (Rclose, σ1) /∈ A (3)
Register-Stack(k, to-stack) (σ1, Rfar) /∈ A (3)

Table 4: Preconditions that ensure the 2-Crossing Interval property for trees output by the two-registers transition
system, applied to a configuration (σm..1, β1..n, R1, R2, A). If σ1 < R1, Rclose := R1 and Rfar := R2; otherwise,
Rclose := R2 and Rfar := R1. Rright := (R2 = null) ? R1 : R2. Preconditions of type (1) ensure each pair of
registers defines a disjoint crossing interval; type (2) that only edges incident to registers are crossed; and type (3) that
only registers can have children on the far side of their parent.

665



das mer em Hans es huus halfed aastriiche
that we Hans the house helped paint

Figure 3: A clause with crossing edges (Shieber, 1985).

adding an arc between this token and the token
in the first register.
• Clear: Removes tokens from the registers, re-

ducing them completely if they are covered by
an edge inA or otherwise placing them back on
the stack in order. If either R2 or the top of the
stack is the token immediately to the left of the
front of the buffer, that token is placed back on
the buffer instead.
• Register-Stack: Adds an arc between the top

of the stack and one of the registers.
A derivation excerpt for the clause in Figure 3 is
shown in Table 3. The two tokens incident to all
crossed arcs helped and paint are stored in the reg-
isters. The crossed arcs are then added through
Register-Stack transitions, working outward from
the registers through the previous words in the sen-
tence: (paint, house), then (helped, Hans), etc. After
all the crossed arcs incident to these two tokens have
been added, the registers are cleared.

Preconditions related to rootedness, single-
headedness, and acyclicity follow the arc-eager sys-
tem straightforwardly: each transition that adds an
arc (h,m) checks that m is not the root, m does not
already have a head, and that h is not a descendant of
m. Preconditions used to guarantee that trees output
by the system are within the desired class are listed
in Table 4. In particular, they ensure that all crossed
arcs are incident to registers, and that each pair of
registers entails an interval corresponding to a self-
contained set of crossed edges. To avoid travers-
ingAwhile checking preconditions, two helper con-
stants are used: IsCovered(Rk)2 and last3.

2IsCovered(R1) is true if there exists an arc in A with
endpoints on either side of R1. Rather than enumerating arcs,
this boolean can be updated in constant time by setting it to true
only after a Register-Stack(2, dir) transition with σ1 < R1;
likewise R2 can only be covered with a Register-Stack(1, dir)
transition with σ1 > R2.

3last is used to indicate the rightmost partially processed
unreduced vertex after the last pair of registers were cleared (set
to the rightmost in γ, ψ after each Clear transition).

Lemma 1. In the two-registers system, all crossed
arcs are added through register-stack operations.

Proof. Suppose for the sake of contradiction that a
right arc (s, b) added when σ1 = s and β1 = b is
crossed in the final output tree (the argument for left-
arcs is identical). Let (l, r) with l < r be an arc that
crosses (s, b). One of {l, r} must be within the open
interval (s, b) and one of {l, r} /∈ [s, b]. When the
arc (s, b) is added, no tokens in the open interval
(s, b) remain. They cannot be in the stack or buffer
since the stack and buffer always remain in order;
they cannot be in registers by the precondition R1 /∈
(σ1, β1) ∧ R2 /∈ (σ1, β1) for Right-Arc transitions.
Thus, (l, r) must already have been added. It cannot
be that l ∈ (s, b) and r > b, since the rest of the
buffer has never been accessible to tokens left of b.
The ordering must then be l < s < r < b. Figure 4
shows that for each way (l, r) could have been added
(Right-Arc, 4a; Store(right), 4b; Register-Stack(k,
to-stack), 4c; Register-Stack(k, to-register), 4d), it
is impossible to keep s unreduced without violating
one of the preconditions.

The only other type of arc-adding operation is
Store. Similar logic holds: arcs added through Left-
Arc and Right-Arc transitions cannot cross these
arcs, since they would violate the preconditions
R1 /∈ (σ1, β1) ∧ R2 /∈ (σ1, β1); later arcs involv-
ing other registers would imply Clear operations that
violate σ2 < R1 ∧ σ1 /∈ (R1, R2).

5 Parsing 2-Crossing Interval Trees with
the Two-Registers Transition System

In this section we show the correspondence between
the two-registers transition system and 2-Crossing
Interval trees: each forest output by the transition
system is a 2-Crossing Interval tree (soundness) and
every 2-Crossing Interval tree can be produced by
the two-registers system (completeness).

5.1 Soundness: Two-Registers System→
2-Crossing Interval trees

Proof. Every crossed arc is incident to a token that
was in a register (Lemma 1). There cannot be any
overlap between register arcs where the correspond-
ing tokens were not in the registers simultaneously:
the Clear transition updates the book-keeping con-
stant last to be the rightmost vertex associated with
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s

r . . . b . . .. . . l

(a) Right-Arc: s would have been in a register, and the Right-Arc
would have violated R1 /∈ (σ1, β1) ∧R2 /∈ (σ1, β1).

l r

. . . b . . .. . . s . . .

(b) Store(right): s would be on the stack when the registers were
cleared, so Clear would have violated σ2 < R1∧σ1 /∈ (R1, R2).

l

. . . b . . .. . . s . . . r

(c) Register-Stack(k, to-stack): If s was on the stack, then if s >
R2, Register-Stack(k, t-stack) would have violated σ2 < R2; if
s < R2, then s ∈ (R1, R2), and Clear would have violated
σ2 < R1 ∧ σ1 /∈ (R1, R2). If s instead was in R2 (not shown),
then it would get covered by (l, r) and reduced by Clear.

s r

. . . b . . .. . . l

(d) Register-Stack(k, to-register): s must have been in R2. s
would get covered by (l, r) and reduced by Clear.

Figure 4: If a stack-buffer arc (s, b) is added in the two-registers system, there cannot have been an earlier arc (l, r)
with l < s < r < b, since it would then be impossible to keep s unreduced without violating the preconditions.

the registers being cleared, and subsequent actions
cannot introduce crossed arcs to the last token or
to its left (by the β1 > last and σ1 > last pre-
conditions on storing and register-stack arcs, re-
spectively). Thus, each set of tokens that were in
registers simultaneously defines a crossing interval.
Condition (a) of Definition 3 is satisfied, since all
crossed arcs are incident to registers and at most two
vertices are in registers at the same time.

Assume that a vertex h, h /∈ {R1, R2}, has a
child m on the far side of its parent g (i.e., ei-
ther h < g < m or m < g < h). The edge
(h,m) is guaranteed to be crossed and so was added
through a register-stack arc (Lemma 1). The order-
ing h < g < m is not possible, since if (g, h) had
been added through a left-arc, then h would have
been reduced, and if (g, h) and (h,m) were both
added through register-stack arcs, then one of them
would have violated the (Rclose, σ1) /∈ A or the
(σ1, Rfar) /∈ A precondition. Similar reasoning can
rule out m < g < h. Thus Condition (b) of Defini-
tion 3 is also satisfied.

5.2 Completeness: 2-Crossing Interval trees→
Two-Registers System

Proof. The portions of a 2-Crossing Interval tree in-
between the crossing intervals can be constructed
using the transitions from arc-eager. For a partic-
ular crossing interval [l, r] and a particular choice of
two vertices a and b incident to all all crossed arcs in
the interval (l ≤ a < b ≤ r), a and b divide the in-
terval into: L = [l, a), a, M = (a, b), b, R = (b, r].

All arcs incident to neither a nor b must lie entirely
within L, M , or R.4

The parser begins by adding all arcs with
both endpoints in L, using the standard arc-eager
Shift/Reduce/Left-Arc/Right-Arc. It then shifts until
a is at the front of the buffer and stores a. It then re-
peats the same process to add the arcs lying entirely
in M until b reaches the front of the buffer, adding
the parent of a with a Register-Stack(1, to-register)
transition if the parent is in M and the arc is un-
crossed. b is then stored, adding the arc between a
and b if necessary. Throughout this process, the pre-
condition R1 /∈ (σ1, β1) ∧ R2 /∈ (σ1, β1) for left
and right arcs is satisfied.

Next, the parser will repeatedly take Register-
Stack transitions, interspersed with Reduce transi-
tions, to add all the arcs with one endpoint in {a, b}
and the other in L or M , working right-to-left from
b (i.e., from the top of the stack downwards). No
shifts are done at this stage, so the σ2 < R2 pre-
condition on Register-Stack arcs is always satisfied.
The σ1 > last precondition is also always satisfied
since all vertices in the crossing interval will be to
the right of the previous crossing interval boundary
point. After all these arcs are done, if there are any
uncrossed arcs incident to a to the left that go outside
of the crossing interval, they are added now with a
Register-Stack transition.5

4E.g., if there were an arc not incident to a or b with one
endpoint left of a and one endpoint right of a, then this arc
must be crossed or lie outside of the crossing interval.

5Only possible in the case l = a, in which case
¬ISCOVERED(a) and the transition is allowed.
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Finally, the arcs with at least one endpoint in R
are added, using Register-Stack arcs for those with
the other endpoint in {a, b} and Left-Arc/Right-Arc
for those with both endpoints in R. Before any ver-
tex incident to a or b is shifted onto the stack, all
tokens on the stack to the right of b are reduced.

After all these arcs are added, the crossing interval
is complete. The boundary points of the interval that
can still participate in uncrossed arcs with the exte-
rior are left on the stack and buffer after the clear
operation, so the rest of the tree is still parsable.

6 Worst-case Runtime

The two-registers system runs in O(n) time: it com-
pletes after at most O(n) transitions and each tran-
sition takes constant time.

The total number of arc-adding actions (Left-Arc,
Right-Arc, Register-Stack, or a Store that includes
an arc) is bounded by n, as there are at most n arcs
in the final output. The net result of {Store, Store,
Clear} triples of transitions decreases the number
of tokens on the buffer by at least one, so these
triples, plus the number of Shifts and Right-Arcs, are
bounded by n. Finally, each token can be removed
completely at most once, so the number of Left-Arcs
and Reduces is bounded by n. Every transition fell
into one of these categories, so the total number of
transitions is bounded by 5n = O(n).

Each operation can be performed in constant time,
as all operations involve moving vertices and/or
adding arcs, and at most three vertices are ever
moved (Clear) and at most one arc is ever added.
Most preconditions can be trivially checked in con-
stant time, such as checking whether a vertex al-
ready has a parent or not. The non-trivial pre-
condition to check is acyclicity, and this can also
be checked by adding some book-keeping variables
that can be updated in constant time (full proof
omitted due to space constraints). For example,
in the derivation in Table 3, prior to the Register-
Stack(2, to-stack) transition, R1 →A R2 (helped
→A paint). After the arc (R2, σ1) (paint, house)
is added, R2→A σ1 and by transitivity, R1→A σ1.
The top of the stack is then reduced, and since σ2

does not have a parent to its right, it is not a descen-
dant of σ1, and so after Hans becomes the new σ1,
the system makes the update that R1, R2 9A σ1.

7 Experiments

The experiments compare the two-registers transi-
tion system for mildly non-projective trees proposed
here with two other transition systems: the arc-
eager system for projective trees (Nivre, 2003) and
the swap-based system for all non-projective trees
(Nivre, 2009). We choose the swap-based system
as our non-projective baseline as it currently repre-
sents the state-of-the-art in transition-based parsing
(Bohnet et al., 2013), with higher empirical perfor-
mance than the Attardi system or pseudo-projective
parsing (Kuhlmann and Nivre, 2010).

The arc-eager system is a reimplementation of
Zhang and Nivre (2011), using their rich feature set
and beam search. The features for the two other tran-
sition systems are based on the same set, but with
slight modifications to account for the different rel-
evant domains of locality. In particular, for the swap
transition system, we updated the features to account
for the fact that this transition system is based on the
arc-standard model and so the most relevant posi-
tions are the top two tokens on the stack. For the
two-register system, we added features over proper-
ties of the tokens stored in each of the registers. All
experiments use beam search with a beam of size
32 and are trained with ten iterations of averaged
structured perceptron training. Training set trees
that are outside of the reachable class (projective
for arc-eager, 2-Crossing Intervals for two-registers)
are transformed by lifting arcs (Nivre and Nilsson,
2005) until the tree is within the class. The test sets
are left unchanged. We use the standard technique
of parameterizing arc creating actions with depen-
dency labels to produce labeled dependency trees.

Experiments use the ten datasets in Table 1 from
the CoNLL 2006 and 2007 shared tasks (Buch-
holz and Marsi, 2006; Nivre et al., 2007). We
report numbers using both gold and automatically
predicted part-of-speech tags and morphological
attribute-values as features. For the latter, the part
of speech tagger is a first-order CRF model and
the morphological tagger uses a greedy SVM per-
attribute classifier. Evaluation uses CoNLL-X scor-
ing conventions (Buchholz and Marsi, 2006) and we
report both labeled and unlabeled attachment scores.

668



LAS (UAS)
Language eager swap two-registers
Basque 70.50 (78.06) 69.66 (77.44) 71.10 (78.57)
Czech 79.60 (85.55) 80.74 (86.82) 79.75 (85.93)
Dutch 78.69 (81.41) 79.65 (82.69) 80.77 (83.91)
English 90.00 (91.18) 90.16 (91.29) 90.36 (91.54)
German 88.34 (91.01) 86.76 (89.56) 89.08 (91.95)
Greek 77.34 (84.79) 76.90 (84.72) 77.59 (84.77)
Hungarian 80.00 (84.20) 79.93 (84.40) 80.21 (84.91)
Portuguese 88.30 (91.64) 87.92 (91.79) 87.40 (91.20)
Slovene 75.68 (83.97) 76.34 (84.47) 76.08 (84.33)
Turkish 68.83 (77.34) 70.71 (79.74) 70.94 (80.39)
Average 79.73 (84.92) 79.88 (85.29) 80.33 (85.75)

Table 5: Labeled and Unlabeled Attachment Scores (LAS
and UAS) on the CoNLL 2006/2007 Shared Task datasets
(gold part-of-speech tags and morphology).

LAS (UAS)
Language eager swap two-registers
Basque 64.36 (73.03) 63.23 (72.10) 64.27 (72.32)
Czech 75.92 (83.79) 76.92 (84.54) 76.37 (83.79)
Dutch 78.59 (81.07) 79.69 (83.03) 80.77 (83.71)
English 88.19 (89.77) 88.68 (90.32) 88.93 (90.50)
German 87.74 (90.62) 85.66 (88.40) 87.60 (90.48)
Greek 77.46 (85.14) 76.29 (84.65) 77.22 (84.82)
Hungarian 75.88 (81.61) 75.83 (81.89) 75.71 (82.43)
Portuguese 86.07 (90.16) 85.65 (89.86) 85.91 (90.16)
Slovene 71.72 (81.69) 71.36 (81.63) 71.58 (81.43)
Turkish 62.18 (74.22) 63.12 (75.26) 64.06 (76.82)
Average 76.81 (83.11) 76.64 (83.17) 77.24 (83.65)

Table 6: Labeled and Unlabeled Attachment Scores (LAS
and UAS) on the CoNLL 2006/2007 Shared Task datasets
(predicted part-of-speech tags and morphology).

7.1 Results

Table 5 shows the results using gold tags as fea-
tures, which is the most common set-up in the lit-
erature. The two-registers transition system has on
average 0.8% absolute higher unlabeled attachment
accuracy than arc-eager across the ten datasets in-
vestigated. Its UAS is higher than arc-eager for eight
out of the ten languages and is up to 2.5% (Dutch)
or 3.0% (Turkish) absolute higher, while never more
than 0.4% worse (Portuguese). The two-registers
transition system is also more accurate than the al-
ternate non-projective swap system on seven out of
the ten languages, with more than 1% absolute im-
provements in UAS for Basque, Dutch, and German.
The two-registers transition-system is still on aver-
age more accurate than either the arc-eager or swap
systems using predicted tags as features (Table 6).

Crossed / Uncrossed
Language eager swap two-registers
Basque 33.10 / 83.32 39.37 / 82.52 34.49 / 83.58
Czech 43.98 / 87.37 68.76 / 87.63 55.42 / 87.24
Dutch 40.08 / 87.66 71.08 / 85.70 69.19 / 87.08
English 27.66 / 91.98 42.55 / 92.00 42.55 / 92.09
German 55.29 / 91.60 72.35 / 89.46 75.29 / 91.85
Greek 29.94 / 84.79 33.12 / 84.76 30.57 / 84.94
Hungarian 44.40 / 84.98 55.40 / 84.07 55.60 / 84.77
Portuguese 48.17 / 90.98 58.64 / 90.79 57.07 / 89.96
Slovene 41.83 / 83.60 47.91 / 84.05 44.11 / 83.65
Turkish 45.07 / 86.20 70.39 / 86.15 56.25 / 87.31
Average 32.51 / 87.25 55.96 / 86.72 52.05 / 87.25

Table 7: UAS from Table 5 for tokens in which the in-
coming arc in the gold tree is crossed or uncrossed (recall
of both crossed and uncrossed arcs).

Finally, we analyzed the performance of each of
these parsers on both crossed and uncrossed arcs.
Even on languages with many non-projective sen-
tences, the majority of arcs are not crossed. Ta-
ble 7 partitions all scoring tokens into those whose
incoming arc in the gold tree is crossed and those
whose incoming arc is not crossed, and presents the
UAS scores from Table 5 for each of these groups.
On the crossed arcs, the swap system does the best,
followed by the two-registers system, with the arc-
eager system about 20% absolute less accurate. On
the uncrossed arcs, the arc-eager and two-registers
systems are tied, with the swap system less accurate.

8 Discussion and Related Work

There has been a significant amount of recent
work on non-projective dependency parsing. In
the transition-based parsing paradigm, the pseudo-
projective parser of Nivre and Nilsson (2005) was
an early attempt and modeled the problem by trans-
forming non-projective trees into projective trees via
transformations encoded in arc labels. While im-
proving parsing accuracies for many languages, this
method was both approximate and inefficient as the
increase in the cardinality of the label set affected
run time.

Attardi (2006) directly augmented the transition
system to permit limited non-projectivity by allow-
ing transitions between words not directly at the top
of the stack or buffer. While this transition system
had significant coverage, it is unclear how to pre-
cisely characterize the set of dependency trees that it
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covers. Nivre (2009) introduced a transition system
that covered all non-projective trees via a new swap
transition that locally re-ordered words in the sen-
tence. The downside of the swap transition is that it
made worst-case run time quadratic. Also, as shown
in Table 7, the attachment scores of uncrossed arcs
decreases compared with arc-eager.

Two other transition systems that can be seen as
generalizations of arc-eager are the 2-Planar tran-
sition system (Gómez-Rodrı́guez and Nivre, 2010;
Gómez-Rodrı́guez and Nivre, 2013), which adds
a second stack, and the transition system of Choi
(Choi and McCallum, 2013), which adds a deque.
The arc-eager, 2-registers, 2-planar, and the Choi
transition systems can be seen as along a continuum
for trading off various properties. In terms of cover-
age, projective trees (arc-eager) ⊂ 2-Crossing Inter-
val trees (this paper) ⊂ 2-planar trees ⊂ all directed
trees (Choi). The Choi system uses a quadratic num-
ber of transitions in the worst case, while arc-eager,
2-registers, and 2-planar all use at most O(n) transi-
tions. Checking for cycles does not need to be done
at all in the arc-eager system, can be with a few con-
stant operations in the 2-registers system, and can be
done in amortized constant time for the other sys-
tems (Gómez-Rodrı́guez and Nivre, 2013).

In the graph-based parsing literature, there has
also been a plethora of work on non-projective pars-
ing (McDonald et al., 2005; Martins et al., 2009;
Koo et al., 2010). Recent work by Pitler and col-
leagues is the most relevant to the work described
here (Pitler et al., 2012, 2013, 2014). Like this work,
Pitler et al. define a restricted class of non-projective
trees and then a graph-based parsing algorithm that
parses exactly that set.

The register mechanism in two-registers transi-
tion parsing bears a resemblance to registers in Aug-
mented Transition Networks (ATNs) (Woods, 1970).
In ATNs, global registers are introduced to account
for a wide range of natural language phenomena.
This includes long-distance dependencies, which is
a common source of non-projective trees. While
transition-based parsing and ATNs use quite differ-
ent control and data structures, this observation does
raise an interesting question about the relationship
between these two parsing paradigms.

There are many additional points of interest to
explore based on this study. A first step would

be to generalize the two-registers transition system
to a k-registers system that can parse exactly k-
Crossing Interval trees. This will necessarily lead to
an asymptotic increase in run-time as k approaches
n. With larger values of k, the system would need
additional transitions to add arcs between the reg-
isters (extending the Store transition to consider all
subsets of arcs with the existing registers would be-
come exponential in k). If k were to increase all the
way to n, such a system would probably look very
similar to list-based systems that consider all pairs
of arcs (Covington, 2001; Nivre, 2008).

Another direction would be to define dynamic
oracles around the two-registers transition system
(Goldberg and Nivre, 2012; Goldberg and Nivre,
2013). The additional transitions here have inter-
pretations in terms of which trees are still reachable
(Register-Stack(·) adds an arc; Store and Clear in-
dicate that particular vertices should be incident to
crossed arcs or are finished with crossed arcs, re-
spectively). The two-registers system is not quite
arc-decomposable (Goldberg and Nivre, 2013): if
the wrong vertex is stored in a register then a
later pair of crossed arcs might both be individu-
ally reachable but not jointly reachable. However,
there may be a “crossing-sensitive” variant of arc-
decomposability that takes into account the vertices
crossed arcs are incident to that would apply here.

9 Conclusion

In this paper we presented k-Crossing Interval trees,
a class of mildly non-projective trees with high em-
pirical coverage. For the case of k = 2, we also
presented a transition system that is sound and com-
plete with respect to this class that is a generaliza-
tion of the arc-eager transition system and main-
tains many of its desirable properties, most notably
a linear worst-case run-time. Empirically, this tran-
sition system outperforms its projective counterpart
as well as a quadratic swap-based transition system
with larger coverage.
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Abstract

Representation learning is the dominant tech-
nique for unsupervised domain adaptation, but
existing approaches have two major weak-
nesses. First, they often require the spec-
ification of “pivot features” that generalize
across domains, which are selected by task-
specific heuristics. We show that a novel but
simple feature embedding approach provides
better performance, by exploiting the feature
template structure common in NLP problems.
Second, unsupervised domain adaptation is
typically treated as a task of moving from a
single source to a single target domain. In
reality, test data may be diverse, relating to
the training data in some ways but not oth-
ers. We propose an alternative formulation,
in which each instance has a vector of do-
main attributes, can be used to learn distill the
domain-invariant properties of each feature.1

1 Introduction

Domain adaptation is crucial if natural language
processing is to be successfully employed in high-
impact application areas such as social media, pa-
tient medical records, and historical texts. Unsuper-
vised domain adaptation is particularly appealing,
since it requires no labeled data in the target domain.
Some of the most successful approaches to unsu-
pervised domain adaptation are based on representa-
tion learning: transforming sparse high-dimensional
surface features into dense vector representations,

1Source code and a demo are available at https://
github.com/yiyang-gt/feat2vec
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Dissertation t
Theatre

Figure 1: Domain graph for the Tycho Brahe cor-
pus (Galves and Faria, 2010). Suppose we want to adapt
from 19th Century narratives to 16th Century disser-
tations: can unlabeled data from other domains help?

which are often more robust to domain shift (Blitzer
et al., 2006; Glorot et al., 2011). However, these
methods are computationally expensive to train, and
often require special task-specific heuristics to select
good “pivot features.”

A second, more subtle challenge for unsupervised
domain adaptation is that it is normally framed as
adapting from a single source domain to a single tar-
get domain. For example, we may be given part-
of-speech labeled text from 19th Century narratives,
and we hope to adapt the tagger to work on academic
dissertations from the 16th Century. This ignores
text from the intervening centuries, as well as text
that is related by genre, such as 16th Century narra-
tives and 19th Century dissertations (see Figure 1).
We address a new challenge of unsupervised multi-
domain adaptation, where the goal is to leverage this
additional unlabeled data to improve performance in
the target domain.2

2Multiple domains have been considered in supervised do-
main adaptation (e.g., Mansour et al., 2009), but these ap-
proaches are not directly applicable when there is no labeled
data outside the source domain.
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Figure 2: Representation learning techniques in structured feature spaces

We present FEMA (Feature EMbeddings for do-
main Adaptation), a novel representation learning
approach for domain adaptation in structured feature
spaces. Like prior work in representation learning,
FEMA learns dense features that are more robust to
domain shift. However, rather than performing rep-
resentation learning by reconstructing pivot features,
FEMA uses techniques from neural language mod-
els to obtain low-dimensional embeddings directly.
FEMA outperforms prior work on adapting POS tag-
ging from the Penn Treebank to web text, and it eas-
ily generalizes to unsupervised multi-domain adap-
tation, further improving performance by learning
generalizable models across multiple domains.

2 Learning feature embeddings

Feature co-occurrence statistics are the primary
source of information driving many unsupervised
methods for domain adaptation; they enable the
induction of representations that are more similar
across the source and target domain, reducing the
error introduced by domain shift (Ben-David et al.,
2010). For example, both Structural Correspon-
dence Learning (SCL; Blitzer et al., 2006) and De-
noising Autoencoders (Chen et al., 2012) learn to
reconstruct a subset of “pivot features”, as shown in
Figure 2(a). The reconstruction function — which
is learned from unlabeled data in both domains — is
then employed to project each instance into a dense
representation, which will hopefully be better suited
to cross-domain generalization. The pivot features
are chosen to be both predictive of the label and gen-
eral across domains. Meeting these two criteria re-
quires task-specific heuristics; for example, differ-

ent pivot selection techniques are employed in SCL
for syntactic tagging (Blitzer et al., 2006) and senti-
ment analysis (Blitzer et al., 2007). Furthermore, the
pivot features correspond to a small subspace of the
feature co-occurrence matrix. In Denoising Autoen-
coders, each pivot feature corresponds to a dense
feature in the transformed representation, but large
dense feature vectors impose substantial computa-
tional costs at learning time. In SCL, each pivot fea-
ture introduces a new classification problem, which
makes computation of the cross-domain representa-
tion expensive. In either case, we face a tradeoff
between the amount of feature co-occurrence infor-
mation that we can use, and the computational com-
plexity for representation learning and downstream
training.

This tradeoff can be avoided by inducing low
dimensional feature embeddings directly. We ex-
ploit the tendency of many NLP tasks to divide fea-
tures into templates, with exactly one active fea-
ture per template (Smith, 2011); this is shown in
the center of Figure 2. Rather than treating each
instance as an undifferentiated bag-of-features, we
use this template structure to induce feature embed-
dings, which are dense representations of individual
features. Each embedding is selected to help pre-
dict the features that fill out the other templates: for
example, an embedding for the current word feature
is selected to help predict the previous word feature
and successor word feature, and vice versa; see Fig-
ure 2(b). The embeddings for each active feature are
then concatenated together across templates, giving
a dense representation for the entire instance.

Our approach is motivated by word embeddings,
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in which dense representations are learned for indi-
vidual words based on their neighbors (Turian et al.,
2010; Xiao and Guo, 2013), but rather than learning
a single embedding for each word, we learn embed-
dings for each feature. This means that the embed-
ding of, say, ‘toughness’ will differ depending on
whether it appears in the current-word template or
the previous-word template (see Table 6). This pro-
vides additional flexibility for the downstream learn-
ing algorithm, and the increase in the dimensional-
ity of the overall dense representation can be off-
set by learning shorter embeddings for each feature.
In Section 4, we show that feature embeddings con-
vincingly outperform word embeddings on two part-
of-speech tagging tasks.

Our feature embeddings are based on the
skip-gram model, trained with negative sam-
pling (Mikolov et al., 2013a), which is a simple
yet efficient method for learning word embeddings.
Rather than predicting adjacent words, the training
objective in our case is to find feature embeddings
that are useful for predicting other active features in
the instance. For the instance n ∈ {1 . . . N} and
feature template t ∈ {1 . . . T}, we denote fn(t) as
the index of the active feature; for example, in the in-
stance shown in Figure 2, fn(t) = ‘new’ when t in-
dicates the previous-word template. The skip-gram
approach induces distinct “input” and “output” em-
beddings for each feature, written ufn(t) and vfn(t),
respectively. The role of these embeddings can be
seen in the negative sampling objective,

`n =
1
T

T∑
t=1

T∑
t′ 6=t

[
log σ(u>fn(t)vfn(t′))

+kE
i∼P (n)

t′
log σ(−u>fn(t)vi)

]
, (1)

where t and t′ are feature templates, k is the num-
ber of negative samples, P (n)

t′ is a noise distribution
for template t′, and σ is the sigmoid function. This
objective is derived from noise-contrastive estima-
tion (Gutmann and Hyvärinen, 2012), and is cho-
sen to maximize the unnormalized log-likelihood of
the observed feature co-occurrence pairs, while min-
imizing the unnormalized log-likelihood of “nega-
tive” samples, drawn from the noise distribution.

Feature embeddings can be applied to domain
adaptation by learning embeddings of all features

on the union of the source and target data sets; we
consider the extension to multiple domains in the
next section. The dense feature vector for each in-
stance is obtained by concatenating the feature em-
beddings for each template. Finally, since it has been
shown that nonlinearity is important for generating
robust representations (Bengio et al., 2013), we fol-
low Chen et al. (2012) and apply the hyperbolic tan-
gent function to the embeddings. The augmented
representation x(aug)

n of instance n is the concatena-
tion of the original feature vector and the feature em-
beddings,

x(aug)
n = xn ⊕ tanh[ufn(1) ⊕ · · · ⊕ ufn(T )],

where ⊕ is vector concatenation.

3 Feature embeddings across domains

We now describe how to extend the feature em-
bedding idea beyond a single source and target do-
main, to unsupervised multi-attribute domain adap-
tation (Joshi et al., 2013). In this setting, each in-
stance is associated with M metadata domain at-
tributes, which could encode temporal epoch, genre,
or other aspects of the domain. The challenge of
domain adaptation is that the meaning of features
can shift across each metadata dimension: for ex-
ample, the meaning of ‘plant’ may depend on genre
(agriculture versus industry), while the meaning of
‘like’ may depend on epoch. To account for this, the
feature embeddings should smoothly shift over do-
main graphs, such as the one shown in Figure 1; this
would allow us to isolate the domain general aspects
of each feature. Related settings have been consid-
ered only for supervised domain adaptation, where
some labeled data is available in each domain (Joshi
et al., 2013), but not in the unsupervised case.

More formally, we assume each instance n is
augmented with a vector of M binary domain at-
tributes, zn ∈ {0, 1}M . These attributes may over-
lap, so that we could have an attribute for the epoch
1800-1849, and another for the epoch 1800-1899.
We define zn,0 = 1 as a shared attribute, which is
active for all instances. We capture domain shift
by estimating embeddings h(m)

i for each feature i
crossed with each domain attribute m. We then
compute the embedding for each instance by sum-
ming across the relevant domain attributes, as shown
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Figure 3: Aggregating multiple embeddings.

in Figure 3. The local “input” feature embedding
ufn(t) is then defined as the summation, ufn(t) =∑M

m=0 zn,mh(m)
fn(t).

The role of the global embedding h(0)
i is to cap-

ture domain-neutral information about the feature
i, while the other embeddings capture attribute-
specific information. The global feature embed-
dings should therefore be more robust to domain
shift, which is “explained away” by the attribute-
specific embeddings. We therefore use only these
embeddings when constructing the augmented rep-
resentation, x(aug)

n . To ensure that the global embed-
dings capture all of the domain-general information
about each feature, we place an L2 regularizer on
the attribute-specific embeddings. Note that we do
not learn attribute-specific “output” embeddings v;
these are shared across all instances, regardless of
domain.

The attribute-based embeddings yield a new train-
ing objective for instance n,

`n =
1
T

T∑
t=1

T∑
t′ 6=t

[
log σ([

M∑
m=0

zn,mh(m)
fn(t)]

>vfn(t′))

+kE
i∼P

(n)
t′

log σ(−[
M∑

m=0

zn,mh(m)
fn(t)]

>vi)

]
. (2)

For brevity, we omit the regularizer from Equa-
tion 2. For feature fn(t), the (unregularized) gra-
dients of h(m)

fn(t) and vfn(t′) w.r.t `n,t are

∂`n,t

h(m)
fn(t)

=
1
T

T∑
t′ 6=t

zn,m

[
(1− σ(u>fn(t)vfn(t′)))vfn(t′)

−kE
i∼P

(n)
t′
σ(u>fn(t)vi)vi

]
(3)

∂`n,t

vfn(t′)
=

1
T

T∑
t′ 6=t

(1− σ(u>fn(t)vfn(t′)))ufn(t). (4)

For each feature i drawn from the noise distribu-
tion P (n)

t′ , the gradient of vi w.r.t `n,t is

∂`n,t
vi

= − 1
T
σ(u>fn(t)vi)ufn(t). (5)

4 Experiments

We evaluate FEMA on part-of-speech (POS) tagging,
in two settings: (1) adaptation of English POS tag-
ging from news text to web text, as in the SANCL
shared task (Petrov and McDonald, 2012); (2) adap-
tation of Portuguese POS tagging across a graph
of related domains over several centuries and gen-
res, from the Tycho Brahe corpus (Galves and Faria,
2010). These evaluations are complementary: En-
glish POS tagging gives us the opportunity to eval-
uate feature embeddings in a well-studied and high-
impact application; Portuguese POS tagging enables
evaluation of multi-attribute domain adaptation, and
demonstrates the capability of our approach in a
morphologically-rich language, with a correspond-
ingly large number of part-of-speech tags (383). As
more historical labeled data becomes available for
English and other languages, we will be able to
evaluate feature embeddings and related techniques
there.

4.1 Implementation details
While POS tagging is classically treated as a struc-
tured prediction problem, we follow Schnabel and
Schütze (2014) by taking a classification-based ap-
proach. Feature embeddings can easily be used in
feature-rich sequence labeling algorithms such as
conditional random fields or structured perceptron,
but our pilot experiments suggest that with suffi-
ciently rich features, classification-based methods
can be extremely competitive on these datasets, at
a fraction of the computational cost. Specifically,
we apply a support vector machine (SVM) classifier,
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Component Feature template

Lexical (5) wi−2 = X,wi−1 = Y, . . .

Affixes (8) X is prefix of wi, |X| ≤ 4
X is suffix of wi, |X| ≤ 4

Orthography (3) wi contains number, uppercase char-
acter, or hyphen

Table 1: Basic feature templates for token wi.

adding dense features from FEMA (and the alterna-
tive representation learning techniques) to a set of
basic features.

4.1.1 Basic features
We apply sixteen feature templates, motivated by

by Ratnaparkhi (1996). Table 1 provides a summary
of the templates; there are four templates each for
the prefix and suffix features. Feature embeddings
are learned for all lexical and affix features, yield-
ing a total of thirteen embeddings per instance. We
do not learn embeddings for the binary orthographic
features. Santos and Zadrozny (2014) demonstrate
the utility of embeddings for affix features.

4.1.2 Competitive systems
We consider three competitive unsupervised do-

main adaptation methods. Structural Correspon-
dence Learning (Blitzer et al., 2006, SCL) creates
a binary classification problem for each pivot fea-
ture, and uses the weights of the resulting classifiers
to project the instances into a dense representation.
Marginalized Denoising Autoencoders (Chen et al.,
2012, mDA) learn robust representation across do-
mains by reconstructing pivot features from artifi-
cially corrupted input instances. We use structured
dropout noise, which has achieved state-of-art re-
sults on domain adaptation for part-of-speech tag-
ging (Yang and Eisenstein, 2014). We also directly
compare with WORD2VEC3 word embeddings, and
with a “no-adaptation” baseline in which only sur-
face features are used.

4.1.3 Parameter tuning
All the hyperparameters are tuned on develop-

ment data. Following Blitzer et al. (2006), we con-
sider pivot features that appear more than 50 times in

3https://code.google.com/p/word2vec/

all the domains for SCL and mDA. In SCL, the pa-
rameter K selects the number of singular vectors of
the projection matrix to consider; we try values be-
tween 10 and 100, and also employ feature normal-
ization and rescaling. For embedding-based meth-
ods, we choose embedding sizes and numbers of
negative samples from {25, 50, 100, 150, 200} and
{5, 10, 15, 20} respectively. The noise distribution
P

(n)
t is simply the unigram probability of each fea-

ture in the template t. Mikolov et al. (2013b) argue
for exponentiating the unigram distribution, but we
find it makes little difference here. The window size
of word embeddings is set as 5. As noted above,
the attribute-specific embeddings are regularized, to
encourage use of the shared embedding h(0). The
regularization penalty is selected by grid search over
{0.001, 0.01, 0.1, 1.0, 10.0}. In general, we find that
the hyperparameters that yield good word embed-
dings tend to yield good feature embeddings too.

4.2 Evaluation 1: Web text

Recent work in domain adaptation for natural lan-
guage processing has focused on the data from the
shared task on Syntactic Analysis of Non-Canonical
Language (SANCL; Petrov and McDonald, 2012),
which contains several web-related corpora (news-
groups, reviews, weblogs, answers, emails) as well
as the WSJ portion of OntoNotes corpus (Hovy et
al., 2006). Following Schnabel and Schütze (2014),
we use sections 02-21 of WSJ for training and sec-
tion 22 for development, and use 100,000 unlabeled
WSJ sentences from 1988 for learning representa-
tions. On the web text side, each of the five target
domains has an unlabeled training set of 100,000
sentences (except the ANSWERS domain, which has
27,274 unlabeled sentences), along with develop-
ment and test sets of about 1000 labeled sentences
each. In the spirit of truly unsupervised domain
adaptation, we do not use any target domain data for
parameter tuning.

Settings For FEMA, we consider only the single-
embedding setting, learning a single feature embed-
ding jointly across all domains. We select 6918 pivot
features for SCL, according to the method described
above; the final dense representation is produced by
performing a truncated singular value decomposi-
tion on the projection matrix that arises from the
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Target baseline MEMM SCL mDA word2vec FLORS FEMA

NEWSGROUPS 88.56 89.11 89.33 89.87 89.70 90.86 91.26
REVIEWS 91.02 91.43 91.53 91.96 91.70 92.95 92.82
WEBLOGS 93.67 94.15 94.28 94.18 94.17 94.71 94.95
ANSWERS 89.05 88.92 89.56 90.06 89.83 90.30 90.69
EMAILS 88.12 88.68 88.42 88.71 88.51 89.44 89.72

AVERAGE 90.08 90.46 90.63 90.95 90.78 91.65 91.89

Table 2: Accuracy results for adaptation from WSJ to Web Text on SANCL dev set.

Target baseline MEMM SCL mDA word2vec FLORS FEMA

NEWSGROUPS 91.02 91.25 91.51 91.83 91.35 92.41 92.60
REVIEWS 89.79 90.30 90.29 90.95 90.87 92.25 92.15
WEBLOGS 91.85 92.32 92.32 92.39 92.42 93.14 93.43
ANSWERS 89.52 89.74 90.04 90.61 90.48 91.17 91.35
EMAILS 87.45 87.77 88.04 88.11 88.28 88.67 89.02

AVERAGE 89.93 90.28 90.44 90.78 90.68 91.53 91.71

Table 3: Accuracy results for adaptation from WSJ to Web Text on SANCL test set.

weights of the pivot feature predictors. The mDA
method does not include any such matrix factor-
ization step, and therefore generates a number of
dense features equal to the number of pivot features.
Memory constraints force us to choose fewer pivots,
which we achieve by raising the threshold to 200,
yielding 2754 pivot features.

Additional systems Aside from SCL and
mDA, we compare against published results of
FLORS (Schnabel and Schütze, 2014), which uses
distributional features for domain adaptation. We
also republish the baseline results of Schnabel and
Schütze (2014) using the Stanford POS Tagger, a
maximum entropy Markov model (MEMM) tagger.

Results As shown in Table 2 and 3, FEMA outper-
forms competitive systems on all target domains ex-
cept REVIEW, where FLORS performs slightly bet-
ter. FLORS uses more basic features than FEMA;
these features could in principle be combined with
feature embeddings for better performance. Com-
pared with the other representation learning ap-
proaches, FEMA is roughly 1% better on average,
corresponding to an error reduction of 10%. Its
training time is approximately 70 minutes on a 24-
core machine, using an implementation based on

Figure 4: Accuracy results with different latent dimen-
sions on SANCL dev sets.

gensim.4 This is slightly faster than SCL, although
slower than mDA with structured dropout noise.

Figure 4 shows the average accuracy on the
SANCL development set, versus the latent dimen-
sions of different methods. The latent dimension of
SCL is modulated by the number of singular vec-
tors; we consider sizes 10, 25, 50, 75, and 100. In
mDA, we consider pivot feature frequency thresh-
olds 500, 400, 300, 250, and 200. For FEMA, we
consider embedding sizes 25, 50, 100, 150, and
200. The resulting latent dimensionality multiplies
these sizes by the number of non-binary templates

4http://radimrehurek.com/gensim/
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Task baseline SCL mDA word2vec FEMA

single
embedding

attribute
embeddings

from 1800-1849
→ 1750 88.74 89.31 90.11 89.24 90.25 90.59
→ 1700 89.97 90.41 91.39 90.51 91.61 92.03
→ 1650 85.94 86.76 87.69 86.22 87.64 88.12
→ 1600 86.21 87.65 88.63 87.41 89.39 89.77
→ 1550 88.92 89.92 90.79 89.85 91.47 91.78
→ 1500 85.32 86.82 87.64 86.60 89.29 89.89
AVERAGE 87.52 88.48 89.37 88.30 89.94 90.36

from 1750-1849
→ 1700 94.37 94.60 94.86 94.60 95.14 95.22
→ 1650 91.49 91.78 92.52 91.85 92.56 93.26
→ 1600 91.92 92.51 93.14 92.83 93.80 93.89
→ 1550 92.75 93.21 93.53 93.21 94.23 94.20
→ 1500 89.87 90.53 91.31 91.48 92.05 92.95
AVERAGE 92.08 92.53 93.07 92.80 93.56 93.90

Table 4: Accuracy results for adaptation in the Tycho Brahe corpus of historical Portuguese.

13. FEMA dominates the other approaches across
the complete range of latent dimensionalities. The
best parameters for SCL are dimensionality K = 50
and rescale factor α = 5. For both FEMA and
WORD2VEC, the best embedding size is 100 and the
best number of negative samples is 5.

4.3 Evaluation 2: Historical Portuguese

Next, we consider the problem of multi-attribute do-
main adaptation, using the Tycho Brahe corpus of
historical Portuguese text (Galves and Faria, 2010),
which contains syntactic annotations of Portuguese
texts in four genres over several centuries (Figure 1).
We focus on temporal adaptation: training on the
most modern data in the corpus, and testing on in-
creasingly distant historical text.

Settings For FEMA, we consider domain attributes
for 50-year temporal epochs and genres; we also cre-
ate an additional attribute merging all instances that
are in neither the source nor target domain. In SCL
and mDA, 1823 pivot features pass the threshold.
Optimizing on a source-domain development set, we
find that the best parameters for SCL are dimension-
ality K = 25 and rescale factor α = 5. The best
embedding size and negative sample number are 50
and 15 for both FEMA and WORD2VEC.

Results As shown in Table 4, FEMA outperforms
competitive systems on all tasks. The column “sin-
gle embedding” reports results with a single feature
embedding per feature, ignoring domain attributes;
the column “attribute embeddings” shows that learn-
ing feature embeddings for domain attributes further
improves performance, by 0.3-0.4% on average.

5 Similarity in the embedding space

The utility of word and feature embeddings for POS
tagging task can be evaluated through word simi-
larity in the embedding space, and its relationship
to type-level part-of-speech labels. To measure the
label consistency between each word and its top Q
closest words in the vocabulary we compute,

Consistency =

∑|V |
i=1

∑Q
j=1 β(wi, cij)
|V | ×Q (6)

where |V | is the number of words in the vocabulary,
wi is the i-th word in the vocabulary, cij is the j-
th closest word to wi in the embedding space (using
cosine similarity), β(wi, cij) is an indicator function
that is equal to 1 if wi and cij have the same most
common part-of-speech in labeled data.

We compare feature embeddings of different tem-
plates against WORD2VEC embeddings. All em-
beddings are trained on the SANCL data, which is
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Embedding Q = 5 Q = 10 Q = 50 Q = 100

WORD2VEC 47.64 46.17 41.96 40.09
FEMA-current 68.54 66.93 62.36 59.94
FEMA-prev 55.34 54.18 50.41 48.39
FEMA-next 57.13 55.78 52.04 49.97
FEMA-all 70.63 69.60 65.95 63.91

Table 5: Label consistency of the Q-most similar words
in each embedding. FEMA-all is the concatenation of the
current, previous, and next-word FEMA embeddings.

also used to obtain the most common tag for each
word. Table 5 shows that the FEMA embeddings
are more consistent with the type-level POS tags
than WORD2VEC embeddings. This is not surpris-
ing, since they are based on feature templates that
are specifically designed for capturing syntactic reg-
ularities. In simultaneously published work, Ling
et al. (2015) present “position-specific” word em-
beddings, which are an alternative method to induce
more syntactically-oriented word embeddings.

Table 6 shows the most similar words for three
query keywords, in each of four different embed-
dings. The next-word and previous-word embed-
dings are most related to syntax, because they help
to predict each other and the current-word feature;
the current-word embedding brings in aspects of or-
thography, because it must help to predict the affix
features. In morphologically rich languages such as
Portuguese, this can help to compute good embed-
dings for rare inflected words. This advantage holds
even in English: the word ‘toughness’ appears only
once in the SANCL data, but the FEMA-current em-
bedding is able to capture its morphological simi-
larity to words such as ‘tightness’ and ‘thickness’.
In WORD2VEC, the lists of most similar words tend
to combine syntax and topic information, and fail to
capture syntactic regularities such as the relationship
between ‘and’ and ‘or’.

6 Related Work

Representation learning Representational differ-
ences between source and target domains can be a
major source of errors in the target domain (Ben-
David et al., 2010). To solve this problem, cross-
domain representations were first induced via auxil-
iary prediction problems (Ando and Zhang, 2005),
such as the prediction of pivot features (Blitzer et

‘new’
FEMA-current nephew, news, newlywed, newer,

newspaper
FEMA-prev current, local, existing, interna-

tional, entire
FEMA-next real, big, basic, local, personal
WORD2VEC current, special, existing, newly,

own
‘toughness’
FEMA-current tightness, trespass, topless, thick-

ness, tenderness
FEMA-prev underside, firepower, buzzwords,

confiscation, explorers
FEMA-next aspirations, anguish, pointers, or-

ganisation, responsibilities
WORD2VEC parenting, empathy, ailment, rote,

nerves
‘and’
FEMA-current amd, announced, afnd, anesthetized,

anguished
FEMA-prev or, but, as, when, although
FEMA-next or, but, without, since, when
WORD2VEC but, while, which, because, practi-

cally

Table 6: Most similar words for three queries, in each
embedding space.

al., 2006). In these approaches, as well as in later
work on denoising autoencoders (Chen et al., 2012),
the key mechanism is to learn a function to predict a
subset of features for each instance, based on other
features of the instance. Since no labeled data is re-
quired to learn the representation, target-domain in-
stances can be incorporated, revealing connections
between features that appear only in the target do-
main and features that appear in the source domain
training data. The design of auxiliary prediction
problems and the selection of pivot features both in-
volve heuristic decisions, which may vary depend-
ing on the task. FEMA avoids the selection of pivot
features by directly learning a low-dimensional rep-
resentation, through which features in each template
predict the other templates.

An alternative is to link unsupervised learning in
the source and target domains with the label dis-
tribution in the source domain, through the frame-
work of posterior regularization (Ganchev et al.,
2010). This idea is applied to domain adaptation
by Huang and Yates (2012), and to cross-lingual
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learning by Ganchev and Das (2013). This approach
requires a forward-backward computation for repre-
sentation learning, while FEMA representations can
be learned without dynamic programming, through
negative sampling.

Word embeddings Word embeddings can be
viewed as special case of representation learning,
where the goal is to learn representations for each
word, and then to supply these representations in
place of lexical features. Early work focused on
discrete clusters (Brown et al., 1990), while more
recent approaches induce dense vector representa-
tions; Turian et al. (2010) compare Brown clus-
ters with neural word embeddings from Collobert
and Weston (2008) and Mnih and Hinton (2009).
Word embeddings can also be computed via neu-
ral language models (Mikolov et al., 2013b), or
from canonical correlation analysis (Dhillon et al.,
2011). Xiao and Guo (2013) induce word em-
beddings across multiple domains, and concate-
nate these representations into a single feature vec-
tor for labeled instances in each domain, following
EasyAdapt (Daumé III, 2007). However, they do
not apply this idea to unsupervised domain adapta-
tion, and do not work in the structured feature setting
that we consider here. Bamman et al. (2014) learn
geographically-specific word embeddings, in an ap-
proach that is similar to our multi-domain feature
embeddings, but they do not consider the applica-
tion to domain adaptation. We can also view the dis-
tributed representations in FLORS as a sort of word
embedding, computed directly from rescaled bigram
counts (Schnabel and Schütze, 2014).

Feature embeddings are based on a different phi-
losophy than word embeddings. While many NLP
features are lexical in nature, the role of a word
towards linguistic structure prediction may differ
across feature templates. Applying a single word
representation across all templates is therefore sub-
optimal. Another difference is that feature embed-
dings can apply to units other than words, such as
character strings and shape features. The tradeoff
is that feature embeddings must be recomputed for
each set of feature templates, unlike word embed-
dings, which can simply be downloaded and plugged
into any NLP problem. However, computing fea-
ture embeddings is easy in practice, since it requires

only a light modification to existing well-optimized
implementations for computing word embeddings.

Multi-domain adaptation The question of adap-
tation across multiple domains has mainly been ad-
dressed in the context of supervised multi-domain
learning, with labeled data available in all do-
mains (Daumé III, 2007). Finkel and Manning
(2009) propagate classification parameters across a
tree of domains, so that classifiers for sibling do-
mains are more similar; Daumé III (2009) shows
how to induce such trees using a nonparametric
Bayesian model. Dredze et al. (2010) combine clas-
sifier weights using confidence-weighted learning,
which represents the covariance of the weight vec-
tors. Joshi et al. (2013) formulate the problem of
multi-attribute multi-domain learning, where all at-
tributes are potential distinctions between domains;
Wang et al. (2013) present an approach for automat-
ically partitioning instances into domains according
to such metadata features. Our formulation is related
to multi-domain learning, particularly in the multi-
attribute setting. However, rather than partitioning
all instances into domains, the domain attribute for-
mulation allows information to be shared across in-
stances which share metadata attributes. We are
unaware of prior research on unsupervised multi-
domain adaptation.

7 Conclusion

Feature embeddings can be used for domain adap-
tation in any problem involving feature templates.
They offer strong performance, avoid practical
drawbacks of alternative representation learning ap-
proaches, and are easy to learn using existing word
embedding methods. By combining feature em-
beddings with metadata domain attributes, we can
perform domain adaptation across a network of in-
terrelated domains, distilling the domain-invariant
essence of each feature to obtain more robust rep-
resentations.
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Abstract

Words are polysemous. However, most ap-
proaches to representation learning for lexical
semantics assign a single vector to every sur-
face word type. Meanwhile, lexical ontologies
such as WordNet provide a source of com-
plementary knowledge to distributional infor-
mation, including a word sense inventory. In
this paper we propose two novel and general
approaches for generating sense-specific word
embeddings that are grounded in an ontology.
The first applies graph smoothing as a post-
processing step to tease the vectors of differ-
ent senses apart, and is applicable to any vec-
tor space model. The second adapts predictive
maximum likelihood models that learn word
embeddings with latent variables representing
senses grounded in an specified ontology. Em-
pirical results on lexical semantic tasks show
that our approaches effectively captures infor-
mation from both the ontology and distribu-
tional statistics. Moreover, in most cases our
sense-specific models outperform other mod-
els we compare against.

1 Introduction

Vector space models (VSMs) of word meaning play
a central role in computational semantics. These
represent meanings of words as contextual feature
vectors in a high-dimensional space (Deerwester et
al., 1990) or some embedding thereof (Collobert
and Weston, 2008) and are learned from unanno-
tated corpora. Word vectors in these continuous
space representations can be used for meaningful se-
mantic operations such as computing word similar-
ity (Turney, 2006), performing analogical reasoning
(Turney, 2013) and discovering lexical relationships

(Mikolov et al., 2013b). They have also proved use-
ful in downstream NLP applications such as infor-
mation retrieval (Manning et al., 2008) and question
answering (Tellex et al., 2003), among others.

However, VSMs remain flawed because they as-
sign a single vector to every word, thus ignoring
the possibility that words may have more than one
meaning. For example, the word “bank” can ei-
ther denote a financial institution or the shore of
a river. The ability to model multiple meanings is
an important component of any NLP system, given
how common polysemy is in language. The lack
of sense annotated corpora large enough to robustly
train VSMs, and the absence of fast, high quality
word sense disambiguation (WSD) systems makes
handling polysemy difficult.

Meanwhile, lexical ontologies, such as WordNet
(Miller, 1995) specifically catalog sense invento-
ries and provide typologies that link these senses
to one another. These hand-curated ontologies pro-
vide a complementary source of information to dis-
tributional statistics. Recent research tries to lever-
age this information to train better VSMs (Yu and
Dredze, 2014; Faruqui et al., 2014), but does not
tackle the problem of polysemy. Parallely, work on
polysemy for VSMs revolves primarily around tech-
niques that cluster contexts to distinguish between
different word senses (Reisinger and Mooney, 2010;
Huang et al., 2012), but does not integrate ontologies
in any way.

In this paper we present two novel approaches to
integrating ontological and distributional sources of
information. Our focus is on allowing already exist-
ing, proven techniques to be adapted to produce on-
tologically grounded word sense embeddings. Our
first technique is applicable to any sense-agnostic
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VSM as a post-processing step that performs graph
propagation on the structure of the ontology. The
second is applicable to the wide range of current
techniques that learn word embeddings from predic-
tive models that maximize the likelihood of a corpus
(Collobert and Weston, 2008; Mnih and Teh, 2012;
Mikolov et al., 2013a). Our technique adds a latent
variable representing the word sense to each token
in the corpus, and uses EM to find parameters. Us-
ing a structured regularizer based on the ontological
graph, we learn grounded sense-specific vectors.

There are several reasons to prefer ontologies as
distant sources of supervision for learning sense-
aware VSMs over previously proposed unsuper-
vised context clustering techniques. Clustering ap-
proaches must often parametrize the number of
clusters (senses), which is neither known a priori
nor constant across words (Kilgarriff, 1997). Also
the resulting vectors remain abstract and uninter-
pretable. With ontologies, interpretable sense vec-
tors can be used in downstream applications such as
WSD, or for better human error analysis. Moreover,
clustering techniques operate on distributional simi-
larity only whereas ontologies support other kinds of
relationships between senses. Finally, the existence
of cross-lingual ontologies would permit learning
multi-lingual vectors, without compounded errors
from word alignment and context clustering.

We evaluate our methods on 3 lexical semantic
tasks across 7 datasets and show that our sense-
specific VSMs effectively integrate knowledge from
the ontology with distributional statistics. Empir-
ically, this results in consistently and significantly
better performance over baselines in most cases. In
the more marginal cases, analysis reveals that our
performance is a result of the deficient structure
of the ontology. We discuss and compare the two
different approaches from the perspectives of per-
formance, generalizability, flexibility and computa-
tional efficiency. Finally, we qualitatively analyze
the vectors and show that they indeed capture sense-
specific semantics.

2 Unified Symbolic and Distributional
Semantics

In this section, we present our two techniques for in-
ferring sense-specific vectors grounded in an ontol-

ogy. We begin with notation. LetW = {w1, ..., wn}
be a set of word types, and Ws = {sij | ∀wi ∈
W , 1 ≤ j ≤ ki} a set of senses, with ki the num-
ber of senses of wi. Moreover, let Ω = (TΩ, EΩ)
be an ontology represented by an undirected graph.
The vertices TΩ = {tij | ∀ sij ∈ Ws} correspond
to the word senses in the set Ws, while the edges
EΩ = {erij−i′j′} connect some subset of word sense
pairs (sij , si′j′) by semantic relation r1.

2.1 Retrofitting Vectors to an Ontology

Our first technique assumes that we already have
a vector space embedding of a vocabulary Û =
{ûi| ∀ wi ∈ W}. We wish to infer vectors V =
{vij | ∀ sij ∈ Ws} for word senses that are maxi-
mally consistent with both Û and Ω, by some notion
of consistency. We formalize this notion as MAP
inference in a Markov network (MN).

The MN we propose contains variables for every
vector in Û and V . These variables are connected to
one another by dependencies as follows. Variables
for vectors vij and vi′j′ are connected iff there exists
an edge erij−i′j′ ∈ EΩ connecting their respective
word senses in the ontology. Furthermore, vectors
ûi for the word types wi are each connected to all
the vectors vij of the different senses sij of wi. If wi
is not contained in the ontology, we assume it has
a single unconnected sense and set it’s only sense
vector vi1 to it’s empirical estimate ûi.

The structure of this MN is illustrated in Figure
1, where the neighborhood of the ambiguous word
“bank” is presented as a factor graph.

We set each pairwise clique potential to be of the
form exp(a‖u − v‖2) between neighboring nodes.
Here u and v are the vectors corresponding to these
nodes, and a is a weight controlling the strength of
the relation between them. We use the Euclidean
norm instead of a distance based on cosine similarity
because it is more convenient from an optimization
perspective.

Our inference problem is to find the MAP esti-
mate of the vectors V , given Û , which may be stated

1For example there might be a “synonym” edge between the
word senses “cat(1)” and “feline(1)”.
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Figure 1: A factor graph depicting the retrofitting model
in the neighborhood of the word “bank”. Observed vari-
ables corresponding to word types are shaded in grey,
while latent variables for word senses are in white.

as follows:

C(V ) = arg min
V

∑
i−ij

α‖ûi − vij‖2

+
∑
ij−i′j′

βr‖vij − vi′j′‖2
(1)

Here α is the sense-agnostic weight and βr are
relation-specific weights for different semantic re-
lations. This objective encourages vectors of neigh-
boring nodes in the MN to pull closer together, lever-
aging the tension between sense-agnostic neighbors
(the first summation term) and ontological neighbors
(the second summation term). This allows the dif-
ferent neighborhoods of each sense-specific vector
to tease it apart from its sense-agnostic vector.

Taking the partial derivative of the objective in
equation 1 with respect to vector vij and setting to
zero gives the following solution:

vij =

αûi +
∑

i′j′∈Nij

βrvi′j′

α+
∑

i′j′∈Nij

βr
(2)

where Nij denotes the set of neighbors of ij. Thus,
the MAP sense-specific vector is an α-weighted
combination of its sense-agnostic vector and the βr-
weighted sense-specific vectors in its ontological
neighborhood.

We use coordinate descent to iteratively update
the variables V using equation 2. The optimiza-
tion problem in equation 1 is convex, and we nor-
mally converge to a numerically satisfactory station-
ary point within 10 to 15 iterations. This procedure

Algorithm 1 Outputs a sense-specific VSM, given a
sense-agnostic VSM and ontology

1: function RETROFIT(Û ,Ω)
2: V (0) ← {v(0)

ij = ûi | ∀sij ∈Ws}
3: while ‖v(t)

ij − v(t−1)
ij ‖ ≥ ε ∀i, j do

4: for tij ∈ TΩ do
5: v

(t+1)
ij ← update using equation 2

6: end for
7: end while
8: return V (t)

9: end function

is summarized in Algorithm 1. The generality of this
algorithm allows it to be applicable to any VSM as
a computationally attractive post-processing step.

An implementation of this technique is avail-
able at https://github.com/sjauhar/
SenseRetrofit.

2.2 Adapting Predictive Models with Latent
Variables and Structured Regularizers

Many successful techniques for semantic represen-
tation learning are formulated as models where the
desired embeddings are parameters that are learnt to
maximize the likelihood of a corpus (Collobert and
Weston, 2008; Mnih and Teh, 2012; Mikolov et al.,
2013a). In our second approach we extend an exist-
ing probability model by adding latent variables rep-
resenting the senses, and we use a structured prior
based on the topology of the ontology to ground the
sense embeddings. Formally, we assume a corpus
D = {(w1, c1), . . . , (wN , cN )} of pairs of target and
context words, and the ontology Ω, and we wish to
infer sense-specific vectors V = {vij | ∀ sij ∈Ws}.

Consider a model with parameters θ (V ∈ θ)
that factorizes the probability over the corpus as∏

(wi,ci)∈D p(wi, ci; θ). We propose to extend such
a model to learn ontologically grounded sense vec-
tors by presenting a general class of objectives of the
following form:

C(θ) = arg max
θ

∑
(wi,ci)∈D

log(
∑
sij

p(wi, ci, sij ; θ)) + log pΩ(θ)
(3)

This objective introduces latent variables sij for
senses and adds a structured regularizer pΩ(θ)
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Figure 2: The generative process associated with the
skip-gram model, modified to account for latent senses.
Here, the context of the ambiguous word “bank” is gen-
erated from the selection of a specific latent sense.

that grounds the vectors V in an ontology. This
form permits flexibility in the definition of both
p(wi, ci, sij ; θ) and pΩ(θ) allowing for a general yet
powerful framework for adapting MLE models.

In what follows we show that the popular skip-
gram model (Mikolov et al., 2013a) can be adapted
to generate ontologically grounded sense vectors.
The classic skip-gram model uses a set of parame-
ters θ = (U, V ), with U = {ui | ∀ci ∈ W} and
V = {vi | ∀wi ∈ W} being sets of vectors for
context and target words respectively. The genera-
tive story of the skip-gram model involves generat-
ing the context word ci conditioned on an observed
word wi. The conditional probability is defined to

be p(ci | wi; θ) =
exp(ui · vi)∑

ci′∈W exp(ui′ · vi) .

We modify the generative story of the skip-gram
model to account for latent sense variables by first
selecting a latent word sense sij conditional on the
observed word wi, then generating the context word
ci from the sense distinguished word sij . This pro-
cess is illustrated in Figure 2. The factorization
p(ci | wi; θ) =

∑
sij
p(ci | sij ; θ) × p(sij | wi; θ)

follows from the chain rule since senses are word-
specific. To parameterize this distribution, we de-
fine a new set of model parameters θ = (U, V,Π),
where U remains identical to the original skip-gram,
V = {vij | ∀sij ∈Ws} are a set of vectors for word
senses, and Π are the context-independent sense pro-
portions πij = p(sij | wi). We use a Dirichlet prior
over the multinomial distributions πi for every wi,
with a shared concentration parameter λ.

We define the ontological prior on vectors as
pΩ(θ) ∝ exp(−γ

∑
ij−i′j′

βr‖vij − vi′j′‖2), where γ

controls the strength of the prior. We note the sim-
ilarity to the retrofitting objective in equation 1, ex-

cept with α = 0. This leads to the following realiza-
tion of the objective in equation 3:

C(θ) = arg max
θ

∑
(wi,ci)∈D

log
(∑
sij

p(ci | sij ; θ)×

p(sij | wi; θ)
)
− γ

∑
ij−i′j′

βr‖vij − vi′j′‖2

(4)

This objective can be optimized using EM, for the
latent variables, and with lazy updates (Carpenter,
2008) every k words to account for the prior regu-
larizer. However, since we are primarily interested
in learning good vector representations, and we want
to learn efficiently from large datasets, we make the
following simplifications. First, we perform “hard”
EM, selecting the most likely sense at each position
rather than using the full posterior over senses. Also,
given that the structured regularizer pΩ(θ) is essen-
tially the retrofitting objective in equation 1, we run
retrofitting periodically every k words (with α = 0
in equation 2) instead of lazy updates.2

The following decision rule is used in the “hard”
E-step:

sij = arg max
sij

p(ci | sij ; θ(t))π(t)
ij (5)

In the M-step we use Variational Bayes to update Π
with:

π
(t+1)
ij ∝

exp
(
ψ
(
c̃(wi, sij) + λπ

(0)
ij

))
exp (ψ (c̃(wi) + λ))

(6)

where c̃(·) is the online expected count and ψ(·) is
the digamma function. This approach is motivated
by Johnson (2007) who found that naive EM leads
to poor results, while Variational Bayes is consis-
tently better and promotes faster convergence of the
likelihood function. To update the parameters U and
V , we use negative sampling (Mikolov et al., 2013a)
which is an efficient approximation to the original
skip-gram objective. Negative sampling attempts to
distinguish between true word pairs in the data, rel-
ative to noise. Stochastic gradient descent on the
following equation is used to update the model pa-

2We find this gives slightly better performance.
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rameters U and V :

L = log σ(ui · vij) +
∑
j′
j′ 6=j

log σ(−ui · vij′)

+
∑
m

Eci′∼Pn(c) [log σ(−ui′ · vij)]
(7)

Here σ(·) is the sigmoid function, Pn(c) is a noise
distribution computed over unigrams and m is the
negative sampling parameter. This is almost exactly
the same as negative sampling proposed for the orig-
inal skip-gram model. The only change is that we
additionally take a negative gradient step with re-
spect to all the senses that were not selected in the
hard E-step. We summarize the training procedure
for the adapted skip-gram model in Algorithm 2.

Algorithm 2 Outputs a sense-specific VSM, given a
corpus and an ontology

1: function SENSEEM(D,Ω)
2: θ(0) ← initialize
3: for (wi, ci) ∈ D do
4: if period > k then
5: RETROFIT(θ(t),Ω)
6: end if
7: (Hard) E-step:
8: sij ← find argmax using equation 5
9: M-step:

10: Π(t+1) ← update using equation 6
11: U (t+1), V (t+1) ← update using equation 7
12: end for
13: return θ(t)

14: end function

3 Evaluation

In this section we detail experimental results on 3
lexical semantics tasks across 8 different datasets.
We begin by detailing the training and setup for our
experiments.

3.1 Resources, Data and Training
We use WordNet (Miller, 1995) as the sense repos-
itory and ontology in all our experiments. WordNet
is a large, hand-annotated ontology of English com-
posed of 117,000 clusters of senses, or “synsets” that
are related to one another through semantic relations
such as hypernymy and hyponymy. Each synset ad-
ditionally comprises a list of sense specific lemmas

which we use to form the nodes in our graph. There
are 206,949 such sense specific lemmas, which we
connect with synonym, hypernym and hyponym3 re-
lations for a total of 488,432 edges.

To show the applicability of our techniques to dif-
ferent VSMs we experiment with two different kinds
of base vectors.

Global Context Vectors (GC) (Huang et al.,
2012): These word vectors were trained using a neu-
ral network which not only uses local context but
also defines global features at the document level to
further enhance the VSM. We distinguish three vari-
ants: the original single-sense vectors (SINGLE), a
multi-prototype variant (MULTI), – both are avail-
able as pre-trained vectors for download4 – and a
sense-based version obtained by running retrofitting
on the original vectors (RETRO).

Skip-gram Vectors (SG) (Mikolov et al.,
2013a): We use the word vector tool Word2Vec5

to train skip-gram vectors. We define 6 variants:
a single-sense version (SINGLE), two multi-sense
variants that were trained by first sense disambiguat-
ing the entire corpus using WSD tools, – one unsu-
pervised (Pedersen and Kolhatkar, 2009) (WSD) and
the other supervised (Zhong and Ng, 2010) (IMS)
– a retrofitted version obtained from the single-
sense vectors (RETRO), an EM implementation of
the skip-gram model with the structured regularizer
as described in section 2.2 (EM+RETRO), and the
same EM technique but ignoring the ontology (EM).
All models were trained on publicly available WMT-
20116 English monolingual data. This corpus of 355
million words, although adequate in size, is smaller
than typically used billion word corpora. We use this
corpus because the WSD baseline involves prepro-
cessing the corpus with sense disambiguation, which
is slow enough that running it on corpora orders of
magnitude larger was infeasible.

Retrofitted variants of vectors (RETRO) are
trained using the procedure described in algorithm
1. We set the convergence criteria to ε = 0.01 with
a maximum number of iterations of 10. The weights

3We treat edges as undirected, so hypernymy and hyponymy
are collapsed and unified in our representation schema.

4http://nlp.stanford.edu/~socherr/
ACL2012_wordVectorsTextFile.zip

5https://code.google.com/p/word2vec/
6http://www.statmt.org/wmt11/
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in the update equation 2 are set heuristically: the
sense agnostic weight α is 1.0, and relations-specific
weights βr are 1.0 for synonyms and 0.5 for hyper-
nyms and hyponyms. EM+RETRO vectors are the
exception where we use a weight of α = 0.0 instead,
as required by the derivation in section 2.2.

For skip-gram vectors (SG) we use the following
standard settings, and do not tune any of the values.
We filter all words with frequency < 5, and pre-
normalize the corpus to replace all numeric tokens
with a placeholder. We set the dimensionality of the
vectors to 80, and the window size to 10 (5 con-
text words to either side of a target). The learning
rate is set to an initial value of 0.025 and diminished
linearly throughout training. The negative sampling
parameter is set to 5. Additionally for the EM vari-
ants (section 2.2) we set the Dirichlet concentration
parameter λ to 1000. We use 5 abstract senses for
the EM vectors, and initialize the priors uniformly.
For EM+RETRO, WordNet dictates the number of
senses; also when available WordNet lemma counts
are used to initialize the priors. Finally, we set the
retrofitting period k to 50 million words.

3.2 Experimental Results
We evaluate our models on 3 kinds of lexical seman-
tic tasks: similarity scoring, synonym selection, and
similarity scoring in context.

Similarity Scoring: This task involves using a
semantic model to assign a score to pairs of words.
We use the following 4 standard datasets in this
evaluation: WS-353 (Finkelstein et al., 2002), RG-
65 (Rubenstein and Goodenough, 1965), MC-30
(Miller and Charles, 1991) and MEN-3k (Bruni et
al., 2014). Each dataset consists of pairs of words
along with an averaged similarity score obtained
from several human annotators. For example an item
in the WS-353 dataset is “book, paper→ 7.46”. We
use standard cosine similarity to assign a score to
word pairs in single-sense VSMs, and the following
average similarity score to multi-sense variants, as
proposed by Reisinger and Mooney (2010):

avgSim(wi, wi′) =
1
kikj

∑
j,j′

cos(vij , vi′j′) (8)

The output of systems is evaluated against the gold
standard using Spearman’s rank correlation coeffi-
cient.

Synonym Selection: In this task, VSMs are used
to select the semantically closest word to a tar-
get from a list of candidates. We use the follow-
ing 3 standard datasets in this evaluation: ESL-
50 (Turney, 2001), RD-300 (Jarmasz and Szpakow-
icz, 2004) and TOEFL-80 (Landauer and Dumais,
1997). These datasets consist of a list of target words
that appear with several candidate lexical items. An
example from the TOEFL dataset is “rug → sofa,
ottoman, carpet, hallway”, with “carpet” being the
most synonym-like candidate to the target. We be-
gin by scoring all pairs composed of the target and
one of the candidates. We use cosine similarity for
single-sense VSMs, and max similarity for multi-
sense models7:

maxSim(wi, wi′) = max
j,j′

cos(vij , vi′j′) (9)

These scores are then sorted in descending order,
with the top-ranking score yielding the semantically
closest candidate to the target. Systems are evalu-
ated on the basis of their accuracy at discriminating
the top-ranked candidate.

The results for similarity scoring and synonym
selection are presented in table 1. On both tasks
and on all datasets, with the partial exception of
WS-353 and MEN-3k, our vectors (RETRO &
EM+RETRO) consistently yield better results than
other VSMs. Notably, both our techniques perform
better than preprocessing a corpus with WSD infor-
mation in unsupervised or supervised fashion (SG-
WSD & SG-IMS). Simple EM without an ontolog-
ical prior to ground the vectors (SG-EM) also per-
forms poorly.

We investigated the observed drop in performance
on WS-353 and found that this dataset consists of
two parts: a set of similar word pairs (e.g. “tiger”
and “cat”) and another set of related word pairs (e.g.
“weather” and “forecast”). The synonym, hypernym
and hyponym relations we use tend to encourage
similarity to the detriment of relatedness.

We ran an auxiliary experiment to show this. SG-
EM+RETRO training also learns vectors for context
words – which can be thought of as a proxy for re-
latedness. Using this VSM we scored a word pair
by the average similarity of all the sense vectors of

7Here we are specifically looking for synonyms, so the max
makes more sense than taking an average.
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Word Similarity (ρ) Synonym Selection (%)
WS-353 RG-65 MC-30 MEN-3k ESL-50 RD-300 TOEFL-80

GC
SINGLE 0.623 0.629 0.657 0.314 47.73 45.07 60.87
MULTI 0.535 0.510 0.309 0.359 27.27 47.89 52.17
RETRO 0.543 0.661 0.714 0.528 63.64 66.20 71.01

SG

SINGLE 0.639 0.546 0.627 0.646 52.08 55.66 66.67
EM 0.194 0.278 0.167 0.228 27.08 33.96 40.00

WSD 0.481 0.298 0.396 0.175 16.67 49.06 42.67
IMS 0.549 0.579 0.606 0.591 41.67 53.77 66.67

RETRO 0.552 0.673 0.705 0.560 56.25 65.09 73.33
EM+RETRO 0.321 0.734 0.758 0.428 62.22 66.67 68.63

Table 1: Similarity scoring and synonym selection in English across several datasets involving different VSMs. Higher
scores are better; best scores within each category are in bold. In most cases our models consistently and significantly
outperform the other VSMs.

one word to the context vector of the other word,
averaged over both words. With this scoring func-
tion the correlation ρ jumped from 0.321 to 0.493.
While still not as good as some of the other VSMs, it
should be noted that this scoring function negatively
influences the similar word pairs in the dataset.

The MEN-3k dataset is crowd-sourced and con-
tains much diversity, with word pairs evidencing
similarity as well as relatedness. However, we aren’t
sure why the performance for GC-RETRO improves
greatly over GC-SINGLE for this dataset, while that
of SG-RETRO and SG-RETRO+EM drops in rela-
tion to SG-SINGLE.

Similarity Scoring in Context: As outlined by
Reisinger and Mooney (2010), multi-sense VSMs
can be used to consider context when computing
similarity between words. We use the SCWS dataset
(Huang et al., 2012) in these experiments. This
dataset is similar to the similarity scoring datasets,
except that they additionally are presented in con-
text. For example an item involving the words
“bank” and “money”, gives the words in their re-
spective contexts, “along the east bank of the Des
Moines River” and “the basis of all money laun-
dering” with a low averaged similarity score of 2.5
(on a scale of 1.0 to 10.0). Following Reisinger and
Mooney (2010) we use the following function to as-
sign a score to word pairs in their respective con-
texts, given a multi-sense VSM:

avgSimC(wi, ci, wi′ , ci′) =∑
j,j′

p(sij |ci, wi)p(si′j′ |ci′ , wi′)cos(vij , vi′j′) (10)

Vectors SCWS (ρ)
SG-WSD 0.343
SG-IMS 0.528

SG-RETRO 0.417
GC-RETRO 0.420

SG-EM 0.613
SG-EM+RETRO 0.587

GC-MULTI 0.657

Table 2: Contextual word similarity in English. Higher
scores are better.

As with similarity scoring, the output of systems
is evaluated against gold standard using Spearman’s
rank correlation coefficient.

The results are presented in table 2. Pre-
processing a corpus with WSD information in an un-
supervised fashion (SG-WSD) yields poor results.
In comparison, the retrofitted vectors (SG-RETRO
& GC-RETRO) already perform better, even though
they do not have access to context vectors, and thus
do not take contextual information into account. Su-
pervised sense vectors (SG-IMS) are also compe-
tent, scoring better than both retrofitting techniques.
Our EM vectors (SG-EM & SG-EM+RETRO) yield
even better results and are able to capitalize on
contextual information, however they still fall short
of the pretrained GC-MULTI vectors. We were
surprised that SG-EM+RETRO actually performed
worse than SG-EM, given how poorly SG-EM per-
formed in the other evaluations. However, an anal-
ysis again revealed that this was due to the kind
of similarity encouraged by WordNet rather than
an inability of the model to learn useful vectors.
The SCWS dataset, in addition to containing related
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Method CPU Time
RETRO ~20 secs

EM+RETRO ~4 hours
IMS ~3 days
WSD ~1 year

Table 3: Training time associated with different methods
of generating sense-specific VSMs.

words – which we showed, hurt our performance
on WS-353 – also contains word pairs with differ-
ent POS tags. WordNet synonymy, hypernymy and
hyponymy relations are exclusively defined between
lemmas of the same POS tag, which adversely af-
fects performance further.

3.3 Discussion
While both our approaches are capable of integrat-
ing ontological information into VSMs, an impor-
tant question is which one should be preferred?
From an empirical point of view, the EM+RETRO
framework yields better performance than RETRO
across most of our semantic evaluations. Addi-
tionally EM+RETRO is more powerful, allowing to
adapt more expressive models that can jointly learn
other useful parameters – such as context vectors in
the case of skip-gram. However, RETRO is far more
generalizable, allowing it to be used for any VSM,
not just predictive MLE models, and is also empiri-
cally competitive. Another consideration is compu-
tational efficiency, which is summarized in table 3.

Not only is RETRO much faster, but it scales
linearly with respect to the vocabulary size, un-
like EM+RETRO, WSD, and IMS which are de-
pendent on the input training corpus. Nevertheless,
both our techniques are empirically superior as well
as computationally more efficient than both unsu-
pervised and supervised word-sense disambiguation
paradigms.

Both our approaches are sensitive to the structure
of the ontology. Therefore, an important considera-
tion is the relations we use and the weights we as-
sociate with them. In our experiments we selected
the simplest set of relations and assigned weights
heuristically, showing that our methods can effec-
tively integrate ontological information into VSMs.
A more exhaustive selection procedure with weight
tuning on held-out data would almost certainly lead
to better performance on our evaluation suite.

3.4 Qualitative Analysis

We qualitatively attempt to address the question of
whether the vectors are truly sense specific. In ta-
ble 4 we present the three most similar words of
an ambiguous lexical item in a standard VSM (SG-
SINGLE) in comparison with the three most similar
words of different lemma senses of the same lexical
item in grounded sense VSMs (SG-RETRO & SG-
EM+RETRO).

Word or Sense Top 3 Most Similar
hanging hung dangled hangs

hanging (suspending) shoring support suspension
hanging (decoration) tapestry braid smock

climber climbers skier Loretan
climber (sportsman) lifter swinger sharpshooter

climber (vine) woodbine brier kiwi

Table 4: The top 3 most similar words for two polyse-
mous types. Single sense VSMs capture the most fre-
quent sense. Our techniques effectively separates out the
different senses of words, and are grounded in WordNet.

The sense-agnostic VSMs tend to capture only the
most frequent sense of a lexical item. On the other
hand, the disambiguated vectors capture sense speci-
ficity of even less frequent senses successfully. This
is probably due to the nature of WordNet where the
nearest neighbors of the words in question are in fact
these rare words. A careful tuning of weights will
likely optimize the trade-off between ontologically
rare neighbors and distributionally common words.

In our analyses, we noticed that lemma senses that
had many neighbors (i.e. synonyms, hypernyms and
hyponyms), tended to have more clearly sense spe-
cific vectors. This is expected, since it is these neigh-
borhoods that disambiguate and help to distinguish
the vectors from their single sense embeddings.

4 Related Work

Since Reisinger and Mooney (2010) first proposed
a simple context clustering technique to generate
multi-prototype VSMs, a number of related efforts
have worked on adaptations and improvements rely-
ing on the same clustering principle. Huang et al.
(2012) train their vectors with a neural network and
additionally take global context into account. Nee-
lakantan et al. (2014) extend the popular skip-gram
model (Mikolov et al., 2013a) in a non-parametric
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fashion to allow for different number of senses for
words. Guo et al. (2014) exploit bilingual align-
ments to perform better context clustering during
training. Tian et al. (2014) propose a probabilistic
extension to skip-gram that treats the different pro-
totypes as latent variables. This is similar to our sec-
ond EM training framework, and turns out to be a
special case of our general model. In all these pa-
pers, however, the multiple senses remain abstract
and are not grounded in an ontology.

Conceptually, our work is also similar to Yu and
Dredze (2014) and Faruqui et al. (2014), who treat
lexicons such as the paraphrase database (PPDB)
(Ganitkevitch et al., 2013) or WordNet (Miller,
1995) as an auxiliary thesaurus to improve VSMs.
However, they do not model senses in any way. Pile-
hvar et al. (2013) do model senses from an ontology
by performing random-walks on the Wordnet graph,
however their approach does not take distributional
information from VSMs into account.

Thus, to the best of our knowledge, our
work presents the first attempt at producing sense
grounded VSMs that are symbolically tied to lexi-
cal ontologies. From a modelling point of view, it
is also the first to outline a unified, principled and
extensible framework that effectively combines the
symbolic and distributional paradigms of semantics.

Both our models leverage the graph structure
of ontologies to effectively ground the senses of
a VSM. This ties into previous research (Das and
Smith, 2011; Das and Petrov, 2011) that propa-
gates information through a factor graph to per-
form tasks such as frame-semantic parsing and POS-
tagging across languages. More generally, this ap-
proach can be viewed from the perspective of semi-
supervised learning, with an optimization over a
graph loss function defined on smoothness proper-
ties (Corduneanu and Jaakkola, 2002; Zhu et al.,
2003; Subramanya and Bilmes, 2009).

Related to the problem of polysemy is the issue of
different shades of meaning a word assumes based
on context. The space of research on this topic
can be divided into three broad categories: models
for computing contextual lexical semantics based on
composition (Mitchell and Lapata, 2008; Erk and
Padó, 2008; Thater et al., 2011), models that use
fuzzy exemplar-based contexts without composing
them (Erk and Padó, 2010; Reddy et al., 2011), and

models that propose latent variable techniques (Dinu
and Lapata, 2010; Séaghdha and Korhonen, 2011;
Van de Cruys et al., 2011). Our work, which tackles
the stronger form of lexical ambiguity in polysemy
falls into the latter two of three categories.

5 Conclusion and Future Work

We have presented two general and flexible
approaches to producing sense-specific VSMs
grounded in an ontology. The first technique is ap-
plicable to any VSM as an efficient post-processing
step while the second provides a framework to in-
tegrate ontological information with existing MLE-
based predictive models. We presented an evalua-
tion of 3 semantic tasks on 7 datasets. Our results
show that our proposed methods are effectively able
to capture the different senses in an ontology. In
most cases this results in significant improvements
over baselines. We have also discussed the trade-
offs between the two techniques from several differ-
ent perspectives. Finally, we have presented a qual-
itative analysis investigating the nature of the sense-
specific vectors, and shown that they capture the se-
mantics of different senses.

Our findings suggest several avenues for future
research. We propose to use sense-specific vectors
as features in downstream applications such a Word
Sense Disambiguation. Our current approach as-
sumes a fixed ontology, but we hope to explore a
more bi-directional relationship between ontology
and VSM in future work. In particularly we envisage
simultaneously incrementing ontologies with struc-
ture learning in addition to improving VSMs. We
also hope to extend our research to the multi-lingual
domain. We are particularly excited by the idea of
using multi-lingual WordNets to learn sense specific
semantic vectors that generalize across languages.
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Abstract

Sentiment analysis has undergone a shift from
document-level analysis, where labels ex-
presses the sentiment of a whole document or
whole sentence, to subsentential approaches,
which assess the contribution of individual
phrases, in particular including the composi-
tion of sentiment terms and phrases such as
negators and intensifiers.

Starting from a small sentiment treebank mod-
eled after the Stanford Sentiment Treebank of
Socher et al. (2013), we investigate suitable
methods to perform compositional sentiment
classification for German in a data-scarce set-
ting, harnessing cross-lingual methods as well
as existing general-domain lexical resources.

1 Introduction

In sentiment classification, we find a general ten-
dency from document-level classification towards
more fine-grained approaches that yield a more de-
tailed appraisal of the judgement performed in the
text - in particular, using composition over syntac-
tic structure to get a more detailed approach over
phrases.

For English movie reviews, work using the Stan-
ford Sentiment Treebank (SSTb) has shown that
such subsentential sentiment information can yield
approaches with both very high accuracy (Socher
et al., 2013; Dong et al., 2014; Hall et al., 2014) and
precise information about the role of each phrase
– information which can subsequently used for ex-
tracting or summarizing the sentiment expressed in
the text.

The effort for creating a sentiment treebank such
as the SSTb, however, seems prohibitive if we

wanted to create such a resource for each pair
of relevant domain and language: Compared to
document-level annotations for sentiment, which are
easy to come by (e.g., star ratings), annotating indi-
vidual syntactic phrases requires considerable effort.

The main focus of this paper is the question
if and how it is possible to reach sensible per-
formance for compositional sentiment classifica-
tion when we only have limited resources to spend
on an in-language, in-domain sentiment treebank.
For this goal, we use a new resource, the Hei-
delberg Sentiment Treebank (HeiST), which is a
German-language counterpart to the Stanford Senti-
ment Treebank in the sense that it makes explicit the
composition of sentiment expression over syntactic
phrases. Our experiments on HeiST provide a di-
rect comparison of different techniques for harness-
ing cross-lingual, cross-domain, or cross-task infor-
mation, and are the first of this kind to specifically
target compositional sentiment analysis.

Figure 1 (next page) shows a schematic overview
of the experiments: beyond supervised baseline ex-
periments using SVM classification and a super-
vised RNTN model (section 3), we evaluated cross-
lingual projection (section 4), lexicon-based ap-
proaches (section 5), as well as semi-supervised ap-
proaches based on word clusters (section 6).

2 Related Work

The starting point for our research is the idea that
the sentiment of larger stretches of text can be calcu-
lated through composition over smaller stretches of
text, which was investigated in a learning framework
by both Yessenalina and Cardie (2011) and Socher
et al. (2011, 2012), both learning in a compositional
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Figure 1: Plan to the experiments described in this paper

fashion from datasets that only have document-level
sentiment annotation.

On the same dataset as Socher et al., Wang and
Manning (2012) later demonstrated that unigram
and bigram features in an SVM-based classification
framework can reach a greater accuracy than the
earlier recursive neural network approach of Socher
et al. (2011, 2012), which calls into question the as-
sumption that sentiment composition can be learned
purely from sentence-level annotations.

Compositionality through Tensors In subse-
quent work, Socher et al. (2013) introduce the Stan-
ford Sentiment Treebank, which contains detailed
annotations of sentiment values for individual syn-
tactic phrases in a binarized tree, and an approach
based on recursive neural tensor networks (RNTN)
which yields significant improvements over the ear-
lier approaches using token-level features.

The RNTN represents the contribution of individ-
ual nodes as vectors of reals and achieves its preci-
sion by using a tensor V [1:d] ∈ R2d×2d×d as well
as a matrix W ∈ R2d×d to capture second-order de-
pendencies between the two children of a node in the
tree (with vectors a, b), yielding first a vector h by

hi =
[a
b

]T
V [i]

[a
b

]
+Wi

[a
b

]
then using a monotonic nonlinear function on h
(here: tanh) to yield the vector for this node. The

sentiment label of a node is then gained by multi-
plying these hidden vectors by a matrix Ws, yield-
ing a five-dimensional vector with the classification.
Using hidden vectors for each node and capturing
second-order interaction between the two child vec-
tors a and b, the RNTN model achieves descrip-
tive power greater than that of TreeCRFs (Nakagawa
et al., 2010), and similar to latent-variable models
that have been very successful in syntactic parsing
(Petrov et al., 2006).

In later work, Zhu et al. (2014) show that the
RNTN’s lexicalized modeling of negators and their
behaviour leads to increased descriptive power of
the model, which results in an improved treatment
of negation. Dong et al. (2014) introduce an ap-
proach that chooses between multiple composition
tensors (AdaMC-RNTN), which yields further gains
with respect to RNTN performance.

In contrast to the lexicalized and high-
dimensional RNTN model, there are several
lines of work that attempt to work in a more
data-scarce setting.

Lexicon-based approaches The classical ap-
proach for performing sentiment classification in a
setting where training data is sparse can be seen
in the SO-CAL approach of Taboada et al. (2011):
Using a manually curated dictionary with senti-
ment values for multiple parts of speech, and a
set of heuristics that predict how intensifiers, nega-
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tors/shifters as well as nonveridical moods affect the
sentiment of a phrase, they show that it is possible to
reach good results across different domains.

Choi and Cardie (2009) show that it is possible
to adapt an existing general-domain sentiment lexi-
con to a specific domain using an approach that opti-
mizes a joint objective of classification loss, sparsity
of the changes made to the lexicon, and ambiguity
of lexicon entries. Their approach yields apprecia-
ble gains over the general-domain lexicon, both with
CRF-based machine learning classification and with
a simpler “vote & flip” algorithm that is based on
majority voting and negators.

Crosslingual Sentiment Analysis involves the
usage of a dataset in one language to perform sen-
timent analysis in another language; in their work,
Banea et al. (2013) show that translating text in the
target language to the source language and applying
a well-tuned sentiment classification system works
better than either translating the training corpus or
the lexicon used by the system.

In research by other groups, Wan (2009) ad-
vocates a bootstrapping approach that combines
source-side and target-side features in one classi-
fier; Duh et al. (2011) note that crosslingual senti-
ment analysis techniques always incur a loss due to
the shift in language from the source language texts
to the target language even though the general do-
main is the same. Popat et al. (2013) argue that full
machine translation is not useful for resource-scarce
languages, and propose to use cross-lingual clus-
tering both to improve the generalization capability
within a single language as well as for crosslingual
projection, which works better than machine trans-
lation with the English-Hindi language pair.

It should be noted that most of the work presented
in the last two paragraph works with document-level
sentiment, or (in the case of Choi and Cardie) with
shallower annotations, and offers additional chal-
lenges in the case of sentiment composition.

3 Low-Budget Treebanking for Sentiment

For both supervised training and for evaluation, we
created a German dataset that is close in domain
to the Stanford Sentiment treebank (Socher et al.,
2013), covering opinionated sentences from movie
reviews with phrase-level sentiment annotations.
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“What really gets on my nerves . . . ”

Figure 2: A multiword expression in HeiST

The original Stanford Sentiment Treebank is
based on the dataset of Pang and Lee (2005), which
includes 10,662 sentences from excerpts of movie
reviews published on rottentomatoes.com. It
should be noted that these excerpts are much more
likely to express an opinion than general text or even
the main body of a movie review since they contain
precisely a summary of the opinion.

In order to match both domain and role of these
sentences most precisely, we collected creative-
commons-licensed reviews from a German movie
review site, filmrezensionen.de, and used
only the summary part of these documents, yielding
1184 sentences, for which we crowdsourced annota-
tion for each individual phrase in the binary tree (see
Figure 2 for an example tree fragment).

For the purpose of getting binary phrase trees,
sentences were processed with the Berkeley Parser
(Petrov et al., 2006), NP nodes were added inside
PPs (Samuelsson and Volk, 2004) and the result-
ing parse trees binarized using the head table in
CoreNLP (Rafferty and Manning, 2008), yielding
14,321 unique phrases.

Annotation was outsourced via the CrowdFlower
service, which collects three judgements for each
phrase and computes an end result through vot-
ing, using unambiguous test items (which we com-
posed from strongly positive or strongly negative
adjective-noun combinations) to filter out annotators
lacking the requisite understanding of German.
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Experiment A: Features, Confidence Prec Recl
SentiWS 0.882 0.959
SentiWS+Regression 0.894 0.967
SentiWS+Regression, @50% 0.935 0.985
SentiWS+Regression+POS 0.912 0.960
SentiWS+Regression+POS, @50% 0.978 0.997
Experiment B: Classifier (@50%) Prec Recl
Linear SVM 0.975 0.980
Random Forest 0.984 0.992
Gradient Boosting 0.978 0.997

Table 1: Filtering out objective phrases

The HeiST treebank, as well as the code used in
these experiments, are available for research pur-
poses.1

3.1 Selecting Subjective Phrases
One possible approach to reduce annotation effort
would be to annotate only those phrases that a clas-
sification model deems to have sentiment content in
the first place. As a more extreme example of such
an approach, consider the MLSA sentiment dataset
for German, where 270 sentences were selected that
already contained two words from an existing senti-
ment lexicon (Clematide et al., 2012), with the goal
of getting sentences with interesting interactions be-
tween sentiment words. Given the potential benefits
(getting more data for the same annotation effort), an
approach that filters out non-interesting (confidently
objective) phrases would be highly appealing.

For the pre-classification experiment, we used
cross-validation on 20 to assess the potential im-
pact of strategies for saving. For the corresponding
classifier, we used features from a German general-
domain sentiment lexicon, a regression model for
document-level sentiment (see section 5.2), as well
as part-of-speech tag features in a gradient boosting
classifier. As seen in table 1, the sentiment lexicon,
especially in conjunction with the regression model
and a POS-based filter, would allow to detect unin-
teresting (objective) phrases with high accuracy. We
limit ourselves to the 50% of most confident clas-
sifications, and as a measure of caution, the filter
is bypassed for any phrase that contains a word in
one of several sentiment dictionaries (see section 5).
The classifier has a precision of 96.5% for objective

1http://www.cl.uni-heidelberg.de/

˜versley/HeiST/

System Node Acc. Root Acc.
HeiST, only pos+neg sentences
supervised
RNTN (tuned) 0.776 0.687
SVM (unigrams, coarse) 0.850∗∗ 0.774∗∗
SVM (unigrams, fine) 0.835∗∗ 0.735
cross-lingual
CLSA (simple feat.) 0.823∗∗ 0.737
CLSA (complex feat.) 0.810∗∗ 0.738∗

Comparison: HeiST, all sentences
supervised
RNTN (tuned) 0.803 0.703

*/**: significantly better than RNTN (p < 0.05 / p < 0.005)

Table 2: HeiST baseline, cross-lingual projection, SVM.

System Node Acc. Root Acc.
Comparison: SSTb sample, pos+neg sentences
lexicon-based
General Inquirer 0.824 0.715
SubjectivityClues 0.820 0.695
supervised
RNTN, 500 sent. 0.704 0.526
RNTN, 1000 sent. 0.738 0.539
RNTN, 1500 sent. 0.756 0.569
SVM, 500 sent. 0.803 0.652
SVM, 1000 sent. 0.814 0.675
SVM, 1500 sent. 0.823 0.683
RNTN, 6920 sent.a 0.876 0.854
SVM, 6920 sent.a 0.846 0.794

a: published figures from Socher et al. (2013)

Table 3: Comparison figures on subsets of the Stanford
Sentiment Treebank

phrases while catching about 66.7% of all objective
nodes. While this would correspond to substantial
savings (about a quarter of all nodes would be as-
signed the “neutral” label and not annotated), we
would also lose a fraction of non-neutral phrase and
introduce an unwanted bias (towards lexicon-based
resources) into our dataset.

3.2 Baseline results
We use the existing RNTN implementation of
Socher et al. (2013) to train and test supervised
learning for sentiment composition, using cross-
validation. For parameter tuning, we varied the
number of vector dimensions as well as the size of
the minibatches used in training, and found that the
resulting classifier yields very sensible results com-
pared to a similarly-sized sample from SSTb (see
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Tables 2 and 3). We evaluate our results as in Socher
et al. (2013): we consider the recall of positive and
negative nodes while ignoring both neutral nodes
and the difference between positive (+) and strongly
positive (++) or between negative (-) and strongly
negative (--) nodes, respectively. Socher et al. re-
move sentences with neutral overall sentiment in
training as well as in testing, which seems to worsen
the RNTN performance on our dataset (see Table
2), although other methods seem to be less affected
by it. For comparability reasons, all other reported
figures are based on Socher’s non-neutral-sentences-
only setting. In comparison results on SSTb (see Ta-
ble 3), classification experiments from the English
data also show poor results for the RNTN classifier
at small data sizes, in parallel with anecdotal evi-
dence on recurrent neural networks having trouble
with small dataset sizes.2

4 Crosslingual Projection for
Compositional Sentiment

Our crosslingual approach follows Banea et al.
(2013) in assuming that machine translation of the
target documents to the source language, then ap-
plying a source-language sentiment analysis, and fi-
nally projecting the result back to the target side will
yield usable sentiment classification. In difference
to previous approaches for cross-lingual sentiment
analysis, however, our annotation transfer concerns
not just analysis results for the complete sentence,
but for individual syntactic nodes.

After translating the target-language trees us-
ing the Google Translate API, we parsed the sen-
tences using the English model of the Stanford
parser, and applied the RNTN model of Socher
et al. (2013) trained on the English Stanford Sen-
timent Treebank, yielding a labeling for each syn-
tactic node with a sentiment value. We then per-
formed word alignment using the PostCAT word
aligner (Ganchev et al., 2008) with a model trained
on the OPUS version of the EuroParl corpus (Tiede-
mann, 2012), and alignment of syntactic nodes us-
ing the Lingua::Align toolbox for tree align-
ment Tiedemann (2010) with a model trained on the
Smultron parallel treebank (Volk et al., 2010).

2Alec Radford (2015): General Sequence Learn-
ing using Recurrent Neural Nets, https://indico.io/blog/
general-sequence-learning-using-recurrent-neural-nets/

System Node Acc. Root Acc.
Vote-only
Klenner et al. 0.769 0.646
GermanPolarityClues 0.815 0.648
SentiWS 0.815 0.711
SentiMerge [0.0] 0.660 0.577
SentiMerge [0.23] 0.718 0.604
SentiMerge [0.4] 0.724 0.604
Amazon+Lasso 0.499 0.426
Vote-and-flip
Klenner et al. 0.780 0.646
GermanPolarityClues 0.802 0.680
SentiWS 0.807 0.665
SentiMerge [0.0] 0.653 0.582
SentiMerge [0.23] 0.717 0.607
SentiMerge [0.4] 0.723 0.603
Amazon+Lasso 0.471 0.413

Table 4: Lexicon-based phrase labeling

Using the word alignment and our
Lingua::Align model, we are able to map
98.6% of the target-language nodes to a correspond-
ing node on the source (English) side, whereas the
remaining nodes are assigned the same sentiment
label as the root. As can be seen in table 2, a model
that uses simpler features for Lingua::Align
works less well than the full feature model. Con-
sidering that the RNTN on the Stanford Sentiment
Treebank reaches 87.6% node accuracy and 85.4%
root accuracy, we see that the crosslingual pro-
jection step induces a loss in accuracy, but still
performs well in comparison to the approaches that
use the HeiST training data.

5 Lexicon-based Approaches

Considering that the size of HeiST creates a sparse
data problem for the RNTN learner, it is natural
to ask whether we can improve the generalization
capabilities of the system by either using a less-
supervised approach or by generalizing over individ-
ual word forms to alleviate the sparse data problem.

5.1 General-domain lexicon

Several general-domain sentiment lexicons exist for
German, including those of Klenner et al. (2009),
Waltinger (2010a), Remus et al. (2010), and Emer-
son and Declerck (2014).
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Klenner et al. (2009) created their polarity lexi-
con by semiautomatic extension of an existing one:
starting from a set of 2866 adjective seeds, they
looked for adjectives that often co-occur in coor-
dinations with known sentiment-bearing adjectives,
which were added to the lexicon after a manual fil-
tering step. The current version of Klenner et al.’s
PolArt lexicon also contains other parts of speech,
and a list of shifters and intensifiers that interact with
subjective terms.

The GermanPolarityClues lexicon of Waltinger
(2010a) combines translation from English lexicons
with a semi-automatic approach for merging and
manually correcting lexicon entries.

The SentiWS lexicon (Remus et al., 2010) con-
tains translations of the English General Inquirer
(Stone et al., 1966), which have been translated via
Google Translate, as well as a small number of terms
that were mined from positive and negative product
reviews, expanded using a collocation dictionary.

Finally, the SentiMerge lexicon (Emerson and
Declerck, 2014) has been constructed as a Bayesian
combination (i.e., averaging with imputation for
missing entries) of the three resources above
together with the German SentiSpin resource
of Waltinger (2010b), which contains automatic
(dictionary-based) translations of the SentiSpin lex-
icon of Tamura et al. (2005).

We tested all lexicons using two approaches: In
the vote-only approach, the sentiment of a phrase is
determined by the sum of the scores of the words
in that phrase as they are assigned in the sentiment
lexicon. In the vote-and-flip approach, we con-
sider the average of the sentiment terms, but in-
vert the sentiment value whenever a term from the
shifter category of Klenner et al.’s lexicon is found
within the yield of the node. A similar strategy was
used in many papers on sentiment composition, usu-
ally with a performance rather close to the best sys-
tem (see e.g. the CompoMC baseline in Choi and
Cardie, 2008, or the Vote-and-Flip baseline in Choi
and Cardie, 2009).

5.2 Near-domain lexicon construction
While the filmrezensionen web site offers a good
number of reviews, the final collection is rather
small. To complement our small in-domain
dataset we use the most common way of get-

ting text with document-level annotations, namely
customer-written reviews from the movies section of
amazon.de web site.

Perhaps expectedly, customer reviews do not fo-
cus exclusively on the film and its performance.
Rather, it often occurs that customer reviews include
a discussion of the physical (or other) medium that
the film came on:3

(1) I am with Lovefilm (now Prime) and tried to
stream the series. Terrible! Always [issues
with] loading time and loss of the stream. It
seems that Amazon hasn’t come to terms with
the technology yet.

Other reviews on Amazon match our domain fairly
well, as in the following:

(2) If this is truly a sequel to “Speed”, it only
shows in the second hour of the film. It’s
only then that deBont shows why he would be
an action [film] specialist. Admittedly, even
then we don’t get the same tension as in the
predecessor, but in any case it’s better than
the first hour of the film.

While we found that a small quantity of data (20+20
hand-classified sentences) together with a 300-class
LDA representation was sufficient to reach 100% ac-
curacy in separating content-related versus media-
related text, we found that filtering out the irrelevant
texts made no difference for the mean square error,
in sharp contrast to L1/Lasso regularization, which
allows to learn a sparse lexicon.

6 Variants of the RNTN Model

While the RNTN model certainly performs well on
the full Stanford Sentiment Treebank, it is likely that
its performance on HeiST is suffering from sparse
data problems, and that both words and particular
constructions can be novel and unseen.

In syntactic parsing, Koo et al. (2008) and Candito
and Seddah (2010) have shown that using Brown
clusters can be beneficial for alleviating sparse data
problems in parsing. In a similar vein, Popat et al.
(2013) have successfully applied crosslingual clus-
tering to generalizing over potentially unseen words

3German original text has been omitted for space reasons
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System Node Acc. Root Acc.
supervised baseline
RNTN, supervised 0.776 0.687
RNTN + clusters
newspaper text+Brown 0.708 0.649
movie reviews+Brown 0.780 0.677
features+k-means 0.755 0.674
RNTN + split movie-review clusters
split SentiWS 0.774 0.676
split GermanPolarityClues 0.807 0.689
RNTN + lexicon-based replacement
replace-gold 0.844 0.730
repl-GermanPolarityClues 0.789∗∗ 0.681
repl-SentiMerge[0.23] 0.780∗ 0.648

Table 5: Incorporating additional information

in (document-level) sentiment analysis for English,
Hindi and Marathi.

In our experiments, we follow Candito and Sed-
dah (2010) in simply replacing words by clusters:
in their experiments, even this simple procedure can
yield an improvement, with improved results when
the unlabeled data stems from the target domain.
Since Brown clusters are mostly syntactic/semantic
in nature and do not automatically distinguish pos-
itive or negative sentiment, we additionally per-
formed multiple experiments to use clusters while
incorporating additional sentiment information:

On one hand, we try to incorporate the judge-
ments on the Amazon near-domain dataset more di-
rectly into the clusters by using the repeated bisect-
ing K-Means algorithm as implemented in CLUTO
(Zhao and Karypis, 2005), with previous/next word,
part-of-speech tag, and the score of the containing
review as features. On the other hand, we split the
Brown clusters according to the sentiment value that
they have in a particular sentiment lexicon (e.g. Sen-
tiMerge), yielding three clusters 01101+, 01101-
and 01101? instead of the original cluster 01101.

As a final experiment, we consider replacing only
sentiment words by a concatenation of their part-
of-speech and the sentiment class (turning “a great
film” into “a JJ++ film”), and leaving neutral words
intact. As an upper baseline for this approach,
we can get words’ sentiment polarity directly from
training and testing data, which yields the replace-
gold entry in table 5.

rule type # in SSTb # in HeiST
AVG 119468 19228
INV 2158 289
INT 6614 646
MWE 18235 1936

Table 6: Rule types in SSTb and HeiST

7 Results and Error analysis

Looking at the results in tables 2, 4 and 5, we see that
simple support vector machine classification is very
effective for reproducing the positive/negative senti-
ment of nodes and complete sentences, followed by
crosslingual projection and a simple averaging ap-
proach; we also see that handling negation in the
vote-and-flip approach seems to lower the score, just
as the best model with word clusters and splitting
(using the GermanPolarityClues lexicon) performs
better than the word-based RNTN approach, but less
well than the lexicon by itself. Even the replace-
gold upper baseline – replacing sentiment-carrying
words by their sentiment label, which raises the per-
formance substantially – gives results below the sim-
pler SVM approach, which is counterintuitive.

7.1 Is it about Compositionality?

One motivation for using sub-sentence structure
both in approaches for rule-based composition (as,
e.g. in Taboada et al. (2011) and other lexicon-based
approaches) as well as in more complex learning
approaches such as RNN (Socher et al., 2011) and
RNTN (Socher et al., 2013) is the idea that such ap-
proaches are able to model the interaction between
sentiment-bearing words and sentiment-modifying
words. An example for investigations based on this
assumption is the work by Zhu et al. (2014), who
contrast different lexicon-based approaches for han-
dling negation with an RNTN model of negation and
a modification of said model.

Given the results using a lexicon-based approach
implementing the vote-and-flip heuristic in compar-
ison to the vote-only heuristic, we found it worth in-
vestigating what specific types of interaction exist in
compositional sentiment treebanks, also considering
that Zhu et al.’s investigations yielded a more precise
picture of the sentiment-shifting action of negators
as a highly lexicalized phenomenon.
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For our analysis, we grouped the production rules
sp → slsr in a sentiment treebank into one of the
following categories:

AVG A production is said to be averaging if the par-
ent category is within the range of either daugh-
ter category. (e.g. mind-numbingly good would
be the composition of a negative term and a
positive term to a positive term, which still fits
the averaging heuristic).

INV A production is said to be inverting if one
daughter category is neutral and the other
daughter category is on the other side on the
spectrum (e.g. “not great” landing on the nega-
tive side)

INT A production is said to be intensifying if the
parent category is on the same side of the scale
as the daughters but more extreme.

MWE A production is said to be a multi-word produc-
tion if the daughter categories are classified as
neutral while the parent category is not.4

As can be seen in table 6, the number of invert-
ing and intensifying productions is dwarfed, both for
the SST and for HeiST, by the number of multi-word
rules. While it is likely that these counts are slightly
distorted by noise in the annotation (as both datasets
are the product of crowdsourcing), this fact is re-
markable and merits further investigation.

Types of multiword expressions If we try to
group the nodes with a “multiword” production, we
can distinguish at least the following categories:

• aspect descriptions: In some cases, an adjec-
tive is specifically used to describe a (positive
or negative) aspect of the movie, such as an
elaborate continuation, or an expanded vision,
where individual words have a neutral senti-
ment label (and conceivable could have been
used in a non-aspect-specific way to convey a
neutral or negative sentiment, such as an elab-
orate perversion, or an expanded nightshift).
Similarly, wenig Handlung (not much action)

4The MWE category also contains a small number – about
5% of total MWE productions – of positive-to-neutral and
negative-to-neutral productions, which we found to be predom-
inantly noise from the crowdsourcing process.

has a negative meaning as a construction de-
spite “wenig” (few/not much) not having a neg-
ative meaning itself.

• expression strengthening is a phenomenon
that occurs when a term is judged as neutral
by annotators by itself, but gains a sentiment
value when paired with an intensifier or nega-
tor. For example, intrusive was labeled as neu-
tral in SSTb, but simply intrusive as negative.

• comparatives are a very regular construction
where too much of something is almost always
bad: too long, too insistent, too much, too many
are all negative in SSTb, just as zu viel (too
many) and zu wenig (not enough) and other
counterparts in HeiST are negative.

• true constructions such as plot holes or histor-
ically significant in SSTB, or ruhigen Gewis-
sens (with a calm conscience) and Finger weg
(don’t touch it) in HeiST are both a problem
for approaches relying purely on composition
and not regular enough that we would expect to
model it as a regular construction.

Some of the neutral-to-positive or neutral-to-
negative transitions don’t seem well-motivated and
may be regarded as artifacts from the crowdsourc-
ing, as does n’t, is n’t and are n’t are negative in
SSTb whereas ’s not, do n’t and did n’t get a neutral
label. In HeiST, nicht immer (not always) as well
as nicht ganz (not quite) are negative, whereas auch
nicht (neither) and nicht so (not as) or nicht unbed-
ingt (not necessarily) are neutral.

The MWE productions seem to overlap with well-
known linguistic phenomena – consider Fahrni and
Klenner (2008) and their claim that most adjec-
tives have a polarity that is dependent on the tar-
get they modify instead of having a ‘prior’ polar-
ity that holds independently of the target, or the
observation of Su and Markert (2009) that senti-
ment should be dependent on word senses instead
of word forms (which would capture a large num-
ber of examples within the expression strengthening
category). Yet, others may be idiosyncracies intro-
duced by the crowdsourcing process, and powerful
learners such as RNTN or the approach of Hall et al.
(2014) will gain performance from simply memo-
rizing the idiosyncracies of the data when there is
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SVM CLSA RNTN +replace-gold
Type Total Corr Prec Corr Prec Corr Prec Corr Prec
AVG 6341 3408 0.546 3158 0.506 3604 0.577 4309 0.690
MWE 1638 369 0.225 538 0.328 538 0.359 546 0.333
INT 612 370 0.605 362 0.592 413 0.675 470 0.768
ID 392 283 0.722 269 0.686 286 0.730 323 0.824
INV 259 76 0.293 65 0.251 93 0.359 79 0.305

Table 7: Precision of rules with non-neutral parent label (ID: daughters and parent have identical labels)

enough of it – because of the way the Stanford Sen-
timent Treebank is constructed, phrases always have
the same (context-independent) label, while we may
get a more accurate (and possibly different) picture
from introducing additional means of quality control
(which in turn increases the necessary investment for
such a sentiment treebank).

7.2 Contrasting SVM and RNTN behaviour

In table 7, we tabulated the classification accuracy
for the parent node in different types of productions
in HeiST. In this evaluation, we counted a produc-
tion as correct whenever the parent node has the
right sentiment label (in parallel with the labeled
recall in syntactic evaluation), ignoring for the mo-
ment the question whether the production produced
by a system falls into the same category. It is easy
to see that AVG-type productions are the least error-
prone for all classifiers, whereas MWE and INV pro-
ductions pose a significant challenge for the models.
We also see that on these challenging production, the
RNTN performs better than the other methods.

8 Summary

We presented a novel dataset for subsentential sen-
timent classification, which uses the same conven-
tions as the Stanford Sentiment Treebank (SSTb),
which is the only German resource of this type
besides the smaller (270 sentences) MLSA corpus
(Clematide et al., 2012). We performed a system-
atic exploration into supervised, cross-lingual, and
lexicon-based approaches on this dataset and found
that, paradoxically, the performance of the state-
of-the-art recursive neural tensor network (RNTN)
models are severely impeded in this data-sparse situ-
ation, unlike latent-variable models for syntax which
can deal with such conditions quite well: Lavelli and
Corazza (2009), for example, reports that the best

results for parsing on the very small TUT treebank
(slightly more than 2000 sentences) can be achieved
using a PCFG-LA model.

We showed that a wide variety of models – from
lexicon-based sentiment prediction over SVM with
unigram features to crosslingual classification – per-
forms better than the RNTN, and that methods to
improve RNTN performance that work in other set-
tings (syntax) do not offer any easy fix.

In a second step, we took a closer look at the
crowdsourced data in order to explain certain coun-
terintuitive results (such as the fact that most senti-
ment lexicons do not benefit from negation handling,
or that the upper baseline achievable with the RNTN
by getting gold-standard information on positive and
negative words is at about the same level as our SVM
classifier), and found that SSTb-type resources show
marked differences from e.g., the MLSA dataset as
they incorporate multiword items, but seem to be
challenging for the study of compositionality due
to noise that is not present in expert-annotated re-
sources.
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Abstract

Crowdsourcing makes it possible to create
translations at much lower cost than hiring
professional translators. However, it is still
expensive to obtain the millions of transla-
tions that are needed to train statistical ma-
chine translation systems. We propose two
mechanisms to reduce the cost of crowdsourc-
ing while maintaining high translation quality.
First, we develop a method to reduce redun-
dant translations. We train a linear model to
evaluate the translation quality on a sentence-
by-sentence basis, and fit a threshold between
acceptable and unacceptable translations. Un-
like past work, which always paid for a fixed
number of translations for each source sen-
tence and then chose the best from them, we
can stop earlier and pay less when we receive
a translation that is good enough. Second,
we introduce a method to reduce the pool of
translators by quickly identifying bad transla-
tors after they have translated only a few sen-
tences. This also allows us to rank translators,
so that we re-hire only good translators to re-
duce cost.

1 Introduction

Crowdsourcing is a promising new mechanism for
collecting large volumes of annotated data at low
cost. Many NLP researchers have started creating
speech and language data through crowdsourcing
(for example, Snow et al. (2008), Callison-Burch
and Dredze (2010) and others). One NLP applica-
tion that has been the focus of crowdsourced data
collection is statistical machine translation (SMT)

which requires large bilingual sentence-aligned par-
allel corpora to train translation models. Crowd-
sourcing’s low cost has made it possible to hire peo-
ple to create sufficient volumes of translation in or-
der to train SMT systems (for example, Ambati and
Vogel (2010), Zbib et al. (2012), Post et al. (2012),
Zbib et al. (2013)).

However, crowdsourcing is not perfect, and one
of its most pressing challenges is how to ensure the
quality of the data that is created by it. Unlike in
more traditional employment scenarios, where an-
notators are pre-vetted and their skills are clear, in
crowdsourcing very little is known about the annota-
tors. They are not professional translators, and there
are no built-in mechanisms for testing their language
skills. They complete tasks without any oversight.
Thus, translations produced via crowdousrcing may
be low quality. Previous work has addressed this
problem, showing that non-professional translators
hired on Amazon Mechanical Turk (MTurk) can
achieve professional-level quality, by soliciting mul-
tiple translations of each source sentence and then
choosing the best translation (Zaidan and Callison-
Burch, 2011).

In this paper we focus on a different aspect
of crowdsourcing than Zaidan and Callison-Burch
(2011). We attempt to achieve the same high qual-
ity while minimizing the associated costs. We pro-
pose two complementary methods: (1) We reduce
the number of translations that we solicit for each
source sentence. Instead of soliciting a fixed number
of translations for each foreign sentence, we stop so-
liciting translations after we get an acceptable one.
We do so by building models to distinguish between
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acceptable translations and unacceptable ones. (2)
We reduce the number of workers we hire, and re-
tain only high quality translators by quickly identify-
ing and filtering out workers who produce low qual-
ity translations. Our work stands in contrast with
Zaidan and Callison-Burch (2011) who always so-
licited and paid for a fixed number of translations
for each source sentence, and who had no model of
annotator quality.

In this paper we demonstrate that:

• Our model can predict whether a given transla-
tion is acceptable with high accuracy, substan-
tially reducing the number of redundant trans-
lations needed for every source segment.

• Translators can be ranked well even when ob-
serving only small amounts of data. Compared
with a gold standard ranking, we achieve a cor-
relation of 0.94 after seeing the translations of
only 20 sentences from each worker. There-
fore, bad workers can be filtered out quickly.

• We can achieve a similar BLEU score as Zaidan
and Callison-Burch (2011) at half the cost us-
ing our cost optimizing methods.

2 Problem Setup

We start with a corpus of source sentences to be
translated, and we may solicit one or more transla-
tion for every sentence in the corpus. Our targeted
task is to assemble a single high quality translation
for each source sentence while minimizing the asso-
ciated cost. This process can be repeated to obtain
multiple high quality translations.

We study the data collected by Zaidan and
Callison-Burch (2011) through Amazon’s Mechani-
cal Turk. They hired Turkers to translate 1792 Urdu
sentences from the 2009 NIST Urdu-English Open
Machine Translation Evaluation set1. A total of 52
Turkers contributed translations. Turkers also filled
out a survey about their language skills and their
countries of origin. Each Urdu sentence was trans-
lated by 4 non-professional translators (the Turkers)
and 4 professional translators hired by the LDC. The
cost of non-professional translation was $0.10 per
sentence and we estimate the cost of professional

1LDC Catalog number LDC2010T23

translation to be approximately $0.30 per word (or
$6 per sentence, with 20 words on average).

Following Zaidan and Callison-Burch (2011), we
use BLEU (Papineni et al., 2002) to gauge the qual-
ity of human translations. We can compute the ex-
pected quality of professional translation by com-
paring each of the professional translators against
the other 3. This results in an average BLEU
score of 42.38. In comparison, the average Turker
translations score only 28.13 without quality con-
trol. Zaidan and Callison-Burch trained a MERT
(Och, 2003; Zaidan, 2009) model to select one non-
professional translation out of the four and pushed
the quality of crowdsourcing translation to 38.99,
closer to the expected quality of professional trans-
lation. They used a small amount of professional
translations (10%) as calibration data to estimate the
goodness of the non-professional translation. The
component costs of their approach are the 4 non-
professional translations for each source sentence,
and the professional translations for the calibration
data.

Although Zaidan and Callison-Burch demon-
strated that non-professional translation was signif-
icantly cheaper than professionals, we are inter-
ested in further reducing the costs. Cost reduction
plays an important role if we want to assemble a
large enough parallel corpus to train a statistical ma-
chine translation system which typically require mil-
lions of translated sentences. Here, we introduce
several methods for reducing the number of non-
professional translations while still maintaining high
quality.

3 Estimating Translation Quality

We use a linear regression model2 to predict a qual-
ity score (score(t) ∈ R) for an input translation t.

score(t) = ~w · ~f(t)

where ~w is the associated weight vector and ~f(t) is
the feature vector of the translation t.

We replicate the feature set used by Zaidan and
Callison-Burch (2011) in their MERT model:

• Sentence-level features: 9 features based on
2We used WEKA package: http://www.cs.

waikato.ac.nz/ml/weka/
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Figure 1: Example bilingual features for two crowd-
sourced translations of an Urdu sentence. The numbers
are alignment probabilities for each aligned word. The
bilingual feature is the average of these probabilities, thus
0.240 for the good translation and 0.043 for the bad trans-
lation. Some words are not aligned if potential word pairs
don’t exist in bilingual training corpus.

language model, sentence length and edit dis-
tance to other translations.

• Worker-level features: 15 features based on
worker’s language ability, location and average
sentence-level scores.

• Ranking features: 3 features based on the judg-
ments of monolingual English speakers’ rank-
ing the translations from best to worst.

• Calibration features: 1 feature based on the av-
erage BLEU score of a worker’s translations
provided is computed against professional ref-
erences.

We additionally introduce a new bilingual fea-
ture based on IBM Model 1. We align words be-
tween each candidate translation and its correspond-
ing source sentence. The bilingual feature is the av-
erage of its alignment probabilities between words
in the source sentence and words in the Turker’s
translation. In Figure 1, we show how the bilin-
gual feature allows us to distinguish between a valid
translation (top) and an invalid/spammy translation
(bottom).

4 Reducing the Number of Translations

The first way that we optimize cost is to solicit fewer
redundant translations. The strategy is to recognize
when we have got a good translation of a source
sentence and to immediately stop purchasing addi-
tional translations of that sentence. The crux of this
method is to decide whether a translation is ‘good

Algorithm 1 How good is good enough
Input: δ, the allowable deviation from the expected
upper bound on BLEU score (using all redundant
translations); α, the upper bound BLEU score; a
training set S = {~fsi,j , ysi,j)j=1..m

i=1..n } and a validation
set V = {(~fvi,j , yvi,j)j=1..m

i=1..n } where ~fi,j is the fea-
ture vector for ti,j which is the jth translation of the
source sentence si and yi,j is the label for ~fi,j .
Output: θ, the threshold between acceptable and
unacceptable translations; ~w, a linear regression
model parameter.

1: initialize θ ← 0,~w ← ∅
2: ~w′ ← train a linear regression model on S
3: maxbleu ← select best translations for each
si ∈ S based on the model parameter ~w′ and
record the highest model predicted BLEU score

4: while θ 6= maxbleu do
5: for i← 1 to n do
6: for j ← 1 to m do
7: if ~w′ · ~fvi,j > θ ∧ j < m then select
tvi,j for si and break

8: if j == m then select tvi,m for si

9: q ← calculate translation quality for V
10: if q > δ · α then break
11: else θ = θ + stepsize

12: ~w ← train a linear regression model on S ∪ V
13: Return: θ and model parameter ~w

enough,’ in which case we do not gain any benefit
from paying for another redundant translation.

Our translation reduction method allows us to set
an empirical definition of ‘good enough’. We define
an Oracle upper bound α to be the estimated BLEU
score using the full set of non-professional transla-
tions. We introduce a parameter δ to set the allow-
able degradation in translation quality. We train a
model to search for a threshold θ between acceptable
and unacceptable translations for a specific value of
δ. For instance, we may fix δ at 95%, meaning
that the resulting BLEU score should not drop below
95% of the α after reducing the number of transla-
tions.

For a new translation, our model scores it, and
if its score is higher than θ, then we do not solicit
another translation. Otherwise, we continue to so-
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δ(%) BLEU Score # Trans.
90 36.26 1.63
91 36.66 1.69
92 36.93 1.78
93 37.23 1.85
94 37.48 1.93
95 38.05 2.21
96 38.16 2.30
97 38.48 2.47
98 38.67 2.59
99 38.95 2.78

100 39.54 3.18

Table 1: The relationship between δ (the allowable devia-
tion from the expected upper bound on BLEU score), the
BLEU score for translations selected by models from par-
tial sets and the average number of translation candidates
set for each source sentence (# Trans).

licit translations. Algorithm 1 details the process of
model training and searching for θ.

4.1 Experiments

We divide data into a training set (10%), a validation
set (10%) and a test set (80%). Each source sen-
tence has four translations in total. We use the val-
idation set to search for θ. The Oracle upper bound
on BLEU is set to be 40.13 empirically. We then
vary the value of δ from 90% to 100%, and sweep
values of θ by incrementing it in step sizes of 0.01.
We report results based on a five-fold cross valida-
tion, rotating the training, validation and test sets.

4.1.1 Baseline and upper bound
The baseline selection method of randomly pick-

ing one translation for each source sentence achieves
a BLEU score of 29.56. To establish an upper bound
on translation quality, we perform an oracle exper-
iment to select best translation for each source seg-
ment from full sets of candidates. It reaches a BLEU
score of 40.13.

4.1.2 Translation reducing method
Table 1 shows the results for translation reducing

method. The δ variable correctly predicts the devia-
tion in BLEU score when compared to using the full
set of translations. If we set δ < 0.95 then we lose 2
BLEU points, but we cut the cost of translations in

0 1 2 3 4 5 6 7

Time (days)

a143bvgouf83je
a3dd3acpmvdvca
a2yc779twnpohq

a1wyssw33m2fz2
a3b84pq645okwb

a132zmwemnnusa
a3sw1e5d0b9v9a

a1es9zcdrlgxls
a2xknsbfsj3hso

a4x4g5ttibjer
a28z6a8uc4er3x
a1hb5veh552cys
a39gcdog0zj64o

a2llfcd7di80k3
a28e6z78qj2yz6
a3u16uhguaktzs
a8v7wa74iohz9

a31n8vegvccz9a
a2aktvoca80377
a2qlm59qc9g1uf

a2jtc8u7z5z9tf
a21xirv18up71h
a1is07hajk7bzr
a1fij2sbw160xt

a1u0z1mafqeh9y
a7o9tyb0xcikg
a2yfc3l62fkzfr

a3fq8i38xt2b4z
a33mu4sfa9v8ei
a3bz8b0jpubzqq
a1aczgd5azz3r7
a1vbzioywe4osh
a2de039cxxjuga
a237ydzvlsvdzw

a1sanjgoj47idf
a2u20xxn0ob88e

alzgu09bjzsiw
a353ocl6lm6m4o
a2i57ww1b3evwx

alrghxunh1uv7
amwxjmcv94h5s

a2pwmdzucikw4c
a3hs2e871iw2fi
ayowrg5s0py3f

a3kwcqj39dxkt4
az9utcfpk0ude

a2dsltew8ffmbv
a172x4w90uost1

a34ce07kjic192
a1kpcqmdzmxxzw

a2iouac3vzbks6

Figure 2: A time-series plot of all of the translations
produced by Turkers (identified by their WorkerID serial
number). Turkers are sorted with the best translator at the
top of the y-axis. Each tick represent a single translation
and black means better than average quality.

half, since we pay for only two translations of each
source segment on average.

5 Choosing Better Translators

The second mechanism that we use to optimize cost
is to reduce the number of non-professional trans-
lators that we hire. Our goal is to quickly identify
whether Turkers are good or bad translators, so that
we can continue to hire only the good translators and
stop hiring the bad translators after they are identi-
fied as such. Before presenting our method, we first
demonstrate that Turkers produce consistent quality
translations over time.

5.1 Turkers’ behavior in translating sentences

Do Turkers produce good (or bad) translations con-
sistently or not? Are some Turkers consistent and
others not? We used the professional translations
as a gold-standard to analyze the individual Turk-
ers, and we found that most Turkers’ performance
stayed surprisingly consistent over time.

Figure 2 illustrates the consistency of workers’
quality by plotting quality of their individual trans-
lations on a timeline. The translation quality is com-
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puted based on the BLEU against professional trans-
lations. Each tick represent a single translation and
depicts the BLEU score using two colors. The tick
is black if its BLEU score is higher than the median
and it is red otherwise. Good translators tend to pro-
duce consistently good translations and bad transla-
tors rarely produce good translations.

5.2 Evaluating Rankings

We use weighted Pearson correlation (Pozzi et al.,
2012) to evaluate our ranking of workers against
gold standard ranking. Since workers translated dif-
ferent number of sentences, it is more important to
rank the workers who translated more sentences cor-
rectly. Taking the importance of workers into con-
sideration, we set a weight to each worker using the
number of translations he or she submitted when cal-
culating the correlation. Given two lists of worker
scores x and y and the weight vector w, the weighted
Pearson correlation ρ can be calculated as:

ρ(x, y;w) =
cov(x, y;w)√

cov(x, x;w)cov(y, y;w)
(1)

where cov is weighted covariance:

cov(x, y;w) =
∑

iwi(xi −m(x;w))(yi −m(y;w))∑
iwi

(2)
and m is weighted mean:

m(x;w) =
∑

iwixi∑
iwi

(3)

5.3 Automatically Ranking Translators

We introduce two approaches to rank workers using
a small portion of the work that they submitted. The
strategy is to filter out bad workers, and to select the
best translation from translations provided by the re-
maining workers. We propose two different ranking
methods:

Ranking workers using their first k translations
We rank the Turkers using their first few transla-
tions by comparing their translations against the pro-
fessional translations of those sentences. Ranking
workers on gold standard data would allow us to dis-
card bad workers. This is similar to the idea of a
qualification test in MTurk.

Ranking workers using a model In addition to
ranking workers by comparing them against a gold
standard, we also attempt to automatically predict
their ranks with a model. We use the linear re-
gression model to score each translation and rank
workers by their model predicted performance. The
model predicted performance of the worker w is:

performance(w) =

∑
t∈Tw

score(t)
|Tw| (4)

where Tw is the set of translations completed by the
worker w and score(t) is the model predicted score
for translation t.

5.4 Experiments
After we rank workers, we keep top-ranked workers
and select the best translation only from their trans-
lations. For both ranking approaches, we vary the
number of good workers that we retain.

We report both rankings’ correlation with the gold
standard ranking. Since the top worker threshold is
varied and since we change the value of k in first
k sentence ranking, we have a different test set in
different settings. Each test set excludes any items
which were used to rank the workers, or which did
not have any translations from the top workers ac-
cording to our rankings.

5.4.1 Gold standard and Baseline
We evaluate ranking quality using the weighted

Pearson correlation (ρ) compared with the gold stan-
dard ranking of workers. To establish the gold stan-
dard ranking, we score each Turker based on the
BLEU score comparing all of his or her translations
to the corresponding professional references.

We use the ranking by the MERT model devel-
oped by Zaidan and Callison-Burch (2011) as base-
line. It achieves a correlation of 0.73 against the gold
standard ranking.

5.4.2 Ranking workers using their first k
translations

Without using any model, we rank workers using
their first k translations. We select best translation
of each source sentence from the top ranked worker
who translated that sentence.

Table 2 shows the results of Pearson correlations
for different value of k. As k increases, our rankings
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Figure 3: Correlation between gold standard ranking
and ranking computed using the first 20 sentences as cal-
ibration. Each bubble represents a worker. The radius
of each bubble shows the relative volume of translations
completed by the worker. The weighted correlation is
0.94.
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Figure 4: Correlation between gold standard ranking
and our model’s ranking. The corresponding weighted
correlation is 0.95.

fit the gold ranking better. Consequently, we can
decide whether to continue to hire a worker in a very
short time after analyzing the first k sentences (k ≤
20) provided by each worker. Figure 3 shows the
correlation of gold ranking and the ranking based on
workers’ first 20 sentences.

5.4.3 Ranking workers using a model
We train a linear regression model on 10% of the

data to rank workers. We use the model to select the
best translation in one of two ways:

• Using the model’s prediction of workers’ rank,
and selecting the translation from the best
worker.

• Using the model’s score for each translation
and selecting the highest scoring translation of
each source sentence.

Table 3 shows that the model trained on all fea-
tures achieves a very high correlation with the gold
standard ranking (Pearson’s ρ = 0.95), and a BLEU
score of 39.80.

Figure 4 presents a visualization of the gold rank-
ing and model ranking. The workers who produce
the largest number of translations (large bubbles in
the figure) are ranked extremely well.

5.5 Filtering out bad workers

Ranking translators would allow us to reduce costs
by only re-hiring top workers. Table 4 shows what
happens when we vary the percentage of top ranked
workers we retain. In general, the model does a
good job of picking the best translations from the
remaining good translators. Compared to actually
knowing the gold ranking, the model loses only 0.55
BLEU when we filter out 75% of the workers. In this
case we only need to solicit two translations for each
source sentence on average.

6 Cost Analysis

We have introduced several ways of significantly
lowering the costs associated with crowdsourcing
translations when a large amount of data are so-
licited (on the order of millions of samples):

• We show that after we have collected one trans-
lation of a source sentence, we can consult a
model that predicts whether its quality is suffi-
ciently high or whether we should pay to have
the sentence re-translated. The cost savings
for non-professionals here comes from reduc-
ing the number of redundant translations. We
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Proportion of
Calibration Data ρ

First k sentences Percentage
1 0.7% 0.21
2 1.3% 0.38
3 2.0% 0.41
4 2.7% 0.56
5 3.3% 0.70
10 6.6% 0.81
20 13.3% 0.94
30 19.9% 0.96
40 26.6% 0.98
50 33.2% 0.98
60 39.8% 0.98

Table 2: Pearson Correlations for calibration data in dif-
ferent proportion. The percentage column shows what
proportion of the whole data set is used for calibration.

BLEU
Feature Set ρ rank score

(S)entence features 0.80 36.66 37.84
(W)orker features 0.78 36.92 36.92
(R)anking features 0.81 36.94 35.69
Calibration features 0.93 38.27 38.27

S+W+R features 0.86 37.39 38.69
S+W+R+Bilingual features 0.88 37.59 39.23

All features 0.95 38.37 39.80
Baseline (MERT) 0.73 - 38.99

Table 3: Correlation (ρ) and translation quality for the
various features used by our model. Translation quality is
computed by selecting best translations based on model-
predicted ranking for workers (rank) and model-predicted
scores for translations (score). Here we do not filter out
bad workers when selecting the best translation.

can save almost half of the cost associated with
non-professional translations to get 95% of the
translation quality using the full set of redun-
dant translations.

• We show that we can quickly identify bad
translators, either by having them first trans-
late a small number of sentences to be tested
against professional translations, or by estimat-
ing their performance using a feature-based lin-
ear regression model. The cost savings for
non-professionals here comes from not hiring

Top BLEU
(%) random model gold ∆ # Trans
25 29.85 38.53 39.08 0.55 1.95
50 29.80 38.40 39.00 0.60 2.73
75 29.76 38.37 38.98 0.61 3.48

100 29.83 38.37 38.99 0.62 4.00

Table 4: A comparison of the translation quality when we
retain the top translators under different rankings. The
rankings shown are random, the model’s ranking (using
all features from Table 3) and the gold ranking. ∆ is the
difference between the BLEU scores for the gold ranking
and the model ranking. # Trans is the average number of
translations needed for each source sentence.

bad workers. Similarly, we reduce the non-
professional translation cost to the half of the
original cost.

• In both cases we need some amount of profes-
sionally translated materials to use as a gold
standard for calibration. Although the unit cost
for each reference is much higher than the unit
cost for each non-professional translation, the
cost associated with non-professional transla-
tions can dominate the total cost since the large
amount of data need to be collected. Thus,
we focus on reducing cost associated with non-
professional translations.

7 Related Work

Sheng et al. (2008) focused on training a machine
learning model from noisy labels. We cannot al-
ways get high-quality labeled data from crowdsourc-
ing, but we can still ensure that a model trained
on the data is accurate by redundantly labeling the
data. Sheng et al. (2008) proposed a framework for
repeated-labeling that resolves the uncertainty in la-
beling via majority voting. The experimental results
show that a model’s accuracy is improved even if la-
bels in its training data are noisy and imperfect. As
long as the integrated quality (the probability of the
integrated labeling being correct) is higher than 0.5,
repeated labeling benefits model training.

Passonneau and Carpenter (2013) created a
Bayesian model of annotation. They applied it to
the problem of word sense annotation. Passonneau
and Carpenter (2013) also proposed an approach to
detect and avoid spam workers. They measured the
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performance of worker by comparing worker’s la-
bels to the current majority labels. Workers with bad
performance can be identified and blocked.

Lin et al. (2014) examined the relationship be-
tween worker accuracy and budget in the context
of using crowdsourcing to train a machine learning
classifier. They show that if the goal is to train a clas-
sifier on the labels, that the properties of the clas-
sifier will determine whether it is better to re-label
data (resulting in higher quality labels) or get more
single labeled items (of lower quality). They showed
that classifiers with weak inductive bias benefit more
from relabeling, and that relabeling is more impor-
tant when worker accuracy is low.

Novotney and Callison-Burch (2010) showed a
similar result for training an automatic speech recog-
nition (ASR) system. When creating training data
for an ASR system, given a fixed budget, their sys-
tem’s accuracy was higher when it is trained on more
low quality transcription data compared to when it
was trained on fewer high quality transcriptions.

8 Conclusion

In this paper, we propose two mechanisms to op-
timize cost: a translation reducing method and a
translator reducing method. They have different
applicable scenarios for large corpus construction.
The translation reducing method works if there ex-
ists a specific requirement that the quality must
reach a certain threshold. This model is most effec-
tive when reasonable amounts of pre-existing pro-
fessional translations are available for setting the
model’s threshold. The translator reducing method
is very simple and easy to implement. This approach
is inspired by the intuition that workers’ perfor-
mance is consistent. The translator reducing method
is suitable for crowdsourcing tasks which do not
have specific requirements about the quality of the
translations, or when only very limited amounts of
gold standard data is available.
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Abstract

We investigate the problem of predicting
the quality of automatic speech recognition
(ASR) output under the following rigid con-
straints: i) reference transcriptions are not
available, ii) confidence information about the
system that produced the transcriptions is not
accessible, and iii) training and test data come
from multiple domains. To cope with these
constraints (typical of the constantly increas-
ing amount of automatic transcriptions that
can be found on the Web), we propose a
domain-adaptive approach based on multitask
learning. Different algorithms and strategies
are evaluated with English data coming from
four domains, showing that the proposed ap-
proach can cope with the limitations of previ-
ously proposed single task learning methods.

1 Introduction

The variety of applications for large vocabulary
speech recognition technology (LVCSR) is rapidly
growing. For instance, automatic transcriptions are
now used, either as-is or as rough material to be
checked and corrected by humans, for captioning
and subtitling DVD movies, Youtube videos, TV
programs and recordings in noisy environments such
as meetings and teleconferences. To enable fur-
ther integration in these and other scenarios, the im-
provement of the core automatic speech recognition
(ASR) technology should go hand in hand with the
development of evaluation methods adequate to ad-
dress new needs and constraints. Indeed, the stan-
dard evaluation protocol, based on computing the

word error rate of transcription hypotheses against
reference transcripts,1 is not always a viable solu-
tion.

In terms of needs, the aforementioned appli-
cations call for efficient and replicable evaluation
methods suitable for real-time processing. While
the availability of manually-created reference tran-
scripts is a core ingredient for system development,
tuning and lab testing, their use for on-field evalu-
ation (i.e. during the actual use) is impractical for
obvious reasons (i.e. the need of a quick response).

In terms of constraints, the problem is that ASR
technology is often used as a black-box, that is, with-
out any knowledge of how the transcriptions are gen-
erated.2 This calls for techniques capable to esti-
mate ASR output quality under the rigid constraint
of having, as a basic source of information, only the
spoken utterance (the acoustic signal) and the tran-
scription itself. Indeed, the invaluable information
provided by current confidence estimation methods
(e.g. word posterior probabilities (Evermann and
Woodland, 2000; Wessel et al., 2001), consensus de-
coding (Mangu et al., 2000) and minimum Bayes-
risk decoding (Xu et al., 2010)) is not accessible
when evaluating the output of an unknown system.

1The word error rate (WER) is the minimum edit distance
between an hypothesis and the reference transcription. Edit
distance is calculated as the number of edits (word insertions,
deletions, substitutions) divided by the number of words in the
reference.

2For instance, as announced by Google, in 2012 about
157 million YouTube videos in 10 languages already fea-
tured captions generated by a black-box ASR system
(source: http://techcrunch.com/2012/06/15/
youtube-launches-auto-captions-in-spanish/).
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To cope with these issues, Negri et al. (2014)
proposed a reference-free ASR quality estimation
(QE) method capable to operate both in a glass-box
(i.e. having access to confidence information) and
in a black-box fashion (i.e. without any knowledge
about the ASR system’s inner workings). According
to the authors, despite the promising evaluation re-
sults, the supervised learning approach adopted has
a main limitation: the degradation in performance
when models are trained on non-homogeneous data
that comes from different domains, speakers, or sys-
tems. However, although empirical evidence of this
limitation is provided, the robustness of ASR QE
systems to the heterogeneity of training and test data
is left as an open issue.

Filling this gap, which is the goal of this paper,
would be a significant step towards real-time ASR
output evaluation, and its seamless integration in a
number of application frameworks. Along this di-
rection, we propose and evaluate a supervised do-
main adaptation technique based on multitask learn-
ing (Caruana, 1997). Our approach aims to exploit
training data coming from different “domains” (in
a broad sense, e.g. different genres, speakers, top-
ics, styles, etc.) and to obtain ASR QE models that
are robust to differences with respect to the test data.
Experiments are carried out with English data com-
ing from four domains, and by comparing different
algorithms and strategies.

Overall, our contributions can be summarized as
follows:

• Multitask learning (MTL) is investigated for
the first time in the ASR QE scenario, as a way
to cope with the dissimilarity between training
and test data coming from multiple domains.

• The QE problem is approached both as a re-
gression (assignment of real-valued quality la-
bels) and as a binary classification task (as-
signment of ‘good’/‘bad’ labels according to
a given, arbitrary WER threshold). The latter
task is introduced as a preliminary study.

• Results are thoroughly analyzed, considering
both the amount of training data coming from
the different domains and the relative distance
between their distributions.

2 Related Work

In the ASR field, most prior works that address the
reference-free estimation of output quality fall into
the confidence estimation (CE) framework. In this
framework, the reliability of a transcription is es-
timated from the system’s standpoint, that is, as a
function of the process that generated the transcrip-
tion (Sukkar and Lee, 1996; Evermann and Wood-
land, 2000; Wessel et al., 2001; Sanchis et al., 2012;
Seigel, 2013, inter alia). In CE, the information
available to the estimator covers all the aspects of
the decoding process (e.g. word posterior probabili-
ties, n-best lists, hypotheses density, language model
scores). Although related to our problem, CE hence
builds on a strong assumption (i.e. the ASR system
is known), which does not hold in many situations.

Quality estimation, instead, operates in the least
favorable condition in which, besides the lack of ref-
erences, the ASR system is regarded as a “black-
box”. To our knowledge, the study proposed in (Ne-
gri et al., 2014) is the most relevant related work
along this direction. In their investigation, the au-
thors run a set of experiments aimed to predict the
WER of automatically transcribed utterances in dif-
ferent testing conditions (by varying the distance be-
tween training and test data), with different state-
of-the-art learning algorithms (all for regression),
and with different groups of features (the so called
“black-box” and “glass-box” feature groups). The
major problem emphasized in their analysis is the
strong dependency between QE models and the de-
gree of homogeneity of training and test data. From
the application perspective, this is a severe limita-
tion since (as in any other supervised learning set-
ting) the similarity of training and test sets is a strong
requirement that should be bypassed (possibly with
minimal loss in performance). This issue, which has
not been addressed yet, is the starting point of our
investigation.

Another aspect that so far has been disregarded
concerns the type of estimates that a model should
return. Indeed, while ASR QE has been explored as
a regression task (i.e. aiming to return real-valued
quality estimates), nothing has been done to ap-
proach it as a classification problem (i.e. assigning
quality estimates chosen from two or more classes).
In classification mode, we return explicit good/bad
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labels based on a fixed, application-dependent qual-
ity criterion defined a priori (a threshold set on train-
ing data). Since the way to present the quality esti-
mates can have interesting effects on their practical
use, the impact of the aforementioned learning prob-
lem on a supervised classification setting is another
aspect that deserves investigation and motivates our
work.

3 Multitask Learning for Adaptive ASR
Quality Estimation

The problem of dealing with different distributions
between training and test data is broadly investi-
gated by the machine learning community. In par-
ticular, approaches for dealing with domain drift
are proposed within the scope of transfer learning,
whose aim is to explore knowledge from one or
more source tasks (henceforth, we use the terms do-
main and task interchangeably) and apply it to a tar-
get task (Pan and Yang, 2010). In this paper we use
a transfer learning technique called multitask learn-
ing (MTL), which explores domain-specific training
signals of related tasks to improve model generaliza-
tion (Caruana, 1997).

MTL is an inductive transfer method that assumes
that the tasks are related and share a certain struc-
ture that allows knowledge transfer. In early works,
for instance, these shared structures are the hid-
den layers of a neural network (Caruana, 1997).3

The authors showed that MTL improves over learn-
ing each task in isolation (called single task learn-
ing, STL henceforth) for different problems. Sev-
eral approaches to MTL have been proposed and
each makes different assumptions about the struc-
ture shared among the tasks. In this work we ex-
plore three different MTL algorithms that deal with
task relatedness in different ways.

Before defining each one of the three approaches,
we introduce some basic notation previously used
by Chen et al. (2011). In MTL there are K ∈ N
tasks and each task k ∈ [1,K] has mk training in-
stances {(x1, y1), . . . , (xmk

, ymk
)}, with xi ∈ Rd

where d is the number of features and yi ∈ R is
the output (the response variable or label). For each

3Another intuitive example of transferable knowledge is the
fact that, for some domains, a fraction of the extracted features
can show a correlated behavior.

task, the input features and labels form two different
matrices X(k) = [x1,(k), . . . ,xmk,(k)] and Y(k) =
[y1,(k), . . . , ymk,(k)], respectively. The weights of
the features for all tasks are represented by matrix
W, where each column corresponds to a task and
each row corresponds to a feature. The function
L(W,X,Y) is the loss function defined for each
algorithm. We work with two loss functions:

• Least squares (for regression), defined as
(XT

(k)Wk −Y(k))2, where k is the task identi-
fier and Wk is the k-th column of W;

• Logistic Regression (for classification), defined
as log(1 + exp(−Y(k)XT

(k)Wk)).

MTL Lasso. This algorithm extends the idea of
the Lasso (Tibshirani, 1996) to the MTL setting. In
MTL Lasso the `1-norm (the sum of the absolute

values of the weights vector, given by
d∑
i=1
|wi|) is

applied to all the tasks at once (the ||W||1 compo-
nent in Eq. 1). The λ ∈ [0, 1] parameter controls
the level of regularization applied to the model. In
other words, the sparsity of the predicted model is
controlled via λ which weights the `1-norm across
all tasks.

min
W

K∑
k=1

L(Wk,X(k),Y(k)) + λ||W||1 (1)

MTL L21. This algorithm (Argyriou et al., 2007)
learns a low-dimensional representation of the fea-
tures across tasks, and induces sparsity on the fea-
ture weights for all the tasks at the same time. This
is achieved through the use of a group regularizer
that penalizes the weights matrix W with the `2,1-
norm (Eq. 2). This norm is defined as ||W||2,1 =
d∑
i=1
||Wi||2, where d is the number of features and

Wi is the i-th row of W. It is obtained by first
computing the 2-norm of each row in W (the fea-
tures) and then computing the 1-norm over the re-
sulting vector. The 2-norm of a vector is given by

||x||2 =
√∑

i x
2
i . The parameter λ ∈ [0, 1] con-

trols the regularization applied to the model. MTL
L21 assumes that all tasks share the same feature
representation.
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min
W

K∑
k=1

L(Wk,X(k),Y(k)) + λ||W||2,1 (2)

Robust MTL. This algorithm does not assume
that all the tasks share the same feature representa-
tion as the previous two algorithms do (Chen et al.,
2011). Moreover, RMTL uses two different struc-
tures: one for grouping related tasks to share knowl-
edge; the other for identifying irrelevant tasks and
keeping them in a different group that does not share
information with the first one. This is to cope with
situations in which, since tasks are not related, neg-
ative transfer of information across tasks might oc-
cur, thus harming the generalization of the model.
The algorithm approximates task relatedness via a
low-rank structure and identifies outlier tasks us-
ing a group-sparse structure (column-sparse, at task
level). RMTL minimizes the expression described in
3. It employs a non-negative linear combination of
the trace norm (the task relatedness component L)
and a column-sparse structure induced by the `1,2-
norm (the outlier task detection component S). If a
task is an outlier it will have non-zero entries in S.

min
W

K∑
k=1

L(Wk,X(k),Y(k))+λl||L||∗+λs||S||1,2 (3)

In Eq. 3 W is subject to L + S, where ||.||∗ is the
trace norm, given by the sum of the singular values
σi of W, and ||S||1,2 is the group regularizer that
induces sparsity on the tasks. It is obtained by first
computing the `1-norm over the columns of W and
then applying the `2-norm over the resulting vector.
The λl and λs parameters control the level of regu-
larization of L and S, respectively.

All the MTL algorithms presented in this section
are linear, with different regularization terms. While
RMTL is only defined for regression, the other algo-
rithms are defined for both regression and classifica-
tion.

4 Experimental Setting

Our experiments aim to measure the capability of
MTL methods to learn across different domains. To
this aim, the algorithms4 previously described are

4In our experiments we used the implementations available
in the Malsar toolkit (Zhou et al., 2012)

compared with the STL baseline, both in regression
and in binary classification. Given a set of (signal,
transcription, WER) tuples as training instances, our
task is to label new unseen (signal, transcription)
test pairs with a WER prediction (regression mod-
els) or with a good/bad tag (classification models)
depending on the quality of the transcription.

In classification, the class boundary is defined a
priori, according to an arbitrary threshold τ set on
the WER of the instances: those with a WER ≤ τ
will be considered as positive examples while the
others will be considered as negative examples. Dif-
ferent thresholds can be set to experiment with test-
ing conditions that reflect a variety of application-
oriented requirements. We work at one extreme, in
which a value of τ close to zero (0.05) emphasizes
systems’ ability to precisely identify high-quality
transcriptions (those withWER ≤ τ ). Any applica-
tion that requires precise judgments to isolate high-
quality ASR output can potentially benefit of such
optimization (e.g. data selection for acoustic model-
ing using a QE-based active learning model). The
investigation of other thresholding schemes, how-
ever, is certainly an aspect that we want to explore
in the future.

The small value of τ selected produces a skewed
distribution of classes, with a ratio of good to bad
labels across the four domains of about 75% “good”
and 25% “bad”. To cope with this issue, we use a
sample weighting technique while training the clas-
sification models (Veropoulos et al., 1999). We as-
sign a weight w to each of the training instances,
computed as the inverse of its class frequency in the
training set. In other words, w is obtained by di-
viding the total number of training samples by the
number of training samples belonging to the class of
the given utterance.

4.1 Data

Our datasets include English audio recordings from
four different domains: broadcast news (henceforth
News), political speeches (Legal), weather reports
(Weather) and talks of single speakers in the con-
text of the TED talks (TED). All datasets (see Ta-
ble 1 for details) were used in past ASR evaluation
campaigns, and are provided with manual reference
transcriptions associated to each audio recording.
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News Legal Weather TED
Total dur. (min) 150 338 108 340
# running words 26,282 53,846 23,722 41,545
# utterances 737 2,922 1,290 2,245
# speakers 178 95 36 28
Avg. utt. dur. (s) 12.2 6.9 5.0 9.1
WER 17.7 20.4 11.9 22.9

Table 1: Some characteristics of the four domains.

News. We use the HUB45 corpus, which contains
104 hours of broadcasts from different television and
radio networks. We selected the 1999 test set of the
DARPA Hub-4 evaluation, consisting of two record-
ings acquired in TV studios and containing speech
of professional speakers reading news.

Legal. This audio database6 contains recordings
of European Parliament members speaking in ple-
nary sessions, as well as recordings of interpreters
(non-native speakers). Speech is hence quite sponta-
neous, and a relevant level of reverberation is present
due to the usage of table-mounted microphones. The
data that we used for our experiments are both the
English EPPS development (dev06) and evaluation
(eval07) sets of the 2007 TC-STAR ASR evaluation
campaign (Hamon et al., 2007).

Weather. This dataset is formed by recordings of
weather reports broadcasted by the BBC English
TV channel, and contains both national and local
weather forecasts. There are roughly 50 native
speakers and the speech is delivered very quickly.
Although the speakers are native and the recordings
are performed in a controlled environment, there are
some hesitations, grammar errors or lengthy formu-
lations in the recordings which are corrected in the
captions (which can thus be considered as loose ref-
erence transcripts (Mohr et al., 2013)).

TED. This dataset contains audio recordings of
English speakers (28 different talks) and was used
within the IWSLT 2013 evaluation campaign (Cet-
tolo et al., 2013). This domain presents large vari-
ability of topics (hence a large, unconstrained vocab-
ulary), presence of non-native speakers, and a rather

5distributed by the Linguistic Data Consortium and avail-
able at https://catalog.ldc.upenn.edu/docs/
LDC2000S88/

6http://catalog.elra.info/product_info.
php?products_id=1032

informal speaking style.
Given their diverse nature, the four domains

present a big challenge both for ASR and QE sys-
tems. From Table 1 it is possible to grasp several
differences among them. One aspect that reflects
such differences is the WER of the ASR system we
used to transcribe the utterances (described in Sec-
tion 4.2). The lowest WER is for Weather, a do-
main in which the speech is planned. This is also
the domain with the shortest average utterance dura-
tion (5 sec.), the lowest number of speakers (36) and
the lowest number of running words (23,722). The
higher WER achieved on the other domains is due
to the more challenging conditions posed by each of
them. TED and News include speeches about un-
constrained topics, and their average utterance dura-
tions tend to be longer than for the other two do-
mains. News is the shortest domain in duration
and the smallest in number of utterances (150 min.
for 737 utterances), but has the highest number of
speakers. This means that there are very few utter-
ances for each speaker, in average, and that both the
ASR and the QE system must cope with the differ-
ences in speech for all these subjects. Legal presents
the second largest number of speakers, both native
and non-native, using a specific terminology on a
varied number of topics.

4.2 ASR System

The ASR engine used in our experiments makes
use of Hidden Markov Models (HMMs) of tri-
phone units and of 4-gram back-off language mod-
els (LMs). HMMs are trained on domain-specific
sets of audio data. The HUB4 training corpus is re-
leased with “verbatim” transcriptions of the audio
signals while, for the other three domains (i.e. Le-
gal, Weather and TED), training data have only as-
sociated captions, which are not always exact tran-
scriptions of the corresponding audio recordings. To
extract audio segments with reliable transcriptions
we hence applied a lightly supervised training pro-
cedure (Lamel et al., 2001). This resulted in 67
hours of recordings for the Weather domain, 144
hours for TED, 164 hours for News and 100 hours
for Legal. For LM training, first, a general purpose
LM is trained on the Gigaword text corpus (5th ed.)
(Parker et al., 2011) then, it is adapted to all do-
mains, using domain specific text data. Each auto-
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matic transcription of the data presented in Table 1
is generated with the corresponding word and time
boundaries that are aligned with the reference utter-
ances. This allows us to compute the utterance WER
and the features for the various prediction models.

4.3 Features

Our models are trained with the same 52 “black-
box” features proposed by Negri et al. (2014), which
can be categorized in three groups: Signal, Hybrid
and Textual. The first group aims to capture the diffi-
culty to transcribe the input and is extracted by look-
ing at the signal segment as a whole. Hybrid features
provide a more fine-grained way to capture the tran-
scription difficulty, by linking the signal to the out-
put transcription. Textual features aim to capture the
plausibility/fluency of a transcription considering its
surface word information.

4.4 Evaluation Metrics

Regression. Our regression models are evaluated
in terms of mean absolute error (MAE). The MAE, a
standard error measure for regression, is the average
of the absolute difference between the prediction ŷi
of a model and the gold standard response yi for all
instances in the test set. As it is an error measure,
lower values indicate better performance.

Classification. To handle the imbalanced class
distribution, and equally reward the correct classi-
fication on both classes, our evaluation is carried out
in terms of balanced accuracy (BA – the higher the
better), which is computed as the average of the ac-
curacies on the two classes (Brodersen et al., 2010).
When the distribution of classes is balanced, BA is
equal to the accuracy metric.

4.5 Baselines

Regression. We compare the MTL methods
against two baselines. The first one, simple but often
hard to beat for regression models, is computed by
labeling all the test instances with the Mean WER
value calculated on the training set. The second
baseline is an STL algorithm trained on data from
the target domain. The algorithm that we used (STL
Elastic henceforth) is the elastic net (Zou and Hastie,
2005). Parameter estimation is performed with 5-
fold cross-validation.

Classification. In this setting we also consider two
baselines. The first one (Majority) is computed by
labeling all the test instances with the most frequent
label in the training set and, by definition, corre-
sponds to a score of 0.5 in terms of balanced accu-
racy. The second classification baseline is the logis-
tic regression (STL LogReg henceforth), also known
as maximum entropy algorithm (Hastie et al., 2009).
We perform parameter optimization for LogReg us-
ing stratified 5-fold cross-validation in a randomized
search process (Bergstra and Bengio, 2012).

For both STL baselines we selected algorithms7

that induce linear models and use the same loss func-
tions (least squares for regression and logistic re-
gression for classification) of the MTL methods.

5 Results and Discussion

To mitigate the effect of having considerably differ-
ent amounts of training data in the four domains,
and equally weight their contribution to the learn-
ing task, all our models (STL and MTL) are trained
using the same number of instances from all the do-
mains and, at most, half of the data available for the
smallest domain, News (i.e. 362 instances). To ana-
lyze performance variations with different amounts
of data, we create subsets of the 362 instances, for
10 different sizes ranging from 10% to 100% of the
instances for each domain.8 We repeat this process
30 times by randomly shuffling all the data avail-
able for each domain. For each of the resulting
learning curves, the plots in this section present the
confidence intervals9 (at 95%) for the 30 different
train/test splits.

In addition to the STL model trained only on in-
domain data, we also experiment with an STL model
trained on the concatenation of the training data of
all domains. Its results are, on average, statistically
comparable to, or worse than, STL in-domain for
both regression and classification.

Regression. Among the three MTL regression al-
gorithms, RMTL achieves the best results in all our

7We used the implementations available in Scikit-learn (Pe-
dregosa et al., 2011).

8That is, for instance, with 10% of training data from four
domains, the total amount of instances is 144 (36*4).

9The confidence intervals are used to show whether there
are statistically significant differences in performance among
the models.
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Figure 1: Learning curves for the regression models evaluated on the four domains. The evaluation metric is MAE (↓).

tests. This suggests that its capability to handle do-
main divergence, thus avoiding negative transfer, is
required to increase performance. For the sake of
visualization, in the plots in Figure 1 we hence omit
the curves of the other MTL methods, keeping only
those of RMTL and the two baselines.

As shown in the figure, for the Legal domain,
RMTL results are better than those of both the base-
lines (lower MAE) even with 30% of the data and,
except in one case (40% of the data), the improve-
ment over STL (always the stronger baseline) is sta-
tistically significant. For Weather and TED, the im-
provement is less evident: more data are required
to outperform the STL baseline (respectively 50%
and 60%), the improvements are not always statisti-
cally significant and, for TED, the MAE results con-
verge to those of STL with 100% of the data. For the
News domain RMTL’s performance is always com-
parable to STL. An interesting behavior can be ob-
served in the Legal domain, in which the Mean base-
line degrades as we add training data. This suggests
that, even internally to the domain, training and test
labels have very different distributions. A smaller

degradation is observed for the STL model, which
improves over the Mean baseline as it also uses the
information captured by the features. The two base-
lines, however, assume that both training and test
data come from similar distributions. Instead, by
taking advantage also of the knowledge transferred
from the other domains, RMTL allows to cope with
the differences between training and test.

Classification. In this setting we compare the
MTL algorithms (L21 and Lasso) with the STL (Lo-
gReg) and Majority baselines. As shown in Fig-
ure 2, the two MTL models (which significantly out-
perform the Majority baseline in all conditions) al-
ways achieve a higher balanced accuracy than sin-
gle task learning in three domains (TED, Legal and
Weather). In the Weather domain, the performance
improvement over the STL baseline is always statis-
tically significant when using from 20% to 100% of
the training data. For TED and Legal, MTL perfor-
mance tends to converge to the results of STL when
the models are trained on 100% of the data (around
65% BA), with an improvement that remains statis-
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Figure 2: Learning curves for the classification models evaluated on four domains for WER scores with threshold at
0.05. Evaluation is calculated with balanced accuracy (↑).

tically significant only for TED. For the News do-
main, similar to the regression setting, the improve-
ment of MTL over STL is less evident. Indeed, only
L21 outperforms the single task baseline but the dif-
ference is not statistically significant.

Our classification results can be explained taking
into consideration the distribution of positive and
negative instances in each domain. Weather, for
which MTL always outperforms STL, has the most
balanced distribution (35% good and 65% bad). In
the other three domains, instead, the proportion of
negative samples is always above 77%. Although in
this penalized condition all algorithms are supported
by sample weighting, MTL seems to better exploit
this technique when the target domain is balanced.

The challenging nature of the data we are using
(described in Section 4.1) is corroborated by the
moderate performance achieved by STL. Although
it is trained with in-domain data, the best STL clas-
sification model (for the Legal domain) does not ex-
ceed a BA of 66%. In this difficult scenario, the use-
fulness of MTL is demonstrated by its capability of

reaching the best performance of STL with smaller
amounts of data in most of the cases (e.g. 30% of
the data for the Legal domain).

Domains divergence. To further analyze the per-
formance of MTL in regression and classification,
following previous works on MTL and domain
adaptation in computer vision (Costante et al., 2014;
Samanta et al., 2014), we use maximum mean dis-
crepancy (MMD) as a measure of divergence be-
tween domains. MMD is an effective way to com-
pare two multivariate distributions p and q by mini-
mizing the difference in Reproducing Kernel Hilbert
Space (RKHS) between the means of the projected
distributions (Gretton et al., 2012). It is defined as
supf∈F Ep[f(p)]−Eq[f(q)] where p and q are points
sampled i.i.d. from two domains and f(.) is a con-
tinuous bounded function on p and q (usually a unit
ball function). We measure the pairwise divergences
among the domains described in Section 4.1 using
the features extracted and a radial basis function ker-
nel. The divergences are presented in Figure 3.

According to the pairwise MMD, the most di-
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vergent pair is News-Weather, which is followed
by News-Legal. The distance between News and
the other domains indicates that, when it is used as
target, knowledge transfer from the other domains
might be problematic. In fact, looking at the re-
sults obtained by classification and regression mod-
els for News, we notice that none of the MTL meth-
ods achieves significant improvements over the STL
baselines. Furthermore, the RMTL regression learn-
ing curve (Figure 1) for News shows that RMTL fol-
lows the same curve of STL, meaning that it is able
to handle the high divergence between News and the
other domains and hence, it learns mostly from in-
domain data.

In general, the divergence measurements between
the domains are relatively high (the values are closer
to 1 than to 0). This is not surprising given the
intra- and inter-domain variability of speakers and
topics, the different conditions in which speech was
recorded, and the WER differences across domains.
However, the interesting aspect evidenced by the
measurements is that MMD allows to successfully
approximate such domain differences (and, likely,
other more implicit diversity indicators), thus being
a useful instrument to measure domain relatedness.

Figure 3: Domains divergence given by MMD (0 means
similar and 1 means dissimilar).

6 Conclusion

We presented a supervised approach to ASR qual-
ity estimation aimed to cope with large differences
between training and test data. To achieve robust-

ness and adaptability to such differences, we ex-
ploited the capability of multitask learning, which
allows QE models to make the best use of train-
ing data coming from multiple domains by trans-
ferring knowledge across them. The MTL learn-
ing paradigm was applied both in regression mode
(WER prediction) and, in a preliminary inves-
tigation, for binary classification (assignment of
‘good’/‘bad’ quality labels). In both settings, we ex-
perimented with different amounts of English data
coming from four very diverse domains (different
genres, speakers, topics, and styles).

Our results indicate that MTL, which we used for
the first time in ASR QE10, is able to take advantage
of data coming from such heterogeneous domains
and to significantly improve over single-task learn-
ing baselines both in regression and in classification.
Although the extent of the improvement depends on
the divergence between the domains (a major is-
sue for any supervised learning task), our results
show that in the worst case MTL performance con-
verges to the results of single-task learning. Overall,
by suggesting a way to overcome the main limita-
tions of previous approaches, our study opens in-
teresting research avenues towards reference-free,
system-agnostic and real-time ASR output evalua-
tion.
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Abstract

This paper studies how to incorporate the ex-
ternal word correlation knowledge to improve
the coherence of topic modeling. Existing
topic models assume words are generated in-
dependently and lack the mechanism to utilize
the rich similarity relationships among words
to learn coherent topics. To solve this prob-
lem, we build a Markov Random Field (MRF)
regularized Latent Dirichlet Allocation (LDA)
model, which defines a MRF on the latent
topic layer of LDA to encourage words la-
beled as similar to share the same topic label.
Under our model, the topic assignment of each
word is not independent, but rather affected by
the topic labels of its correlated words. Simi-
lar words have better chance to be put into the
same topic due to the regularization of MRF,
hence the coherence of topics can be boosted.
In addition, our model can accommodate the
subtlety that whether two words are similar
depends on which topic they appear in, which
allows word with multiple senses to be put into
different topics properly. We derive a vari-
ational inference method to infer the poste-
rior probabilities and learn model parameters
and present techniques to deal with the hard-
to-compute partition function in MRF. Exper-
iments on two datasets demonstrate the effec-
tiveness of our model.

1 Introduction

Probabilistic topic models (PTM), such as proba-
bilistic latent semantic indexing(PLSI) (Hofmann,
1999) and latent Dirichlet allocation(LDA) (Blei et
al., 2003) have shown great success in documents

modeling and analysis. Topic models posit doc-
ument collection exhibits multiple latent semantic
topics where each topic is represented as a multino-
mial distribution over a given vocabulary and each
document is a mixture of hidden topics. To generate
a document d, PTM first samples a topic proportion
vector, then for each wordw in d, samples a topic in-
dicator z and generatesw from the topic-word multi-
nomial corresponding to topic z.

A key limitation of the existing PTMs is that
words are assumed to be uncorrelated and generated
independently. The topic assignment for each word
is irrelevant to all other words. While this assump-
tion facilitates computational efficiency, it loses the
rich correlations between words. In many applica-
tions, users have external knowledge regarding word
correlation, which can be taken into account to im-
prove the semantic coherence of topic modeling. For
example, WordNet (Miller, 1995a) presents a large
amount of synonym relationships between words,
Wikipedia1 provides a knowledge graph by linking
correlated concepts together and named entity rec-
ognizer identifies the categories of entity mentions.
All of these external knowledge can be leveraged to
learn more coherent topics if we can design a mech-
anism to encourage similar words, correlated con-
cepts, entities of the same category to be assigned to
the same topic.

Many approaches (Andrzejewski et al., 2009; Pet-
terson et al., 2010; Newman et al., 2011) have at-
tempted to solve this problem by enforcing hard and
topic-independent rules that similar words should
have similar probabilities in all topics, which is

1https://www.wikipedia.org/
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questionable in that two words with similar rep-
resentativeness of one topic are not necessarily of
equal importance for another topic. For example,
in the fruit topic, the words apple and orange have
similar representativeness, while in an IT company
topic, apple has much higher importance than or-
ange. As another example, church and bible are
similarly relevant to a religion topic, whereas their
relevance to an architecture topic are vastly differ-
ent. Exiting approaches are unable to differentiate
the subtleties of word sense across topics and would
falsely put irrelevant words into the same topic. For
instance, since orange and microsoft are both la-
beled as similar to apple and are required to have
similar probabilities in all topics as apple has, in the
end, they will be unreasonably allocated to the same
topic.

The existing approaches fail to properly use the
word correlation knowledge, which is usually a list
of word pairs labeled as similar. The similarity is
computed based on statistics such as co-occurrence
which are unable to accommodate the subtlety that
whether two words labeled as similar are truly sim-
ilar depends on which topic they appear in, as ex-
plained by the aforementioned examples. Ideally,
the knowledge would be word A and B are similar
under topic C. However, in reality, we only know
two words are similar, but not under which topic. In
this paper, we aim to abridge this gap. Gaining in-
sights from (Verbeek and Triggs, 2007; Zhao et al.,
2010; Zhu and Xing, 2010), we design a Markov
Random Field regularized LDA model (MRF-LDA)
which utilizes the external knowledge in a soft and
topic-dependent manner to improve the coherence of
topic modeling. We define a MRF on the latent topic
layer of LDA to encode word correlations. Within a
document, if two words are labeled as similar ac-
cording to the external knowledge, their latent topic
nodes will be connected by an undirected edge and
a binary potential function is defined to encourage
them to share the same topic label. This mecha-
nism gives correlated words a better chance to be
put into the same topic, thereby, improves the co-
herence of the learned topics. Our model provides
a mechanism to automatically decide under which
topic, two words labeled as similar are truly simi-
lar. We encourage words labeled as similar to share
the same topic label, but do not specify which topic

label they should share, and leave this to be de-
cided by data. In the above mentioned apple, or-
ange, microsoft example, we encourage apple and
orange to share the same topic label A and try to
push apple and microsoft to the same topic B. But
A and B are not necessarily the same and they will
be inferred according to the fitness of data. Dif-
ferent from the existing approaches which directly
use the word similarities to control the topic-word
distributions in a hard and topic-independent way,
our method imposes constraints on the latent topic
layer by which the topic-word multinomials are in-
fluenced indirectly and softly and are topic-aware.

The rest of the paper is organized as follows. In
Section 2, we introduce related work. In Section 3,
we propose the MRF-LDA model and present the
variational inference method. Section 4 gives exper-
imental results. Section 5 concludes the paper.

2 Related Work

Different from purely unsupervised topics models
that often result in incoherent topics, knowledge
based topic models enable us to take prior knowl-
edge into account to produce more meaningful top-
ics. Various approaches have been proposed to ex-
ploit the correlations and similarities among words
to improve topic modeling instead of purely rely-
ing on how often words co-occur in different con-
texts (Heinrich, 2009). For instance, Andrzejewski
et al. (2009) imposes Dirichlet Forest prior over the
topic-word multinomials to encode the Must-Links
and Cannot-Links between words. Words with
Must-Links are encouraged to have similar proba-
bilities within all topics while those with Cannot-
Links are disallowed to simultaneously have large
probabilities within any topic. Similarly, Petterson
et al. (2010) adopted word information as features
rather than as explicit constraints and defined a prior
over the topic-word multinomials such that similar
words share similar topic distributions. Newman
et al. (2011) proposed a quadratic regularizer and
a convolved Dirichlet regularizer over topic-word
multinomials to incorporate the correlation between
words. All of these methods directly incorporate
the word correlation knowledge into the topic-word
distributions in a hard and topic-independent way,
which ignore the fact that whether two words are
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correlated depends on which topic they appear in.
There are several works utilizing knowledge with

more complex structure to improve topic modeling.
Boyd-Graber et al. (2007) incorporate the synset
structure in WordNet (Miller, 1995b) into LDA for
word sense disambiguation, where each topic is a
random process defined over the synsets. Hu et al.
(2011) proposed interactive topic modeling, which
allows users to iteratively refine the discovered top-
ics by adding constraints such as certain set of words
must appear together in the same topic. Andrze-
jewski et al. (2011) proposed a general framework
which uses first order logic to encode various do-
main knowledge regarding documents, topics and
side information into LDA. The vast generality and
expressivity of this model makes its inference to be
very hard. Chen et al. (2013) proposed a topic model
to model multi-domain knowledge, where each doc-
ument is an admixture of latent topics and each topic
is a probability distribution over domain knowledge.
Jagarlamudi et al. (2012) proposed to guide topic
modeling by setting a set of seed words in the begin-
ning that user believes could represent certain topics.
While these knowledge are rich in structure, they are
hard to acquire in the real world applications. In this
paper, we focus on pairwise word correlation knowl-
edge which are widely attainable in many scenarios.

In the domain of computer vision, the idea of
using MRF to enforce topical coherence between
neighboring patches or superpixels has been ex-
ploited by several works. Verbeek and Triggs (2007)
proposed Markov field aspect model where each im-
age patch is modeled using PLSA (Hofmann, 1999)
and a Potts model is imposed on the hidden topic
layer to enforce spatial coherence. Zhao et al. (2010)
proposed topic random field model where each su-
perpixel is modeled using a combination of LDA
and mixture of Gaussian model and a Potts model is
defined on the topic layer to encourage neighboring
superpixels to share the same topic. Similarly, Zhu
and Xing (2010) proposed a conditional topic ran-
dom field to incorporate features about words and
documents into topic modeling. In their model, the
MRF is restricted to be a linear chain, which can
only capture the dependencies between neighboring
words and is unable to incorporate long range word
correlations. Different from these works, the MRF
in our model is not restricted to Potts or chain struc-

ture. Instead, its structure is decided by the word
correlation knowledge and can be arbitrary.

3 Markov Random Field Regularized
Latent Dirichlet Allocation

In this section, we present the MRF-LDA model and
the variational inference technique.

3.1 MRF-LDA

We propose the MRF-LDA model to incorporate
word similarities into topic modeling. As shown
in Figure 1, MRF-LDA extends the standard LDA
model by imposing a Markov Random Field on the
latent topic layer. Similar to LDA, we assume a doc-
ument possesses a topic proportion vector θ sampled
from a Dirichlet distribution. Each topic βk is a
multinomial distribution over words. Each word w
has a topic label z indicating which topic w belongs
to.

In many scenarios, we have access to exter-
nal knowledge regarding the correlations between
words, such as apple and orange are similar, church
and bible are semantically related. These similarity
relationships among words can be leveraged to im-
prove the coherence of learned topics. To do this,
we define a Markov Random Field over the latent
topic layer. Given a document d containingN words
{wi}Ni=1, we examine each word pair (wi, wj). If
they are correlated according to the external knowl-
edge, we create an undirected edge between their
topic labels (zi, zj). In the end, we obtain an undi-
rected graph G where the nodes are latent topic la-
bels {zi}Ni=1 and edges connect topic labels of cor-
related words. In the example shown in Figure 1, G
contains five nodes z1, z2, z3, z4, z5 and four edges
connecting (z1, z3), (z2, z5), (z3, z4), (z3, z5).

Given the undirected graph G, we can turn it into
a Markov Random Field by defining unary poten-
tials over nodes and binary potentials over edges.
We define the unary potential for zi as p(zi|θ),
which is a multinomial distribution parameterized
by θ. In standard LDA, this is how a topic is sampled
from the topic proportion vector. For binary poten-
tial, with the goal to encourage similar words to have
similar topic assignments, we define the edge po-
tential between (zi, zj) as exp{I(zi = zj)}, where
I(·) is the indicator function. This potential func-

727



tion yields a larger value if the two topic labels are
the same and a smaller value if the two topic labels
are different. Hence, it encourages similar words
to be assigned to the same topic. Under the MRF
model, the joint probability of all topic assignments
z = {zi}Ni=1 can be written as

p(z|θ, λ) = 1
A(θ,λ)

N∏
i=1

p(zi|θ)

exp{λ ∑
(m,n)∈P

I(zm = zn)} (1)

where P denotes the edges in G and A(θ, λ) is the
partition function

A(θ) =
∑
z

N∏
i=1

p(zi|θ) exp{λ
∑

(m,n)∈P
I(zm = zn)}

(2)
We introduce λ ≥ 0 as a trade-off parameter be-
tween unary potential and binary potential. In stan-
dard LDA, topic label zi only depends on topic pro-
portion vector θ. In MRF-LDA, zi not only depends
on θ, but also depends on the topic labels of similar
words. If γ is set to zero, the correlation between
words is ignored and MRF-LDA is reduced to LDA.
Given the topic labels, the generation of words is the
same as LDA. wi is generated from the topic-words
multinomial distribution βzi

corresponding to zi.
In MRF-LDA, the generative process of a docu-

ment is summarized as follows:

• Draw a topic proportion vector θ ∼ Dir(α)

• Draw topic labels z for all words from the joint
distribution defined in Eq.(1)

• For each word wi, drawn wi ∼ multi(βzi
)

Accordingly, the joint distribution of θ, z and w
can be written as

p(θ, z,w|α,β, λ) = p(θ|α)p(z|θ, λ)∏N
i=1 p(wi|zi,β)

(3)

3.2 Variational Inference and Parameter
Learning

The key inference problem we need to solve in
MRF-LDA is to compute the posterior p(θ, z|w) of
latent variables θ, z given observed data w. As in
LDA (Blei et al., 2003), exact computation is in-
tractable. What makes things even challenging in
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Figure 1: Markov Random Field Regularized Latent
Dirichlet Allocation Model

MRF-LDA is that, an undirected MRF is coupled
with a directed LDA and the hard-to-compute parti-
tion function of MRF makes the posterior inference
and parameter learning very difficult. To solve this
problem, we resort to variational inference (Wain-
wright and Jordan, 2008), which uses a easy-to-
handle variational distribution to approximate the
true posterior of latent variables. To deal with the
partition function in MRF, we seek lower bound of
the variational lower bound to achieve tractability.
We introduce a variational distribution

q(θ, z) = q(θ|η)
N∏
i=1

q(zi|φi) (4)

where Dirichlet parameter η and multinomial pa-
rameters {φi}Ni=1 are free variational parameters.
Using Jensen’s inequality (Wainwright and Jordan,
2008), we can obtain a variational lower bound

L = Eq[log p(θ|α)] + Eq[log p(z|θ, λ)]

+Eq[log
N∏
i=1

p(wi|zi,β)]− Eq[log q(θ|η)]

−Eq[log
N∏
i=1

q(zi|φi)]
(5)

728



in which Eq[log p(z|θ, λ)] can be expanded as

Eq[log p(z|θ, λ)]

= −Eq[logA(θ, λ)] + λ
∑

(m,n)∈P

K∑
k=1

φmkφnk

+
N∑
i=1

K∑
k=1

φik(Ψ(ηk)−Ψ(
K∑
j=1

ηj))

(6)
The item Eq[logA(θ, λ)] involves the hard-to-
compute partition function, which has no analytical
expressions. We discuss how to deal with it in the
sequel. With Taylor expansion, we can obtain an
upper bound of Eq[logA(θ, λ)]

Eq[logA(θ, λ)] ≤ c−1Eq[A(θ, λ)]− 1 + log c (7)

where c ≥ 0 is a new variational parameter.
Eq[A(θ, λ)] can be further upper bounded as

Eq[logA(θ, λ)] ≤ exp{ ∑
(m,n)∈P

λ}
∑

n1,n2,··· ,nK

Eq[
K∏
k=1

θnk ]
(8)

where nk denotes the number of words assigned

with topic label k and
K∑
k=1

nk = N . We further

bound
∑

n1,n2,··· ,nK

Eq[
K∏
k=1

θnk ] as follows

∑
n1,n2,··· ,nK

Eq[
K∏
k=1

θnk ]

=
∑

n1,n2,··· ,nK

Γ(
K∑

k=1
ηk)

K∏
k=1

Γ(ηk)

∫ K∏
k=1

θnk+ηk−1dθ

=
∑

n1,n2,··· ,nK

Γ(
K∑

k=1
ηk)

K∏
k=1

Γ(ηk)

K∏
k=1

Γ(nk+ηk)

Γ(
K∑

k=1
nk+ηk)

=
∑

n1,n2,··· ,nK

∏K
k=1(ηk)nk

(
K∑

k=1

ηk)N

≤ ∑
n1,n2,··· ,nK

K∏
k=1

(nk)!

(N)!

(9)

where (a)n denotes the Pochhammer symbol, which
is defined as (a)n = a(a + 1) . . . (a + n − 1) and∑

n1,n2,··· ,nK

∏K
k=1(nk)!
(N)! is a constant. Setting c =

c/
∑

n1,n2,··· ,nK

∏K
k=1(nk)!
(N)! , we get

Eq[logA(θ, λ)] ≤ c−1 exp{ ∑
(i,j)∈P

λ} − 1 + log c

(10)
Given this upper bound, we can obtain a lower
bound of the variational lower bound defined in
Eq.(5). Variational parameters and model parame-
ters can be learned by maximizing the lower bound
using iterative EM algorithm. In E-step, we fix
the model parameters and compute the variational
parameters by setting the derivatives of the lower
bound w.r.t the variational parameters to zero

ηk = αk +
N∑
i=1

φik, c = exp{
∑

(m,n)∈P
λ} (11)

φik ∝ exp{Ψ(ηk)−Ψ(
K∑
j=1

ηj) + λ
∑

j∈N (i)

φjk

+
V∑
v=1

wiv log βkv}
(12)

In Eq.(12), N (i) denotes the words that are labeled
to be similar to i. As can be seen from this equa-
tion, the probability φik that word i is assigned to
topic k depends on the probability φjk of i’s cor-
related words j. This explains how our model can
incorporate word correlations in topic assignments.
In M-step, we fix the variational parameters and up-
date the model parameters by maximizing the lower
bound defined on the set of documents {wd}Dd=1

βkv ∝
D∑
d=1

Nd∑
i=1

φd,i,kwd,i,v (13)

λ =
1
|P | log

D∑
d=1

∑
(m,n)∈Pd

K∑
k=1

φd,m,kφd,n,k

|P |
D∑
d=1

1
cd

(14)

4 Experiment

In this section, we corroborate the effectiveness of
our model by comparing it with three baseline meth-
ods on two datasets.
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dataset 20-Newsgroups NIPS
# documents 18846 1500

# words 40343 12419

Table 1: Dataset Statistics

4.1 Experiment Setup

• Dataset: We use two datasets in the exper-
iments: 20-Newsgroups2 and NIPS3. Their
statistics are summarized in Table 1.

• External Knowledge: We extract word cor-
relation knowledge from Web Eigenwords4,
where each word has a real-valued vector cap-
turing the semantic meaning of this word based
on distributional similarity. Two words are re-
garded as correlated if their representation vec-
tors are similar enough. It is worth mentioning
that, other sources of external word correlation
knowledge, such as Word2Vec (Mikolov et al.,
2013) and Glove (Pennington et al., 2014), can
be readily incorporated into MRF-LDA.

• Baselines: We compare our model with three
baseline methods: LDA (Blei et al., 2003), DF-
LDA (Andrzejewski et al., 2009) and Quad-
LDA (Newman et al., 2011). LDA is the most
widely used topic model, but it is unable to in-
corporate external knowledge. DF-LDA and
Quad-LDA are two models designed to incor-
porate word correlation to improve topic mod-
eling. DF-LDA puts a Dirichlet Forest prior
over the topic-word multinomials to encode the
Must-Links and Cannot-Links between words.
Quad-LDA regularizes the topic-word distri-
butions with a structured prior to incorporate
word relation.

• Parameter Settings: For all methods, we learn
100 topics. LDA parameters are set to their
default settings in (Andrzejewski et al., 2009).
For DF-LDA, we set its parameters as α = 1,
β = 0.01 and η = 100. The Must/Cannot links
between words are generated based on the co-
sine similarity of words’ vector representations

2http://qwone.com/ jason/20Newsgroups/
3http://archive.ics.uci.edu/ml/datasets/Bag+of+Words
4http://www.cis.upenn.edu/ ungar/eigenwords/

in Web Eigenwords. Word pairs with similar-
ity higher than 0.99 are set as Must-Links, and
pairs with similarity lower than 0.1 are put into
Cannot-Link set. For Quad-LDA, β is set as
0.01; α is defined as 0.05·N

D·T , where N is the to-
tal occurrences of all words in all documents, D
is the number of documents and T is topic num-
ber. For MRF-LDA, word pairs with similarity
higher than 0.99 are labeled as correlated.

4.2 Results

We compare our model with the baseline methods
both qualitatively and quantitatively.

4.2.1 Qualitative Evaluation
Table 2 shows some exemplar topics learned by

the four methods on the 20-Newsgroups dataset.
Each topic is visualized by the top ten words. Words
that are noisy and lack representativeness are high-
lighted with bold font. Topic 1 is about crime and
guns. Topic 2 is about sex. Topic 3 is about sports
and topic 4 is about health insurance. As can be seen
from the table, our method MRF-LDA can learn
more coherent topics with fewer noisy and meaning-
less words than the baseline methods. LDA lacks the
mechanism to incorporate word correlation knowl-
edge and generates the words independently. The
similarity relationships among words cannot be uti-
lized to imporve the coherence of topic modeling.
Consequently, noise words such as will, year, used
which cannot effectively represent a topic, show up
due to their high frequency. DF-LDA and Quad-
LDA proposed to use word correlations to enhance
the coherence of learned topics. However, they im-
properly enforce words labeled as similar to have
similar probabilities in all topics, which violates the
fact that whether two words are similar depend on
which topic they appear in. As a consequence, the
topics extracted by these two methods are unsatis-
factory. For example, topic 2 learned by DF-LDA
mixed up a sex topic and a reading topic. Less rele-
vant words such as columbia, year, write show up in
the health insurance topic (topic 4) learned by Quad-
LDA. Our method MRF-LDA incorporates the word
correlation knowledge by imposing a MRF over the
latent topic layer to encourage correlated words to
share the same topic label, hence similar words have
better chance to be put into the same topic. Conse-
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Table 2: Topics Learned from 20-Newsgroups Dataset

LDA DF-LDA
Topic 1 Topic 2 Topic 3 Topic 4 Topic 1 Topic 2 Topic 3 Topic 4
(Crime) (Sex) (Sports) (Health) (Crime) (Sex) (Sports) (Health)
gun sex team government gun book game money
guns men game money police men games pay
weapons homosexuality hockey private carry books players insurance
control homosexual season people kill homosexual hockey policy
firearms gay will will killed homosexuality baseball tax
crime sexual year health weapon reference fan companies
police com play tax cops gay league today
com homosexuals nhl care warrant read played plan
weapon people games insurance deaths male season health
used cramer teams program control homosexuals ball jobs

Quad-LDA MRF-LDA
Topic 1 Topic 2 Topic 3 Topic 4 Topic 1 Topic 2 Topic 3 Topic 4
(Crime) (Sex) (Sports) (Health) (Crime) (Sex) (Sports) (Health)
gun homosexuality game money gun men game care
guns sex team insurance guns sex team insurance
crime homosexual play columbia weapons women hockey private
police sin games pay child homosexual players cost
weapons marriage hockey health police homosexuality play health
firearms context season tax control child player costs
criminal people rom year kill ass fans company
criminals sexual period private deaths sexual teams companies
people gay goal care death gay fan tax
law homosexuals player write people homosexuals best public

quently, the learned topics are of high coherence. As
shown in Table 2, the topics learned by our method
are largely better than those learned by the baseline
methods. The topics are of high coherence and con-
tain fewer noise and irrelevant words.

Our method provides a mechanism to automati-
cally decide under which topic, two words labeled as
similar are truly similar. The decision is made flex-
ibly by data according to their fitness to the model,
rather than by a hard rule adopted by DF-LDA and
Quad-LDA. For instance, according to the external
knowledge, the word child is correlated with gun
and with men simultaneously. Under a crime topic,
child and gun are truly correlated because they co-
occur a lot in youth crime news, whereas, child and
men are less correlated in this topic. Under a sex
topic, child and men are truly correlated whereas
child and gun are not. Our method can differentiate
this subtlety and successfully put child and gun into
the crime topic and put child and men into the sex
topic. This is because our method encourages child

and gun to be put into the same topic A and encour-
ages child and men to be put into the same topic B,
but does not require A and B to be the same. A and
B are freely decided by data.

Table 3 shows some topics learned on NIPS
dataset. The four topics correspond to vision, neural
network, speech recognition and electronic circuits
respectively. From this table, we observe that the
topics learned by our method are better in coherence
than those learned from the baseline methods, which
again demonstrates the effectiveness of our model.

4.2.2 Quantitative Evaluation

We also evaluate our method in a quantitative
manner. Similar to (Xie and Xing, 2013), we use
the coherence measure (CM) to assess how coherent
the learned topics are. For each topic, we pick up the
top 10 candidate words and ask human annotators to
judge whether they are relevant to the topic. First,
annotators needs to judge whether a topic is inter-
pretable or not. If not, the ten candidate words in this
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Table 3: Topics Learned from NIPS Dataset

LDA DF-LDA
Topic 1 Topic 2 Topic 3 Topic 4 Topic 1 Topic 2 Topic 3 Topic 4
(Vision) (Neural Net) (Speech) (Circuits) (Vision) (Neural Net) (Speech) (Circuits)
image network hmm chip images network speech analog
images neural mlp analog pixel system context chip
pixel feedforward hidden weight view connection speaker vlsi
vision architecture context digital recognition application frame implement
segment research model neural face artificial continuous digital
visual general recognition hardware ica input processing hardware
scene applied probabilities bit vision obtained number voltage
texture vol training neuron system department dependent bit
contour paper markov implement natural fixed frames transistor
edge introduction system vlsi faces techniques spectral design

Quad-LDA MRF-LDA
Topic 1 Topic 2 Topic 3 Topic 4 Topic 1 Topic 2 Topic 3 Topic 4
(Vision) (Neural Net) (Speech) (Circuits) (Vision) (Neural Net) (Speech) (Circuits)
image training speech circuit image network hmm chip
images set hmm analog images model speech synapse
pixel network speaker chip pixel learning acoustic digital
region learning acoustic voltage disparity function context analog
vision net phonetic current color input word board
scene number vocabulary vlsi intensity neural phonetic charge
surface algorithm phone neuron stereo set frames synaptic
texture class utterance gate scene algorithm speaker hardware
local input utterances input camera system phone vlsi
contour examples frames transistor detector data vocabulary programmable

topic are automatically labeled as irrelevant. Other-
wise, annotators are asked to identify words that are
relevant to this topic. Coherence measure (CM) is
defined as the ratio between the number of relevant
words and total number of candidate words. In our
experiments, four graduate students participated the
labeling. For each dataset and each method, 10% of
topics were randomly chosen for labeling.

Table 4 and 5 summarize the coherence mea-
sure of topics learned on 20-Newsgroups dataset and
NIPS dataset respectively. As shown in the table, our
method significantly outperforms the baseline meth-
ods with a large margin. On the 20-Newsgroups
dataset, our method achieves an average coherence
measure of 60.8%, which is two times better than
LDA. On the NIPS dataset, our method is also much
better than the baselines. In summary, we conclude
that MRF-LDA produces much better results on
both datasets compared to baselines, which demon-
strates the effectiveness of our model in exploiting

word correlation knowledge to improve the qual-
ity of topic modeling. To assess the consistency of
the labelings made by different annotators, we com-
puted the intraclass correlation coefficient (ICC).
The ICCs on 20-Newsgroups and NIPS dataset are
0.925 and 0.725 respectively, which indicate good
agreement between different annotators.

5 Conclusion

In this paper, we propose a MRF-LDA model, aim-
ing to incorporate word correlation knowledge to
improve topic modeling. Our model defines a MRF
over the latent topic layer of LDA, to encourage cor-
related words to be put into the same topic. Our
model provides the flexibility to enable a word to
be similar to different words under different top-
ics, which is more plausible and allows a word to
show up in multiple topics properly. We evaluate
our model on two datasets and corroborate its effec-
tiveness both qualitatively and quantitatively.
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Method Annotator1 Annotator2 Annotator3 Annotator4 Mean Standard Deviation
LDA 30 33 22 29 28.5 4.7

DF-LDA 35 41 35 27 36.8 2.9
Quad-LDA 32 36 33 26 31.8 4.2
MRF-LDA 60 60 63 60 60.8 1.5

Table 4: CM (%) on 20-Newsgroups Dataset

Method Annotator1 Annotator2 Annotator3 Annotator4 Mean Standard Deviation
LDA 75 74 74 69 73 2.7

DF-LDA 65 74 72 47 66 9.5
Quad-LDA 40 40 38 25 35.8 7.2
MRF-LDA 86 85 87 84 85.8 1.0

Table 5: CM (%) on NIPS Dataset
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Abstract

Named entity recognition (NER) systems
trained on newswire perform very badly when
tested on Twitter. Signals that were reliable in
copy-edited text disappear almost entirely in
Twitter’s informal chatter, requiring the con-
struction of specialized models. Using well-
understood techniques, we set out to improve
Twitter NER performance when given a small
set of annotated training tweets. To lever-
age unlabeled tweets, we build Brown clus-
ters and word vectors, enabling generaliza-
tions across distributionally similar words. To
leverage annotated newswire data, we employ
an importance weighting scheme. Taken all
together, we establish a new state-of-the-art
on two common test sets. Though it is well-
known that word representations are useful for
NER, supporting experiments have thus far fo-
cused on newswire data. We emphasize the ef-
fectiveness of representations on Twitter NER,
and demonstrate that their inclusion can im-
prove performance by up to 20 F1.

1 Introduction

Named entity recognition (NER) is the task of find-
ing rigid designators as they appear in free text and
classifying them into coarse categories such as per-
son or location (Nadeau and Sekine, 2007). NER
enables many other information extraction tasks
such as relation extraction (Bunescu and Mooney,
2005) and entity linking (Ratinov et al., 2011).

There is considerable excitement at the prospect
of porting information extraction technology to so-
cial media platforms such as Twitter. Social media
reacts to world events faster than traditional news
sources, and its sub-communities pay close attention
to topics that other sources might ignore. An early

example of the potential inherent in social infor-
mation extraction is the Twitter Calendar (Ritter et
al., 2012), which detects upcoming events (concerts,
elections, video game releases, etc.) based on the
anticipatory chatter of Twitter users. Unfortunately,
processing social media text presents a unique set of
challenges, especially for technologies designed for
newswire: Twitter posts are short, the language is
informal, capitalization is inconsistent at best, and
spelling variations and abbreviations run rampant.

Armed with an affordable training set of 1,000
annotated tweets, we establish a strong baseline for
Twitter NER using well-understood techniques. We
build two unsupervised word representations in or-
der to leverage a large collection of unannotated
tweets, while a data-weighting technique allows us
to benefit from annotated newswire data. Taken
together, these two simple ideas establish a new
state-of-the-art for both our test sets. We rigorously
test the impact of both continuous and cluster-based
word representations on Twitter NER, emphasizing
the dramatic improvement that they bring. We also
bring the experimental methodology of the domain
adaptation community to Twitter NER, testing in-
domain, out-of-domain and combined training sce-
narios, and revealing that it is not trivial to benefit
from out-of-domain training data. Finally, an error
analysis helps us begin to understand which social
media challenges are being addressed by our adap-
tations, and which problems persist.

2 Background

Our work builds on a long line of research in dis-
criminative tagging (Collins, 2002), and its applica-
tion to named entity recognition (McCallum and Li,
2003). Our baseline tagger draws inspiration from
Sarawagi and Cohen (2004), who introduce the no-
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tion of semi-Markov tagging for NER, and from de
Bruijn et al. (2011), who apply a similar tagger to
clinical information extraction.

A number of previous studies have closely ex-
amined the use of word representations in NER,
where one leverages unlabeled data to build features
that help the tagger generalize across similar words.
Miller et al. (2004) introduce this idea and provide
the framework to build representation features from
word clusters, while Lin and Wu (2009) extend this
technique with phrases and sheer masses of unla-
beled data. Turian et al. (2010) introduce continuous
vectors as alternative word representations, and pro-
vide several experiments comparing these with clus-
ters. Recently, Passos et al. (2014) have shown how
continuous representations can be tailored to NER
with a combination of context- and gazetteer-aware
objectives. All of these studies employ representa-
tions only in newswire scenarios. Ratinov and Roth
(2009) investigate cluster representations in a Web
NER task, but the performance of their baseline in-
dicates that it is not nearly so drastic a domain shift
as our Twitter task.

2.1 Adapting to Social Media

There has been much recent activity in adapting
NLP tools for social media. Ritter et al. (2011) col-
lect training data and adapt tools for a number of
tasks, including part-of-speech (POS) tagging, shal-
low parsing and NER. Owoputi et al. (2013) extends
a line of research on building robust POS taggers for
Twitter, and share our focus on the utility of word
representations in this domain.

Liu et al. (2011) carry out the first study to specif-
ically examine NER on Twitter. They use a nearest-
neighbour word classifier stacked with a CRF, along
with a boot-strapping scheme for semi-supervised
learning. Interestingly, they find no utility in us-
ing cluster-based word representations, perhaps be-
cause their model directly accounts for a type’s
global context with bag-of-word features. Ritter et
al. (2011) also examine Twitter NER, developing a
semi-supervised technique that uses labeled LDA to
project information from Freebase gazetteers onto
unlabeled tweets. Plank et al. (2014) suggest a
distant-supervision scheme, creating artificial train-
ing data by projecting reliable NER tags from web
pages onto the tweets that link to those pages.

Fromreide et al. (2014) and Plank et al. (2014)
point out that NER performance can be over-
estimated when a system is tested on data extracted
from the same pool as its training data. Temporal
effects and annotation biases can result in gains that
disappear when shifting to another test set. We fol-
low their lead by testing on data that was annotated
independently from our training data.

3 Methods

Our named entity recognizer is a discriminative,
semi-Markov tagger, trained online using large-
margin updates. It differs from word-based CRF
systems in three ways: its inference algorithm, its
tag structure, and its learning algorithm. This tag-
ger allows us to develop new systems quickly, but it
is important to emphasize that the adaptation strate-
gies described later in this section can just as easily
be applied to word-based CRFs.

Semi-Markov Inference

Sarawagi and Cohen (2004) describe a straight-
forward extension to the Viterbi algorithm that en-
ables the tagging of contiguous phrases instead of
words. Because each phrasal entity is tagged as a
unit, we can recover entity boundaries without dis-
tinguishing between Begin and Inside tags, leaving
the tagger to track only entity classes and Outside
tags. This in turn allows us to run our tagger with-
out Markov features. Since most entities are sur-
rounded by Outside tags, conditioning on previous
tag assignments has only limited utility. Finally, our
phrasal tags enable useful features that consider en-
tire entities, such as phrase-identity indicators.

Phrasal and Word-level Tags

In word-based models, it is beneficial to not only
identify words that Begin entities, but also those that
are in the middle (Inside) or at the end of entities
(Last), as well as entities that consist of exactly one
Unique word (Ratinov and Roth, 2009). Since we
tag entire phrases at once, we can easily assign each
word in the phrase to one of these four entity-relative
positions. Therefore, even though our tagger tracks
only entity class, its word-level features are anno-
tated as if we maintained a full BILUO tag set.
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Passive-Aggressive Learning
We train our model with a structured version of

the Passive-Aggressive (PA) algorithm (Crammer et
al., 2006). The benefits of using PA in place of a
CRF are that we require only Viterbi inference, and
memory requirements are minimized, as we update
the model one training sentence at a time.

PA is an online, large-margin learning algorithm
that attempts to separate correct sequences from in-
correct ones by a margin of 1. For each update to
the weight vector w, we select a training sentence
x and its gold-standard tag sequence y. We use dy-
namic programming to search for a response ŷ that
maximizes the structured hinge loss:1

ŷ = arg max
y′ 6=y

=
[
1 + wT

(
Φ(x, y′)− Φ(x, y)

)]
(1)

where Φ() maps an (x, y) pair to a feature vector. If
the loss is greater than 0, we update our model:

w = w + τ
(
Φ(x, y)− Φ(x, ŷ)

)
(2)

where τ is an adaptive learning rate that scales the
update to the smallest step size that achieves 0 loss:

τ = min

(
C,

1 + wT
(
Φ(x, ŷ)− Φ(x, y)

)
||Φ(x, y)− Φ(x, ŷ)||

)
(3)

C is a hyper-parameter that truncates large steps to
prevent over-fitting. It is related to the C-parameter
of an SVM (Martins et al., 2010). To further
guard against over-fitting, we use the average of all
vectors w seen during training when tagging new
text (Collins, 2002).

Features
The feature function Φ(x, y) must decompose

into the semi-Markov dynamic program:

Φ(x, y) =
∑

(s,t,yj)∈D(x,y)

φ(s, t, yj , x) (4)

where D is a derivation decomposing (x, y) into J
entity-tag assignments (s, t, yj), each asserting that
the phrase xs . . . xt−1 is assigned the tag yj . Tagged
spans are non-overlapping, and to eliminate spurious

1This can be done by running a 2-best tagger. If the 1-best
answer is not correct (y′ 6= y), then it maximizes the loss, oth-
erwise, the 2-best answer maximizes the loss.

Phrase:
[yj ], [yj , xs . . . xt−1],
[yj , lc(xs . . . xt−1)], [yj , ss(xs . . . xt−1)]

Word, for each i s.t. s ≤ i < t:
{[yj , xi+k, k]}2k=−2, {[yj , ers,t(i), xi+k, k]}2k=−2,
{[yj , lc(xi+k), k]}2k=−2,
{[yj , ers,t(i), lc(xi+k), k]}2k=−2,
{[yj , ss(xi+k), k]}2k=−2,
{[yj , ers,t(i), ss(xi+k), k]}2k=−2,
{[yj , pf(n, xi)]}3n=1, {[yj , ers,t(i), pf(n, xi)]}3n=1,
{[yj , sf(n, xi)]}3n=1, {[yj , ers,t(i), sf(n, xi)]}3n=1,

Table 1: Baseline features φ(s, t, yj , x). [str] stands for
an indicator feature with the name str; lc() maps a string
onto its lowercased form; ss() maps a string onto its word
shape (“Apple Inc.” becomes “Aa Aa.”); pf(n, xi) and
sf(n, xi) are n-character prefixes and suffixes of xi; and
ers,t(i) maps an absolute sentence position i (s ≤ i < t)
to a relative entity position drawn from {B, I, L, U}.

ambiguity, constrained so that Outside can tag only
single-word spans (t = s+ 1).

Our baseline feature set, shown in Table 1, closely
mimics the set proposed by Ratnaparkhi (1996),
covering word identity, prefixes, suffixes and sur-
rounding words. It has been augmented with phrase-
identity indicators and hierarchical word-level tags.
These conjoin the entity class yj with the word’s
entity-relative position, backing off to yj alone.
Most features look only at a single word xi, which
improves efficiency by allowing the tagger to re-use
word-level scores across many phrasal tags.

There are some standard NER features that we
chose not to include. We follow Lin and Wu (2009)
in omitting POS tags and gazetteers in order to re-
duce our dependence on linguistic resources. We ex-
pect similar information to be provided by unsuper-
vised word representations, and we test this assump-
tion in Section 5.2. We omit context aggregation,
which accounts for the repetition of entities (Ratinov
and Roth, 2009), because Twitter’s short message
length reduces the utility of document-level features.

3.1 Word Representations

Our primary tool for domain adaptation will be un-
supervised word representations, which convey in-
formation about a word’s distributional profile.

737



Brown clusters, for each i s.t. s ≤ i < t:
{[yj , brn(n, xi), n]}n∈{2,4,8,12},
{[yj , ers,t(i), brn(n, xi), n]}n∈{2,4,8,12}
Word vectors, for each i s.t. s ≤ i < t:
{[yj , n] = w2v(n, xi)}300

n=1,
{[yj , ers,t(i), n] = w2v(n, xi)}300

n=1

Table 2: Word representation features in φ(s, t, yj , x).
brn(n, xi) maps a word xi to the first n bits of its Brown
cluster bit sequence. w2v(n, xi) maps xi to the nth com-
ponent of its word vector, and [str] = v stands for a real-
valued feature with name str and value v.

Brown Clusters
The Brown clustering algorithm assigns types to

a deterministic, hierarchical clustering, which has
been trained to optimize the likelihood of a first-
order, class-based language model (Brown et al.,
1992). The clusters capture both syntactic and se-
mantic regularities, and have been shown to perform
well as unsupervised part-of-speech taggers (Blun-
som and Cohn, 2011).

The clusters are organized into a binary tree struc-
ture; therefore, each cluster can be represented as a
bit string that encodes the branching decisions re-
quired to reach its leaf from the root. By truncating
the bit string at different prefix lengths, one can ac-
cess different granularities of clusters. Cluster mem-
bership can then be used to create indicators similar
to the baseline’s word identity features. This results
in two feature templates, shown in Table 2.2

This technique has been previously applied to
both newswire NER (Miller et al., 2004; Turian et
al., 2010; Passos et al., 2014) and Twitter NER (Rit-
ter et al., 2011; Plank et al., 2014). But previous
work on Twitter NER has not directly tested the im-
pact of Brown clusters; instead, they generally ap-
pear as part of an adapted baseline.

Word Vectors
An alternative word representation maps each

word type deterministically to a low-dimensional
continuous vector space. This technique was orig-
inally used as the bottom layer for continuous-space
language models (Bengio et al., 2003), where the

2We also experimented with templates over clusters and vec-
tors for surrounding words, to no benefit.

type-to-vector mapping can be learned with back-
propagation. However, Mikolov et al. (2013) have
shown that useful vector representations can be
learned more efficiently by eschewing the language-
modeling objective. Their skip-gram model, which
we adopt here, optimizes for each token, the likeli-
hood of the tokens in a window surrounding it. This
training process creates a linear classifier that pre-
dicts words conditioned on the central token’s vec-
tor representation. The classifier and the word vec-
tors are learned simultaneously, but once training is
complete, the classifier is usually discarded, leaving
only the vectors.

These continuous representations project words
into a low-dimensional space. Words that tend to
have similar contexts, and therefore similar syntac-
tic and semantic properties, will tend to be near one
another in this space. We incorporate these represen-
tations into our NER system as real-valued features
of each word xi, as shown in Table 2.

3.2 Data Weighting

Our next tool for domain adaptation is a small pool
of in-domain, annotated data. The easiest way to
make use of this data is to append it to our large pool
of out-of-domain training data, which is what has
been done in previous work on Twitter NER (Rit-
ter et al., 2011; Plank et al., 2014). However, we
have the strong intuition that greater weight should
be placed on the in-domain data.

Assume that for each training pair (x, y) we also
have an importance weight η. In our case, all out-
of-domain pairs will share one value for η, and all
in-domain pairs will share another, higher η. We
modify our PA learner to calculate τ using a ver-
sion of Equation 3 that replaces C with ηC. Unlike
scaling τ directly, scaling C has the desirable prop-
erty of having even high-η examples stop updating
at precisely 0 loss, just as if we had duplicated that
training example η times (Karampatziakis and Lang-
ford, 2010). If we view C as a regularization term,
then this modification can also be interpreted as im-
plementing example-specific regularization. Impor-
tance weights can also be incorporated into CRFs
by modifying their training objective; however, this
is not a standard feature of most CRF packages.
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Data Lines Types Tokens # PER # LOC # ORG
Fin10 (Train) 1,000 4,865 17,276 192 143 172
Fin10Dev (Test) 1,975 7,734 33,770 325 279 287
Rit11 (Test) 2,394 8,686 46,469 454 377 280
Fro14 (Test) 1,545 5,392 20,666 390 163 200
CoNLL (Train) 14,041 20,752 203,621 6,601 7,142 6,322
Unlabeled Tweets 98M 57M 1,995M – – –

Table 3: Details of our NER-annotated corpora. A line is a tweet in Twitter and a sentence in newswire.

4 Experimental Design

Vital statistics for all of our data sets are shown in
Table 3. For in-domain NER data, we use three col-
lections of annotated tweets: Fin10 was originally
crowd-sourced by Finin et al. (2010), and was man-
ually corrected by Fromreide et al. (2014), while
Rit11 (Ritter et al., 2011) and Fro14 (Fromreide et
al., 2014) were built by expert annotators. We divide
Fin10 temporally into a training set and a develop-
ment set, and we consider Rit11 and Fro14 to be our
test sets. This reflects a plausible training scenario,
with train and dev drawn from the same pool, but
with distinct tests drawn from later in time. These
three data sets were collected and unified by Plank et
al. (2014), who normalized the tags into three entity
classes: person (PER), location (LOC) and organi-
zation (ORG). The source text has also been normal-
ized; notably, all numbers are normalized to NUM-
BER, and all URLs and Twitter @user names have
been normalized to URL and @USER respectively.
In the gold-standard, we choose to reverse a tagging
normalization performed by Plank et al. (2014), who
had post-processed the data so that all @user names
are tagged as PER. These tags are trivial to replicate,
and we found that they inflate scores quite dramat-
ically. Therefore, all @user names are untagged in
both the gold standard and our system outputs.

We use the CoNLL 2003 newswire training set as
a source of out-of-domain NER annotations (Tjong
Kim Sang and De Meulder, 2003). The source text
has been normalized to match the Twitter NER data,
and we have removed the MISC tag from the gold-
standard, leaving PER, LOC and ORG.

Finally, we also use a large corpus of unannotated
tweets, collected from between May 2011 and April
2012. It has been tokenized by the CMU Twok-

enizer,3 but is otherwise unnormalized.

4.1 Hyper-parameter Configuration
Our NER system is trained for 10 epochs with its
regularization parameter C set to 0.01.

We train our word vectors with an in-house im-
plementation of word2vec (Mikolov et al., 2013),
with vector size set to 300, a hierarchical soft-max
objective, down-sampling frequent words at a rate
of 0.001, a window-size of 10 tokens, and a mini-
mum frequency count of 10. When run on our unan-
notated tweets, this produces vector representations
for 2.5M types. We generate a random vector, with
each component sampled from the standard normal,
to use as the representation for any word that did
not occur in our unlabeled data, including begin- and
end-of-sentence markers. We do not scale the vec-
tors before using them as NER features.

We train Brown clusters on the same data us-
ing the implementation by Liang (2005), with 1,000
clusters and a minimum frequency of 10, resulting
in cluster assignments for the same 2.5M types.

5 Results

We evaluate our various NER taggers using the
CoNLL 2003 metrics: phrase-level precision, recall,
and balanced F-measure (F1).

We begin by testing our system on the CoNLL
newswire task, both to confirm that our implemen-
tation is reasonable, and to help situate the Twitter
results that appear later. We train on the unmodi-
fied CoNLL training corpus, and report F1 on the
CoNLL development and test sets. We compare
our baseline to the baseline from Ratinov and Roth
(2009) (RR09), and we compare our representation-
enhanced system (+Reps) to their “All External

3http://www.ark.cs.cmu.edu/TweetNLP/
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System Dev F1 Test F1
RR09 Baseline 89.2 83.6
Our Baseline 90.4 84.3
RR09 Base + All External 92.5 88.6
Our Base + Reps 91.6 88.0

Table 4: Performance on newswire (CoNLL) data.

System Fin10Dev Rit11 Fro14 Avg
CoNLL 27.3 27.1 29.5 28.0

+ Brown 38.4 39.4 42.5 40.1
+ Vector 40.8 40.4 42.9 41.4
+ Reps 42.4 42.2 46.2 43.6

Fin10 36.7 29.0 30.4 32.0
+ Brown 59.9 53.9 56.3 56.7
+ Vector 61.5 56.4 58.4 58.8
+ Reps 64.0 58.5 60.2 60.9

CoNLL+Fin10 44.7 39.9 44.2 42.9
+ Brown 54.9 52.9 58.5 55.4
+ Vector 58.9 55.2 59.9 58.0
+ Reps 58.9 56.4 61.8 59.0

+ Weights 64.4 59.6 63.3 62.4

Table 5: Impact of our components on Twitter NER per-
formance, as measured by F1, under 3 data scenarios.

Knowledge” system. Both use Brown clusters, but
RR09 uses Wikipedia gazetteers where we use word
vectors. Results are shown in Table 4.

We achieve broadly comparable scores in both
settings. Our external knowledge features are not
as useful as theirs, which may be due to our lack of
Wikipedia gazetteers, or due to a domain mismatch
in our unannotated training data. Their clusters are
trained on the 1996 Reuters corpus, a superset of the
CoNLL data, matching it in both era and domain.
Conversely, our clusters and vectors are both trained
on tweets from 2011, so it is somewhat surprising
that they help to the extent that they do.

5.1 Performance on Twitter

Our primary results are shown in Table 5, where we
compare our word representation and data weighting
techniques under three scenarios: training on out-of-
domain data only (CoNLL), on in-domain data only
(Fin10), and on both. Our data weighting technique
(+Weights, see Section 3.2) only applies when we
use both training sets. We used Fin10Dev to deter-

System Prec Rec F1
CoNLL 43.0 49.8 46.2
Fin10 75.3 50.2 60.2
CoNLL+Fin10 66.0 58.0 61.8

+Weights 73.8 55.4 63.3

Table 6: Precision, recall and F1 on the Fro14 test set
with the Base+All Reps feature set.

mine our importance weights, selecting η = 0.01
for CoNLL and η = 1 for Fin10. For these experi-
ments, we test Brown clusters (+Brown), word vec-
tors (+Vector), and both together (+Reps).

Our Twitter NER results are much lower than the
newswire results from Table 4, with our best Twit-
ter system scoring more than 25 F1 below our best
CoNLL system. But the picture would look much
worse without word representations, which boost
performance in every training scenario. Our best
representation-free system lags nearly 20 F1 behind
our best system that uses representations.

Looking across scenarios, we note that
CoNLL+Reps outperforms CoNLL+Fin10 on 2
out of 3 tests. This is interesting, as it shows that,
given the hypothetical choice between collecting
100 million unannotated tweets for word representa-
tions, and collecting one thousand annotated tweets
for NER training, we are better served by the unan-
notated data. Of course, it is even better to use both;
their combined benefit in CoNLL+Fin10+Reps is
more than additive.

Across all data scenarios and test sets, Brown
clusters help less than word vectors. This contradicts
the observations from Turian et al. (2010), who gen-
erally found Brown clusters to perform best. This
may be because of our domain adaptation scenario,
or it could be due to our use of word2vec, which
did not exist at the time of the Turian study. The
combination of Brown clusters and word vectors is
consistently better than using either alone. The two
representations track different sorts of information:
our use of a large window leads word2vec to build
topic-focused vectors (Turney, 2012), while Brown
clustering is naturally more local, creating very syn-
tactic, part-of-speech-like clusters. It is easy to see
how both types of information can be useful to NER.

Ritter et al. (2011) report that including out-of-
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Figure 1: F1 averaged over all 3 test sets as we add Fin10
training data to CoNLL.

domain data hurts NER performance. Focusing on
the lines Fin10+Reps and CoNLL+Fin10+Reps, we
see the same problem. In the presence of word rep-
resentations, unweighted CoNLL data hurts perfor-
mance when added to a Fin10 system. Fortunately,
the inclusion of importance weights (+Weights) re-
verses this trend, giving us our best result on each
test. We saw no consistent improvement from im-
portance weights on the representation-free system.

To better understand the benefits of importance
weights, Table 6 reports detailed scores for the
Fro14 test set under the Base+Reps feature set, as
we vary training scenarios. Results on the other test
sets are similar. The Fin10 system achieves high pre-
cision but low recall, while the CoNLL+Fin10 does
the opposite. This is because the CoNLL data is
much more entity-dense than the Twitter data, which
biases systems trained on CoNLL to return too many
entities. By down-weighting the CoNLL data, we
reduce this bias and gain 6.8 points of precision at
the cost of only 2.6 points of recall.

Figure 1 gives learning curves as we add Fin10
data to CoNLL across several feature sets. There is a
steady improvement for all systems as the in-domain
data grows, and importance weighting increases the
impact of in-domain data even at very low quanti-
ties. Though the curves shows no sign of flattening
out, note that the x-axis is log-scaled.

We have access to roughly 100 million tweets for
unsupervised representation learning. Figure 2 pro-
vides a learning curve for our Reps+Weights system
as we increase the percentage of unlabeled tweets
used to train both Brown clusters and word vec-
tors from 1.5% to 100% of that data, doubling the
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Figure 2: F1 averaged over all 3 test sets as we increase
the percentage of tweets used to build representations.

Test Set PER LOC ORG
Fin10Dev 71.3 72.4 48.8
Rit11 70.8 61.9 36.9
Fro14 69.4 70.2 42.6

Table 7: F1 for our All Data+Reps+Weights system, or-
ganized by entity class.

amount with each step. With only 1.5 million tweets,
average performance is already very good, and we
can see that the benefits of scale are starting to level
off after we clear 12.5 million.

Table 7 reports our best system’s performance by
entity class. For all three test sets, ORG is the most
difficult. ORG is perhaps the broadest entity class,
but we suspect it is also the most likely to be anno-
tated inconsistently, as it is rife with subtle distinc-
tions: bands (ORG) versus musicians (PER); com-
panies (ORG) versus their products (O); and teams
(ORG) versus their home cities (LOC). During an
inspection of 25 incorrect ORG predictions by our
best system, drawn from a test on Fin10Dev, we
found 10 cases where the gold standard was ques-
tionable. Two of these incorrectly placed “the”
inside a chunk, (“[the Mariners]” is wrong; “the
[Mariners]” is right), while the remaining 8 involved
company-product distinctions, which are tricky even
for human annotators. The NER task is not always
as intuitive as we would like, and organizations tend
to highlight these difficulties.

5.2 Comparison with Linguistic Resources

Thus far, we have restricted ourselves to a setting
without access to linguistic resources, but for some
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Base +X Reps +X
∅ 42.9 62.4
[P]OS Tags 47.1 63.0
[G]azetteers 52.8 63.2
[P]+[G] 55.6 63.5

Table 8: Adding linguistic resources to our baseline
and representation-enabled systems, as measured by F1
averaged over 3 test sets. All systems are trained on
CoNLL+Fin10, and all but Base+∅ use data weighting.

languages, such as English, rich resources exist and
can be very useful. We now examine how word
representations compare and interact with gazetteers
and POS taggers.

For gazetteers, we use those included with the Illi-
nois NER system (Ratinov and Roth, 2009), gen-
erating features that indicate when a word appears
as part of a phrase found in a gazetteer. For POS
tags, we use the CMU Twitter Tagger (Owoputi et
al., 2013), and generate POS tag indicators for the
current word and for tags within a 2-word window.
For some of our corpora, notably CoNLL and Rit11,
the corpus tokenization did not match the POS tag-
ger’s tokenization. We resolve mismatches by al-
lowing the POS tagger to further tokenize the input
sentence to better match its assumptions. After POS
tagging, we merge any split tokens back to the orig-
inal tokenization, picking a representative tag from
among merged tags according to a priority list (verb
> noun > adjective, etc.). The POS tags may have
performed better if we had used the tagger’s native
tokenization throughout.4

Results of our comparison are shown in Table 8.
Comparing Base+∅ and Base+[P]+[G], we see
that linguistic resources boost the baseline’s perfor-
mance considerably. Turning to Reps+[P]+[G], we
see that adding word representations to linguistic re-
sources provides another substantial boost of 7.9 F1.
Conversely, adding linguistic resources to a system
that already has representations increases F1 by only
1.1 points, indicating that not much new information
is being added. The per-feature analysis indicates
that much of this boost comes from the gazetteers.

4Inconsistent tokenization also hinders the word representa-
tions, which were constructed from a corpus tokenized by the
CMU Twokenizer.

System Rit11 Fro14
PHMS14 Baseline 77.4 82.1
PHMS14 Dict ≺Web 78.5 83.9
All Data+Reps+Weights 82.3 86.4
All Data+Ling+Reps+Weights 82.6 86.9

Table 9: Comparison with the state-of-the-art, reporting
test F1. Both the gold-standard and the system outputs
have @user names deterministically tagged as PER.

5.3 Comparison with the State-of-the-Art

In Table 9, we compare our best system, including
linguistic resources, to the state-of-the-art results re-
ported by Plank et al. (2014).5 In order to create
a fair comparison, we post-process both our system
output and the gold-standard to tag all @user names
as PER, just as they do.

Like our system, their baseline includes CoNLL
and Twitter data, and uses Brown clusters trained
on a comparable number of unlabeled tweets. Their
strongest system uses distant supervision over linked
web-pages to create artificial training data. But we
are able to outperform it with our vector representa-
tions and importance weights. Note that this com-
parison is not perfect, as they train on a much larger
pool of crowd-sourced, NER-annotated tweets, con-
sisting of 170k tokens compared to our 17k. The
size of their training data is balanced by the fact that
its annotations were automatically correctly using
MACE (Hovy et al., 2013), where ours were cor-
rected manually, making it unclear which group has
the advantage. Nonetheless, our results establish a
new state-of-the-art for both test sets, and they do so
using only 1k annotated tweets.

6 Analysis

We inspected 100 tweets from the Rit11 test set,
focusing on the output from our primary system,
Base+Reps+Weights, and our baseline, Base, both
trained on the CoNLL+Fin10 data. We noted cases
where the primary system improved upon the base-
line, and cases where it failed to achieve the gold-
standard, and placed the phenomena we observed
into bins. In general, the baseline was observed

5We omit the Fin10 test set from this comparison, as Plank
et al. (2014) test on the entirety of Fin10, while we have divided
it into training and development sets.
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(a) RT @USER : Christmas:PER was so much better when there was a santa :( #allteensthings
RT @USER : Christmas was so much better when there was a santa :( #allteensthings

(b) Lmao . I have a feeling Imma:ORG get yelled at tomorrow . Big time . XD Ehh oh well
Lmao . I have a feeling Imma get yelled at tomorrow . Big time . XD Ehh oh well

(c) I pray an give God glory even when im in pain , hurting , or crying .
I pray an give God:PER glory even when im in pain , hurting , or crying .

(d) Anyone know what days/times that you can smoke hookah at the mix ( cma center ) in corbin:PER .
Anyone know what days/times that you can smoke hookah at the mix ( cma center ) in corbin:LOC .

Figure 3: (a,b): examples where the baseline (top) is improved by our final system (bottom)
(c,d): examples where our final system (top) falls short of the gold-standard (bottom)

to rely heavily on local context and capitalization,
while the primary system has a much stronger global
prior on a given type’s entity assignment.

Reps+Weights improved the baseline in 54 out of
100 tweets. There were 31 cases where the primary
system corrected a baseline error caused by a mis-
leading capitalization cue. Some of these, such as
Figure 3(a) are patched by world knowledge pro-
vided by word representations, but many simply re-
flect a reduced reliance on capitalization. We were
surprised to find only 11 cases where Twitter’s infor-
mal language led to an error, often due to a vaguely
name-shaped colloquialism, such as in 3(b). 6 of
these 11 cases were fixed by the primary system.

Reps+Weights fell short of the gold-standard in
62 of 100 tweets. We observed 39 recall errors that
were difficult to divide into smaller bins. These
entities were often missed despite clear capitaliza-
tion cues, as in Figure 3(c). This particular exam-
ple is actually a symptom of inconsistent annota-
tion: CoNLL and Rit11 consistently annotate God as
a person, while our Fin10 training data leaves God
untagged. The next largest class of errors consists
of 11 problems caused by uniform casing (all caps
or all lowercase). We also have 5 remaining errors
due to informal language, which are interesting, as
they highlight gaps in our representations. These in-
clude cases where the system generates false entities
for variants of rare words (Tidying→ Tidyin), or un-
usual lengthenings (Yayaayayay, as opposed to the
well-attested Yayayayay). We also saw cases where
entities were missed due to creative punctuation (Go
V-I-K-I-N-G-S!). Finally, we found 4 cases where
the system actually over-relies on its word represen-

tations, such as in 3(d), where the global PER in-
terpretation of corbin overrides a fairly strong LOC
signal provided by the local context word in.

7 Discussion

We have shown that the combination of Brown clus-
ters, word vectors, and a simple data weighting
scheme is sufficient to establish a new state-of-the-
art on two Twitter NER test sets, using only 1,000
annotated tweets. We have designed our experi-
ments to emphasize the dramatic impact of word
representations in this domain, and to clarify the ef-
fects of in- and out-of-domain training sets.

Word representations learned on a large, unla-
beled Twitter corpus have addressed a surprising
number of issues with inconsistent capitalization
and informal language. However, our continuing
problems with uncased tweets and unusual colloqui-
alisms demonstrate that there are still many human-
readable words that remain a mystery to our sys-
tem. In response to these observations, we would
like to investigate more flexible representations, per-
haps similar to those of Botha and Blunsom (2014),
who use a linear combination of morpheme vectors
to create representations that can generalize across
words with similar forms.
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Abstract

Topic models provide insights into document
collections, and their supervised extensions
also capture associated document-level meta-
data such as sentiment. However, inferring
such models from data is often slow and cannot
scale to big data. We build upon the “anchor”
method for learning topic models to capture the
relationship between metadata and latent top-
ics by extending the vector-space representa-
tion of word-cooccurrence to include metadata-
specific dimensions. These additional dimen-
sions reveal new anchor words that reflect spe-
cific combinations of metadata and topic. We
show that these new latent representations pre-
dict sentiment as accurately as supervised topic
models, and we find these representations more
quickly without sacrificing interpretability.

Topic models were introduced in an unsupervised
setting (Blei et al., 2003), aiding in the discovery of
topical structure in text: large corpora can be dis-
tilled into human-interpretable themes that facilitate
quick understanding. In addition to illuminating doc-
ument collections for humans, topic models have
increasingly been used for automatic downstream
applications such as sentiment analysis (Titov and
McDonald, 2008; Paul and Girju, 2010; Nguyen et
al., 2013).

Unfortunately, the structure discovered by unsuper-
vised topic models does not necessarily constitute the
best set of features for tasks such as sentiment analy-
sis. Consider a topic model trained on Amazon prod-
uct reviews. A topic model might discover a topic
about vampire romance. However, we often want to

go deeper, discovering facets of a topic that reflect
topic-specific sentiment, e.g., “buffy” and “spike” for
positive sentiment vs. “twilight” and “cullen” for
negative sentiment. Techniques for discovering such
associations, called supervised topic models (Sec-
tion 2), both produce interpretable topics and predict
metadata values. While unsupervised topic models
now have scalable inference strategies (Hoffman et
al., 2013; Zhai et al., 2012), supervised topic model
inference has not received as much attention and of-
ten scales poorly.

The anchor algorithm is a fast, scalable unsuper-
vised approach for finding “anchor words”—precise
words with unique co-occurrence patterns that can
define the topics of a collection of documents. We
augment the anchor algorithm to find supervised
sentiment-specific anchor words (Section 3). Our
algorithm is faster and just as effective as traditional
schemes for supervised topic modeling (Section 4).

1 Anchors: Speedy Unsupervised Models

The anchor algorithm (Arora et al., 2013) begins with
a V × V matrix Q̄ of word co-occurrences, where V
is the size of the vocabulary. Each word type defines
a vector Q̄i,· of length V so that Q̄i,j encodes the con-
ditional probability of seeing word j given that word
i has already been seen. Spectral methods (Anand-
kumar et al., 2012) and the anchor algorithm are
fast alternatives to traditional topic model inference
schemes because they can discover topics via these
summary statistics (quadratic in the number of types)
rather than examining the whole dataset (proportional
to the much larger number of tokens).

The anchor algorithm takes its name from the idea
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of anchor words—words which unambiguously iden-
tify a particular topic. For instance, “wicket” might
be an anchor word for the cricket topic. Thus, for any
anchor word a, Q̄a,· will look like a topic distribu-
tion. Q̄wicket,· will have high probability for “bowl”,
“century”, “pitch”, and “bat”; these words are related
to cricket, but they cannot be anchor words because
they are also related to other topics.

Because these other non-anchor words could be
topically ambiguous, their co-occurrence must be ex-
plained through some combination of anchor words;
thus for non-anchor word i,

Q̄i,· =
∑
gk∈G

Ci,kQ̄gk,·, (1)

where G = {g1, g2, . . . , gK} is the set of K anchor
words. The coefficients Ci,k of this linear combina-
tion correspond to the probability of seeing a topic
given a word, from which we can recover the proba-
bility of a word given a topic (represented in a matrix
A) using Bayes’ rule. In our experiments, we follow
Arora et al. (2013) to first estimate Q̄ based on the
training data and then recover the C matrix

C∗i,· = argminCi,·DKL(Q̄i,· ||
∑
gk∈G

Ci,kQ̄gk,·),

where DKL(x, y) denotes the Kullback-Leibler di-
vergence between x and y.

In addition to discovering topics from a given set of
anchor words as described above, Arora et al. (2013)
also provide a geometric interpretation of a process
for finding the needed anchor words. If we view
the rows of Q̄ as points in a high-dimensional space,
the convex hull of those points provides the anchor
words.1

Equation 1 linearly combines anchor words’ co-
occurrence vectors Q̄gk,· to create the representation
of other words. The convex hull corresponds to the
perimeter of the space of all possible co-occurrence
vectors that can be formed from the set of basis an-
chor vectors. However, the convex hull only encodes

1As discussed by Arora et al. (2013), this is a slight simpli-
fication, since the most extreme points will be words that only
appear infrequently. Thus, there is some nuance to choosing
the anchor words. For instance, a key step for effective topic
modeling is choosing a minimum number of documents a word
must appear in before it can be considered an anchor word. (c.f.
Figure 3).

lemon

Toyota

wonderful

iPad

fleece author

heel

author

antilock

cozy

fleece

heel

awful

Toyota

iPad

Figure 1: Graphical intuition behind supervised anchor
words. Anchor words (in gold) form the convex hull of
word co-occurrence probabilities in unsupervised topic
modeling (top). Adding an additional dimension to cap-
ture metadata, such as sentiment, changes the convex hull:
positive words appear above the original 2D plane (under-
lined) and negative words appear below (in outline).

an unsupervised view of the data. To capture topics
informed by metadata such as sentiment, we need
to explicitly represent the combination of words and
metadata.

One problem inherited by the anchor method from
parametric topic models is the determination of the
number of anchor words (and thus topics) to use.
Because word co-occurrence statistics live in an ex-
tremely high-dimensional space, the number of an-
chor words needed to cover all of the data will be
quite high. Thus, Arora et al. (2013) require a user
to specify the number of anchor words a priori (just
as for parametric topic models). They use a form of
the Gram-Schmidt process to find the best words that
enclose the maximum volume of points.
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Q̄ ⌘

New column(s) encoding
word-sentiment relationship

p(w1|w1) . . .

...
p(wj |wi)

p(w1|w1) . . .

...
p(wj |wi)

S ⌘
p(y(l)|w1)

...

p(y(l)|wi)

Figure 2: We form a new column to capture the relation-
ship between words and each sentiment level: per entry is
the conditional probability of observing a sentiment level
y(l) given an observation of the word wi. Adding all of
these columns to Q̄ to form an augmented matrix S.

2 Supervised Topics: Effective but Slow

Topic models discover a set of topics A. Each topic
is a distribution over the V word types in the cor-
pus. Ai,t is the probability of seeing word i in topic
t. Supervised topic models relate those topics with
predictions of document metadata such as sentiment
by discovering a vector of regression parameters ~µ
that connects topics to per-document observations
yd (Blei and McAuliffe, 2007). Blei and McAuliffe
(2007) treat this as a regression: seeing one word
with topic k in document d means that prediction of
yd should be adjusted by µk. Given a document’s dis-
tribution over topics z̄d, the response yd is normally
distributed with mean ~µ>z̄d.2

Typically, the topics are discovered through a
process of probabilistic inference, either variational
EM (Wang et al., 2009) or Gibbs sampling (Boyd-
Graber and Resnik, 2010). However, these meth-
ods scale poorly to large datasets. Variational infer-
ence requires dozens of expensive passes over the
entire dataset, and Gibbs sampling requires multiple
Markov chains (Nguyen et al., 2014b).

2We are eliding some details in the interest of a more compact
presentation. The topics used by a document, z̄d, are based
on per-token inference of topic assignments; this detail is not
relevant to our contribution, and in Section 4.2 we use existing
techniques to discover documents’ topics.

3 Supervised Anchor Words

Because the anchor algorithm scales so well com-
pared to traditional probabilistic inference, we now
unify the supervised topic models of Section 2 with
the anchor algorithm discussed in Section 1. We do
so by augmenting the matrix Q̄ with an additional
dimension for each metadata attribute, such as senti-
ment. We provide the geometric intuition in Figure 1.

Picture the anchor words projected down to two
dimensions (Lee and Mimno, 2014): each word is a
point, and the anchor words are the vertices of a poly-
gon encompassing every point. Every non-anchor
word can be approximated by a convex combination
of the anchor words (Figure 1, top).

Now add an additional dimension as a column to
Q̄ (Figure 2). This column encodes the metadata
specific to a word. For example, we have encoded
sentiment metadata in a new dimension (Figure 1,
bottom). Neutral sentiment words will stay in the
plane inhabited by the other words, positive senti-
ment words will move up, and negative sentiment
words will move down. For simplicity, we only show
a single additional dimension, but in general we can
add as many dimensions as needed to encode the
metadata.

In this new space some of the original anchor
words may still be anchor words (“author”). Other
words that were near the convex hull boundary in
the unaugmented representation may become an-
chor words in the augmented representation because
they capture both topic and sentiment (“anti-lock” vs.
“lemon”). Finally, extreme sentiment words might
become anchor words in the new higher-dimensional
space because they are so important for explaining
extreme sentiment values (“wonderful” vs. “awful”).

3.1 Words to Sentiment

Having explained how a word is connected to senti-
ment, we now elaborates on how to model that con-
nection using the conditional probability of senti-
ment given a particular word. Assume that sentiment
is discretized into a finite set of L sentiment levels
{y(1), y(2), . . . , y(L)} and that each document is as-
signed to one of these levels. We define a matrix
S of size V × (V + L). The first V columns are
the same as Q̄ and the L additional columns capture
the relationship of a word to each discrete sentiment
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level.
For each additional column l, Si,(V+l) ≡ p(y =

y(l) |w = i) is the conditional probability of observ-
ing a sentiment level y(l) given an observation of
word i. We compute the conditional probability of a
sentiment level y(l) given word i

Si,(V+l) ≡
∑

d(1 [i ∈ d] · 1 [yd = y(l)
]
)∑

d 1 [i ∈ d]
, (2)

where the numerator is the number of documents
that contain word type i and have sentiment level
y(l) and the denominator is the number of documents
containing word i.

Given this augmented matrix, we again want to
find the set of anchor words G and coefficients Ci,k
that best capture the relationship between words and
sentiment (c.f. Equation 1)

Si,· =
∑
gk∈G

Ci,kSgk,·. (3)

Because we retain the property that non-anchor
words are explained through a linear combination
of the anchor words, our method retains the same
theoretical guarantees of sampling complexity and
robustness as the original anchor algorithm.

To facilitate direct comparisons, we keep the num-
ber of anchor words fixed in our experiments. Even
so, the introduction of metadata forces the anchor
method to select the words that best capture this
metadata-augmented view of the data. Consequently,
some of the original anchor words will remain, and
some will be replaced by sentiment-specific anchor
words.

4 Quantitative Comparison of Supervised
Topic Models

In this section, we evaluate the effectiveness of our
new method on a binary sentiment classification
problem. Because the supervised anchor algorithm
(SUP ANCHOR) finds anchor words (and thus differ-
ent topics) which capture the sentiment metadata, we
evaluate the degree to which its latent representation
improves upon the original unsupervised anchor algo-
rithm (Arora et al., 2013, ANCHOR) for classification
in terms of both accuracy and speed.

4.1 Sentiment Datasets

We use three common sentiment datasets for eval-
uation: AMAZON product reviews (Jindal and Liu,
2008), YELP restaurant reviews (Jo and Oh, 2011),
and TRIPADVISOR hotel reviews (Wang et al., 2010).
For each dataset, we preprocess by tokenizing and
removing all non-alphanumeric words and stopwords.
As very short reviews are often inscrutable and lack
cues to connect to the sentiment, we only consider
documents with at least thirty words. We also re-
duce the vocabulary size by keeping only words that
appear in a sufficient number of documents: 50 for
AMAZON and YELP datasets, and 150 for TRIPADVI-
SOR (Table 1).

4.2 Documents to Labels

Our goal is to perform binary classification of sen-
timent. Due to a positive skew of the datasets, the
median for all datasets is four out of five. All 5-star
reviews are assigned to y+ and the rest of the reviews
are assigned to y−. Table 1 summarizes the composi-
tion of each dataset and the percentage of documents
with high positive sentiment.3

We compare the effectiveness of different repre-
sentations in predicting high-sentiment documents:
unsupervised topic models (LDA), traditional su-
pervised topic models (SLDA), the unmodified an-
chor algorithm (ANCHOR), our supervised anchor
algorithm (SUP ANCHOR), and a traditional TF-
IDF (Salton, 1968, TF-IDF) representation of the
words.

The anchor algorithm only provides the topic dis-
tribution over words; it does not provide the per-
document assignment of topics needed to represent
the document in a low-dimensional space necessary
for producing a prediction yd. Fortunately, this re-
quires a very quick—because the topics are fixed—
pass over the documents using a traditional topic
model inference algorithm. We use the variational in-
ference implementation for LDA of Blei et al. (2003)4

to obtain z̄d, the topic distribution for document d.5

3Multiclass labeling for each sentiment label also works well,
but binary classification simplifies the analysis and presentation.

4http://www.cs.princeton.edu/˜blei/lda-c/
5For other inference schemes, we use native inference to ap-

ply pre-trained topics to extract DEV and TEST topic proportions.
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Corpus Train Documents Test Documents Tokens Types Percentage with Positive Sentiment
AMAZON 13,300 3,314 1,031,659 2,662 52.2%

TRIPADVISOR 115,384 28,828 12,752,444 4,867 41.5%
YELP 13,955 3,482 1,142,555 2,585 27.7%

Table 1: Statistics for the datasets employed in the experiments.

Classifiers Given a low-dimensional representa-
tion of a test document, we predict the document’s
sentiment yd. We have already inferred the topic dis-
tribution z̄d for each document, and we use log(z̄d)
as the features for a classifier. Feature vectors from
training data are used to train the classifiers, and fea-
ture vectors from the development or test set are used
to evaluate the classifiers.

We run three standard machine learning classi-
fiers: decision trees (Quinlan, 1986), logistic regres-
sion (Friedman et al., 1998), and a discriminative
classifier. For decision trees (hence TREE) and logis-
tic regression (hence LOGISTIC), we use SKLEARN.6

For the discriminative classifier, we use a linear clas-
sifier with hinge loss (hence HINGE) in Vowpal Wab-
bit.7 Because HINGE outputs a regression value in
[0, 1], we use a threshold 0.5 to make predictions.

Parameter Tuning Parameter tuning is important
in topic models, so we cross-validate: each sentiment
dataset is split randomly into five folds. We used
four folds to form the TRAIN set and reserved the
last fold for the TEST set. All cross-validation results
are averaged over the four held out DEV sets; the
best cross-validation result provides the parameter
settings we use on the TEST set.

For ANCHOR and SUP ANCHOR, the parame-
ter for the document-level Dirichlet prior α is re-
quired for inferring document-topic distributions
given learned topics. Despite selecting this parameter
using grid search, α does not affect our final results.
The same is also true for SLDA: its predictive perfor-
mance does not significantly vary as α varies, given
a fixed number of topics K.8

Anchor algorithms are sensitive to the value of an-
chor thresholdM (the minimum document frequency
for a word to be considered an anchor word). For

6http://scikit-learn.org/stable/
7http://hunch.net/˜vw/
8We use the SLDA implementation by Chong Wang: http:

//www.cs.cmu.edu/˜chongw/slda/ to estimate α.
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Figure 3: Grid search for selecting the word-document
threshold M for SUP ANCHOR based on development set
accuracy.

each number of topics K, we perform a grid search
to find the best value of M . Figure 3 shows the
performance trends.

For LDA, we use the Gibbs sampling implemen-
tation in Mallet.9 For training the model, we run
LDA with 5,000 iterations; and for inference (on DEV

and TEST) of document topic distribution we iterate
100 times, with lag 5 and 50 burn-in iterations. As
Mallet accepts

∑
αi as a parameter, we always ini-

tialize
∑
αi = 1 and only perform a grid search over

different values of β, the hyper-parameter for Dirich-
let prior over the per-topic topic-word distribution,
starting from 0.01 and doubling until reaching 0.5.

4.3 SUP ANCHOR Outperforms ANCHOR

Learning topics that jointly reflect words and meta-
data improves subsequent prediction. The results for
both SUP ANCHOR and ANCHOR on the TEST set
are shown in Figure 4. SUP ANCHOR outperforms
ANCHOR on all datasets. This trend holds consis-
tently for LOGISTIC, TREE, and HINGE methods for
sentiment prediction. For example, with twenty top-
ics on the AMAZON dataset, SUP ANCHOR gives an

9http://mallet.cs.umass.edu/topics.php
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Figure 4: Results on TEST fold, SUP ANCHOR outper-
forms ANCHOR, LDA, and SLDA on all three datasets. We
report the results based on LOGISTIC as it produces the
best accuracy consistently for ANCHOR, SUP ANCHOR,
and LDA.

accuracy of 0.71 in comparison to only 0.62 from
ANCHOR. Similarly, with twenty topics on the YELP

dataset, SUP ANCHOR has 0.77 accuracy while AN-
CHOR has 0.74. Our SUP ANCHOR model is able to
incorporate metadata to learn better representations
for predicting sentiment. Moreover, in Section 5 we
show that SUP ANCHOR does not need to sacrifice
topic quality to gain predictive power.

4.4 SUP ANCHOR Outperforms SLDA

More surprising is that SUP ANCHOR also outper-
forms SLDA. Like SUP ANCHOR, SLDA jointly
learns topics and their relation to metadata such as
sentiment. Figure 4 shows that this trend is consistent
on all sentiment datasets. On average, SUP ANCHOR
is 2.2 percent better than SLDA on AMAZON, and 2.0
percent better on both YELP and TRIPADVISOR. Fur-
thermore, SUP ANCHOR is much faster than SLDA.

SLDA performs worse than SUP ANCHOR in part
because SUP ANCHOR is able to jointly find specific
lexical terms that improve prediction. Nguyen et al.
(2013) show that this improves supervised topic mod-
els; forming anchor words around the same strong
lexical cues could discover better topics. In con-
trast, SLDA must discover the relationship through
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Figure 5: Accuracy on AMAZON with twenty topics.
SUP ANCHOR produces good representations for senti-
ment classification that can be improved by interpolating
with lexical TF-IDF features. The interpolation (x-axis)
ranges from zero (all TF-IDF features) to one hundred (all
SUP ANCHOR topic features).

the proxy of topics.

4.5 Lexical Features

Ramage et al. (2010) show that interpolating topic
and lexical features often provides better classifica-
tion than either alone. Here, we take the same ap-
proach and show how different interpolations of topic
and lexical features create better classifiers. We first
select an interpolation value λ in {0, 0.1, 0.2, . . . , 1},
and we then form a new feature vector by concatenat-
ing λ-weighted topic features with (1− λ)-weighted
lexical features. Figure 5 shows the interplay be-
tween topic features and TF-IDF features10 as the
weight of topic features increases from zero (all TF-
IDF) to one hundred (all SUP ANCHOR topic fea-
tures) percent on the AMAZON dataset (other datasets
are similar). Combining both feature sets is better
than either alone, although the interpolation depends
on the classifier.

4.6 Runtime Analysis

Having shown that SUP ANCHOR outperforms both
ANCHOR and SLDA, in this section we show that
SUP ANCHOR also inherits the runtime efficiency
from ANCHOR. Table 2 summarizes the runtimes
on both AMAZON and TRIPADVISOR; these results
were obtained using a six-core 2.8GHz Intel Xeon
X5660. On the small dataset AMAZON, SUP AN-
CHOR finishes the training within one minute, and
for the larger TRIPADVISOR dataset it completes the

10As before, we do parameter selection on DEV data and report
final TEST results.
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Dataset Measure SUP ANCHOR LDA SLDA

AMAZON

Preprocessing 32 32 32
Generating Q̄/S 29
Training 33 886 4,762
LDAC inference 38 (train), 13 (dev/test)
Classification <5 <5

TRIPADVISOR

Preprocessing 305 305 305
Generating Q̄/S 262
Training 181 8,158 71,967
LDAC inference 830 (train), 280 (dev/test)
Classification <5 <5

Table 2: Runtime statistics (in seconds) for the AMAZON and TRIPADVISOR datasets. Blank cells indicate a timing
which does not apply to a particular model. SUP ANCHOR is significantly faster than conventional methods.
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Figure 6: SUP ANCHOR and ANCHOR produce the same
topic quality. LDA outperforms all other models and pro-
duces the best topics. Performance of SLDA degrades
significantly as the number of topic increases.

learning in around three minutes. The main bottle-
neck for SUP ANCHOR is learning the document dis-
tributions over topics, although even this stage is fast
for known topic distributions. This result is far better
than the twenty hours required by SLDA to train on
TRIPADVISOR.

5 Inspecting Anchors and their Topics

One important evaluation for topic models is how
easy it is for a human reader to understand the top-
ics. In this section, we evaluate topics produced by

each model using topic interpretability (Chang et al.,
2009). Topic interpretability measures how human
users understand topics presented by a topic model-
ing algorithm. We use an automated approximation
of interpretability that uses a reference corpus as a
proxy for which words belong together (Newman
et al., 2010). Using half a million documents from
Wikipedia, we compute the induced normalized pair-
wise mutual information (Lau et al., 2014, NPMI)
on the top ten words in topics as a proxy for inter-
pretability.

Figure 6 shows the NPMI scores for each model.
Unsurprisingly, unsupervised models (LDA) produce
the best topic quality. In contrast, supervised mod-
els must balance metadata (i.e., response variable)
prediction against capturing word meaning. Conse-
quently, SLDA does slightly worse with respect to
topic interpretability.

SUP ANCHOR and ANCHOR produce the same
topic quality consistently on all datasets. Since
SUP ANCHOR and ANCHOR have nearly identical
runtime, SUP ANCHOR is better suited for supervised
tasks because it improves classification without sac-
rificing interpretability. It is possible that regulariza-
tion would improve the interpretability of these top-
ics; Nguyen et al. (2014a) show that adding regular-
ization removes overly frequent words from anchor-
discovered topics.

The topics produced by the ANCHOR and SUP AN-
CHOR algorithms have many similarities. In Table 3,
nearly all of the anchor words discovered by AN-
CHOR are also used by SUP ANCHOR. These anchor
words tend to describe general food types, such as
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Model Anchor Words and Top Words in Topics
ANCHOR and SUP ANCHOR pizza burger sushi ice garlic hot amp chicken pork french sand-

wich coffee cake steak beer fish
wine wine restaurant dinner menu nice night bar table meal experience

ANCHOR hour wait hour people minutes line long table waiting worth order
late night late ive people pretty love youre friends restaurant open

favorite love favorite ive amazing delicious restaurant eat menu fresh awesome
SUP ANCHOR decent pretty didnt restaurant ordered decent wasnt nice night bad stars

line line wait people long tacos worth order waiting minutes taco

Table 3: Comparing topics generated for the YELP dataset: anchor words shared by both ANCHOR and SUP ANCHOR
are listed. Unique anchor words for each algorithm are listed along with the top ten words for that topic. For clarity,
we pruned words which appear in more than 3000 documents as these words appear in every topic. The distinct
anchor words reflect positive (“favorite”) and negative (“line”) sentiment rather than less sentiment-specific qualities of
restaurants (e.g., restaurants open “late”).

“pizza” or “burger”, and characterize the YELP dataset
well. The similarity of these shared topics explains
why both ANCHOR and SUP ANCHOR achieve simi-
lar topic interpretability scores.

To explain the predictive power of SUP ANCHOR
we must examine the anchor words and topics unique
to both algorithms. The anchor words which are
unique to ANCHOR include a general topic about
wine, and two somewhat coherent topics related to
time. By adding supervision to the model we get
three new anchor words which identify sentiment
ranging from extremely positive reviews mentioning
a favorite restaurant to extremely negative reviews
complaining about long waits.

This general trend is seen across each of the
datasets. For example, ANCHOR and SUP ANCHOR
both discover shared topics describing consumer
goods, but SUP ANCHOR replaces two topics dis-
cussing headphones with topics describing “frustrat-
ing” products and “great” products. Similarly, in
the TRIPADVISOR data, both ANCHOR and SUP AN-
CHOR share topics about specific destinations, but
only SUP ANCHOR discovers a topic describing “dis-
gusting” hotel rooms.

6 Related Work

Improving the scalability of statistical learning has
taken many forms: creating online approximations
of large batch algorithms (Hoffman et al., 2013; Zhai
et al., 2014) or improving the efficiency of sam-
pling (Yao et al., 2009; Hu and Boyd-Graber, 2012;
Li et al., 2014).

These insights have also improved supervised
topic models. For example, Zhu et al. (2013) train the
max-margin supervised topic models MEDLDA (Zhu
et al., 2009) by reformulating the model such that the
hinge loss is included inside a collapsed Gibbs sam-
pler, rather than being applied externally on the sam-
pler using costly SVMs. Using insights from Smola
and Narayanamurthy (2010), the samplers run in par-
allel to train the model. While these advancements
improve the scalability of max-margin supervised
topic models, the improvement is limited by the fact
that the sampling algorithm grows with the number
of tokens.

In contrast, this paper explores a different vein
of research that focuses on using efficient represen-
tations of summary statistics to estimate statistical
models. While this has seen great success in unsu-
pervised models (Cohen and Collins, 2014), it has
increasingly also been applied to supervised mod-
els. Wang and Zhu (2014) show how to use tensor
decomposition to estimate the parameters of SLDA
instead of sampling to find maximum likelihood es-
timates. In contrast, anchor-based methods rely on
non-negative matrix factorization.

We found that a discriminative classifier did not
always perform best on the downstream classification
task. Zhu et al. (2009) make a comprehensive com-
parison between MEDLDA, SLDA, and SVM+LDA,
and they show that SVM+LDA performs worse than
MEDLDA and SLDA on binary classification. It could
be that better feature preprocessing could improve
our performance.
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Bag-of-words representations are not ideal for sen-
timent tasks. Rubin et al. (2012) introduce Depen-
dency LDA which associates individual word tokens
with different labels; their model also outperforms
linear SVMs on a very large multi-labeled corpus.
Latent variable models that consider grammatical
structure (Sayeed et al., 2012; Socher et al., 2011;
Iyyer et al., 2014) could also be improved through
efficient inference (Cohen and Collins, 2014).

7 Discussion

Supervised anchor word topic modeling provides
a general framework for learning better topic rep-
resentations by taking advantage of both word-
cooccurrence and metadata. Our straightforward ex-
tension (Equation 2) places each word in a vector
space that not only captures co-occurrence with other
terms but also the interaction of the word and its sen-
timent, in contrast to algorithms that only consider
raw words.

While our experiments focus on binary classifica-
tion, the same extension is also applicable to multi-
class classification.

Moreover, supervised anchor word topic model-
ing is fast: it inherits the polynomial-time efficiency
from the original unsupervised anchor word algo-
rithm. It is also effective: it is better at providing
features for classification than unsupervised topic
models and also better than supervised topic models
with conventional inference.

Our supervised anchor word algorithm offers the
ability to quickly analyze datasets without the over-
head of Gibbs sampling or variational inference, al-
lowing users to more quickly understand big data
and to make decisions. Combining bag-of-words
analysis with metadata through efficient, low-latency
topic analysis allows users to have deep insights more
quickly.
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Abstract

Recently, there has been increasing interest in
learning semantic parsers with indirect super-
vision, but existing work focuses almost ex-
clusively on question answering. Separately,
there have been active pursuits in leveraging
databases for distant supervision in informa-
tion extraction, yet such methods are often
limited to binary relations and none can han-
dle nested events. In this paper, we gener-
alize distant supervision to complex knowl-
edge extraction, by proposing the first ap-
proach to learn a semantic parser for extract-
ing nested event structures without annotated
examples, using only a database of such com-
plex events and unannotated text. The key idea
is to model the annotations as latent variables,
and incorporate a prior that favors semantic
parses containing known events. Experiments
on the GENIA event extraction dataset show
that our approach can learn from and extract
complex biological pathway events. More-
over, when supplied with just five example
words per event type, it becomes competitive
even among supervised systems, outperform-
ing 19 out of 24 teams that participated in the
original shared task.

1 Introduction

The goal of semantic parsing is to map text into
a complete and detailed meaning representation
(Mooney, 2007). Supervised approaches for learn-
ing a semantic parser require annotated examples,

∗ This research was conducted during the author’s intern-
ship at Microsoft Research.

Information
Extraction

ID TYPE CAUSE THEME TRIGGER

T1 PROTEIN - - BCL

T2 PROTEIN - - RFLAT

T3 PROTEIN - - IL-10

E1 POS-REG T1 E2 stimulates

E2 NEG-REG T3 T2 inhibition

(NEG-REG,BCL,RFLAT)

(NEG-REG,IL-10,RFLAT)

Complex Event (POS-REG,BCL,(NEG-REG,IL-10,RFLAT))

GENIA Event 
Annotation

Figure 1: Given sentence “BCL stimulates inhibition
of RFLAT by IL-10”, information extraction focuses on
classifying simple relations among entities (top), whereas
ideally we want to extract the complex event that captures
important contextual information (middle), as exempli-
fied by the GENIA event annotation (bottom).

which are expensive and time-consuming to acquire
(Zelle and Mooney, 1993; Zettlemoyer and Collins,
2005; Zettlemoyer and Collins, 2007). As a re-
sult, there has been rising interest in learning se-
mantic parsers from indirect supervision. Examples
include unsupervised approaches that leverage dis-
tributional similarity by recursive clustering (Poon
and Domingos, 2009; Poon and Domingos, 2010;
Titov and Klementiev, 2011), semi-supervised ap-
proaches that learn from dialog context (Artzi and
Zettlemoyer, 2011), grounded approaches that learn
from annotated question-answer pairs (Clarke et al.,
2010; Liang et al., 2011) or virtual worlds (Chen and
Mooney, 2011; Artzi and Zettlemoyer, 2013).

Such progress is exciting, but most applications
focus on question answering, where the semantic
parser is used to convert natural-language questions
into formal queries. In contrast, complex knowl-
edge extraction represents a relatively untapped ap-
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(a) (b) (c)

(POS-REG,BCL,(NEG-REG,IL-10,RFLAT))

(NEG-REG,TP53,(POS-REG,BCL,IL-2))

(POS-REG,AKT2,(POS-REG,IL-4,ERBB2))

(NEG-REG,(POS-REG,BCL,IL-2),BRAF)

…
…

BCL stimulates inhibition of RFLAT by IL-10. The ability of IL-10 to block RFLAT requires BCL.

stimulates

inhibition

IL-10

BCL

RFLAT

THEMECAUSE

POS-REG

CAUSETHEME

NEG-REG

requires

BCLability

RFLAT

THEME CAUSE

POS-REG

CAUSE

THEME

NEG-REG

RAISE

IL-10

blockThe NEG-REG

RAISING

NULL

Figure 2: Grounded semantic parsing for complex knowledge extraction: (a) input database of complex events, without
textual annotation; (b) event extraction as semantic parsing; (c) a complex sentence that requires RAISING.

plication area for semantic parsing, with great po-
tential. Text with valuable information has been
undergoing rapid growth across scientific and busi-
ness disciplines alike. A prominent example is
PubMed (www.ncbi.nlm.nih.gov/pubmed), which
contains over 24 million biomedical research arti-
cles and grows by over one million each year. Re-
search on information extraction abounds, but it
tends to focus on classifying simple relations among
entities, so is incapable of extracting the preva-
lent complex knowledge with nested event struc-
tures. Figure 1 illustrates this problem with an
example sentence “BCL stimulates inhibition of
RFLAT by IL-10”. Traditional information extrac-
tion would be content with extracting two binary
relation instances (NEG-REG,BCL,RFLAT) and
(NEG-REG,IL-10,RFLAT), where NEG-REG
represents a negative regulation (i.e., inhibition).
However, the sentence also discloses important con-
textual information, i.e., BCL regulates RFLAT by
stimulating the inhibitive effect of IL-10, and like-
wise the inhibition of RFLAT by IL-10 is con-
trolled by BCL. Such context-specific knowledge
is crucial in translational medicine: imagine a tar-
geted therapy that tries to suppress RFLAT by in-
ducing either BCL or IL-10, without taking into
account their interdependency. As Figure 1 shows,
this knowledge can be represented by events with
nested structures (e.g., the THEME argument of E1
is an event E2), as exemplified by the GENIA event
extraction dataset (Kim et al., 2009).

Complex knowledge extraction can be naturally
framed as a semantic parsing problem, with the
event structure represented by a semantic parse; see

Figure 2. However, annotating example sentences
is expensive and time-consuming. GENIA is the
only corpus of its kind by far; its annotation took
years and its scope is limited to the narrow domain
of transcription in human blood cells. In contrast,
databases are usually available. For example, due
to the central importance of biological pathways in
understanding diseases and developing drug targets,
there exist many pathway databases (Schaefer et al.,
2009; Kanehisa, 2002; Cerami et al., 2011). Lim-
ited by manual curation, they are incomplete and not
up-to-date, thereby the need for automated extrac-
tion. But compared to question answering, knowl-
edge extraction can derive more leverage from such
databases via distant supervision (Craven and Kum-
lien, 1999; Mintz et al., 2009). The key insight is
that databases can be used to automatically anno-
tate sentences with a relation if the arguments of a
known instance co-occur in the sentence. This learn-
ing paradigm, however, has never been applied to
extracting nested events.

In this paper, we propose the first approach to
learn a semantic parser from a database of complex
events and unannotated text, by generalizing dis-
tant supervision to complex knowledge extraction.
The key idea is to recover the latent annotations via
EM, guided by a structured prior that favors seman-
tic parses containing known events in the database,
in the form of virtual evidence (Pearl, 1988; Subra-
manya and Bilmes, 2007). Experiments on the GE-
NIA dataset demonstrate the promise of this direc-
tion. Our GUSPEE (GroUnded Semantic Parsing
for Event Extraction) system can successfully learn
from and extract complex events, without requiring
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textual annotations (Figure 2). Moreover, after in-
corporating prototype-driven learning using just five
example words for each event type, GUSPEE be-
comes competitive even among supervised systems,
outperforming 19 out of 24 teams that participated
in the GENIA event extraction shared task. With
significant information loss (skipping event triggers
and, most importantly, the nested event structures),
it is possible to reduce GENIA events to binary re-
lations so that existing distant-supervision methods
are applicable. Yet even in such an evaluation tai-
lored for existing methods, our system still outper-
formed them by a wide margin.

2 Related Work

Existing approaches for GENIA event extraction are
supervised methods that either used a carefully en-
gineered classification pipeline (Bjorne et al., 2009;
Quirk et al., 2011) or applied joint inference (Riedel
et al., 2009; Poon and Vanderwende, 2010; Riedel
and McCallum, 2011). Poon and Vanderwende
(2010) used a dependency-based formulation that re-
sembled our semantic parsing one, but learned from
supervised data. Classification approaches first need
to classify words into event triggers, where distant
supervision is not directly applicable.

In distant supervision (Craven and Kumlien,
1999; Mintz et al., 2009), if two entities are known
to have a binary relation in the database, their co-
occurrence in a sentence justifies labeling the in-
stance with the relation. This assumption is often
incorrect, and Riedel et al. (2010) introduced latent
variables to model the uncertainty; the model was
later improved by Hoffmann et al. (2011). GUS-
PEE generalizes this idea to structured prediction
where the latent annotations are not simple classifi-
cation decisions, but nested events. Krishnamurthy
and Mitchell (2012) and Reddy et al. (2014) took
an important step toward this direction, by learning
a semantic parser based on combinatorial categorial
grammar (CCG) from Freebase and web sentences.
However, Krishnamurthy and Mitchell (2012) still
learned from binary relations, using only simple sen-
tences (of length ten or less). Reddy et al. (2014)
learned from n-ary relations as well, yet their for-
mulation only allows relations between entities, not
relations between relations. Thus their approach

cannot represent nested events, let alone extract-
ing them. And like Krishnamurthy and Mitchell
(2012), Reddy et al. (2014) focused on simple text
and excluded sentences where entities were not de-
pendency neighbors (i.e., not directly connected in
the ungrounded graph), as well as sentences with un-
known entities. While such restrictions do not im-
pede parsing simple questions in their evaluation,
their approach is not directly applicable to com-
plex knowledge extraction. Reschke et al. (2014)
also generalized distant supervision to n-ary rela-
tions for extracting template-based events, but sim-
ilar to Reddy et al. (2014), they did not consider
nested events.

Distant supervision can be viewed as a special
case of the more general paradigm of grounded
learning from a database. Clarke et al. (2010) and
Liang et al. (2011) used the database to determine
if a candidate semantic parse would yield the anno-
tated answer, whereas distant supervision uses the
database to determine if a relation instance is con-
tained therein. Our GUSPEE system is inspired
by grounded unsupervised semantic parsing (GUSP)
(Poon, 2013) and shares a similar semantic repre-
sentation. GUSP, like most grounded learning ap-
proaches, applied to question answering and did not
leverage distant supervision. GUSPEE can thus be
viewed as an extension of GUSP to leverage distant
supervision for complex knowledge extraction.

Grounding in GUSPEE is materialized by virtual
evidence favoring semantic structures that conform
with the database. The idea of virtual evidence was
first introduced by Pearl (1988) and later applied in
several applications such as Subramanya and Bilmes
(2007). Unlike in prior work, the virtual evidence
in GUSPEE involves non-local factors (comparing a
semantic parse with complex events in the database)
and presents a major challenge to efficient learning.

Existing semantic parsers often adopt highly ex-
pressive formalisms such as CCG (Steedman, 2000).
Such formalisms are extremely powerful, but also
difficult to learn. We instead adopted a dependency-
based formalism (Poon and Domingos, 2009; Liang
et al., 2011; Poon, 2013). Moreover, following Poon
and Domingos (2009), Krishnamurthy and Mitchell
(2012), Poon (2013), we started with syntactic de-
pendency parses, and focused on annotating nodes
and edges with semantic states.
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3 Grounded Semantic Parsing for Event
Extraction

We use the GENIA event extraction task (Kim et
al., 2009) as a representative example of complex
knowledge extraction. The goal is to identify biolog-
ical events from text, including the trigger words and
arguments (Figure 1, bottom). There are nine event
types, including simple ones such as Expression
and Transcription that can only have one THEME
argument, Binding that can have more than one
THEME argument, and regulations that can have both
THEME and CAUSE arguments. Protein annotations
are given as input.

We formulate this task as semantic parsing and
present our GUSPEE system (Figure 2). The core
of GUSPEE is a tree HMM (Section 3.1), which
extracts events from a sentence by annotating its
syntactic dependency tree with event and argument
states. In training, GUSPEE takes as input unan-
notated text and a database of complex events, and
learns the tree HMM using EM, guided by grounded
learning from the database via virtual evidence.

3.1 Problem Formulation
Let t be a syntactic dependency tree for a sentence,
with nodes ni and dependency edges di,j (nj is a
child of ni). A semantic parse of t is an assign-
ment z that maps each node to an event state and
each dependency to an argument state. The semantic
state of a protein word is fixed to that protein annota-
tion. Basic event states are the nine event types and
NULL (signifying a non-event, e.g., “The” in Figure
2 (c)). Basic argument states are THEME, CAUSE,
and NULL. Additional states will be introduced later
in Section 3.2 and 3.4.

GUSPEE models z, t by a tree HMM:

Pθ(z, t) =
∏
m

PEMIT(tm|zm, θ)·PTRANS(zm|zπ(m), θ)

where θ are the emission and transition parameters,
m ranges over the nodes and dependency edges,
π(nj) = di,j and π(di,j) = ni. Note that this formu-
lation implicitly assumes a fixed underlying directed
tree, while the words and dependencies may vary.

Semantic parsing finds the most probable seman-
tic assignment given the dependency tree:

z∗ = arg max
z

logPθ(z|t) = arg max
z

logPθ(z, t)

In training, GUSPEE takes as input a set of complex
events (database K) and syntactic dependency trees
(unannotated text T ), and maximizes the likelihood
of T augmented by virtual evidence φK(z).

θ∗ = arg max
θ

logPθ(T |K)

= arg max
θ

∑
t∈T

log
∑
z

Pθ(z, t) · φK(z)

Virtual evidence is analogous to a Bayesian prior,
but applies to variable states rather than model pa-
rameters (Subramanya and Bilmes, 2007).

3.2 Handling Syntax-Semantics Mismatch

For simple sentences such as the one in Figure 2(b),
the complex event can be represented by a seman-
tic parse using only basic states. In general, how-
ever, syntax and semantics often diverge. For ex-
ample, in Figure 2(c), “requires” triggers the top
POS-NEG event that has a THEME argument trig-
gered by “block”, but “ability” stands in between the
two; likewise for “block” and “IL-10”. Addition-
ally, mismatch could stem from errors in the syntac-
tic parse. In such cases, the correct semantic parse
can no longer be represented by basic states alone.
Following GUSP (Poon, 2013), we introduced a new
argument state RAISING which, if assigned to a de-
pendency, would require that the parent and child be
assigned the same basic event state. We also intro-
duce a corresponding RAISE version for each non-
null event state, to signify that the word derives its
basic state from RAISING of a child. RAISING is
related to but not identical with type raising in CCG
and other grammars. For simplicity, we did not use
other complex states explored in Poon (2013).

3.3 Virtual Evidence for Grounded Learning

Grounded learning in GUSPEE is attained by incor-
porating the virtual evidence φK(z), which favors
the z’s containing known events in K and penal-
izes those containing unknown events. Intuitively,
this can be accomplished by identifying events in z
and comparing them with events in K. But this is
not robust as individual events and mentions may be
fragmental and incomplete. Insisting on matching
an event in full would miss partial matches that still
convey valuable supervision. Proteins are given as
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input and can be mapped to event arguments a pri-
ori. Matching sub-events with only one protein argu-
ment would be too noisy without direct supervision
on triggers. We thus consider matching minimum
sub-events with two protein arguments.

Specifically, we preprocessed complex events
in K to identify minimum logical forms contain-
ing two protein arguments from each complex
event, where arguments not directly leading to
either protein are skipped. For example, the
complex event in Figure 1 would generate three
sub-events: (NEG-REG,IL-10,RFLAT),
(POS-REG,BCL,(NEG-REG,-,RFLAT)),
(POS-REG,BCL,(NEG-REG,IL-10,-)),
where - signifies underspecification. We denote the
set of such sub-events as S(K).

Likewise, given a semantic parse z, for every pro-
tein pair in z, we would convert the minimum se-
mantic parse subtree spanning the two proteins into
the canonical logical form and compare it with el-
ements in S(K). If the minimum subtree contains
NULL, either in an event or argument state, it sig-
nifies a non-event and would be ignored. Other-
wise, the canonical form is derived by collapsing
RAISING states. For example, in both Figure 2 (b)
and (c), the minimum subtree spanning the proteins
IL-10 and RFLAT is converted into the same logi-
cal form of (NEG-REG,IL-10,RFLAT). We de-
note the set of such logical forms as E(z).

Formally, the virtual evidence in GUSPEE are:

φK(z) = exp
∑

e∈E(z)

σ(e,K)

where

σ(e,K) =
{
κ : e ∈ S(K)
−κ : e /∈ S(K)

In distant supervision, where z is simply a binary
relation, it is trivial to evaluate φK(z). (In fact,
the original distant supervision algorithm is exactly
equivalent to this form, with κ = ∞.) In GUSPEE,
however, z is a semantic parse and evaluating E(z)
and σ(e,K) involves a global factor that does not
decompose into local dependencies as the tree HMM
Pθ(z, t). The naive way to compute the augmented
likelihood (Section 3.1) is thus intractable.

3.4 Efficient Learning with Virtual Evidence

To render learning tractable, the key idea is to aug-
ment the local event and argument states so that they
contain sufficient information for evaluating φK(z).
Specifically, the semantic state z(ni) needs to repre-
sent not only the semantic assignment to ni (e.g., a
NEG-REG event trigger), but also the set of (possi-
bly incomplete) sub-events in the subtree under ni.
We accomplished this by representing the semantic
paths from ni to proteins in the subtree. For
example, in Figure 2 (b), the augmented state of “in-
hibition” would be (NEG-REG→THEME→RFLAT,
NEG-REG→CAUSE→IL-10). To facilitate
canonicalization and sub-event comparison, a
path containing NULL will be skipped, and
RAISING will be collapsed. E.g., in Fig-
ure 2(c), the augmented state of “ability”
would become (NEG-REG→THEME→RFLAT,
NEG-REG→CAUSE→IL-10).

With these augmented states, φK(z) decomposes
into local factors. The proteins under ni are known
a priori, as well as the children containing them. Se-
mantic paths from ni to proteins can thus be com-
puted by imposing consistency constraints for each
child. Namely, for child nj that contains protein p,
the semantic path from ni to p should result from
combining z(ni), z(di,j), and the semantic path
from nj to p. The minimum sub-events spanning
two proteins under ni, if any, can be derived from
the semantic paths in the augmented state. Note that
if both proteins come from the same child nj , the
pair needs not be considered at ni, as their minimum
spanning sub-event, if any, would be under nj and
already be factored in there.

The number of augmented states isO(sp), and the
number of sub-event evaluations isO(s·p2), where s
is the number of distinct semantic paths, and p is the
number of proteins in the subtree. Below, we show
how s, p can be constrained to reasonable ranges to
make computation efficient.

First, consider s. The number of semantic paths
is theoretically unbounded since a path can be ar-
bitrarily long. However, semantic paths contained
in a database event are bounded in length and can
be precomputed from the database (the maximum
in GENIA is four). Longer paths can be repre-
sented by a special dummy path signifying that they
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would not match any database events. Likewise, cer-
tain sub-paths would not occur in database events.
E.g., in GENIA, simple events cannot take events
as arguments, so paths containing sub-paths such
as Expression → Transcription are also ille-
gitimate and can be represented same as the above.
We also notice that for regulation events with other
regulation events as arguments, the semantics can
be compressed into a single regulation event, e.g.,
POS-REG→NEG-REG is semantically equivalent
with NEG-REG, as the collective effect of a posi-
tive regulation on top of a negative one is negative.
Therefore, when evaulating the semantic path from
ni to a protein during dynamic programming, we
would collapse consecutive regulation events in the
child path, if any. This further reduces the length of
semantic paths to at most three (regulation - regula-
tion - simple event - protein).

Next, we notice that p is bounded to begin with,
but it could be quite large. When a sentence con-
tains many proteins (i.e., large p), it often stems
from conjunction of proteins, as in “TP53 regulates
many downstream targets such as ABCB1, AFP,
APC, ATF3, BAX”. All proteins in the conjunct
play a similar role in their respective events, such as
THEME in the above example among “ABCB1, AFP,
APC, ATF3, BAX”, and so share the same semantic
paths. Therefore, prior to learning, we preprocessed
the sentences to condense each conjunct into a sin-
gle effective protein node. We identified conjunction
by Stanford dependencies (conj ∗). In GENIA, this
reduces the maximum number of effective protein
nodes to two for the vast majority of sentences (over
90%). Both representation and evaluation are now
reasonably efficient. To further speed up learning, in
our experiments we only trained on sentences with
at most two effective protein nodes, as this already
performed quite well. Training on GENIA took 1.5
hours and semantic parsing of a sentence took less
than a second (with one i7 core at 2.4 GHz).

Unlike RAISING, the augmented states intro-
duced in this section are specific to GENIA events.
However, the rules to canonicalize states are general
and can potentially be adapted to other domains. An
alternative strategy to combat state explosion is by
embedding the discrete states in a low-dimensional
vector space (Socher et al., 2013), which is a direc-
tion for future research.

3.5 Features
The GUSPEE model uses log-linear models for the
emission and transition probabilities and trains using
feature-rich EM (Berg-Kirkpatrick et al., 2010). The
features are:
Word emission I[lemma = l, zm = n];
Dependency emission I[dependency = d, zm =
e] where e /∈ {NULL, RAISE};
Transition I[zm = a, zπ(m) = b] where a, b /∈
{NULL, RAISE}.

To modulate the model complexity, GUSPEE
imposes a standard L2 prior on the weights, and
includes the following features with fixed weights:

• WNULL: apply to NULL states;
• WRAISE−P : apply to protein RAISING;
• WRAISE−E : apply to event RAISING.

The advantage of a feature-rich representation is
flexibility in feature engineering. Here, we ex-
cluded NULL and RAISE in dependency emission
and transition features, and regulated them sepa-
rately to enable parameter tying for better general-
ization.

4 Experiments

4.1 Evaluation on GENIA Event Extraction
In principle, we can learn GUSPEE from any path-
way database. However, evaluation is challenging as
these databases do not contain textual annotations.
Prior work on distant supervision resorted to sam-
pling and annotating new extractions. This is effec-
tive for comparing among distant-supervision sys-
tems, but it cannot be used to compare them with
supervised learning. Moreover, as annotation is con-
ducted by the authors or crowdsourcing, consistency
and quality are hard to control.

We thus adopted a novel approach to evaluation
by simulating a grounded learning scenario using
the GENIA event extraction dataset (Kim et al.,
2009). Specifically, we generated a set of complex
events from the annotations of training sentences as
the database. The annotations were discarded after-
wards and GUSPEE learned from the database and
unannotated text alone. The learned model was then
applied to semantic parsing of test sentences and
evaluated on event precision, recall, and F1. This
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Event Type Rec. Prec. F1
Expression 50.8 41.9 45.9

Transcription 18.3 14.0 15.9
Catabolism 0 0 0

Phosphorylation 36.2 43.6 39.5
Localization 0 0 0

Binding 24.0 42.6 30.7
Regulation 2.5 5.0 3.3

Positive regulation 11.4 21.4 14.9
Negative regulation 4.4 16.4 6.9

Total Event F1 19.1 29.4 23.2

Table 1: GENIA event extraction results of GUSPEE

evaluation methodology enables us to assess the true
accuracy and compare head-to-head with supervised
methods.

GENIA contains 800 abstracts for training and
150 for development. It also has a test set, but its
annotation is not made public. Therefore, we used
the training set for grounded learning and develop-
ment, and reserved the development set for testing.
The majority events are Regulation (including
Positive regulation, Negative regulation).
See Kim et al. (2009) for details. We processed
all sentences using SPLAT (Quirk et al., 2012),
to conduct tokenization, part-of-speech tagging,
and constituency parsing. We then postprocessed
the parses to obtain Stanford dependencies (de
Marneffe et al., 2006). During development on the
training data, we found the following parameters
(Section 3) to perform quite well and used them in
all subsequent experiments: κ = 20, WNULL = 4,
WRAISE−P = 2, WRAISE−E = −6, L2 prior = 0.1.
Interestingly, we found that encouraging protein
RAISING is beneficial, which probably stems from
the fact that proteins are often separated from event
triggers by noun modifiers, such as “the BCL gene”,
“IL-10 protein”.

Table 1 shows GUSPEE’s results on GENIA
event extraction. Note that this event-based eval-
uation is rather stringent, as it considers an event
incorrect if one of its argument events is not com-
pletely correct, thus an incorrect event will render
all its upstream events incorrect. See Kim et al.
(2009) for details. For comparison, Table 2 shows
the results of MSR11, a state-of-the-art supervised
system. MSR11 also provides a upper bound for the
supervised version of GUSPEE, as the latter is much
less engineered.

Event Type Rec. Prec. F1
Expression 76.4 81.5 78.8

Transcription 49.4 73.6 59.1
Catabolism 65.6 80.0 74.4

Phosphorylation 73.9 84.5 78.9
Localization 74.6 75.8 75.2

Binding 48.0 50.9 49.4
Regulation 32.5 47.1 38.6

Positive regulation 38.7 51.7 44.3
Negative regulation 35.9 54.9 43.9

Total Event F1 50.2 62.6 55.7

Table 2: GENIA event extraction results of state-of-the-
art supervised system MSR11 (Quirk et al., 2011).

Not surprisingly, grounded learning with GUS-
PEE still lags behind supervised learning. MSR11
used a rich set of features, including POS tags, linear
and dependency n-grams, etc. Also, it is expected
that indirect supervision do not provide as effective
signals as direct supervision. However, the com-
parison reveals a particularly interesting contrast.
Event types such as Expression, Catabolism,
Phosphorylation, and Localization are rela-
tively easy, yet GUSPEE performed rather poorly
on them. Simple events do not admit multiple ar-
guments, so they appear less often in the virtual evi-
dence, and grounded learning has difficulty learning
these event types, especially their triggers. In light
of this, it’s actually remarkable that GUSPEE still
learned a substantial portion of them.

4.2 Prototype-Driven Learning

While full-blown annotations are undoubtedly ex-
pensive and time-consuming to generate, it is rather
easy for a domain expert to provide a few trig-
ger words per event type, such as “expression”,
“expressed” for Expression. This motivates us
to explore prototype-driven learning (Haghighi and
Klein, 2006) in combination with grounded learn-
ing. Specifically, we simulated expert selection by
picking the top five most frequent trigger words
for each event type from training data. We then
augmented grounded learning in GUSPEE by in-
corporating word emission features for each proto-
type word and the corresponding event state, e.g.,
I[lemma = express, zm = Expression]. The
weights are fixed to a large number (five in our case).
Table 3 shows the results with prototypes, which
improved substantially. Not surprisingly, simple
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Event Type Rec. Prec. F1
Expression 55.3 88.3 68.0

Transcription 50.0 39.1 43.9
Catabolism 52.4 100.0 68.9

Phosphorylation 61.7 82.9 70.7
Localization 52.8 100.0 69.1

Binding 20.2 92.7 33.2
Regulation 24.1 64.0 35.0

Positive regulation 17.4 63.8 27.4
Negative regulation 8.4 52.8 14.5

Total Event F1 27.9 72.2 40.2

Table 3: GENIA event extraction results of GUSPEE
with five prototype words per event type
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Figure 3: GENIA Event F1 of GUSPEE with prototypes,
using incomplete database or text.

events such as Catabolism benefited the most from
prototypes, as they have fewer variations in trig-
gers. While the F1 score 40.2 still lags behind
the supervised state of the art, it would have been
competitive compared to the 24 teams participat-
ing in the original shared task, outperforming 19 of
them (the top 5th system scored an F1 of 40.5, see
www.nactem.ac.uk/tsujii/GENIA/SharedTask
/results/results-master.html, Task 1).

4.3 Database-Text Mismatch

In our simulation of grounded learning, every event
in the database is mentioned in some text and vice
versa. In practice, however, there is usually a mis-
match between database and text: the unannotated
text generally contains more facts than are already
populated in the database; conversely, a database
fact may not be explicitly mentioned in the text.

The GENIA dataset offers an excellent opportu-
nity to study the robustness of grounded learning
in light of such mismatch. Specifically, we simu-
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Figure 4: GENIA Event F1 of GUSPEE with prototypes,
using a fraction of database and increasing amount of
unannotated text.

lated a grounded learning scenario with an incom-
plete database by populating events from the anno-
tations of a random fraction of training text, and then
learning GUSPEE with this database and all training
text. Likewise, we simulated a scenario with incom-
plete text using the training event database in full,
but only a fraction of unannotated text.

Figure 3 shows the results of GUSPEE with proto-
types as the fraction varies between 0.1 and 1, by av-
eraging five random runs. In both scenarios, the F1
score degrades smoothly as the fraction gets smaller.
Precision stays roughly the same while recall grad-
ually degrades (curves not shown). This shows that
GUSPEE is reasonably robust. Not surprisingly, the
degradation is steeper with incomplete database than
with incomplete text.

To further investigate the effect of unannotated
text, we also randomly sampled a fraction of
database events for grounded supervision, and eval-
uated GUSPEE with increasing amounts of unanno-
tated text. Figure 4 shows the results by averaging
nine random runs. The F1 increases steadily with
additional unannotated text, mainly due to rising re-
call (curves not shown). This suggests that GUSPEE
could potentially benefit from more unannotated text
and is reasonably robust even when some text is not
relevant to the available events. As expected, more
grounded supervision (50% vs. 10% database) led
to substantially better F1 and lower variation.

4.4 Error Analysis

Upon manual inspection, we found that syntactic er-
rors considerably affect performance. Poon (2013)
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introduced complex states such as Sinking and
Implicit to combat syntax-semantics mismatch,
which could also be incorporated into GUSPEE.
Improving syntactic parsing, either separately by
adapting to the biomedical domain, or jointly along
with semantic parsing, is another important future
direction. GUSPEE achieved better precision than
recall, especially when learning with prototypes, and
might benefit from augmenting prototypes by distri-
butional similarity (Haghighi and Klein, 2006).

4.5 Comparison with Existing Distant
Supervision Approaches

Existing distant supervision approaches are not di-
rectly applicable to extracting nested events. How-
ever, we can convert the extraction task into clas-
sifying minimum sub-events between proteins, for
which existing methods can be applied. Specifically,
we used binary sub-events in S(K) (Section 3.3) for
distant supervision, and evaluated on classifying test
sentences. This would enable an interesting compar-
ison with GUSPEE, as the latter also derived indirect
supervision from S(K) alone. Textual annotations
of triggers and nested event structures in GUSPEE
output were ignored, and prototypes were not used
to enable a fair comparison. For distant supervision,
we used the state-of-the-art MultiR system (Hoff-
mann et al., 2011) with standard lexical and syntac-
tic features (Mintz et al., 2009). MultiR can be used
for supervised learning by fixing relations according
to the sentence-level annotations, which provides a
supervised upper bound.

Table 4 shows the results. GUSPEE outperformed
MultiR by a wide margin, improving F1 by 24%.
Surprisingly, GUSPEE even surpassed the super-
vised upper bound of MultiR. This suggests that
our semantic parsing formulation not only is supe-
rior in representation power, but also facilitates bet-
ter learning. We also experimented with sharing
parameters among related sub-events in a MultiR-
like model, but it did not improve the performance.
Upon close inspection, we found that MultiR mainly
scored on Binding events and failed almostly en-
tirely on the more difficult Regulation events.
GUSPEE was able to extract Regulation events,
but incurred some precision errors.

Method Rec. Prec. F1 (Class.)
MultiR 11.2 21.7 14.8

MultiR (Super.) 12.1 24.4 16.2
GUSPEE 22.9 15.3 18.4

Table 4: Classification results on GENIA when events are
simplified to binary relations for distant supervision.

5 Summary

We generalize distant supervision to complex
knowledge extraction and propose the first approach
to learn a semantic parser from a database of nested
events and unannotated text. Experiments on GE-
NIA event extraction showed that our GUSPEE sys-
tem could learn from and extract such complex
events, and was competitive even among supervised
systems after incorporating a few easily-obtainable
prototype event trigger words.

Future directions include: PubMed-scale path-
way extraction; application to other domains; in-
corporating additional complex states to address
syntax-semantics mismatch; learning vector-space
representations for complex states; joint syntactic-
semantic parsing; incorporating reasoning and other
sources of indirect supervision.
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Abstract

When text is translated from one language
into another, sentiment is preserved to varying
degrees. In this paper, we use Arabic social
media posts as stand-in for source language
text, and determine loss in sentiment pre-
dictability when they are translated into En-
glish, manually and automatically. As bench-
marks, we use manually and automatically de-
termined sentiment labels of the Arabic texts.
We show that sentiment analysis of English
translations of Arabic texts produces compet-
itive results, w.r.t. Arabic sentiment analy-
sis. We discover that even though translation
significantly reduces the human ability to re-
cover sentiment, automatic sentiment systems
are still able to capture sentiment information
from the translations.

1 Introduction

Automatic sentiment analysis of text, especially so-
cial media posts, has a number of applications in
commerce, public health, and public policy devel-
opment. However, a vast majority of prior research
on automatic sentiment analysis has been on En-
glish texts. Furthermore, many sentiment resources
essential to automatic sentiment analysis (e.g., sen-
timent lexicons) exist only in English. Thus there
is a growing need for effective methods for analyz-
ing text from other languages such as Arabic and
Chinese, especially posts on social media. There
has also been marked progress in automatic trans-
lation of texts, especially from other languages into
English. Thus, instead of building source-language

specific sentiment analysis systems, one can trans-
late the texts into English and use an English sen-
timent analysis system. However, it is widely be-
lieved that aspects of sentiment may be lost in trans-
lation, especially in automatic translation. Though,
the extent of this loss, in terms of drop in accuracy of
automatic sentiment systems remains undetermined.

This paper analyzes several methods available in
annotating non-English texts for sentiment:

• Use a source-language sentiment analysis sys-
tem.
• Run an English sentiment analysis system on

manually created English translations of source
language text.
• Run an English sentiment analysis system on

automatically generated English translations of
source language text.

In our experiments, we use Arabic social media
posts as a specific instance of the source language
text. We use state-of-the-art Arabic and English sen-
timent analysis systems as well as a state-of-the-
art Arabic-to-English translation system. We out-
line the advantages and disadvantages of each of the
methods listed above, and more importantly con-
duct experiments to determine accuracy of sentiment
labels obtained using each of these methods. As
benchmarks we use manually and automatically de-
termined sentiment labels of the Arabic tweets.

These results will help users determine methods
best suited for their particular needs. Along the way,
we answer several research questions such as:

1. What sentiment prediction accuracy is ex-
pected when Arabic blog posts and tweets are
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translated into English (using the current state-
of-art techniques), and then run through a state-
of-the-art English sentiment analysis system?

2. How does this performance compare with that
of a current state-of-the-art Arabic sentiment
system?

3. What is the loss in sentiment predictability
when translating Arabic text into English au-
tomatically vs. manually?

4. How difficult is it for humans to determine sen-
timent of automatically translated text?

5. When dealing with translated text, which is
more accurate at determining the sentiment of
Arabic text: (1) automatic sentiment analysis
of the translated text, or (2) human annotation
of the translated text for sentiment?

The inferences drawn from these experiments do
not necessarily apply to language pairs other than
Arabic–English. Languages can differ significantly
in terms of characteristics that impact accuracy of an
automatic sentiment analysis system. Our goal here
specifically is to understand sentiment predictability
of Arabic dialectal text on translation. However, a
similar set of experiments can be used for other lan-
guage pairs as well to determine the impact of trans-
lation on sentiment.

Through our experiments on two different
datasets, we show that sentiment analysis of English
translations of Arabic texts produces competitive re-
sults, w.r.t. Arabic sentiment analysis. We also show
that translation (both manual and automatic) intro-
duces marked changes in sentiment carried by the
text; positive and negative texts can often be trans-
lated into texts that are neutral. We also find that
certain attributes of automatically translated text that
mislead humans with regards to the true sentiment of
the source text, do not seem to affect the automatic
sentiment analysis system.

In the process of developing these experiments to
study how translation alters sentiment, we created a
state-of-the-art Arabic sentiment analysis system by
porting NRC-Canada’s competition winning system
(Kiritchenko et al., 2014) to Arabic. We also cre-
ated a substantial amount of sentiment labeled data
pertaining to Arabic social media texts and their En-
glish translations which is made freely available.1

1http://www.purl.com/net/ArabicSentiment

This is the first such resource where text in one
language and its translations into another language
(both manually and automatically produced) are
each manually labeled for sentiment.

2 Related Work

2.1 Sentiment Analysis of English Social Media

Sentiment analysis systems have been applied to
many different kinds of texts including customer
reviews, newspaper headlines (Bellegarda, 2010),
novels (Boucouvalas, 2002; Mohammad and Yang,
2011), emails (Liu et al., 2003; Mohammad and
Yang, 2011), blogs (Neviarouskaya et al., 2011),
and tweets (Mohammad, 2012). Often these sys-
tems have to cater to the specific needs of the text
such as formality versus informality, length of utter-
ances, etc. Sentiment analysis systems developed
specifically for tweets include those by Go et al.
(2009), Pak and Paroubek (2010), Agarwal et al.
(2011), and Thelwall et al. (2011). A survey by
Martı́nez-Cámara et al. (2012) provides an overview
of the research on sentiment analysis of tweets. In
the last two years, several shared tasks on sentiment
analysis were organized by the Conference on Se-
mantic Evaluation Exercises (SemEval), which al-
lowed for comparison of different approaches on
common datasets from different domains (Wilson
et al., 2013; Rosenthal et al., 2014; Pontiki et al.,
2014). The NRC-Canada system (Kiritchenko et al.,
2014) ranked first in these competitions, and we use
it in our experiments. Details of the system are de-
scribed in Section 6.

2.2 Sentiment Analysis of Arabic Social Media

Sentiment analysis of Arabic social media texts has
several challenges. The text is often in a regional
Arabic dialect rather than Modern Standard Arabic
(MSA). Unlike MSA which is a standardized form
of Arabic, dialectal Arabic is the spoken form of
Arabic and lacks strict writing standards. The text
often includes words from languages other than Ara-
bic and multiple scripts may be used to express Ara-
bic and foreign words. In addition, Arabic is a mor-
phologically complex language, thus having a lex-
icon of word-sentiment associations that covers all
different surface forms becomes a cumbersome task.
Negation in MSA is expressed through negation par-
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ticles, but in some dialects (Egyptian) it is expressed
using suffixes at the end of the word. We refer the
reader to Mourad and Darwish (2013) for more de-
tails on these issues.

There have been a few studies tackling senti-
ment analysis of Arabic texts (Ahmad et al., 2006;
Badaro et al., 2014). The ones most closely related
to our work are the studies of sentiment analysis
of Arabic social media (Al-Kabi et al., 2013; El-
Beltagy and Ali, 2013; Mourad and Darwish, 2013;
Abdul-Mageed et al., 2014). Here we review exist-
ing Arabic sentiment analysis systems that were de-
signed specifically for Arabic social media datasets.
Abdul-Mageed et al. (2014) trained an SVM clas-
sifier on a manually labeled dataset and applied a
two-stage classification that first separates subjec-
tive from objective sentences and then classifies the
subjective into positive or negative instances. The
authors have compiled several datasets from mul-
tiple social media resources that include chatroom
messages, tweets, forum posts, and Wikipedia Talk
pages. However, these resources have not been
made publicly available yet.

Mourad and Darwish (2013) trained SVM and
Naive Bayes classifiers on Arabic tweets annotated
by two native Arabic speakers. We compare our sys-
tem’s performance to theirs in Section 7.

Refaee and Rieser (2014b) manually annotated
tweets for sentiment by two native Arabic speak-
ers. They used an SVM to classify tweets in a two-
stage approach, polar vs neutral, then positive vs.
negative. The authors shared their data with us and
we test our system on their dataset. However, the
dataset they provided us is a larger superset than
the one they had originally used (Refaee and Rieser,
2014a). Thus, the results of sentiment systems on
the two sets are not directly comparable.

2.3 Multilingual Sentiment Analysis
Work on multilingual sentiment analysis has mainly
addressed mapping sentiment resources from En-
glish into morphologically complex languages. Mi-
halcea et al. (2007) used English resources to au-
tomatically generate a Romanian subjectivity lex-
icon using an English–Romanian dictionary. The
generated lexicon is then used to classify Roma-
nian text. Wan (2008) translated Chinese cus-
tomer reviews to English using a machine trans-

lation system. The translated reviews are then
classified with a rule-based system that relies on
English lexicons. A higher accuracy is achieved
by using ensemble methods and combining knowl-
edge from Chinese and English resources. Bal-
ahur and Turchi (2014) conducted a study to as-
sess the performance of statistical sentiment analy-
sis techniques on machine-translated texts. Opinion-
bearing phrases from the New York Times text cor-
pus (2002–2005) were automatically translated us-
ing publicly available machine-translation engines
(Google, Bing, and Moses). Then, the accuracy
of a sentiment analysis system trained on original
English texts was compared to the accuracy of the
system trained on automatic translations to German,
Spanish, and French. The authors concluded that
the quality of machine translation is sufficient for
sentiment analysis to be performed on automatically
translated texts without a substantial loss in accu-
racy. Contrary to that work, our study uses both
manual and automatic translations as well as both
manual and automatic sentiment assignments to sys-
tematically examine the effect of translation on sen-
timent. Additionally, we deal with noisy social me-
dia texts as opposed to more polished news media
texts. There exists research on using sentiment anal-
ysis to improve machine translation (Chen and Zhu,
2014), but that is beyond the scope of this paper.

3 Method for Determining Sentiment
Predictability on Translation

In order to systematically study the impact of trans-
lation on sentiment analysis, we propose the follow-
ing experimental setup:

• Identify or compile an Arabic social media
dataset. We will refer to it as Ar. (Ar comes
from the first two letter of Arabic.)

• Manually translate Ar into English. We
will refer to these English translations as
En(Manl.Trans.) [Manl. is for manual, and
Trans. is for translations.]

• Automatically translate Ar into English. We
will refer to these English translations as
En(Auto.Trans.) [Auto. is for automatic.]

• Manually annotate Ar. for sentiment. We
will refer to the sentiment-labeled dataset as
Ar(Manl.Sent.)
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Figure 1: Experimental setup to determine the impact of translation on sentiment. We compare sentiment labels be-
tween Ar(Manl.Sent.) (shown in a shaded box) and other datasets shown on the right side of the figure. Ar(Manl.Sent.)
is the original Arabic text manually annotated for sentiment.

• Manually annotate all English datasets
[En(Manl.Trans.) and En(Auto.Trans.)]
for sentiment, creating En(Manl.Trans.,
Manl.Sent.) and En(Auto.Trans., Manl.Sent.),
respectively.

• Run a state-of-the-art Arabic sentiment analy-
sis system on Ar, creating Ar(Auto.Sent.)

• Run a state-of-the-art English sentiment
analysis system on all the English datasets
[En(Manl.Trans.) and En(Auto.Trans.)],
creating En(Manl.Trans., Auto.Sent.) and
En(Auto.Trans., Auto.Sent.), respectively.

Figure 1 depicts this setup. Once the various
sentiment-labeled datasets are created, we can com-
pare pairs of datasets to draw inferences. For ex-
ample, comparing the labels for Ar(Manl.Sent.) and
En(Manl.Trans., Manl.Sent.) will show how differ-
ent the sentiment labels tend to be when text is trans-
lated from Arabic to English. The comparison will
also show, for example, whether positive tweets tend
to often be translated into neutral tweets, and to what
extent. The results will also show how feasible it is
to first translate Arabic text into English and then use
automatic sentiment analysis (Ar(Manl.Sent.) vs.
En(Auto.Trans., Auto.Sent.)). In Section 8, we pro-
vide an analysis of several such comparisons for two
different Arabic social media datasets.

DATA: Since manual translation of text from Ara-
bic to English is a costly exercise, we chose, for our
experiments, an existing Arabic social media dataset
that has already been translated – the BBN Arabic-

Dialect/English Parallel Text (Zbib et al., 2012).2 It
contains about 3.5 million tokens of Arabic dialect
sentences and their English translations. We use a
randomly chosen subset of 1200 Levantine dialectal
sentences, which we will refer to as the BBN posts or
BBN dataset, in our experiments. Additionally, we
also conduct experiments on a dataset of 2000 tweets
originating from Syria (a country where Levantine
dialectal Arabic is commonly spoken). These tweets
were collected in May 2014 by polling the Twitter
API. We will refer to this dataset as the Syrian tweets
or Syrian dataset. Note, however, that manual trans-
lations of the Syrian dataset are not available.

The experimental setup described above involves
several component tasks: generating translations
manually and automatically (Section 4), manually
annotating Arabic and English texts for sentiment
(Section 5), automatic sentiment analysis of English
texts (Section 6), and automatic sentiment analysis
of Arabic texts (Section 7).

4 Generating English Translations

The BBN dialectal Arabic dataset comes with man-
ual translations into English. We generate automatic
translations of the Arabic BBN posts and the Syr-
ian tweets, by training a multi-stack phrase-based
machine translation system to translate from Arabic
to English. Our in-house system is quite similar to
Cherry and Foster (2012). This statistical machine
translation (SMT) system is trained on data from
OpenMT 2012. We preprocess the training data by

2https://catalog.ldc.upenn.edu/LDC2012T09
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segmenting the Arabic source side of the training
data with MADA 3.2 (Habash et al., 2009), using
Penn Arabic Treebank (PATB) segmentation scheme
as recommended by El Kholy and Habash (2012).
The Arabic script is further normalized by convert-
ing different forms of Alif @


@

�
@ @ and Ya ø ø
 to bare

Alif @ and dotless Ya ø. The different forms are
used interchangeably, and normalization decreases
the sparcity of Arabic tokens and improves transla-
tion. The English side of the training data is lower-
cased and tokenized by stripping punctuation marks.
We set the decoder’s stack size to 10000 and dis-
tortion limit to 7. We replace the out-of-vocabulary
words in the translated text with UNKNOWN token
(which is shown to the annotators). The decoder’s
log-linear model is tuned with MIRA (Chiang et al.,
2008; Cherry and Foster, 2012). A KN-smoothed 5-
gram language model is trained on the English Gi-
gaword and the target side of the parallel data.

5 Creating sentiment labeled data in
Arabic and English

Manual sentiment annotations were performed on
the crowdsourcing platform CrowdFlower3 for three
BBN datasets and two Syrian datasets:

1. Original Arabic posts (BBN and Syria
datasets), annotated by Arabic speakers.

2. Manual English translations of Arabic posts,
annotated by English speakers (only for BBN
dataset).

3. Automatic English translations of Arabic posts
(BBN and Syria datasets), annotated by En-
glish speakers.

Each post was annotated by at least ten annotators
and the majority sentiment label was chosen. Ta-
ble 1 shows the class distribution of sentiment la-
bels in various datasets. Observe from rows a and
d that neutral tweets constitute only about 10% of
the data in both BBN and Syria datasets. The Syrian
tweets have a much higher percentage of negative
posts, whereas in the BBN data, the percentages of
positive and negative posts are comparable. (Arabic
tweets in general tend to be much more skewed to
the negative class than Arabic blog post sentences.)
Rows b, c, and e show that translated texts tend to

3http://www.crowdflower.com

lose some of the sentiment information and there is
a relatively higher percentage of neutral instances in
the translated text than in the original text.

For each post, we determine the count of the most
frequent annotation divided by the total number of
annotations. This score is averaged for all posts to
determine the inter-annotator agreement shown in
the last column of Table 1. We use this agreement
score as benchmark to compare performance of au-
tomatic sentiment systems (described below).

6 English Sentiment Analysis

We use the English-language sentiment analysis sys-
tem developed by NRC-Canada (Kiritchenko et al.,
2014) in our experiments. This system obtained
highest scores in two recent international compe-
titions on sentiment analysis of tweets –SemEval-
2013 Task 2 and SemEval-2014 Task 9 (Wilson et
al., 2013; Rosenthal et al., 2014). We briefly de-
scribe the system below; for more details, we refer
the reader to Kiritchenko et al. (2014).

A linear-kernel Support Vector Machine (Chang
and Lin, 2011) classifier is trained on the avail-
able training data. The classifier leverages a vari-
ety of surface-form, semantic, and sentiment lexi-
con features described below. The sentiment lex-
icon features are derived from existing, general-
purpose, manual lexicons, namely NRC Emotion
Lexicon (Mohammad and Turney, 2010; Moham-
mad and Turney, 2013), Bing Liu’s Lexicon (Hu
and Liu, 2004), and MPQA Subjectivity Lexicon
(Wilson et al., 2005), as well as automatically gen-
erated, tweet-specific lexicons, Hashtag Sentiment
Lexicon and Sentiment140 Lexicon (Kiritchenko et
al., 2014).4

6.1 Generating English Sentiment Lexicon

Ablation experiments in Mohammad et al. (2013)
showed that their sentiment system benefited most
from the use of the Hashtag Sentiment Lexicon. The
lexicon was created as follows. A list of 77 seed
words, which are synonyms of positive and negative,
was compiled from the Roget’s Thesaurus. Then,
the Twitter API was polled to collect tweets that had
these words as hashtags. A tweet is considered pos-
itive if it has a positive hashtag and negative if it

4http://www.purl.com/net/lexicons
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positive negative neutral agreement
BBN data

a. Ar(Manl.Sent) 41.50 47.92 10.58 73.80
b. En(Manl.Trans., Manl.Sent) 35.00 43.25 21.75 68.00
c. En(Auto.Trans., Manl.Sent) 36.17 36.50 27.34 65.70

Syria data
d. Ar(Manl.Sent) 22.40 67.50 10.10 79.00
e. En(Auto.Trans., Manl.Sent) 14.25 66.15 19.60 76.10

Table 1: Class distribution (in percentage) of the sentiment annotated datasets.

has a negative hashtag. For each term in the tweet
set, a sentiment score is computed by measuring
the PMI (pointwise mutual information) between the
term and the positive and negative categories:

SenScore (w) = PMI(w, pos)− PMI(w, neg) (1)

where w is a term in the lexicon. PMI(w, pos) is
the PMI score between w and the positive class, and
PMI(w, neg) is the PMI score between w and the
negative class. A positive SenScore (w) suggests that
the word is associated with positive sentiment and a
negative score suggests that the word is associated
with negative sentiment. The magnitude indicates
the strength of the association.

6.2 Pre-processing and Feature Generation

The following pre-processing steps are performed.
URLs and user mentions are normalized to
http://someurl and @someuser, respectively. Tweets
are tokenized and part-of-speech tagged with the
CMU Twitter NLP tool (Gimpel et al., 2011). Then,
each tweet is represented as a feature vector.

The features:
- Word and character ngrams;
- POS: # occurrences of each part-of-speech tag;
- Negation: # negated contexts. Negation also
affects the ngram features: a word w becomes
w NEG in a negated context;
- Automatic sentiment lexicons: For each token w
occurring in a tweet, its sentiment score score(w) is
used to compute: # tokens with score(w) 6= 0; the
total score =

∑
w∈tweet score(w); the maximal score

= maxw∈tweetscore(w); the score of the last token
in the tweet.
- Manually created sentiment lexicons: For each of
the three manual sentiment lexicons, the following
features are computed: the sum of positive and the

sum of negative scores for tweet tokens in affirma-
tive contexts and in negated contexts, separately.

7 Arabic Sentiment Analysis

7.1 Building an Arabic Sentiment System

We built an Arabic sentiment analysis system by
reconstructing the NRC-Canada English system to
deal with Arabic text. It extracts the same feature
set as described in Section 6.2. We also generated
a word-sentiment association lexicon as described
in Section 6.1, but for Arabic words from Arabic
tweets (more details in sub-section below). We pre-
process Arabic text by tokenizing with CMU Twitter
NLP tool to deal with specific tokens such as URLs,
usernames, and emoticons. Then we use MADA to
generate lemmas. Finally, we normalize different
forms of Alif and Ya to bare Alif and dotless Ya to
decrease token sparcity in Arabic datasets.

7.1.1 Generating Arabic Sentiment Lexicon

We translated 77 positive and negative seed words
used to generate the English NRC Hashtag Senti-
ment Lexicon into Arabic using Google Translate.
Among the several translations provided by it, we
chose words that were less ambiguous and tended
to have strong sentiment in Arabic texts. To increase
the coverage of our seed list, we manually added dif-
ferent inflections for these translations.

We polled the Twitter API for the period of June
to August 2014 and collected tweets with #(key-
word). After filtering out duplicate tweets and
retweets, we ended up with 163,944 positive unique
tweets and 37,848 negative unique tweets. Then for
each word w, SenScore (w) was calculated just as
described in Section 6.1.
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Arabic Sentiment Labeled Dataset MD RR BBN Syria
sentiment classes pos, neg pos,neg pos, neg, neu pos, neg, neu
number of instances 1111 2681 1199 2000
Most frequent class baseline 66.06 68.92 47.95 67.50
Human agreement benchmark - - 73.82 79.05
Mourad and Darwish Arabic SA system 72.50 - - -
Our Arabic SA system 74.62 85.23 63.89 78.65

Table 2: Accuracy (in percentage) of sentiment analysis (SA) systems on various Arabic social media datasets.

pos neg neu
BBN data

a. Ar(Auto.Sent) 39.78 60.05 0.17
b. En(Manl.Trans., Auto.Sent) 43.12 55.63 1.25
c. En(Auto.Trans., Auto.Sent) 42.87 56.05 1.08

Syria data
d. Ar(Auto.Sent) 20.60 75.30 4.10
e. En(Auto.Trans., Auto.Sent) 24.75 69.75 5.50

Table 3: Class distribution (in percentage) resulting from
automatic sentiment analysis.

7.2 Evaluation

We tested the Arabic sentiment system on two ex-
isting Arabic datasets (Mourad and Darwish (2013)
(MD) and Refaee and Rieser (2014a) (RR)) and two
newly sentiment-annotated Arabic datasets (BBN
and Syria). Table 2 shows results of ten-fold cross-
validation experiments on each of the datasets. For
MD and RR, the presented results are for the two-
class problem (positive vs. negative) to allow for
comparison with prior published results. For BBN
and Syria, the results are shown for the case where
the system has to identify one of three classes: pos-
itive, negative, or neutral. Human agreement scores
are shown where available.

Note that the accuracy of our system is higher
than previously published results on the MD dataset.
The only previously published results on the RR
dataset are on a small subset (about 1000 instances)
for which Refaee and Rieser (2014a) obtained an ac-
curacy of 87%. The results in Table 2 are for a larger
dataset and so not directly comparable.

8 Sentiment After Translation

Using the methods and systems described in Sec-
tions 4, 5, 6, and 7, we generated all the manu-
ally and automatically labeled datasets mentioned in
Section 3’s Experimental Setup. Table 3 shows the
distribution of positive, negative, and neutral classes

in datasets that have been automatically labeled with
sentiment. These percentages can be compared with
those in Table 1 (rows a and d) which show the
true sentiment distribution in the BBN and Syria
datasets. Observe that the automatic system has
difficulty in assigning neutral class to posts. This
is probably because of the small percentage (about
10%) of neutral tweets in the training data. Also no-
tice that the system predominantly guesses negative,
which is also a reflection of the distribution in the
training data. The strong bias to negatives is less-
ened in the English translations.

Main Result: Tables 4 and 5 show how simi-
lar the sentiment labels are across various pairs of
datasets for the BBN posts and the Syrian posts, re-
spectively. For example, row a. in Table 4 shows the
comparison between Arabic tweets that were man-
ually annotated for sentiment and those that were
automatically labeled for sentiment by our Arabic
sentiment analysis system. Column 2 shows the
percentage of instances where the sentiment labels
match across the two datasets being compared. For
row a. the match percentage of 63.89% represents
the accuracy of the automatic sentiment analysis
system on the Arabic BBN posts.

Row b. shows the difference in labels when text
is manually translated from Arabic to English, even
though sentiment labeling in both Arabic and En-
glish is done manually. Observe that the two labels
match only 71.31% of the time. However, the agree-
ment among human sentiment annotators on original
Arabic texts was only 73.8%. So, the English trans-
lation does affect sentiment, but not dramatically.

Row c. shows results for when the manually trans-
lated text is run through an English sentiment anal-
ysis system and the labels are compared against
Ar(Manl.Sent.) Observe that the match for this pair
is 68.65%, which is not too much lower than 71.31%
obtained by manual sentiment labeling. This shows
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Data Pair Match %
a. Ar(Manl.Sent) - Ar(Auto.Sent) 63.89
b. Ar(Manl.Sent) - En(Manl.Trans., Manl.Sent) 71.31
c. Ar(Manl.Sent) - En(Manl.Trans., Auto.Sent) 68.65
d. Ar(Manl.Sent) - En(Auto.Trans., Manl.Sent) 57.21
e. Ar(Manl.Sent) - En(Auto.Trans., Auto.Sent) 62.49
f. En(Manl.Trans., Manl.Sent) - En(Auto.Trans., Manl.Sent) 60.08
g. En(Manl.Trans., Manl.Sent) - En(Manl.Trans., Auto.Sent) 66.51
h. En(Auto.Trans., Manl.Sent) - En(Auto.Trans., Auto.Sent) 69.58

Table 4: Match percentage between pairs of sentiment labelled BBN datasets.

Data Pair Match %
a. Ar(Manl.Sent) - Ar(Auto.Sent) 78.65
b. Ar(Manl.Sent) - En(Auto.Trans., Manl.Sent) 71.05
c. Ar(Manl.Sent) - En(Auto.Trans.-Auto.Sent) 78.11
d. En(Auto.Trans, Manl.Sent) - En(Auto.Trans., Auto.Sent) 78.80

Table 5: Match percentage between pairs of sentiment labelled Syria datasets.

that the English sentiment system is performing
rather well. (One would not expect it to get a match
greater than 71.31%.) More importantly, the En-
glish sentiment system shows a competitive result
of 62.49% when run on the automatically trans-
lated text (row e.), which makes this choice a viable
option for sentiment analysis of non-English texts.
This result is inline with previous findings in Infor-
mation Retrieval (Nie et al., 1999) and Text Classi-
fication (Amini and Goutte, 2010).

Rows d. and e. compare Ar(Manl.Sent.) with
manual and automatic sentiment labeling of auto-
matic translations. Since automatic translation from
Arabic to English is fairly difficult, we expect these
match percentages to be lower than those in rows b.
and c., and that is exactly what we observe. How-
ever, it is unexpected to find the number for row e.
to be higher than that of row d. We find the same pat-
tern for corresponding data pairs in the Syrian tweets
as well (rows b. and c. in Table 6). This suggests
that certain attributes of automatically translated text
mislead humans with regards to the true sentiment of
the source text. However, these same attributes do
not seem to affect the automatic sentiment analysis
system as much. Since the NRC sentiment analy-
sis system is largely reliant on word-sentiment as-
sociations and does not use syntax-based features,
it is possible that syntactic abnormalities introduced
by automatic translation impact human perception
of sentiment. However, this supposition needs to be
validated by future work.

Row f. shows that manual and automatic transla-
tion lead to only about 60% match in manually an-
notated sentiment labels with each other. Row g.
shows accuracy of the English automatic sentiment
analysis system on the manually translated text (as-
suming the English sentiment labels as gold). The
result of 66.51% is very close to human agreement
on manually translated data (68%), which demon-
strates the high quality of the English sentiment
analysis system. Row h. shows accuracy of the En-
glish automatic sentiment analysis system on the
automatically translated text (assuming the English
sentiment labels as gold). In this case, the sys-
tem’s accuracy of 69.58% is higher than the human
agreement on automatically translated text (65.7%),
which again shows that automatic translation greatly
impacts sentiment perceived by humans.

We manually examined several tweets from the
BBN dataset to understand why humans incorrectly
annotate a tweet’s automatic translation. Most of
the cases were due to bad translation where sen-
timent words either disappeared or were replaced
with words of opposite sentiment. In some cases,
the translation was affected by typos on the Arabic
side. Table 6 shows some examples. Often the mis-
translations occurred due to word sense ambiguity.
For example, H. PA�®« has two meanings: scorpions
and clock arms. In example 1 (metaphorically stat-
ing that relatives can hurt like scorpion bites), the
word is mistranslated, leading to neutral (instead of
negative) sentiment.
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1. Bad auto. translation: mistranslation of ambiguous words
Post H. PA�®« H. PA�̄B@ Q��» @ 	à@ ú


	æ�JÒÊ« AJ
 	KYË@ negative

Auto.Trans. the minimum taught me that more relatives clock neutral
Manl.Trans. Life has taught me that most of the relatives are scorpions negative
2. Bad auto. translation: mistranslation of ambiguous words
Post h. ñÊ�JË @ é 	J« ©¢�® 	J�K B 	àA¾Ó ú


	̄ ���
«@ ú 	æ�JJ
Ë positive

Auto.Trans. i wish i live in a place not cut off by snow negative
Manl.Trans. I wish I live in a place where snow never stops falling positive
3. Bad auto. translation: sarcasm is hard to translate
Post 	àAÓ 	P 	áÓ �èXñk. ñÓ ù
 ÖÏ @ H. Qå��� Ð@Y�®Ë Q�
	mÌ'@ é�Ë negative

Auto.Trans. you’re still good in front of the leakage of water existed from time positive
Manl.Trans. Expect more good to come, water has been leaking since a long time negative

Table 6: Examples where the automatic translation was annotated a sentiment different from the sentiment of the
original Arabic tweet, but whose original sentiment was correctly predicted by the English sentiment system. The
manual translations are also listed for reference.

One reason why the automatic sentiment analy-
sis system correctly annotates several automatically
translated instances (where manual annotations of
the translation may fail), is that the system can
learn an appropriate model even from mistranslated
text — especially when automatic translation makes
consistent errors. For example, Qå�	� @ ÑêÊË @ (Oh God
grant victory to) has been consistently translated to
God forsake. All tweets having this phrase are cor-
rectly annotated as positive by our system, but were
marked negative by the human annotators.

Caveats: The automatic systems employed in
these experiments, i.e., Arabic sentiment analysis,
English sentiment analysis, and SMT systems, ex-
hibit state-of-the-art performance; nevertheless, fur-
ther improvements are possible. The Arabic senti-
ment system will benefit from extended sentiment
lexicons and features derived specifically for the
Arabic language. The English sentiment analysis
system can be further adapted to the peculiarities of
machine-translated texts, which are notably different
from regular English. The current translation system
has been trained on non-tweet data that results in a
high percentage of out-of-vocabulary words on our
datasets. In our experiments, we assumed that all
texts are written in Levantine dialect of the Arabic
language. However, tweets can have a mixture of
dialects or even a mixture of languages (e.g., Ara-
bic and English). Addressing these factors will give
even more insight on how sentiment is altered on
translation, in specific contexts.

9 Conclusions

We presented a set of experiments to systemati-
cally study the impact of English translation (man-
ual and automatic) on sentiment analysis of Arabic
social media posts. Our experiments show that au-
tomatic sentiment analysis of English translations
(even of automatic translations) can lead to com-
petitive results—results that are similar to that ob-
tained by current state-of-the-art Arabic sentiment
analysis systems. Our results also show that auto-
matic sentiment analysis of automatic translations
outperforms the manual sentiment annotations of
the automatically translated text. This suggests that
SMT errors impact human perception of sentiment
markedly more than automatic sentiment systems.
This is an interesting avenue for future exploration.
We also show that translated texts tend to lose some
of the sentiment information and there is a relatively
higher percentage of neutral instances in the trans-
lated text than in the original dataset. The resources
created as part of this project (Arabic sentiment lex-
icons, Arabic sentiment annotations of social me-
dia posts, and English sentiment annotations of their
translations) are made freely available.5
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L Alfonso Ureñalópez, and A Rturo Montejoráez.
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Abstract

Some state-of-the-art summarization systems
use integer linear programming (ILP) based
methods that aim to maximize the important
concepts covered in the summary. These con-
cepts are often obtained by selecting bigrams
from the documents. In this paper, we improve
such bigram based ILP summarization meth-
ods from different aspects. First we use syn-
tactic information to select more important bi-
grams. Second, to estimate the importance of
the bigrams, in addition to the internal features
based on the test documents (e.g., document
frequency, bigram positions), we propose to
extract features by leveraging multiple exter-
nal resources (such as word embedding from
additional corpus, Wikipedia, Dbpedia, Word-
Net, SentiWordNet). The bigram weights are
then trained discriminatively in a joint learn-
ing model that predicts the bigram weights
and selects the summary sentences in the ILP
framework at the same time. We demonstrate
that our system consistently outperforms the
prior ILP method on different TAC data sets,
and performs competitively compared to other
previously reported best results. We also con-
ducted various analyses to show the contribu-
tions of different components.

1 Introduction

Extractive summarization is a sentence selection
problem: identifying important summary sentences
from one or multiple documents. Many methods
have been developed for this problem, including su-
pervised approaches that use a classifier to predict

whether or not a sentence is in the summary, or un-
supervised methods such as graph-based approaches
to rank the sentences. Recently global optimiza-
tion methods such as integer linear programming
(ILP) have been shown to be quite powerful for this
task. For example, Gillick et al. (2009) used ILP
to achieve the best result in the TAC 09 summa-
rization task. The core idea of this summarization
method is to select the summary sentences by maxi-
mizing the sum of the weights of the language con-
cepts that appear in the summary. Bigrams are often
used as these language concepts because Gillick et
al. (2009) stated that the bigrams gave consistently
better performance than unigrams or trigrams for a
variety of ROUGE measures. The association be-
tween the language concepts and sentences serves
as the constraints. This ILP method is formally rep-
resented as below (see (Gillick et al., 2009) for more
details):

max
∑

iwici (1)

s.t. sjOccij ≤ ci (2)∑
j sjOccij ≥ ci (3)∑
j ljsj ≤ L (4)

ci ∈ {0, 1} ∀i (5)

sj ∈ {0, 1} ∀j (6)

ci and sj are binary variables that indicate the pres-
ence of a concept and a sentence respectively. lj
is the sentence length and L is maximum length of
the generated summary. wi is a concept’s weight
and Occij means the occurrence of concept i in sen-
tence j. Inequalities (2)(3) associate the sentences
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and concepts. They ensure that selecting a sen-
tence leads to the selection of all the concepts it con-
tains, and selecting a concept only happens when it
is present in at least one of the selected sentences.

In such ILP-based summarization methods, how
to determine the concepts and measure their weights
is the key factor impacting the system performance.
Intuitively, if we can successfully identify the im-
portant key bigrams to use in the ILP system, or as-
sign large weights to those important bigrams, the
system generated summary sentences will contain as
many important bigrams as possible. The oracle ex-
periment in (Gillick et al., 2008) showed that if they
just use the bigrams extracted from human generated
summaries as the input of the ILP system, much bet-
ter ROUGE scores can be obtained than using the
automatically selected bigrams.

In this paper, we adopt the ILP summarization
framework, but make improvement from three as-
pects. First, we use the part-of-speech tag and
constituent parse information to identify important
bigram candidates: bigrams from base NP (noun
phrases) and bigrams containing verbs or adjectives.
This bigram selection method allows us to keep the
important bigrams and filter useless ones. Second, to
estimate the bigrams’ weights, in addition to using
information from the test documents, such as doc-
ument frequency, syntactic role in a sentence, etc.,
we utilize a variety of external resources, including
a corpus of news articles with human generated sum-
maries, Wiki documents, description of name en-
tities from DBpedia, WordNet, and SentiWordNet.
Discriminative features are computed based on these
external resources with the goal to better represent
the importance of a bigram and its semantic similar-
ity with the given query. Finally, we propose to use
a joint bigram weighting and sentence selection pro-
cess to train the feature weights. Our experimental
results on multiple TAC data sets show the competi-
tiveness of our proposed methods.

2 Related Work

Optimization methods have been widely used in
extractive summarization lately. McDonald (2007)
first introduced the sentence level ILP for summa-
rization. Later Gillick et al. (2009) revised it to
concept-based ILP, which is similar to the Bud-

geted Maximal Coverage problem in (Khuller et al.,
1999). The concept-based ILP system performed
very well in the TAC 2008 and 2009 summariza-
tion task (Gillick et al., 2008; Gillick et al., 2009).
After that, the global optimization strategy attracted
increasing attention in the summarization task. Lin
and Bilmes (2010) treated the summarization task as
a maximization problem of submodular functions.
Davis et al. (2012) proposed an optimal combina-
torial covering algorithm combined with LSA to
measure the term weight for extractive summariza-
tion. Takamura and Okumura (2009) also defined
the summarization problem as a maximum cover-
age problem and used a branch-and-bound method
to search for the optimal solution. Li et al. (2013b)
used the same ILP framework as (Gillick et al.,
2009), but incorporated a supervised model to es-
timate the bigram frequency in the final summary.

Similar optimization methods are also widely
used in the abstractive summarization task. Martins
and Smith (2009) leveraged ILP technique to jointly
select and compress sentences for multi-document
summarization. A novel summary guided sentence
compression was proposed by (Li et al., 2013a) and
it successfully improved the summarization perfor-
mance. Woodsend and Lapata (2012) and Li et
al. (2014) both leveraged constituent parser trees to
help sentence compression, which is also modeled
in the optimization framework. But these kinds of
work involve using complex linguistic information,
often based on syntactic analysis.

Since the language concepts (or bigrams) can be
considered as key phrases of the documents, the
other line related to our work is how to extract and
measure the importance of key phrases from doc-
uments. In particular, our work is related to key
phrase extraction by using external resources. A
survey by (Hasan and Ng, 2014) showed that us-
ing external resources to extract and measure key
phrases is very effective. In (Medelyan et al., 2009),
Wikipedia-based key phrases are determined based
on a candidate’s document frequency multiplied by
the ratio of the number of Wikipedia articles con-
taining the candidate as a link to the number of ar-
ticles containing the candidate. Query logs were
also used as another external resource by (Yih et
al., 2006) to exploit the observation that a candidate
is potentially important if it was used as a search
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query. Similarly terminological databases have been
exploited to encode the salience of candidate key
phrases in scientific papers (Lopez and Romary,
2010). In summarization, external information has
also been used to measure word salience. Some
TAC systems like (Kumar et al., 2010; Jia et al.,
2010) used Wiki as an important external resource
to measure the words’ importance, which helped im-
prove the summarization results. Hong and Nenkova
(2014) introduced a supervised model for predicting
word importance that incorporated a rich set of fea-
tures. Tweets information is leveraged by (Wei and
Gao, 2014) to help generate news highlights.

In this paper our focus is on choosing useful bi-
grams and estimating accurate weights to use in the
concept-based ILP methods. We explore many ex-
ternal resources to extract features for bigram candi-
dates, and more importantly, propose to estimate the
feature weights in a joint process via structured per-
ceptron learning that optimizes summary sentence
selection.

3 Summarization System

In this study we use the ILP-based summarization
framework (Formulas 1-6) that tries to maximize the
weights of the selected concepts (bigrams) under the
summary length constraint. Our focus is on better
selection of the bigrams and estimation of the bi-
gram weights. We use syntax tree and POS of tokens
to help filter some useless bigrams. Then supervised
methods are applied to predict the bigram weights.
The rich set of features we use is introduced in Sec-
tion 4. In the following we describe how to select
important bigrams and how the feature weights are
trained.

3.1 Bigram Selection

In (Gillick et al., 2009), bigrams whose docu-
ment frequency is higher than a predefined thresh-
old (df=3 in previous work) are used as the concepts
in the ILP model. The weight for these bigrams in
the ILP optimization objective function (Formula 1)
is simply set as their document frequency. Although
this setting has been demonstrated to be quite effec-
tive, its gap with the oracle experiment (using bi-
grams that appear in the human summaries) is still
very large, suggesting potential gains by using better

bigrams/concepts in the ILP optimization method.
Details are described in (Gillick et al., 2009).

In this paper, rather than considering all the bi-
grams, we propose to utilize syntactic information to
help select important bigrams. Intuitively bigrams
containing content words carry more topic related
information. As proven in (Klavans and Kan, 1998),
nouns, verbs, and adjectives were indeed beneficial
in document analysis. Therefore we focus on choos-
ing bigrams containing these words. First, we use
a bottom-up strategy to go through the constituent
parse tree and identify the ‘NP’ nodes in the low-
est level of the tree. Then all the bigrams in these
base NPs are kept as candidates. Second, we find
the verbs and adjectives from the sentence based on
the POS tags, and construct bigrams by concatenat-
ing the previous or the next word of that verb or ad-
jective. If these bigrams are not included in those
already found from the base NPs, they are added to
the bigram candidates. After the above filtering, we
further drop bigrams if both words are stop words,
as previous work in (Gillick et al., 2009).

3.2 Weight Training
We propose to train the feature weights in a joint
learning fashion. In the ILP summarization frame-
work, we use the following new objective function:

max
∑

i(θ · f(bi))ci (7)

We replace the wi in Formula 1 with a vector inner
product of bigram features and their corresponding
weights. Constraints remain the same as those in
Formula 2 to 6.

To train the model (feature weights), we leverage
structured perceptron strategy (Collins, 2002) to up-
date the feature weights whenever the hypothesis of-
fered by the ILP decoding process is incorrect. Bi-
nary class labels are used for bigrams in the learning
process, that is, we only consider whether a bigram
is in the system generated summary or human sum-
maries, not their term or document frequency. Dur-
ing perceptron training, a fixed learning rate is used
and parameters are averaged to prevent overfitting.

4 Features for Bigrams

We use a rich set of features to represent each bi-
gram candidate, including internal features based on
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the test documents, and features extracted from ex-
ternal resources. The goal is to better predict the
importance of a bigram, which we expect will help
the ILP module better determine whether to include
the bigram in the summary.

4.1 Internal Features
These features are generated from the provided test
documents (note our task is multi-document summa-
rization, and there is a given query topic. See Sec-
tion 5 for the description of tasks and data).

• Frequency of the bigram in the entire set.

• Frequency of the bigram in related sentences.1

• Document frequency of the bigram in the entire
set.

• Is this bigram in the first 1/2/3 sentence?

• Is this bigram in the last 1/2/3 sentence?

• Similarity with the topic title, calculated by the
number of common tokens in these two strings,
divided by the length of the longer string.

4.2 Importance Score based on Language
Models

The idea is to train two language models (LMs), one
from the original documents, and the other one from
the summaries, and compare the likelihood of a bi-
gram generated by these two LMs, which can indi-
cate how often a bigram is used in a summary. Sim-
ilar to previous work in (Hong and Nenkova, 2014),
we leveraged The New York Times Annotated Cor-
pus (LDC Catalog No: LDC2008T19), which has
the original news articles and human generated ab-
stracts. We build two language models, from the
news articles and the corresponding summaries re-
spectively. We used about 160K abstract-original
pairs. The KL scores for a bigram are defined as
follows:

KL(LMA|LMO)(b) = PrA(b) ∗ lnPrA(b)
PrO(b)

(8)

KL(LMO|LMA)(b) = PrO(b) ∗ lnPrO(b)
PrA(b)

(9)

1Note that we do not use all the sentences in the ILP module.
The ‘relevant’ sentences are those that have at least one bigram
with document frequency larger than or equal to three.

where (LMA) and (LMO) are the LMs from the
abstracts and the original news articles. Note that
one difference from (Hong and Nenkova, 2014) is
that we calculate these scores for a bigram, not a
word. As (Hong and Nenkova, 2014) showed, a
higher value from the score in Formula 8 means
the words are favored in the summaries, and vice
verse in Formula 9. In addition to the above fea-
tures, we also include the likelihood PrA(b) and
PrO(b) based on the two LMs, and the absolute
and relative difference between them: PrA(b) −
PrO(b), P rA(b)/PrO(b).

4.3 Similarity based on Word Embedding
Representation

Given the recent success of the continuous represen-
tation for words, we propose to use an unsupervised
method to induce dense real-valued low dimensional
word embedding, and then use the inner product as a
measure of semantic similarity between two strings.
In the word embedding model, every word can be
represented by a vector ~w. We define the similar-
ity between two sequences S1 = x1, x2, ...xk and
sequence S2 = y1, y2, ...yl as the average pairwise
similarity between any two words in them:

Sim(S1, S2) =

∑k
i=1

∑l
j=1 ~xi · ~yj

k ∗ l (10)

Based on such word embedding models, we de-
rive two similarity features: (1) similarity between
a bigram and the topic query, and (2) similarity be-
tween a bigram and top-k most frequent unigrams in
this topic. We trained two word embedding mod-
els, from the abstract and news article collections
in the New York Times Annotated Corpus, and thus
have two sets of the above similarity features. We
use the continuous bag-of-words model introduced
by (Mikolov et al., 2013), and the tool word2vec2 to
obtain the word embeddings.

4.4 Similarity based on WordNet3

Similar to the above method, here we still focus
on measuring the similarity between a bigram and
the topic query, but based on WordNet. We use
WordNet to identify the synonyms of nouns, verbs,

2https://code.google.com/p/word2vec/
3http://wordnet.princeton.edu/
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and adjectives from each bigram and the query of
the topic. Then every bigram and sentence can be
represented as a bag of synonyms of the original
words. Finally based on these synonyms we lever-
age the following four similarity measurements: Lin
Similarity (Lin, 1998), Wu-Palmer Similarity (Wu
and Palmer, 1994), Jiang-Conrath Similarity (Jiang
and Conrath, 1997), and Resnik Similarity (Resnik,
1995). These four similarity measurements are all
implemented in the NLTK toolkit4. We expect that
these features would improve the estimation accu-
racy because they can overcome the ambiguity and
the diversity of the vocabulary.

4.5 Importance based on Wikipedia
Wikipedia is a very popular resource used in many
different tasks. In order to obtain more precise ex-
ternal information from Wikipedia for our task, we
collect the articles from Wikipedia by two steps. If
the query is already the title of a wiki page, we
will not further gather other wiki pages for this
topic. Otherwise, we first search for the wiki pages
for the given topic query and description (if avail-
able) using Google advanced search function to find
pages from http://en.wikipedia.org/. For each re-
turned wiki page, we further calculate its similarity
between its abstract and the test documents’ top k
frequent words. We select 3 most similar pages as
the external Wiki resource for this topic. For these
wikipages, we split into two parts: abstract and con-
tent.5 The features are the following: For each bi-
gram, we collect its tf*idf score from the abstract
and content part respectively, and the average tf*idf
value of the unigrams in the bigram candidate. In ad-
dition, we design two boolean features that represent
whether a bigram is the top-k most frequent ones in
the abstract or the content part of the Wikepages.

4.6 DBpedia6 for Extending Name Entity
DBpedia is a crowd-sourced community effort to ex-
tract structured information from Wikipedia and its
Spotlight Service7 is an entity linking tool to connect

4http://www.nltk.org/
5Every Wikipage has a table of contents. The part before

that is considered as abstract and the part after that is the content
of that page.

6http://dbpedia.org/About
7http://blog.dbpedia.org/2014/07/21/dbpedia-spotlight-v07-

released/

free text to DBpedia through the recognition and dis-
ambiguation of entities and concepts from the DB-
pedia Knowledge Base. We use this service to ex-
tract the entity from each sentence, and if the recog-
nized entity is also identified as a named entity by
Stanford CoreNLP8, we use this entity’s DBpedia
abstract content to extend the bigrams. For exam-
ple, in the bigram ‘Kashmir area’, the word ‘Kash-
mir’ is recognized as an entity by both (Stanford
CoreNLP and DBpedia Spotlight service), then we
use the description for ‘Kashmir’ from DBpedia9 to
extend this bigram, and calculate the cosine similar-
ity between this description and the topic query and
top-k most frequent unigrams in the documents.

4.7 Sentiment Feature from SentiWordNet10

SentiWordNet (Baccianella et al., 2010) is an exten-
sion on WordNet and it further assigns to each synset
of WordNet three sentiment scores: positivity, neg-
ativity, objectivity. The sentiment score of a bigram
is the average score of the two words in the bigram.

To sum up, the features we use include the in-
ternal features, and external ones derived from vari-
ous resources: news article corpus with summaries,
Wikipeida, DBpedia, WordNet and SentiWordNet.
Some external features represent the inherent im-
portance of bigrams. For example, features ex-
tracted from the news article corpus and wikipedia
are used to represent how often bigrams are used in
summary/abstract compared to the entire document.
Some external features are used to better compute
semantic similarity, for example, features from the
word embedding methods, DBpedia, and WordNet.

5 Experiments

5.1 Data and Experiment Setup

We evaluate our methods using several recent TAC
data sets, from 2008 to 2011. The TAC summa-
rization task is to generate at most 100 words sum-
maries from 10 documents for a given topic query

8http://nlp.stanford.edu/software/corenlp.shtml
9The Indian subcontinent is a southerly region of Asia,

mostly situated on the Indian Plate and projecting southward
into the Indian Ocean. Definitions of the extent of the Indian
subcontinent differ but it usually includes the core lands of In-
dia, Pakistan, and Bangladesh

10http://sentiwordnet.isti.cnr.it/

782



consisting of a title and more detailed description
(this is unavailable in 2010 and 2011 data). When
evaluating on one TAC data set, we use the data
from the other three years as the training set. All
the summaries are evaluated using ROUGE (Lin,
2004; Owczarzak et al., 2012). In all of our ex-
periments, we use Stanford CoreNLP toolkit to to-
kenize the sentences, extract name entities and POS
tags. Berkeley Parser (Petrov et al., 2006) is used to
get the constituent parse tree for every sentence. An
academic free solver 11 does all the ILP decoding.

5.2 Results and Analysis
5.2.1 Summarization Results

Table 1 shows the ROUGE-2 results of our pro-
posed joint system, the ICSI system (which uses
document frequency threshold to select bigram con-
cepts and uses df as weights), the best performing
system in the NIST TAC evaluation, and the state of
the art performance we could find. The result of our
proposed method is statistically significantly better
than that of ICSI ILP (p < 0.05 based on paired t-
test). It is also statistically significantly (p < 0.05)
better than that of TAC Rank1 except 2011, and
previous best in 2008 and 2010. The 2011 previ-
ous best results from (Ng et al., 2012) involve some
rule-based sentence compression, which improves
the ROUGE value. If we apply the same or similar
rule-based sentence compression on our results, and
the ROUGE-2 of our proposed method improves to
14.38.

2008 2009 2010 2011
ICSI ILP 10.23 11.60 10.03 12.71

TAC Rank1 10.38 12.16 9.57 13.44
Previous Best 10.76† 12.46† 10.8‡ 13.93∗

Proposed Method 11.84 12.77 11.78 13.97

Table 1: ROUGE-2 summarization results.† is from (Li
et al., 2013b), ‡ is from (Davis et al., 2012), and ∗ is from
(Ng et al., 2012).

5.2.2 The Effect of Bigram Selection
In our experiments, the document frequency

threshold used to filter the bigrams is 3, the same as
that in (Gillick et al., 2009), in order to make a bet-
ter comparison with previous work. Figure 1 shows

11http://www.gurobi.com

the percentage of the correct bigrams (those in the
human reference summaries) by our proposed selec-
tion method and the original ICSI system which just
used document frequency based selection. We can
see that our selection method yields a higher per-
cent of the correctly chosen bigrams. Since our pro-
posed method is slightly aggressive when filtering
bigrams, the absolute number of the correct bigrams
decreased. However, our filtering method success-
fully removes more useless bigrams, resulting in a
higher percentage of the correct bigrams.

Table 2 shows the summarization results when us-
ing different bigrams: the method used in the ICSI
ILP system, that is, document frequency based se-
lection/filtering and our selection method. Both of
them use document frequency as the bigram weight
in the ILP summarization module. The results show
that just by changing the input bigrams, our method
has already outperformed the ICSI system, which
means the selection of bigram indeed has an impact
on summarization results.
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Figure 1: Percentage of correct bigrams in the selected
bigrams from ICSI and our proposed system.

2008 2009 2010 2011
ICSI ILP 10.23 11.60 10.03 12.71

Ours 10.26 11.65 10.25 12.75

Table 2: ROUGE-2 summarization results when using
different bigrams, both using document frequencies as
weights.
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5.2.3 The Effect of Features
Next we evaluate the contributions of different

features. We show results for four experiments: (i)
use just one type of features; (ii) combine the in-
ternal features with features from just one external
resource; (iii) incrementally add external resources
one by one; (iv) leave out each feature type.

Table 3 shows the ROUGE-2 results when we
only apply one type of features. First, we can see
that the system with the internal features has already
outperformed the baseline which used document fre-
quency as the weight. It shows that the other cho-
sen internal features (beyond document frequency)
are useful. Second, when we use the features from
only one external resource, the results from some
resources are competitive compared to that from the
system using internal features. In particular, when
using the LM scores, Wiki or Word Embedding fea-
tures, the results are slightly better than the inter-
nal features. Using DBpedia or SentiWordNet has
worse results than the internal features. This is
because the SentiWordNet features themselves are
not very discriminative. For DBpedia, since it only
has feature values for the bigrams containing name
entities, it will only assign weights for those bi-
grams. Therefore, only considering DBpedia fea-
tures means that the ILP decoder would prefer to
choose bigrams that are name entities with positive
weights.

2008 2009 2010 2011
Internal 10.40 11.76 10.42 12.91

LM 10.58 11.86 10.48 12.94
Word Embedding 10.67 11.96 10.58 13.02

Wikipedia 10.61 11.90 10.52 13.00
DBpedia 8.35 9.85 9.46 11.00
WordNet 10.39 11.76 10.40 12.86

SentiwordNet 9.90 10.80 10.08 12.50

Table 3: ROUGE-2 results using one feature type.

Table 4 shows the results when combining the in-
ternal features with features from one external re-
source. We can see that the features from Word Em-
bedding model outperform others, suggesting the ef-
fectiveness of this semantic similarity measure. Fea-
tures from the LM scores and Wiki are also quite
useful. Wiki pages are extracted for the test topic

itself, therefore they provide topic relevant back-
ground information. The LM score features are ex-
tracted from large amounts of news article data, and
are good representation of the general importance
of bigrams for the test domain. In contrast, Word-
Net information is collected from a more general as-
pect, which may not be a very good choice for this
task. Also notice that even though the features from
DBpedia and sentiwordnet do not perform well by
themselves, after the combination with internal fea-
tures, there is significant improvement. This proves
that the features from DBpedia and sentiwordnet
provide additional information not captured by the
internal features from the documents.

2008 2009 2010 2011
Internal 10.40 11.76 10.42 12.91

+LM 10.76 12.03 10.80 13.11
+Word Embedding 10.92 12.12 10.85 13.24

+Wikipedia 10.81 12.08 10.76 13.17
+WordNet 10.68 11.96 10.71 12.99

+SentiwordNet 10.60 11.96 10.63 12.96
+DBpedia 10.69 12.00 10.70 13.07

Table 4: ROUGE-2 results using internal features com-
bined with features from just one external resource.

Table 5 shows the results when adding features
one by one. The order is based on its individual im-
pact when combined with internal features. The re-
sults show that Wiki, LM and DBpedia features give
more improvement than WordNet and SentiWord-
Net features. This shows the different impact of the
external resources. We can see there is consistent
improvement when more features are added.

2008 2009 2010 2011
1: Internal

10.92 12.12 10.85 13.24
+Word Embedding
2: 1+Wiki 11.22 12.25 11.15 13.47
3: 2+LM 11.41 12.41 11.37 13.68
4: 3+DBpedia 11.65 12.60 11.61 13.77
5: 4+WordNet 11.75 12.67 11.70 13.90
6: 5+SentiWordNet 11.84 12.77 11.78 13.97

Table 5: ROUGE-2 results using features incrementally
combined.

Table 6 shows the feature ablation results, that is,
each row means that the corresponding features are
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excluded and the system uses all the other features.
This set of experiments again shows that the external
features like Word Embedding model based on large
corpus and Wiki resource are very useful. Without
using them, the system has the biggest performance
degradation compared to the best result.

2008 2009 2010 2011
-Internal 11.34 12.41 11.42 13.71

-Word Embedding 11.29 12.25 11.36 13.55
-Wiki 11.35 12.38 11.38 13.58
-LM 11.40 12.39 11.42 13.61

-DBpedia 11.50 12.47 11.47 13.71
-WordNet 11.67 12.64 11.64 13.80

-SentiWordNet 11.75 12.67 11.70 13.90

Table 6: ROUGE-2 results when leaving out each feature
type.

5.2.4 Distribution of Correct Bigrams After
Feature Weighting

In the next experiment we analyze the distribu-
tion of the correct bigrams from the ranked bigrams
using different features in order to better evaluate
their impact on bigram weighting. We rank all the
bigrams in descending order according to the esti-
mated weight, then calculate the number of correct
bigrams (i.e., the bigrams in human generated sum-
mary) in Top10, 30, 50 and 80. The more correct
bigrams appear on the top of the list, the better our
features estimate the importance of the bigrams. We
conducted this experiment using four systems: the
system only with internal features, only with Word
Embedding features, with combination of internal
and Word Embedding features, and with all the fea-
tures. Figure 2 shows the results of this experi-
ment on TAC 2008 data. The pattern is similar on
the other three years’ data. The results show that
systems with better ROUGE-2 value indeed can as-
sign higher weights to correct bigrams, allowing the
ILP decoding process to select these bigrams, which
leads to a better sentence selection.

5.2.5 Joint Learning Results
Finally we evaluate the effectiveness of our pro-

posed joint learning approach. For comparison, we
implement a pipeline method, where we use the bi-
gram’s document frequency as the target value to
train a regression model, and during testing use the
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Figure 2: Distribution of correct bigrams in Top-n
weighted bigrams from four systems.

model’s predicted value as the weight in the ILP
framework. Table 7 compares the results using the
joint learning method and this pipeline approach.
We only show the results using the system with all
the features due to limited space. We can see that our
joint method outperforms the pipeline system based
on ROUGE-2 measurement, indicating that weights
are better learned in the joint process that takes into
account both bigram and sentence selection.

System 2008 2009 2010 2011
Pipeline System 11.60 12.64 11.56 13.65

Joint Model 11.84 12.77 11.78 13.97

Table 7: ROUGE-2 results using different training strate-
gies.

6 Conclusions

In this paper, we adopt the ILP based summariza-
tion framework, and propose methods to improve
bigram concept selection and weighting. We use
syntactic information to filter and select bigrams,
various external resources to extract features, and
a joint learning process for weight training. Our
experiments in the TAC data sets demonstrate that
our proposed methods outperform other state-of-
the-art results. Through the analysis, we found
the external resources are helpful to estimate the
bigram importance and thus improve the summa-
rization performance. While in summarization re-
search, optimization-based methods have already ri-
valed other approaches in performance, the task is
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far from being solved. Our analysis revealed that
there are at least three points worth mentioning.
First, using external resources contributes to the im-
proved performance of our method compared to oth-
ers that only use internal features. Second, em-
ploying and designing sophisticated features, espe-
cially those that encode background knowledge or
semantic relationship like the word embedding fea-
tures from a large corpus we used, will enable lan-
guage concepts to be distinguished more easily in
the presence of a large number of candidates. Third,
one limitation of the use of the external resources
is that they are not always available, such as the
pairwise news articles along with the human gener-
ated summaries, and the relevant Wiki pages. While
much recent work has focused on algorithmic de-
velopment, the summarization task needs to have a
deeper “understanding” of a document in order to
reach the next level of performance. Such an un-
derstanding can be facilitated by the incorporation
of background knowledge, which can lead to signif-
icant summarization performance improvement, as
demonstrated in this study.
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Abstract

We present a new algorithm for transforming
dependency parse trees into phrase-structure
parse trees. We cast the problem as struc-
tured prediction and learn a statistical model.
Our algorithm is faster than traditional phrase-
structure parsing and achieves 90.4% English
parsing accuracy and 82.4% Chinese parsing
accuracy, near to the state of the art on both
benchmarks.

1 Introduction

Natural language parsers typically produce phrase-
structure (constituent) trees or dependency trees.
These representations capture some of the same syn-
tactic phenomena, and the two can be produced
jointly (Klein and Manning, 2002; Hall and Nivre,
2008; Carreras et al., 2008; Rush et al., 2010). Yet
it appears to be completely unpredictable which will
be preferred by a particular subcommunity or used
in a particular application. Both continue to receive
the attention of parsing researchers.

Further, it appears to be a historical accident
that phrase-structure syntax was used in annotating
the Penn Treebank, and that English dependency
annotations are largely derived through mechani-
cal, rule-based transformations (reviewed in Sec-
tion 2). Indeed, despite extensive work on direct-
to-dependency parsing algorithms (which we call d-
parsing), the most accurate dependency parsers for
English still involve phrase-structure parsing (which
we call c-parsing) followed by rule-based extraction
of dependencies (Kong and Smith, 2014).

What if dependency annotations had come first?
Because d-parsers are generally much faster than

c-parsers, we consider an alternate pipeline (Sec-
tion 3): d-parse first, then transform the depen-
dency representation into a phrase-structure tree
constrained to be consistent with the dependency
parse. This idea was explored by Xia and Palmer
(2001) and Xia et al. (2009) using hand-written
rules. Instead, we present a data-driven algorithm
using the structured prediction framework (Sec-
tion 4). The approach can be understood as a
specially-trained coarse-to-fine decoding algorithm
where a d-parser provides “coarse” structure and the
second stage refines it (Charniak and Johnson, 2005;
Petrov and Klein, 2007).

Our lexicalized phrase-structure parser, PAD, is
asymptotically faster than parsing with a lexical-
ized context-free grammar: O(n2) plus d-parsing,
vs. O(n5) worst case runtime in sentence length
n, with the same grammar constant. Experiments
show that our approach achieves linear observable
runtime, and accuracy similar to state-of-the-art
phrase-structure parsers without reranking or semi-
supervised training (Section 7).

2 Background

We begin with the conventional development by first
introducing c-parsing and then defining d-parses
through a mechanical conversion using head rules.
In the next section, we consider the reverse transfor-
mation.

2.1 CFG Parsing
The phrase-structure trees annotated in the Penn
Treebank are derivation trees from a context-free
grammar. Define a binary1 context-free grammar

1For notational simplicity, we defer discussion of non-
binary rules to Section 3.3.
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(CFG) as a 4-tuple (N ,G, T , r) where N is a set
of nonterminal symbols (e.g. NP, VP), T is a set
of terminal symbols, consisting of the words in the
language, G is a set of binary rules of the form
A → β1 β2, and r ∈ N is a distinguished root non-
terminal symbol.

Given an input sentence x1, . . . , xn of terminal
symbols from T , define the set of c-parses for the
sentence as Y(x). This set consists of all binary or-
dered trees with fringe x1, . . . , xn, internal nodes la-
beled from N , all tree productions A → β1 β2 con-
sisting of members of G, and root label r.

For a c-parse y ∈ Y(x), we further associate a
span 〈v⇐, v⇒〉 with each vertex in the tree. This
specifies the subsequence {xv⇐ , . . . , xv⇒} of the
sentence covered by this vertex.

2.2 Dependency Parsing

Dependency parses provide an alternative, and in
some sense simpler, representation of sentence
structure. These d-parses can be derived through
mechanical transformation from context-free trees.
There are several popular transformations in wide
use; each provides a different representation of a
sentence’s structure (Collins, 2003; De Marneffe
and Manning, 2008; Yamada and Matsumoto, 2003;
Johansson and Nugues, 2007).

We consider the class of transformations that are
defined through local head rules. For a binary CFG,
define a collection of head rules as a mapping from
each CFG rule to a head preference for its left or
right child. We use the notation A → β∗1 β2 and
A → β1 β

∗
2 to indicate a left- or right-headed rule,

respectively.
The head rules can be used to map a c-parse to a

dependency tree (d-parse). In a d-parse, each word
in the sentence is assigned as a dependent to a head
word, h ∈ {0, . . . , n}, where 0 is a special symbol
indicating the pseudo-root of the sentence. For each
h we define L(h) ⊂ {1, . . . , h− 1} as the set of left
dependencies of h, and R(h) ⊂ {h + 1, . . . , n} as
the set of right dependencies.

A d-parse can be constructed recursively from a
c-parse and the head rules. For each c-parse vertex
v with potential children vL and vR in bottom-up or-
der, we apply the following procedure to both assign
heads to the c-parse and construct the d-parse:

S(3)

. . .VP(3)

VBD∗(3)

sold3

NP(2)

NN∗(2)

automaker2

DT(1)

The1

The1 automaker2 sold3 . . .

Figure 1: Illustration of c-parse to d-parse conversion with head
rules {VP→ NP VBD∗,NP→ DT NN∗, . . .}. The c-parse is an
ordered tree with fringe x1, . . . , xn. Each vertex is annotated
with a terminal or nonterminal symbol and a derived head index.
The blue and red vertices have the words automaker2 and
sold3 as heads respectively. The vertex VP(3) implies that
automaker2 is a left-dependent of sold3, and that 2 ∈ L(3)
in the d-parse.

1. If the vertex is leaf xm, then head(v) = m.

2. If the next rule is A → β∗1 β2 then head(v) =
head(vL) and head(vR) ∈ R(head(v)), i.e.
the head of the right-child is a dependent of the
head word.

3. If the next rule is A → β1 β
∗
2 then head(v) =

head(vR) and head(vL) ∈ L(head(v)), i.e.
the head of the left-child is a dependent of the
head word.

Figure 1 shows an example conversion of a c-parse
to d-parse using this procedure.

By construction, these dependencies form a di-
rected tree with arcs (h,m) for all h ∈ {0, . . . , n}
and m ∈ L(h) ∪ R(h). While this tree differs
from the original c-parse, we can relate the two trees
through their spans. Define the dependency tree
span 〈h⇐, h⇒〉 as the contiguous sequence of words
reachable from word h in this tree.2 This span is
equivalent to the maximal span 〈v⇐, v⇒〉 of any c-
parse vertex with head(v) = h. This property will
be important for the parsing algorithm presented in
the next section.

2The conversion from a standard CFG tree to a d-parse pre-
serves this sequence property, known as projectivity. We leave
the question of non-projective d-parses and the related question
of traces and co-indexation in c-parses to future work.

2
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I1 saw2 the3 man4

X(2)

X(4)

N

man4

D

the3

V

saw2

X(1)

N

I1

X(2)

X(2)

X(4)

N

man4

D

the3

V

saw2

N

I1

X(2)

X(4)

N

man4

D

the3

X(2)

V

saw2

N

I1

Figure 2: [Adapted from (Collins et al., 1999).] A d-parse
(left) and several c-parses consistent with it (right). Our goal is
to select the best parse from this set.

3 Parsing Dependencies

Now we consider flipping this setup. There has been
significant progress in developing efficient direct-
to-dependency parsers. These d-parsers are trained
only on dependency annotations and do not require
full phrase-structure trees.3 Some prefer this setup,
since it allows easy selection of the specific depen-
dencies of interest in a downstream task (e.g., infor-
mation extraction), and perhaps even training specif-
ically for those dependencies. Other applications
make use of phrase structures, so c-parsers enjoy
wide use as well.

With these latter applications in mind, we con-
sider the problem of converting a fixed d-parse
into a c-parse, with the intent of using off-the-shelf
d-parsers for constructing phrase-structure parses.
Since this problem is more challenging than its in-
verse, we use a structured prediction setup: we learn
a function to score possible c-parse conversions, and
then generate the highest-scoring c-parse given a d-
parse. A toy example of the problem is shown in
Figure 2.

3.1 Parsing Algorithm

Consider the classical problem of predicting the best
c-parse under a CFG with head rules, known as lex-
icalized context-free parsing. Assume that we are
given a binary CFG defining a set of valid c-parses
Y(x). The parsing problem is to find the highest-
scoring parse in this set, i.e. arg maxy∈Y(x) s(y;x)

3For English these parsers are still often trained on
trees converted from c-parses; however, for other languages,
dependency-only treebanks of directly-annotated d-parses are
common.

where s is a scoring function that factors over lexi-
calized tree productions.

This problem can be solved by extending the
CKY algorithm to propagate head information. The
algorithm can be compactly defined by the produc-
tions in Figure 3 (left). For example, one type of
production is of the form

(〈i, k〉,m, β1) (〈k + 1, j〉, h, β2)
(〈i, j〉, h, A)

for all rules A → β1 β
∗
2 ∈ G and spans i ≤ k < j.

This particular production indicates that rule A →
β1 β

∗
2 was applied at a vertex covering 〈i, j〉 to pro-

duce two vertices covering 〈i, k〉 and 〈k+ 1, j〉, and
that the new head is index h has dependent index m.
We say this production “completes” word m since it
can no longer be the head of a larger span.

Running the algorithm consists of bottom-up dy-
namic programming over these productions. How-
ever, applying this version of the CKY algorithm
requires O(n5|G|) time (linear in the number of
productions), which is not practical to run without
heavy pruning. Most lexicalized parsers therefore
make further assumptions on the scoring function
which can lead to asymptotically faster algorithms
(Eisner and Satta, 1999).

Instead, we consider the same objective, but con-
strain the c-parses to be consistent with a given d-
parse, d. By “consistent,” we mean that the c-
parse will be converted by the head rules to this ex-
act d-parse.4 Define the set of consistent c-parses
as Y(x, d) and the constrained search problem as
arg maxy∈Y(x,d) s(y;x, d).

Figure 3 (right) shows the algorithm for this new
problem. The algorithm has several nice proper-
ties. All rules now must select words h and m that
are consistent with the dependency parse (i.e., there
is an arc (h,m)) so these variables are no longer
free. Furthermore, since we have the full d-parse,
we can precompute the dependency span of each
word 〈m⇐,m⇒〉. By our definition of consistency,
this gives us the c-parse span of m before it is com-
pleted, and fixes two more free variables. Finally the
head item must have its alternative side index match

4An alternative, soft version of consistency, might enforce
that the c-parse is close to the d-parse. While this allows the al-
gorithm to potentially correct d-parse mistakes, it is much more
computationally expensive.

3
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Premise:

(〈i, i〉, i, A) ∀i ∈ {1 . . . n}, A ∈ N

Rules:
For i ≤ h ≤ k < m ≤ j, and rule A→ β∗1 β2,

(〈i, k〉, h, β1) (〈k + 1, j〉,m, β2)
(〈i, j〉, h, A)

For i ≤ m ≤ k < h ≤ j, rule A→ β1 β
∗
2 ,

(〈i, k〉,m, β1) (〈k + 1, j〉, h, β2)
(〈i, j〉, h, A)

Goal:
(〈1, n〉,m, r) for any m

Premise:

(〈i, i〉, i, A) ∀i ∈ {1 . . . n}, A ∈ N

Rules:
For all h, m ∈ R(h), rule A→ β∗1 β2,

and i ∈ {m′⇐ : m′ ∈ L(h)} ∪ {h},
(〈i,m⇐ − 1〉, h, β1) (〈m⇐,m⇒〉,m, β2)

(〈i,m⇒〉, h, A)

For all h, m ∈ L(h), rule A→ β1 β
∗
2 ,

and j ∈ {m′⇒ : m′ ∈ R(h)} ∪ {h},
(〈m⇐,m⇒〉,m, β1) (〈m⇒ + 1, j〉, h, β2)

(〈m⇐, j〉, h, A)

Goal:
(〈1, n〉,m, r) for any m ∈ R(0)

Figure 3: The two algorithms written as deductive parsers. Starting from the premise, any valid application of rules that leads to a
goal is a valid parse. Left: lexicalized CKY algorithm for CFG parsing with head rules. For this algorithm there areO(n5|G|) rules
where n is the length of the sentence. Right: the constrained CKY parsing algorithm for Y(x, d). The algorithm is nearly identical
except that many of the free indices are now fixed given the dependency parse. Finding the optimal c-parse with the new algorithm
now requires O

(
(
∑

h |L(h)||R(h)|)|G|) time where L(h) andR(h) are the left and right dependents of word h.

a valid dependency span. For example, if for a word
h there are |L(h)| = 3 left dependents, then when
taking the next right-dependent there can only be 4
valid left boundary indices.

The runtime of the final algorithm reduces to
O(
∑

h |L(h)||R(h)||G|). While the terms |L(h)|
and |R(h)| could in theory make the runtime
quadratic, in practice the number of dependents is
almost always constant in the length of the sentence.
This leads to linear observed runtime in practice as
we will show in Section 7.

3.2 Pruning

In addition to constraining the number of c-parses,
the d-parse also provides valuable information about
the labeling and structure of the c-parse. We can use
this information to further prune the search space.
We employ two pruning methods:

Method 1 uses the part-of-speech tag of xh,
tag(h), to limit the possible rule productions at a
given span. We build tables Gtag(h) and restrict the
search to rules seen in training for a particular part-
of-speech tag.

Method 2 prunes based on the order in which de-
pendent words are added. By the constraints of the

algorithm, a head word xh must combine with each
of its left and right dependents. However, the or-
der of combination can lead to different tree struc-
tures (as illustrated in Figure 2). In total there are
|L(h)| × |R(h)| possible orderings of dependents.

In practice, though, it is often easy to predict
which side, left or right, will come next. We do this
by estimating the distribution,

p(side | tag(h), tag(m), tag(m′)),

wherem ∈ L(h) is the next left dependent andm′ ∈
R(h) is the next right dependent. If the conditional
probability of left or right is greater than a threshold
parameter γ, we make a hard decision to combine
with that side next. This pruning further reduces the
impact of outliers with multiple dependents on both
sides.

We empirically measure how these pruning meth-
ods affect observed runtime and oracle parsing per-
formance (i.e., how well a perfect scoring function
could do with a pruned Y(x, d)). Table 1 shows
a comparison of these pruning methods on devel-
opment data. The constrained parsing algorithm is
much faster than standard lexicalized parsing, and

4
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Model Complexity Sent./s. Ora. F1

LEX CKY∗ n5|G| 0.25 100.0
DEP CKY

∑
h |L(h)||R(h)||G| 71.2 92.6

PRUNE1
∑

h |L(h)||R(h)||GT| 336.0 92.5
PRUNE2 – 96.6 92.5
PRUNE1+2 – 425.1 92.5

Table 1: Comparison of three parsing setups: LEX CKY∗

is the complete lexicalized c-parser on Y(x), but limited to
only sentences less than 20 words for tractability, DEP CKY
is the constrained c-parser on Y(x, d), PRUNE1, PRUNE2, and
PRUNE1+2 are combinations of the pruning methods described
in Section 3.2. The oracle is the best labeled F1 achievable on
the development data (§22, see Section 7).

pruning contributes even greater speed-ups. The or-
acle experiments show that the d-parse constraints
do contribute a large drop in oracle accuracy, while
pruning contributes a relatively small one. Still, this
upper-bound on accuracy is high enough to make it
possible to still recover c-parses at least as accurate
as state-of-the-art c-parsers. We will return to this
discussion in Section 7.

3.3 Binarization and Unary Rules
We have to this point developed the algorithm for
a strictly binary-branching grammar; however, we
need to produce trees have rules with varying size.
In order to apply the algorithm, we binarize the
grammar and add productions to handle unary rules.

Consider a non-binarized rule of the form A →
β1 . . . βm with head child β∗k . Relative to the head
child βk the rule has left-side β1 . . . βk−1 and right-
side βk+1 . . . βm. We replace this rule with new
binary rules and non-terminal symbols to produce
each side independently as a simple chain, left-side
first. The transformation introduces the following
new rules:5 A → β1 Ā

∗, Ā → βi Ā
∗ for i ∈

{2, . . . , k}, and Ā→ Ā∗ βi for i ∈ {k, . . . ,m}.
As an example consider the transformation of a

rule with four children:

S

NPNPVP∗NP

⇒ S

S̄∗

NPS̄∗

NPVP∗

NP

These rules can then be reversed deterministically to
produce a non-binary tree.

5These rules are slightly modified when k = 1.

We also explored binarization using horizontal
and vertical markovization to include additional
context of the tree, as found useful in unlexicalized
approaches (Klein and Manning, 2003). Preliminary
experiments showed that this increased the size of
the grammar, and the runtime of the algorithm, with-
out leading to improvements in accuracy.

Phrase-structure trees also include unary rules of
the form A→ β∗1 . To handle unary rules we modify
the parsing algorithms in Figure 3 to include a unary
completion rule,

(〈i, j〉, h, β1)
(〈i, j〉, h, A)

for all indices i ≤ h ≤ j that are consistent with
the dependency parse. In order to avoid unary re-
cursion, we limit the number of applications of this
rule at each span (preserving the runtime of the algo-
rithm). Preliminary experiments looked at collaps-
ing the unary rules into the nonterminal symbols,
but we found that this hurt performance compared
to explicit unary rules.

4 Structured Prediction

We learn the d-parse to c-parse conversion us-
ing a standard structured prediction setup. Define
the linear scoring function s for a conversion as
s(y;x, d, θ) = θ>f(x, d, y) where θ is a parameter
vector and f(x, d, y) is a feature function that maps
parse productions to sparse feature vectors. While
the parser only requires a d-parse at prediction time,
the parameters of this scoring function are learned
directly from a treebank of c-parses and a set of head
rules. The structured prediction model, in effect,
learns to invert the head rule transformation.

4.1 Features
The scoring function requires specifying a set of
parse features f which, in theory, could be directly
adapted from existing lexicalized c-parsers. How-
ever, the structure of the dependency parse greatly
limits the number of decisions that need to be made,
and allows for a smaller set of features.

We model our features after two bare-bones pars-
ing systems. The first set is the basic arc-factored
features used by McDonald (2006). These features
include combinations of: rule and top nonterminal,

5
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For a production
(〈i, k〉,m, β1) (〈k + 1, j〉, h, β2)

(〈i, j〉, h, A)

Nonterm Features

(A, β1) (A, β1, tag(m))
(A, β2) (A, β2, tag(h))

Span Features

(rule, xi) (rule, xi−1)
(rule, xj) (rule, xj+1)
(rule, xk) (rule, xk+1)
(rule, bin(j − i))

Rule Features

(rule)
(rule, xh, tag(m))
(rule, tag(h), xm)
(rule, tag(h), tag(m))
(rule, xh)
(rule, tag(h))
(rule, xm)
(rule, tag(m))

Figure 4: The feature templates used in the function f(x, d, y).
For the span features, the symbol rule is expanded into both
A → B C and backoff symbol A. The function bin(i) parti-
tions a span length into one of 10 bins.

modifier word and part-of-speech, and head word
and part-of-speech.

The second set of features is modeled after the
span features described in the X-bar-style parser of
Hall et al. (2014). These include conjunctions of the
rule with: first and last word of current span, pre-
ceding and following word of current span, adjacent
words at split of current span, and binned length of
the span.

The full feature set is shown in Figure 4. After
training, there are a total of around 2 million non-
zero features. For efficiency, we use lossy feature
hashing. We found this had no impact on parsing
accuracy but made the parsing significantly faster.

4.2 Training
The parameters θ are estimated using a struc-
tural support vector machine (Taskar et al., 2004).
Given a set of gold-annotated c-parse examples,
(x1, y1), . . . , (xD, yD), and d-parses d1 . . . dD in-
duced from the head rules, we estimate the parame-
ters to minimize the regularized empirical risk

min
θ

D∑
i=1

`(xi, di, yi, θ) + λ||θ||1

where we define ` as `(x, d, y, θ) = −s(y) +
maxy′∈Y(x,d) (s(y′) + ∆(y, y′)) and where ∆ is a
problem specific cost-function. In experiments, we
use a Hamming loss ∆(y, y′) = |y − y′| where y is
an indicator for production rules firing over pairs of
adjacent spans (i.e., i, j, k).

PTB §22
Model Prec. Rec. F1

Xia et al. (2009) 88.1 90.7 89.4
PAD (§19) 95.9 95.9 95.9
PAD (§2–21) 97.5 97.8 97.7

Table 2: Comparison with the rule-based system of Xia et al.
(2009). Results are shown using gold-standard tags and depen-
dencies. Xia et al. report results consulting only §19 in devel-
opment and note that additional data had little effect. We show
our system’s results using §19 and the full training set.

The objective is optimized using AdaGrad (Duchi
et al., 2011). The gradient calculation requires com-
puting a loss-augmented max-scoring c-parse for
each training example which is done using the al-
gorithm of Figure 3 (right).

5 Related Work

The problem of converting dependency to phrase-
structured trees has been studied previously from the
perspective of building multi-representational tree-
banks. Xia and Palmer (2001) and Xia et al. (2009)
develop a rule-based system for the conversion of
human-annotated dependency parses. This work fo-
cuses on modeling the conversion decisions made
and capturing how researchers annotate specific phe-
nomena. Our work focuses on a different problem of
learning a data-driven structured prediction model
that is also able to handle automatically predicted
dependency parses as input. While the aim is dif-
ferent, Table 2 does give a direct comparison of our
system to that of Xia et al. (2009) on gold d-parse
data.

An important line of previous work also uses de-
pendency parsers to produce phrase-structure trees.
In particular Hall et al. (2007) and Hall and Nivre
(2008) develop a specialized dependency label set to
encode phrase-structure information in the d-parse.
After predicting a d-parse this label information can
be used to assemble a predicted c-parse. Our work
differs in that it does not make any assumptions on
the labeling of the dependency tree used and it uses
structured prediction to produce the final c-parse.

Very recently, Fernández-González and Martins
(2015) also show that an off-the-shelf, trainable,
dependency parser is enough to build a highly-
competitive constituent parser. They proposed

6
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a new intermediate representation called “head-
ordered dependency trees”, which encode head or-
dering information in dependeny labels. Their al-
gorithm is based on a reduction of the constituent
parsing to dependency parsing of such trees.

There has been successful work combining de-
pendency and phrase-structure information to build
accurate c-parsers. Klein and Manning (2002) con-
struct a factored generative model that scores both
context-free syntactic productions and semantic de-
pendencies. Carreras et al. (2008) construct a state-
of-the-art parser that uses a dependency parsing
model both for pruning and within a richer lexical-
ized parser. Similarly, Rush et al. (2010) use dual
decomposition to combine a powerful dependency
parser with a lexicalized phrase-structure model.
This work differs in that we treat the dependency
parse as a hard constraint, hence largely reduce the
runtime of a fully lexicalized phrase structure pars-
ing model while maintaining the ability, at least
in principle, to generate highly accurate phrase-
structure parses.

Finally there have also been several papers that
use ideas from dependency parsing to simplify and
speed up phrase-structure prediction. Zhu et al.
(2013) build a high-accuracy phrase-structure parser
using a transition-based system. Hall et al. (2014)
use a stripped down parser based on a simple X-bar
grammar and a small set of lexicalized features.

6 Methods

We ran a series of experiments to assess the accu-
racy, efficiency, and applicability of our parser, PAD,
to several tasks. These experiments use the follow-
ing setup.

For English experiments we use the standard Penn
Treebank (PTB) experimental setup (Marcus et al.,
1993). Training is done on §2–21, development on
§22, and testing on §23. We use the development set
to tune the regularization parameter, λ = 1e−8, and
the pruning threshold, γ = 0.95.

For Chinese experiments, we use version 5.1 of
the Penn Chinese Treebank 5.1 (CTB) (Xue et al.,
2005). We followed previous work and used articles
001–270 and 440–1151 for training, 301–325 for de-
velopment, and 271–300 for test. We also use the
development set to tune the regularization parame-

ter, λ = 1e− 3.
Part-of-speech tagging is performed for all mod-

els using TurboTagger (Martins et al., 2013). Prior
to training the d-parser, the training sections are
automatically processed using 10-fold jackknifing
(Collins and Koo, 2005) for both dependency and
phrase structure trees. Zhu et al. (2013) found this
simple technique gives an improvement to depen-
dency accuracy of 0.4% on English and 2.0% on
Chinese in their system.

During training, we use the d-parses induced by
the head rules from the gold c-parses as constraints.
There is a slight mismatch here with test, since these
d-parses are guaranteed to be consistent with the tar-
get c-parse. We also experimented with using 10-
fold jacknifing of the d-parser during training to pro-
duce more realistic parses; however, we found that
this hurt performance of the parser.

Unless otherwise noted, in English the test d-
parsing is done using the RedShift implementation6

of the parser of Zhang and Nivre (2011), trained
to follow the conventions of Collins head rules
(Collins, 2003). This parser is a transition-based
beam search parser, and the size of the beam k con-
trols a speed/accuracy trade-off. By default we use
a beam of k = 16. We found that dependency la-
bels have a significant impact on the performance of
the RedShift parser, but not on English dependency
conversion. We therefore train a labeled parser, but
discard the labels.

For Chinese, we use the head rules compiled by
Ding and Palmer (2005)7. For this data-set we
trained the d-parser using the YaraParser implemen-
tation8 of the parser of Zhang and Nivre (2011), be-
cause it has a better Chinese implementation. We
use a beam of k = 64. In experiments, we found
that Chinese labels were quite helpful, and added
four additional features templates conjoining the la-
bel with the non-terminals of a rule.

Evaluation for phrase-structure parses is per-
formed using the evalb9 script with the standard
setup. We report labeled F1 scores as well as recall
and precision. For dependency parsing, we report

6https://github.com/syllog1sm/redshift
7http://stp.lingfil.uu.se/˜nivre/

research/chn_headrules.txt
8https://github.com/yahoo/YaraParser
9http://nlp.cs.nyu.edu/evalb
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PTB §23
Model F1 Sent./s.

Charniak (2000) 89.5 –
Stanford PCFG (2003) 85.5 5.3
Petrov (2007) 90.1 8.6
Zhu (2013) 90.3 39.0
Carreras (2008) 91.1 –

CJ Reranking (2005) 91.5 4.3
Stanford RNN (2013) 90.0 2.8

PAD 90.4 34.3
PAD (Pruned) 90.3 58.6

CTB
Model F1

Charniak (2000) 80.8
Bikel (2004) 80.6
Petrov (2007) 83.3
Zhu (2013) 83.2

PAD 82.4

Table 3: Accuracy and speed on PTB §23 and CTB 5.1 test
split. Comparisons are to state-of-the-art non-reranking super-
vised phrase-structure parsers (Charniak, 2000; Klein and Man-
ning, 2003; Petrov and Klein, 2007; Carreras et al., 2008; Zhu
et al., 2013; Bikel, 2004), and semi-supervised and reranking
parsers (Charniak and Johnson, 2005; Socher et al., 2013).

unlabeled accuracy score (UAS).
We implemented the grammar binarization, head

rules, and pruning tables in Python, and the parser,
features, and training in C++. Experiments are per-
formed on a Lenovo ThinkCentre desktop computer
with 32GB of memory and Core i7-3770 3.4GHz
8M cache CPU.

7 Experiments

We ran experiments to assess the accuracy of the
method, its runtime efficiency, the effect of depen-
dency parsing accuracy, and the effect of the amount
of annotated phrase-structure data.

Parsing Accuracy Table 3 compares the accuracy
and speed of the phrase-structure trees produced by
the parser. For these experiments we treat our sys-
tem and the Zhang-Nivre parser as an independently
trained, but complete end-to-end c-parser. Runtime
for these experiments includes both the time for d-
parsing and conversion. Despite the fixed depen-

Model UAS F1 Sent./s. Oracle

MALTPARSER 89.7 85.5 240.7 87.8
RS-K1 90.1 86.6 233.9 87.6
RS-K4 92.5 90.1 151.3 91.5
RS-K16 93.1 90.6 58.6 92.5
YARA-K1 89.7 85.3 1265.8 86.7
YARA-K16 92.9 89.8 157.5 91.7
YARA-K32 93.1 90.4 48.3 92.0
YARA-K64 93.1 90.5 47.3 92.2
TP-BASIC 92.8 88.9 132.8 90.8
TP-STANDARD 93.3 90.9 27.2 92.6
TP-FULL 93.5 90.8 13.2 92.9

Table 4: The effect of d-parsing accuracy (PTB §22) on PAD

and an oracle converter. Runtime includes d-parsing and c-
parsing. Inputs include MaltParser (Nivre et al., 2006), the
RedShift and the Yara implementations of the parser of Zhang
and Nivre (2011) with various beam size, and three versions of
TurboParser trained with projective constraints (Martins et al.,
2013).

dency constraints, the English results show that the
parser is comparable in accuracy to many widely-
used systems, and is significantly faster. The parser
most competitive in both speed and accuracy is that
of Zhu et al. (2013), a fast shift-reduce phrase-
structure parser.

Furthermore, the Chinese results suggest that,
even without making language-specific changes in
the feature system we can still achieve competitive
parsing accuracy.

Effect of Dependencies Table 4 shows experi-
ments comparing the effect of different input d-
parses. For these experiments we used the same ver-
sion of PAD with 11 different d-parsers of varying
quality and speed. We measure for each parser: its
UAS, speed, and labeled F1 when used with PAD

and with an oracle converter.10 The paired figure

10For a gold parse y and predicted dependencies d̂, define the
oracle parse as y′ = arg miny′∈Y(x,d̂) ∆(y, y′)
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Figure 5: Empirical runtime of the parser on sentences of vary-
ing length, with and without pruning. Despite a worst-case
quadratic complexity, observed runtime is linear.

shows that there is a direct correlation between the
UAS of the inputs and labeled F1.

Runtime In Section 3 we considered the theoret-
ical complexity of the parsing model and presented
the main speed results in Table 1. Despite having
a quadratic theoretical complexity, the practical run-
time was quite fast. Here we consider the empiri-
cal complexity of the model by measuring the time
spent on individual sentences. Figure 5 shows parser
speed for sentences of varying length for both the
full algorithm and with pruning. In both cases the
observed runtime is linear.

Recovering Phrase-Structure Treebanks Anno-
tating phrase-structure trees is often more expensive
and slower than annotating unlabeled dependency
trees (Schneider et al., 2013). For low-resource lan-
guages, an alternative approach to developing fully
annotated phrase-structure treebanks might be to la-
bel a small amount of c-parses and a large amount of
cheaper d-parses. Assuming this setup, we ask how
many c-parses would be necessary to obtain reason-
able performance?

For this experiment, we train PAD on only 5%
of the PTB training set and apply it to predicted d-
parses from a fully-trained model. Even with this
small amount of data, we obtain a parser with de-
velopment score of F1 = 89.1%, which is compa-
rable to Charniak (2000) and Stanford PCFG (Klein
and Manning, 2003) trained on the complete c-parse
training set. Additionally, if the gold dependencies
are available, PAD with 5% training achieves F1 =
95.8% on development, demonstrating a strong abil-

Class Results
Dep. Span Split Count Acc.

(h,m) 〈i, j〉 k A

+ + + 32853 97.9
– + + 381 69.3
+ + – 802 83.3
– + – 496 85.9
+ – – 1717 0.0
– – – 1794 0.0

Table 5: Error analysis of binary CFG rules. Rules used are split
into classes based on correct (+) identification of dependency
(h,m), span 〈i, j〉, and split k. “Count” is the size of each
class. “Acc.” is the accuracy of span nonterminal identification.

ity to recover the phrase-structure trees from depen-
dency annotations.

Analysis Finally we consider an internal error
analysis of the parser. For this analysis, we group
each binary rule production selected by the parser
by three properties: Is its dependency (h,m) cor-
rect? Is its span 〈i, j〉 correct? Is its split k correct?
The first property is fully determined by the input
d-parse, the others are partially determined by PAD

itself.
Table 5 shows the breakdown. The conversion

is almost always accurate (∼98%) when the parser
has correct span and dependency information. As
expected, the difficult cases come when the depen-
dency was fully incorrect, or there is a propagated
span mistake. As dependency parsers improve, the
performance of PAD should improve as well.

8 Conclusion

With recent advances in statistical dependency pars-
ing, we find that fast, high-quality phrase-structure
parsing is achievable using dependency parsing first,
followed by a statistical conversion algorithm to
fill in phrase-structure trees. Our implementation
is available as open-source software at https://
github.com/ikekonglp/PAD.
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Abstract

Discourse relation classification is an im-
portant component for automatic discourse
parsing and natural language understanding.
The performance bottleneck of a discourse
parser comes from implicit discourse rela-
tions, whose discourse connectives are not
overtly present. Explicit discourse connec-
tives can potentially be exploited to collect
more training data to collect more data and
boost the performance. However, using them
indiscriminately has been shown to hurt the
performance because not all discourse con-
nectives can be dropped arbitrarily. Based on
this insight, we investigate the interaction be-
tween discourse connectives and the discourse
relations and propose the criteria for selecting
the discourse connectives that can be dropped
independently of the context without chang-
ing the interpretation of the discourse. Extra
training data collected only by the freely omis-
sible connectives improve the performance of
the system without additional features.

1 Introduction

The analysis of discourse-level structure has re-
ceived increasing attention from the field in recent
years (Feng and Hirst, 2012; Patterson and Kehler,
2013; Li et al., 2014). Discourse-level analysis is
typically concerned with relations between clauses
and sentences, linguistic units that go beyond sen-
tence boundaries. There are a few conceptions of
the discourse structure representation of a text such
as a tree (Mann and Thompson, 1988), or a graph
(Wolf et al., 2005). In the work we describe here,
we adopt the view of the Penn Discourse Treebank
(PDTB) (Prasad et al., 2008), which views a text as

a series of local discourse relations, each of which
consists of a discourse connective as a predicate tak-
ing two arguments. Syntactically, these two argu-
ments are typically realized as clauses or sentences.
The discourse connective (underlined) can either be
explicit, as in (1), or implicit, as in (2):

(1) [The city’s Campaign Finance Board has re-
fused to pay Mr Dinkins $95,142 in matching
funds]Arg1 because [his campaign records are
incomplete]Arg2.

(2) [So much of the stuff poured into its Austin,
Texas, offices that its mail rooms there simply
stopped delivering it]Arg1. Implicit=so [Now,
thousands of mailers, catalogs and sales pitches
go straight into the trash]Arg2.

Determining the sense of an explicit discourse re-
lation such as (1) is straightforward since “because”
is a strong indicator that the relation between the
two arguments is CONTINGENCY.CAUSE. This task
effectively amounts to disambiguating the sense of
discourse connective, which can be done with high
accuracy (Pitler et al., 2008).

However, in the absence of an explicit discourse
connective, inferring the sense of a discourse rela-
tion has proved to a very challenging task (Park and
Cardie, 2012; Rutherford and Xue, 2014). The sense
is no longer localized on one or two discourse con-
nectives and must now be inferred solely based on
its two textual arguments. Given the limited amount
of annotated data in comparison to the number of
features needed, the process of building a classi-
fier is plagued by the data sparsity problem (Li and
Nenkova, 2014). As a result, the classification ac-
curacy of implicit discourse relations remains much
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lower than that of explicit discourse relations (Pitler
et al., 2008).

One potential method for reducing the data spar-
sity problem is through a distantly supervised learn-
ing paradigm, which is the direction we take in
this work. Distant supervision approaches make
use of prior knowledge or heuristics to cheaply ob-
tain weakly labeled data, which potentially contain
a small number of false labels. Weakly labeled data
can be collected from unannotated data and incor-
porated in the model training process to supplement
manually labeled data. For our task, we can collect
instances of explicit discourse relations from unan-
notated data by some simple heuristics. After drop-
ping the discourse connectives, we should be able to
treat them as additional implicit discourse relations.

The approach assumes that when the discourse
connective is omitted, the discourse relation remains
the same, which is a popular assumption in discourse
analysis (Fraser, 2006; Schourup, 1999). This as-
sumption turns out to be too strong in many cases as
illustrated in (3):

(3) [I want to go home for the holiday]Arg1.
Nonetheless, [I will book a flight to
Hawaii]Arg2.

If “Nonetheless” is dropped in (3), one can no
longer infer the COMPARISON relation. Instead,
one would naturally infer a CONTINGENCY relation.
Dropping the connective and adding the relation as a
training sample adds noise to the training set and can
only hurt the performance. In addition, certain types
of explicit discourse relations have no corresponding
implicit discourse relations. For example, discourse
relations of the type CONTINGENY.CONDITION are
almost always expressed with an explicit discourse
connective and do not exist in implicit relations. We
believe this also explains the lack of success in pre-
vious attempts to boost the performance of implicit
discourse relation detection with this approach. (Bi-
ran and McKeown, 2013; Pitler et al., 2009). This
suggests that in order for this approach to work, we
need to identify instances of explicit discourse re-
lations that closely match the characteristics of im-
plicit discourse relations.

In this paper, we propose two criteria for selecting
such explicit discourse relation instances: omission
rate and context differential. Our selection criteria

first classify discourse connectives by their distribu-
tional properties and suggest that not all discourse
connectives are truly optional and not all implicit
and explicit discourse relations are equivalent, con-
trary to commonly held beliefs in previous studies
of discourse connectives. We show that only the
freely omissible discourse connectives gather addi-
tional training instances that lead to significant per-
formance gain against a strong baseline. Our ap-
proach improves the performance of implicit dis-
course relations without additional feature engineer-
ing in many settings and opens doors to more so-
phisticated models that require more training data.

The rest of the paper is structured as follows. In
Section 2, we describe the discourse connective se-
lection criteria. In Section 3, we present our dis-
course connective classification method and experi-
mental results that demonstrate its impact on infer-
ring implicit discourse relations. We discuss related
work and conclude our findings in Section 4 and 5
respectively.

2 Discourse Connective Classification and
Discourse Relation Extraction

2.1 Datasets used for selection

We use two datasets for the purposes of extracting
and selecting weakly labeled explicit discourse re-
lation instances: the Penn Discourse Treebank 2.0
(Prasad et al., 2008) and the English Gigaword cor-
pus version 3 (Graff et al., 2007).

The Penn Discourse Treebank (PDTB) is the
largest manually annotated corpus of discourse re-
lations on top of one million word tokens from the
Wall Street Journal (Prasad et al., 2008; Prasad et
al., 2007). Each discourse relation in the PDTB is
annotated with a semantic sense in the PDTB sense
hierarchy, which has three levels: CLASS, TYPE and
SUBTYPE. In this work, we are primarily concerned
with the four top-level CLASS senses: EXPANSION,
COMPARISON, CONTINGENCY, and TEMPORAL.
The distribution of top-level senses of implicit dis-
course relations is shown in Table 2. The spans
of text that participate in the discourse relation are
also explicitly annotated. These are called ARG1 or
ARG2, depending on its relationship with the dis-
course connective.

The PDTB is our corpus of choice for its lexical
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groundedness. The existence of a discourse relation
must be linked or grounded to a discourse connec-
tive. More importantly, this applies to not only ex-
plicit discourse connectives that occur naturally as
part of the text but also to implicit discourse rela-
tions where a discourse connective is added by an-
notators during the annotation process. This is cru-
cial to the work reported here in that it allows us to
compare the distribution of the same connective in
explicit and implicit discourse relations. In the next
subsection, we will explain in detail how we com-
pute the comparison measures and apply them to the
selection of explicit discourse connectives that can
be used for collecting good weakly labeled data.

We use the Gigaword corpus, a large unannotated
newswire corpus, to extract and select instances of
explicit discourse discourse relations to supplement
the manually annotated instances from the PDTB.
The Gigaword corpus is used for its large size of
2.9 billion words and its similarity to the Wall Street
Journal data from the PDTB. The source of the cor-
pus is drawn from six distinct international sources
of English newswire dating from 1994 - 2006. We
use this corpus to extract weakly labeled data for the
experiment.

2.2 Discourse relation extraction pattern
We extract instances of explicit discourse relations
from the Gigaword Corpus that have the same pat-
terns as the implicit discourse relations in the PDTB,
using simple regular expressions. We first sentence-
segment the Gigaword Corpus using the NLTK sen-
tence segmenter (Bird, 2006). We then write a set of
rules to prevent some common erroneous cases such
as because vs because of from being included.

If a discourse connective is a subordinating con-
junction, then we use the following pattern:

(Clause 1) (connective) (clause 2).

Clause 1 and capitalized clause 2 are then used as Arg1
and Arg2 respectively.

If a discourse connective is a coordinating conjunction
or discourse adverbial, we use the following pattern:

(Sentence 1). (Connective),(clause 2).

Sentence 1 and Clause 2 with the first word capitalized
are used as Arg1 and Arg2 respectively.

Although there are obviously many other syntactic pat-
terns associated with explicit discourse connectives, we
use these two patterns because these are the only patterns

that are also observed in the implicit discourse relations.
We want to select instances of explicit discourse relations
that match the argument patterns of implicit discourse re-
lations as much as possible. As restrictive as this may
seem, these two patterns along with the set of rules allow
us to extract more than 200,000 relation instances from
the Gigaword corpus, so the coverage is not an issue.

2.3 Discourse connective selection and
classification criteria

We hypothesize that connectives that are omitted often
and in a way that is insensitive to the semantic context
are our ideal candidates for extracting good weakly la-
beled data. We call this type of connectives freely omissi-
ble discourse connectives. To search for this class of con-
nectives, we need to characterize connectives by the rate
at which they are omitted and by the similarity between
their context, in this case their arguments, in explicit and
implicit discourse relations. This is possible because im-
plicit discourse connectives are inserted during annota-
tion in the PDTB. For each discourse connective, we can
compute omission rate and context differential from an-
notated explicit and implicit discourse relation instances
in the PDTB and use those measures to classify and select
discourse connectives.

2.3.1 Omission rate (OR)
We use omission rates (OR) to measure the level of

optionality of a discourse connective. The omission rate
of a type of discourse connective (DC) is defined as:

# occurrences of DC in implicit relations
# total occurrences of DC

Our intuition is that the discourse connectives that have
a high level of omission rate are more suitable as sup-
plemental training data to infer the sense of implicit dis-
course relations.

2.3.2 Context differential
The omission of a freely omissible discourse connec-

tive should also be context-independent. If the omission
of a discourse connective leads to a different interpreta-
tion of the discourse relation, this means that the explicit
and implicit discourse relations bound by this discourse
connective are not equivalent, and the explicit discourse
relation instance cannot be used to help infer the sense
of the implicit discourse relation. Conversely, if the con-
texts for the discourse connective in explicit and implicit
discourse relations do not significantly differ, then the ex-
plicit discourse relation instance can be used as weakly
labeled data.

To capture this intuition, we must quantify the con-
text differential of explicit and implicit discourse rela-
tions for each discourse connective. We represent the
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semantic context of a discourse connective through a un-
igram distribution over words in its two arguments, with
Arg1 and Arg2 combined. We use Jensen-Shannon Di-
vergence (JSD) as a metric for measuring the difference
between the contexts of a discourse connective in implicit
and explicit discourse relations. Computing a context dif-
ferential of the discourse connective therefore involves
fitting a unigram distribution from all implicit discourse
relations bound by that discourse connective and fitting
another from all explicit discourse relations bound by the
same discourse connective. We choose this method be-
cause it has been shown to be exceptionally effective in
capturing similarities of discourse connectives (Hutchin-
son, 2005) and statistical language analysis in general
(Lee, 2001; Ljubesic et al., 2008).

The Jensen-Shannon Divergence (JSD) metric for dif-
ference between Po, the semantic environments (unigram
distribution of words in Arg1 and Arg2 combined) in im-
plicit discourse relations, and Pr, the semantic environ-
ments in explicit discourse relations, is defined as:

JSD(Po||Pr) =
1
2
D(Po||M) +

1
2
D(Pr||M)

where M = 1
2 (Po + Pr) is a mixture of the two distribu-

tions and D(.||.) is Kullback-Leibler divergence function
for discrete probability distributions:

D(P ||Q) =
∑

i

ln(
P (i)
Q(i)

)P (i)

2.4 Discourse Connective Classification
Using the two metrics, we can classify discourse connec-
tives into the following classes:

1. Freely omissible: High OR and low JSD
2. Omissible: Low non-zero OR and low JSD.
3. Alternating I: High OR and high JSD.
4. Alternating II: Low non-zero OR and high JSD.
5. Non-omissible: Zero OR. JSD cannot be computed

because the connectives are never found in any im-
plicit discourse relations.

Classifying the connectives into these classes allow us
to empirically investigate which explicit discourse rela-
tions are useful as supplemental training data for deter-
mining the sense of implicit discourse relations. We dis-
cuss each type of connectives below.

2.4.1 Freely omissible discourse connectives
These are connectives whose usage in implicit and ex-

plicit discourse relations is indistinguishable and there-
fore suitable as a source of supplemental training data.
These connectives are defined as having high omission
rate and low context differential. This definition implies

that the omission is frequent and insensitive to the con-
text. “Because” and “in particular” in (4) and (5) are such
connectives. Dropping them has minimal impact on the
understanding the discourse relation between their two
arguments and one might argue they even make the sen-
tences sound more natural.

(4) We cleared up questions and inconsistencies very
quickly because the people who had the skills and
perspective required to resolve them were part of
the task team. (WSJ0562)

(5) Both companies are conservative marketers that rely
on extensive market research. P&G, in particular,
rarely rolls out a product nationally before extensive
test-marketing. (WSJ0589)

2.4.2 Omissible discourse connectives
They are connectives whose usage in implicit and ex-

plicit discourse relations is indistinguishable, yet they are
not often omitted because the discourse relation might be
hard to interpret without them. These connectives are de-
fined as having low omission rate and low context differ-
ential. For example,

(6) Such problems will require considerable skill to re-
solve. However, neither Mr. Baum nor Mr. Harper
has much international experience. (WSJ0109)

One can infer from the discourse that the problems re-
quire international experience, but Mr. Baum and Mr.
Harper don’t have that experience even without the dis-
course connective “however”. In other words, the truth
value of this proposition is not affected by the presence or
absence of this discourse connective. The sentence might
sound a bit less natural, and the discourse relation seems
a bit more difficult to infer if “however” is omitted.

2.4.3 Alternating discourse connectives
They are connectives whose usage in implicit and ex-

plicit discourse relations is substantially different and
they are defined as having high context differential. Hav-
ing high context differential means that the two argu-
ments of an explicit discourse connective differ substan-
tially from those of an implicit discourse. An example of
such discourse connectives is “nevertheless” in (7). If the
discourse connective is dropped, one might infer EXPAN-
SION or CONTINGENCY relation instead of COMPARI-
SON indicated by the connective.

(7) Plant Genetic’s success in creating genetically en-
gineered male steriles doesn’t automatically mean
it would be simple to create hybrids in all crops.
Nevertheless, he said, he is negotiating with Plant
Genetic to acquire the technology to try breeding
hybrid cotton. (WSJ0209)
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We hypothesize that this type of explicit discourse re-
lations would not be useful as extra training instances for
inferring implicit discourse relations because they will
only add noise to the training set.

2.4.4 Non-omissible discourse connectives
They are defined as discourse connectives whose omis-

sion rate is close to zero as they are never found in im-
plicit discourse relations. For example, conditionals can
not be easily expressed without the use of an explicit
discourse connective like “if”. We hypothesize that in-
stances of explicit discourse relations with such discourse
connectives would not be useful as additional training
data for inferring implicit discourse relations because
they represent discourse relation senses that do not exist
in the implicit discourse relations.

3 Experiments

3.1 Partitioning the discourse connectives
We only include the discourse connectives that appear
in both explicit and implicit discourse connectives in the
PDTB to make the comparison and classification possi-
ble. As a result, we only analyze 69 out of 134 connec-
tives for the purpose of classification. We also leave out
15 connectives whose most frequent sense acccounts for
less than 90% of their instances. For example, since can
indicate a TEMPORAL sense or a CONTINGENCY sense
of almost equal chance, so it is not readily useful for gath-
ering weakly labeled data. Ultimately, we have 54 con-
nectives as our candidates for freely omissible discourse
connectives.

We first classify the discourse connectives based on
their omission rates and context differentials as discussed
in the previous section and partition all of the explicit dis-
course connective instances based on this classification.
The distributions of omission rates and context differen-
tials show substantial amount of variation among differ-
ent connectives. Many connectives are rarely omitted and
naturally form its own class of non-omissible discourse
connectives (Figure 1). We run the agglomerative hier-
chical clustering algorithm using Euclidean distance on
the rest of the connectives to divide them into two groups:
high omission and low omission rates. The boundary be-
tween the two groups is around 0.65.

The distribution of discourse connectives with respect
to the context differential suggests two distinct groups
across the two corpora (Figure 2). The analysis only in-
cludes connectives that are omitted at least twenty times
in the PDTB corpus, so that JSD can be computed. The
hierarchical clustering algorithm divides the connectives
into two groups with the boundary at around 0.32, as
should be apparent from the histogram. The JSD’s com-
puted from the explicit discourse relations from the two
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Figure 1: Omission rates of the discourse connective
types vary drastically, suggesting that connectives vary
in their optionality. Some connectives are never omitted.
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Figure 2: The distributions of Jensen-Shannon Diver-
gence from both corpora shows two potential distinct
clusters of discourse connectives.

corpora are highly correlated (ρ = 0.80, p < 0.05), so we
can safely use the Gigaword corpus for the analysis and
evaluation.

The omission rate boundary and context differential
boundary together classify the discourse connectives into
four classes in addition to the non-omissible connectives.
When plotted against each other, omission rates and con-
text differential together group the discourse connectives
nicely into clusters (Figure 3). For the purpose of eval-
uation, we combine Alternating I and II into one class
because each individual class is too sparse on its own.
The complete discourse connective classification result is
displayed in Table 1.

Sense Train Dev Test
Comparison 1855 189 145
Contingency 3235 281 273
Expansion 6673 638 538
Temporal 582 48 55
Total 12345 1156 1011

Table 2: The distribution of senses of implicit discourse
relations in the PDTB
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Class Name OR JSD Connectives
Alternating I High High further, in sum, in the end, overall, similarly, whereas
Alternating II Low High earlier, in turn, nevertheless, on the other hand, ultimately
Freely Omissible High Low accordingly, as a result, because, by comparison, by contrast, consequently, for exam-

ple, for instance, furthermore, in fact, in other words, in particular, in short, indeed,
previously, rather, so, specifically, therefore,

Omissible Low Low also, although, and, as, but, however, in addition, instead, meanwhile, moreover, rather,
since, then, thus, while

Non-omissible zero NA as long as, if, nor, now that, once, otherwise, unless, until

Table 1: Classification of discourse connectives based on omission rate (OR) and Jensen-Shannon Divergence context
differential (JSD).
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Figure 3: The scattergram of the discourse connectives
suggest three distinct classes. Each dot represents a dis-
course connective.

3.2 Evaluation results
We formulate the implicit relation classification task as
a 4-way classification task in a departure from previ-
ous practice where the task is usually set up as four one
vs other binary classification tasks so that the effect of
adding the distant supervision from the weakly labeled
data can be more easily studied. We also believe this
setup is more natural in realistic settings. Each classifica-
tion instance consists of the two arguments of an implicit
discourse relation, typically adjacent pairs of sentences in
a text. The distribution of the sense labels is shown in Ta-
ble 2. We follow the data split used in previous work for a
consistent comparison (Rutherford and Xue, 2014). The
PDTB corpus is split into a training set, development set,
and test set. Sections 2 to 20 are used to train classifiers.
Sections 0 and 1 are used for developing feature sets and
tuning models. Section 21 and 22 are used for testing the
systems.

To evaluate our method for selecting explicit discourse
relation instances, we extract weakly labeled discourse
relations from the Gigaword corpus for each class of dis-
course connective such that the discourse connectives are
equally represented within the class. We train and test
Maximum Entropy classifiers by adding varying num-

ber (1000, 2000, . . . , 20000) of randomly selected ex-
plicit discourse discourse relation instances to the man-
ually annotated implicit discourse relations in the PDTB
as training data. We do this for each class of discourse
connectives as presented in Table 1. We perform 30 trials
of this experiment and compute average accuracy rates
to smooth out the variation from random shuffling of the
weakly labeled data.

The statistical models used in this study are from the
MALLET implementation with its default setting (Mc-
Callum, 2002). Features used in all experiments are taken
from the state-of-the-art implicit discourse relation classi-
fication system (Rutherford and Xue, 2014). The feature
set consists of combinations of various lexical features,
production rules, and Brown cluster pairs. These features
are described in greater detail by Pitler et al. (2009) and
Rutherford and Xue (2014).

Instance reweighting is required when using weakly
labeled data because the training set no longer represents
the natural distribution of the labels. We reweight each
instance such that the sums of the weights of all the in-
stances of the same label are equal. More precisely, if an
instance i is from class j, then the weight for the instance
wij is equal to the inverse proportion of class j:

wij =
Number of total instances

Size of class j · Number of classes

=

∑k
j′ cj′

cj · k =
n

cj · k
where cj is the total number of instances from class j and
k is the number of classes in the dataset of size n. It is
trivial to show that the sum of the weights for all instances
from class j is exactly n

k for all classes.
The impact of different classes of weakly labeled ex-

plicit discourse connective relations is illustrated in Fig-
ure 4. The results show that expicit discourse relations
with freely omissible discourse connectives (high OR and
low JSD) improve the performance on the standard test
set and outperform the other classes of discourse connec-
tives and the naive approach where all of the discourse
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Figure 4: Discourse connectives with high omission rates
and low context differentials lead to highest performance
boost over the state-of-the-art baseline (dotted line). Each
point is an average over multiple trials. The solid lines are
LOESS smoothing curves.

connectives are used. In addition, it shows that on av-
erage, the system with weakly labeled data from freely
omissible discourse connectives continues to rise as we
increase the number of samples unlike the other classes
of discourse connectives, which show the opposite trend.
This suggests that discourse connectives must have both
high omission rates and low context differential between
implicit and explicit use of the connectives in order to be
helpful to the inference of implicit discourse relations.

Table 3 presents results that show, overall, our best per-
forming system, the one using distant supervision from
freely omissible discourse connectives, raises the accu-
racy rate from 0.550 to 0.571 (p < 0.05; bootstrap test)
and the macro-average F1 score from 0.384 to 0.405.
We achieve such performance after we tune the subset of
weakly labeled data to maximize the performance on the
development set. Our distant supervision approach im-
proves the performance by adding more weakly labeled
data and no additional features.

For a more direct comparison with previous results,
we also replicated the state-of-the-art system described
in Rutherford and Xue (2014), who follows the practice
of the first work on this topic (Pitler et al., 2009) in setting
up the task as four binary one vs. other classifiers. The
results are presented in Table 4. The results show that the
extra data extracted from the Gigaword Corpus is particu-
larly helpful for minority classes such as Comparison vs.
Others and Temporal vs Others, where our current sys-
tem significantly outperforms that of Rutherford and Xue
(2014). Interestingly, the Expansion vs. Others classifier

Baseline Baseline
features + extra data

Expansion Precision 0.608 0.614
Recall 0.751 0.788
F1 0.672 0.691

Comparison Precision 0.398 0.449
Recall 0.228 0.276
F1 0.290 0.342

Contingency Precision 0.465 0.493
Recall 0.418 0.396
F1 0.440 0.439

Temporal Precision 0.263 0.385
Recall 0.091 0.091
F1 0.135 0.147

Accuracy 0.550 0.571
Macro-Average F1 0.384 0.405

Table 3: Our current 4-way classification system outper-
forms the baseline overall. The difference in accuracy is
statistically significant (p < 0.05; bootstrap test).

R&X Baseline Baseline
(2014) + extra data

Comparison vs Others 0.397 0.410 0.380
Contingency vs Others 0.544 0.538 0.539
Expansion vs Others 0.702 0.694 0.679
Temporal vs Others 0.287 0.333 0.246

Table 4: The performance of our approach on the binary
classification task formulation.

did not improve as the Expansion class in the four-way
classification (Table 3).

3.3 Just how good is the weakly labeled data?
We performed additional experiments to get a sense of
just how good the weakly labeled data extracted from an
unlabeled corpus are. Table 5 presents four-way classifi-
cation results using just the weakly labeled data from the
Gigaword Corpus. The results show that the same trend
holds when the implicit relations from the PDTB are not
included in the training process. The freely omissible dis-
course connectives achieves the accuracy rate of 0.505,
which is significantly higher than the other classes, but
they are weaker than the manually labeled data, which
achieves the accuracy rate of 0.550 for the same number
of training instances.

Weakly labeled data are not perfectly equivalent to
the true implicit discourse relations, but they do provide
strong enough additional signal. Figure 5 presents experi-
mental results that compare the impact of weakly labeled
data from Gigaword Corpus vs gold standard data from
the PDTB for the freely omissible class. The mean ac-
curacy rates from the PDTB data are significantly higher
than those from the Gigaword Corpus (p <0.05; t-test
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Gigaword Gigaword
Class only + Implicit PDTB

Freely omissible 0.505 0.571
Omissible 0.313 0.527

Alternating I + II 0.399 0.546
Non-Omissible 0.449 0.554

All of above 0.490 0.547

Table 5: The accuracy rates for the freely omissible class
are higher than the ones for the other classes both when
using the Gigaword data alone and when using it in con-
junction with the implicit relations in the PDTB.
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Figure 5: The PDTB corpus leads to more improvement
for the same amount of the data. However, Gigaword cor-
pus achieves significantly better performance (p < 0.05;
bootstrap test) when both models are tuned on the devel-
opement set.

and bootstrap test) for the same number of training in-
stances combined with the implicit discourse relations.
However, when the number of introduced weakly labeled
data exceeds a certain threshold of around 12,000 in-
stances, the performance of the Gigaword corpus rises
significantly above the baseline and the explicit PDTB
(Figure 4).

The relative superiority of our approach derives pre-
cisely from the two selection criteria that we propose.
The performance gain does not come from the fact that
freely omissible discourse connectives have better cov-
erage of all four senses (Table 6). When all classes are
combined equally, the system performs worse as we add
more samples although all four senses are covered. The
coverage of all four senses is not sufficient for a class of
discourse connectives to boost the performance. The two
selection criteria are both necessary for the success of this
paradigm.

4 Related work

Previous work on implicit discourse relation classifica-
tion have focused on supervised learning approaches (Lin
et al., 2010; Rutherford and Xue, 2014), and the distantly
supervised approach using explicit discourse relations

Sense
Class Comp. Cont. Exp. Temp.
Freely omissible 2 6 10 1
Omissible 4 2 5 3
Alternating I 1 0 5 0
Alternating II 2 0 0 3
Non-omissible 0 3 3 2

Table 6: The sense distribution by connective class.

has not shown satisfactory results (Pitler et al., 2009; Park
and Cardie, 2012; Wang et al., 2012; Sporleder and Las-
carides, 2008) Explicit discourse relations have been used
to remedy the sparsity problem or gain extra features with
limited success (Biran and McKeown, 2013; Pitler et al.,
2009). Our heuristics for extracting discourse relations
has been explored in the unsupervised setting (Marcu and
Echihabi, 2002), but it has never been evaluated on the
gold standard data to show its true efficacy. Our distant
supervision approach chooses only certain types of dis-
course connectives to extract weakly labeled data and is
the first of its kind to improve the performance in this task
tested on the manually annotated data.

Distant supervision approaches have recently been ex-
plored in the context of natural language processing due
to the recent capability to process large amount of data.
These approaches are known to be particularly useful
for relation extraction tasks because training data pro-
vided do not suffice for the task and are difficult to ob-
tain (Riloff et al., 1999; Yao et al., 2010). For example,
Mintz et al. (2009) acquire a large amount of weakly la-
beled data based on the Freebase knowledge base and im-
proves the performance of relation extraction. Distantly
supervised learning has also recently been demonstrated
to be useful for text classification problems (Speriosu et
al., 2011; Marchetti-Bowick and Chambers, 2012). For
example, Thamrongrattanarit et al. (2013) use simple
heuristics to gather weakly labeled data to perform text
classification with no manually annotated training data.

Discourse connectives have been studied and classi-
fied based on their syntactic properties such subordinat-
ing conjunction, adverbials, etc. (Fraser, 2006; Fraser,
1996). While providing a useful insight into how dis-
course connectives fit into utterances, the syntactic clas-
sification does not seem suitable for selecting useful dis-
course connectives for our purposes of distant supervi-
sion for our task.

5 Conclusion and Future Directions
We propose two selection criteria for discourse connec-
tives that can be used to gather weakly labeled data for
implicit discourse relation classifiers and improve the
performance of the state-of-the-art system without further
feature engineering. As part of this goal, we classify dis-
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course connectives based on their distributional semantic
properties and found that certain classes of discourse con-
nectives cannot be omitted in every context, which plague
the weakly labeled data used in previous studies. Our dis-
course connective classification allows for the better se-
lection of data points for distant supervision.

More importantly, this work presents a new direction
in distantly supervised learning paradigm for implicit dis-
course relation classification. This virtual dramatic in-
crease in the training set size allows for more feature en-
gineering and more sophisticated models. Implicit dis-
course relation classification is now no longer limited to
strictly supervised learning approaches.

Acknowledgments
This work was funded partially by the National Science
Foundation via Grant No. 0910532 entitled “Richer Rep-
resentations for Machine Translation”. All views ex-
pressed in this paper are those of the authors and do not
necessarily represent the view of the National Science
Foundation. We also would like to thank Karl Pichotta
and Gary Patterson for feedback on the manuscript and
the three anonymous reviewers for their suggestions and
comments.

References
Or Biran and Kathleen McKeown. 2013. Aggregated

word pair features for implicit discourse relation dis-
ambiguation. In Proceedings of the 51st Annual Meet-
ing of the Association for Computational Linguistics,
pages 69–73. The Association for Computational Lin-
guistics.

Steven Bird. 2006. Nltk: the natural language toolkit. In
Proceedings of the COLING/ACL on Interactive pre-
sentation sessions, pages 69–72. Association for Com-
putational Linguistics.

Vanessa Wei Feng and Graeme Hirst. 2012. Text-level
discourse parsing with rich linguistic features. In Pro-
ceedings of the 50th Annual Meeting of the Association
for Computational Linguistics: Long Papers-Volume
1, pages 60–68. Association for Computational Lin-
guistics.

Bruce Fraser. 1996. Pragmatic markers. Pragmatics,
6:167–190.

Bruce Fraser. 2006. Towards a theory of discourse mark-
ers. Approaches to discourse particles, 1:189–204.

D Graff, J Kong, K Chen, and K Maeda. 2007. English
gigaword third edition, 2007, ldc 2007t07.

Ben Hutchinson. 2005. Modelling the similarity of
discourse connectives. In Proceedings of the the
27th Annual Meeting of the Cognitive Science Society
(CogSci2005).

Lillian Lee. 2001. On the effectiveness of the skew di-
vergence for statistical language analysis. In Artificial
Intelligence and Statistics, volume 2001, pages 65–72.

Junyi Jessy Li and Ani Nenkova. 2014. Reducing spar-
sity improves the recognition of implicit discourse re-
lations. In Proceedings of the 15th Annual Meeting of
the Special Interest Group on Discourse and Dialogue
(SIGDIAL), pages 199–207, Philadelphia, PA, U.S.A.,
June. Association for Computational Linguistics.

Jiwei Li, Rumeng Li, and Eduard Hovy. 2014. Recursive
deep models for discourse parsing. In Proceedings of
the 2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 2061–2069.

Ziheng Lin, Hwee Tou Ng, and Min-Yen Kan.
2010. A PDTB-Styled End-to-End Discourse Parser.
arXiv.org, November.

N Ljubesic, Damir Boras, Nikola Bakaric, and Jasmina
Njavro. 2008. Comparing measures of semantic simi-
larity. In Information Technology Interfaces, 2008. ITI
2008. 30th International Conference on, pages 675–
682. IEEE.

William C Mann and Sandra A Thompson. 1988.
Rhetorical structure theory: Toward a functional the-
ory of text organization. Text, 8(3):243–281.

Micol Marchetti-Bowick and Nathanael Chambers.
2012. Learning for microblogs with distant supervi-
sion: Political forecasting with twitter. In Proceedings
of the 13th Conference of the European Chapter of
the Association for Computational Linguistics, pages
603–612. Association for Computational Linguistics.

Daniel Marcu and Abdessamad Echihabi. 2002. An
unsupervised approach to recognizing discourse rela-
tions. In Proceedings of the 40th Annual Meeting
on Association for Computational Linguistics, pages
368–375. Association for Computational Linguistics.

Andrew Kachites McCallum. 2002. Mal-
let: A machine learning for language toolkit.
http://www.cs.umass.edu/ mccallum/mallet.

Mike Mintz, Steven Bills, Rion Snow, and Dan Jurafsky.
2009. Distant supervision for relation extraction with-
out labeled data. In Proceedings of the Joint Confer-
ence of the 47th Annual Meeting of the ACL and the
4th International Joint Conference on Natural Lan-
guage Processing of the AFNLP: Volume 2-Volume 2,
pages 1003–1011. Association for Computational Lin-
guistics.

Joonsuk Park and Claire Cardie. 2012. Improving im-
plicit discourse relation recognition through feature set
optimization. In Proceedings of the 13th Annual Meet-
ing of the Special Interest Group on Discourse and
Dialogue, pages 108–112. Association for Computa-
tional Linguistics.

Gary Patterson and Andrew Kehler. 2013. Predicting
the presence of discourse connectives. In Proceedings

807



of the Conference on Empirical Methods in Natural
Language Processing. Association for Computational
Linguistics.

Emily Pitler, Mridhula Raghupathy, Hena Mehta, Ani
Nenkova, Alan Lee, and Aravind K Joshi. 2008. Eas-
ily identifiable discourse relations. Technical Reports
(CIS), page 884.

Emily Pitler, Annie Louis, and Ani Nenkova. 2009. Au-
tomatic sense prediction for implicit discourse rela-
tions in text. In Proceedings of the Joint Conference
of the 47th Annual Meeting of the ACL and the 4th
International Joint Conference on Natural Language
Processing of the AFNLP: Volume 2-Volume 2, pages
683–691. Association for Computational Linguistics.

Rashmi Prasad, Eleni Miltsakaki, Nikhil Dinesh, Alan
Lee, Aravind Joshi, Livio Robaldo, and Bonnie L
Webber. 2007. The penn discourse treebank 2.0 an-
notation manual.

Rashmi Prasad, Nikhil Dinesh, Alan Lee, Eleni Milt-
sakaki, Livio Robaldo, Aravind K Joshi, and Bonnie L
Webber. 2008. The penn discourse treebank 2.0. In
LREC. Citeseer.

Ellen Riloff, Rosie Jones, et al. 1999. Learning dictio-
naries for information extraction by multi-level boot-
strapping. In AAAI/IAAI, pages 474–479.

Attapol T. Rutherford and Nianwen Xue. 2014. Discov-
ering implicit discourse relations through brown clus-
ter pair representation and coreference patterns. In
Proceedings of the 14th Conference of the European
Chapter of the Association for Computational Linguis-
tics (EACL 2014), Gothenburg, Sweden, April.

Lawrence Schourup. 1999. Discourse markers. Lingua,
107(3):227–265.

Michael Speriosu, Nikita Sudan, Sid Upadhyay, and Ja-
son Baldridge. 2011. Twitter polarity classification
with label propagation over lexical links and the fol-
lower graph. In Proceedings of the First workshop on
Unsupervised Learning in NLP, pages 53–63. Associ-
ation for Computational Linguistics.

Caroline Sporleder and Alex Lascarides. 2008. Using
automatically labelled examples to classify rhetorical
relations: An assessment. Natural Language Engi-
neering, 14(03):369–416.

Attapol Thamrongrattanarit, Colin Pollock, Benjamin
Goldenberg, and Jason Fennell. 2013. A distant su-
pervision approach for identifying perspectives in un-
structured user-generated text. In Proceedings of the
Sixth International Joint Conference on Natural Lan-
guage Processing, pages 922–926, Nagoya, Japan, Oc-
tober. Asian Federation of Natural Language Process-
ing.

Xun Wang, Sujian Li, Jiwei Li, and Wenjie Li. 2012. Im-
plicit discourse relation recognition by selecting typ-
ical training examples. In Proceedings of COLING

2012, pages 2757–2772, Mumbai, India, December.
The COLING 2012 Organizing Committee.

Florian Wolf, Edward Gibson, Amy Fisher, and Meredith
Knight. 2005. The discourse graphbank: A database
of texts annotated with coherence relations. Linguistic
Data Consortium.

Limin Yao, Sebastian Riedel, and Andrew McCallum.
2010. Collective cross-document relation extraction
without labelled data. In Proceedings of the 2010 Con-
ference on Empirical Methods in Natural Language
Processing, pages 1013–1023. Association for Com-
putational Linguistics.

808



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 809–819,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Solving Hard Coreference Problems

Haoruo Peng∗ and Daniel Khashabi∗ and Dan Roth
University of Illinois, Urbana-Champaign

Urbana, IL, 61801
{hpeng7,khashab2,danr}@illinois.edu

Abstract

Coreference resolution is a key problem in
natural language understanding that still es-
capes reliable solutions. One fundamental dif-
ficulty has been that of resolving instances
involving pronouns since they often require
deep language understanding and use of back-
ground knowledge. In this paper we pro-
pose an algorithmic solution that involves a
new representation for the knowledge required
to address hard coreference problems, along
with a constrained optimization framework
that uses this knowledge in coreference de-
cision making. Our representation, Predicate
Schemas, is instantiated with knowledge ac-
quired in an unsupervised way, and is com-
piled automatically into constraints that im-
pact the coreference decision. We present
a general coreference resolution system that
significantly improves state-of-the-art perfor-
mance on hard, Winograd-style, pronoun reso-
lution cases, while still performing at the state-
of-the-art level on standard coreference reso-
lution datasets.

1 Introduction

Coreference resolution is one of the most impor-
tant tasks in Natural Language Processing (NLP).
Although there is a plethora of works on this task
(Soon et al., 2001a; Ng and Cardie, 2002a; Ng,
2004; Bengtson and Roth, 2008; Pradhan et al.,
2012; Kummerfeld and Klein, 2013; Chang et al.,
2013), it is still deemed an unsolved problem due to
intricate and ambiguous nature of natural language

∗These authors contributed equally to this work.

text. Existing methods perform particularly poorly
on pronouns, specifically when gender or plurality
information cannot help. In this paper, we aim to
improve coreference resolution by addressing these
hard problems. Consider the following examples:

Ex.1 [A bird]e1 perched on the [limb]e2 and
[it]pro bent.
Ex.2 [Robert]e1 was robbed by [Kevin]e2 , and
[he]pro is arrested by police.
In both examples, one cannot resolve the pro-

nouns based on only gender or plurality informa-
tion. Recently, Rahman and Ng (2012) gathered a
dataset containing 1886 sentences of such challeng-
ing pronoun resolution problems (referred to later
as the Winograd dataset, following Winograd (1972)
and Levesque et al. (2011)). As an indication to the
difficulty of these instances, we note that a state-of-
the-art coreference resolution system (Chang et al.,
2013) achieves precision of 53.26% on it. A special
purpose classifier (Rahman and Ng, 2012) trained
on this data set achieves 73.05%. The key contribu-
tion of this paper is a general purpose, state-of-the-
art coreference approach which, at the same time,
achieves precision of 76.76% on these hard cases.

Addressing these hard coreference problems re-
quires significant amounts of background knowl-
edge, along with an inference paradigm that can
make use of it in supporting the coreference deci-
sion. Specifically, in Ex.1 one needs to know that
“a limb bends” is more likely than “a bird bends”.
In Ex.2 one needs to know that the subject of the
verb “rob” is more likely to be the object of “ar-
rest” than the object of the verb “rob” is. The
knowledge required is, naturally, centered around
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the key predicates in the sentence, motivating the
central notion proposed in this paper, that of Pred-
icate Schemas. In this paper, we develop the no-
tion of Predicate Schemas, instantiate them with au-
tomatically acquired knowledge, and show how to
compile it into constraints that are used to resolve
coreference within a general Integer Linear Pro-
gramming (ILP) driven approach to coreference res-
olution. Specifically, we study two types of Predi-
cate Schemas that, as we show, cover a large frac-
tion of the challenging cases. The first specifies one
predicate with its subject and object, thus providing
information on the subject and object preferences of
a given predicate. The second specifies two pred-
icates with a semantically shared argument (either
subject or object), thus specifies role preferences of
one predicate, among roles of the other. We instanti-
ate these schemas by acquiring statistics in an unsu-
pervised way from multiple resources including the
Gigaword corpus, Wikipedia, Web Queries and po-
larity information.

A lot of recent work has attempted to utilize sim-
ilar types of resources to improve coreference reso-
lution (Rahman and Ng, 2011a; Ratinov and Roth,
2012; Bansal and Klein, 2012; Rahman and Ng,
2012). The common approach has been to inject
knowledge as features. However, these pieces of
knowledge provide relatively strong evidence that
loses impact in standard training due to sparsity. In-
stead, we compile our Predicate Schemas knowl-
edge automatically, at inference time, into con-
straints, and make use of an ILP driven framework
(Roth and Yih, 2004) to make decisions. Using con-
straints is also beneficial when the interaction be-
tween multiple pronouns is taken into account when
making global decisions. Consider the following ex-
ample:

Ex.3 [Jack]e1 threw the bags of [John]e2
into the water since [he]pro1 mistakenly asked
[him]pro2 to carry [his]pro3 bags.
In order to correctly resolve the pronouns in Ex.3,

one needs to have the knowledge that “he asks him”
indicates that he and him refer to different entities
(because they are subject and object of the same
predicate; otherwise, himself should be used instead
of him). This knowledge, which can be easily repre-
sented as constraints during inference, then impacts
other pronoun decisions in a global decision with re-

spect to all pronouns: pro3 is likely to be different
from pro2, and is likely to refer to e2. This type of
inference can be easily represented as a constraint
during inference, but hard to inject as a feature.

We then incorporate all constraints into a general
coreference system (Chang et al., 2013) utilizing the
mention-pair model (Ng and Cardie, 2002b; Bengt-
son and Roth, 2008; Stoyanov et al., 2010). A classi-
fier learns a pairwise metric between mentions, and
during inference, we follow the framework proposed
in Chang et al. (2011) using ILP.

The main contributions of this paper can be sum-
marized as follows:

1. We propose the Predicate Schemas representa-
tion and study two specific schemas that are im-
portant for coreference.

2. We show how, in a given context, Predicate
Schemas can be automatically compiled into
constraints and affect inference.

3. Consequently, we address hard pronoun resolu-
tion problems as a standard coreference prob-
lem and develop a system1 which shows signif-
icant improvement for hard coreference prob-
lems while achieving the same state-of-the-art
level of performance on standard coreference
problems.

The rest of the paper is organized as follows. We
describe our Predicate Schemas in Section 2 and ex-
plain the inference framework and automatic con-
straint generation in Section 3. A summary of our
knowledge acquisition steps is given in Section 4.
We report our experimental results and analysis in
Section 5, and review related work in Section 6.

2 Predicate Schema

In this section we present multiple kinds of knowl-
edge that are needed in order to improve hard coref-
erence problems. Table 1 provides two example sen-
tences for each type of knowledge. We use m to
refer to a mention. A mention can either be an en-
tity e or a pronoun pro. predm denotes the pred-
icate of m (similarly, predpro and prede for pro-
nouns and entities, respectively). For instance, in
sentence 1.1 in Table 1, the predicate of e1 and e2

1Available at http://cogcomp.cs.illinois.edu/page/software
view/Winocoref
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Category # Sentence

1
1.1 [The bird]e1 perched on the [limb]e2 and [it]pro bent.
1.2 [The bee]e1 landed on [the flower]e2 because [it]pro had pollen.

2
2.1 [Bill]e1 was robbed by [John]e2 , so the officer arrested [him]pro.
2.2 [Jimbo]e1 was afraid of [Bobbert]e2 because [he]pro gets scared around new people.

3
3.1 [Lakshman]e1 asked [Vivan]e2 to get him some ice cream because [he]pro was hot.
3.2 Paula liked [Ness]e1 more than [Pokey]e2 because [he]pro was mean to her.

Table 1: Example sentences for each schema category. The annotated entities and pronouns are hard coref-
erence problems.

Type Schema form Explanation of examples from Table 1

1 predm (m,a)
Example 1.2: It is enough to know that:
S (have (m = [the flower], a = [pollen])) >
S (have (m = [the bee], a = [pollen]))

2 predm (m,a) |p̂redm (m, â) , cn
Example 2.2: It is enough to know that:

S (be afraid of (m = ∗, a = ∗) |get scared (m = ∗, â = ∗) , because) >
S (be afraid of (a = ∗,m = ∗) |get scared (m = ∗, â = ∗) , because)

Table 2: Predicate Schemas and examples of the logic behind the schema design. Here ∗ indicates that the
argument is dropped, and S(.) denotes the scoring function defined in the text.

Ty
pe

1

S (predm (m, a))
S (predm (a,m))
S (predm (m, ∗))
S (predm (∗,m))

Ty
pe

2

S
(

predm (m, a) |p̂redm (m, â) , cn
)

S
(

predm (a,m) |p̂redm (m, â) , cn
)

S
(

predm (m, a) |p̂redm (â,m) , cn
)

S
(

predm (a,m) |p̂redm (â,m) , cn
)

S
(

predm (m, ∗) |p̂redm (m, ∗) , cn
)

...
Table 3: Possible variations for scoring function
statistics. Here ∗ indicates that the argument is
dropped.

is prede1 = prede2 =“perch on”. cn refers to the
discourse connective (cn=“and” in sentence 1.1). a
denotes an argument of predm other than m. For
example, in sentence 1.1, assuming thatm = e1, the
corresponding argument is a = e2.

We represent the knowledge needed with two
types of Predicate Schemas (as depicted in Table 2).
To solve the assignment of [it]pro in sentence 1.1,
as mentioned in Section 1, we need the knowledge
that “a limb bends” is more reasonable than “a bird
bends”. Note that the predicate of the pronoun is
playing a key role here. Also the entity mention it-

self is essential. Similarly, for sentence 1.2, to re-
solve [it]pro, we need the knowledge that “bee had
pollen” is more reasonable than “flower had pollen”.
Here, in addition to entity mention and the predi-
cate (of the pronoun), we need the argument which
shares the predicate with the pronoun. To formally
define the type of knowledge needed we denote it
with “predm(m,a)” where m and a are a mention
and an argument, respectively2. We use S(.) to de-
note the score representing how likely the combina-
tion of the predicate-mention-argument is. For each
schema, we use several variations by either chang-
ing the order of the arguments (subj. vs obj.) or
dropping either of them. We score the various Type
1 and Type 2 schemas (shown in Table 3) differently.
The first row of Table 2 shows how Type 1 schema
is being used in the case of Sentence 1.2.

For sentence 2.2, we need to have the knowledge
that the subject of the verb phrase “be afraid of” is
more likely than the object of the verb phrase “be
afraid of” to be the subject of the verb phrase “get
scared”. The structure here is more complicated
than that of Type 1 schema. To make it clearer, we
analyze sentence 2.1. In this sentence, the object
of “be robbed by” is more likely than the subject

2Note that the order of m and a relative to the predicate is
a critical issue. To keep things general in the schemas defini-
tion, we do not show the ordering; however, when using scores
in practice the order between a mention and an argument is a
critical issue.
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of the verb phrase “be robbed by” to be the object
of “the officer arrest”. We can see in both exam-
ples (and for the Type 2 schema in general), that
both predicates (the entity predicate and the pronoun
predicate) play a crucial role. Consequently, we de-
sign the Type 2 schema to capture the interaction
between the entity predicate and the pronoun pred-
icate. In addition to the predicates, we may need
mention-argument information. Also, we stress the
importance of the discourse connective between en-
tity mention and pronoun; if in either sentence 2.1
or 2.2, we change the discourse connective to “al-
though”, the coreference resolution will completely
change. Overall, we can represent the knowledge
as “predm (m,a) |p̂redm (m, â) , cn”. Just like
for Type 1 schema, we can represent Type 2 schema
with a score function for different variations of argu-
ments (lower half of Table 3). In Table 2, we exhibit
this for sentence 2.2.

Type 3 contains the set of instances which can-
not be solved using schemas of Type 1 or 2. Two
such examples are included in Table 1. In sentence
3.1 and 3.2, the context containing the necessary in-
formation goes beyond our triple representation and
therefore this instance cannot be resolved with ei-
ther of the two schema types. It is important to note
that the notion of Predicate Schemas is more general
than the Type 1 and Type 2 schemas introduced here.
Designing more informative and structured schemas
will be essential to resolving additional types of hard
coreference instances.

3 Constrained ILP Inference

Integer Linear Programming (ILP) based formula-
tions of NLP problems (Roth and Yih, 2004) have
been used in a board range of NLP problems and,
particularly, in coreference problems (Chang et al.,
2011; Denis and Baldridge, 2007). Our formulation
is inspired by Chang et al. (2013). Let M be the
set of all mentions in a given text snippet, and P the
set of all pronouns, such that P ⊂ M. We train a
coreference model by learning a pairwise mention
scoring function. Specifically, given a mention-pair
(u, v) ∈ M (u is the antecedent of v), we learn
a left-linking scoring function fu,v = w>φ(u, v),
where φ(u, v) is a pairwise feature vector and w is
the weight vector. We then follow the Best-Link ap-

proach (Section 2.3 from Chang et al. (2011)) for in-
ference. The ILP problem that we solve is formally
defined as follows:

arg max
y

∑
u∈M,v∈M

fu,vyu,v

s.t. yu,v ∈ {0, 1}, ∀u, v ∈M∑
u<v,u∈M yu,v ≤ 1, ∀v ∈M

Constraints from Predicate Schemas Knowledge

Constraints between pronouns.

Here, u, v are mentions and yu,v is the decision
variable to indicate whether or not mention u and
mention v are coreferents. As the first constraint
shows, yu,v is a binary variable. yu,v equals 1 if u, v
are coreferents and 0 otherwise. The second con-
straint indicates that we only choose at most one
antecedent to be coreferent with each mention v.
(u < v represents that u appears beore v, thus u
is an antecedent of v.) In this work, we add con-
straints from Predicate Schemas Knowledge and be-
tween pronouns.

The Predicate Schemas knowledge provides a
vector of score values S(u, v) for mention pairs
{(u, v)|(u ∈ M, v ∈ P}, which concatenates all
the schemas involving u and v. Entries in the score
vector are designed so that the larger the value is, the
more likely u and v are to be coreferents. We have
two ways to use the score values: 1) Augumenting
the feature vector φ(u, v) with these scores. 2) Cast-
ing the scores as constraints for the coreference res-
olution ILP in one of the following forms:{

if si(u, v) ≥ αisi(w, v)⇒ yu,v ≥ yw,v,

if si(u, v) ≥ si(w, v) + βi ⇒ yu,v ≥ yw,v,
(1)

where si(.) is the i-th dimension of the score vector
S(.) corresponding to the i-th schema represented
for a given mention pair. αi and βi are threshold
values which we tune on a development set.3 If an
inequality holds for all relevant schemas (that is, all
the dimensions of the score vector), we add an in-
equality between the corresponding indicator vari-
ables inside the ILP.4 As we increase the value of a

3For the ith dimension of the score vector, we choose either
αi or βi as the threshold.

4If the constraints dictated by any two dimensions of S are
contradictory, we ignore both of them.
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threshold, the constraints in (1) become more con-
servative, thus it leads to fewer but more reliable
constraints added into the ILP. We tune the thresh-
old values such that their corresponding scores at-
tain high enough accuracy, either in the multiplica-
tive form or the additive form.5 Note that, given a
pair of mentions and context, we automatically in-
stantiate a collection of relevant schemas, and then
generate and evaluate a set of corresponding con-
straints. To the best of our knowledge, this is the
first work to use such automatic constraint gener-
ation and tuning method for coreference resolution
with ILP inference. In Section 4, we describe how
we acquire the score vectors S(u, v) for the Predi-
cate Schemas in an unsupervised fashion.

We now briefly explain the pre-processing step re-
quired in order to extract the score vector S(u, v)
from a pair of mentions. Define a triple structure
tm , predm(m, am) for anym ∈M. The subscript
m for pred and a, emphasizes that they are extracted
as a function of the mention m. The extraction of
triples is done by utilizing the dependency parse
tree from the Easy-first dependency parser (Gold-
berg and Elhadad, 2010). We start with a mention
m, and extract its related predicate and the other ar-
gument based on the dependency parse tree and part-
of-speech information. To handle multiword predi-
cates and arguments, we use a set of hand-designed
rules. We then get the score vector S(u, v) by con-
catenating all scores of the Predicate Schemas given
two triples tu, tv. Thus, we can expand the score
representation for each type of Predicate Schemas
given in Table 2: 1) For Type 1 schema, S(u, v) ≡
S(predv(m = u, a = av)) 6 2) For Type 2 schema,
S(u, v) ≡ S(predu(m = u, a = au)|p̂redv(m =
v, a = av), cn).

In additional to schema-driven constraints, we
also apply constraints between pairs of pronouns
within a fixed distance7. For two pronouns that are
semantically different (e.g. he vs. it), they must refer
to different antecedents. For two non-possesive pro-
nouns that are related to the same predicate (e.g. he

5The choice is made based on the performance on the devel-
opment set.

6In predv(m = u, a = av) the argument and the predicate
are extracted relative to v but the mention m is set to be u.

7We set the distance to be 3 sentences.

saw him), they must refer to different antecedents.8

4 Knowledge Acquisition

One key point that remains to be explained is
how to acquire the knowledge scores S(u, v). In
this section, we propose multiple ways to ac-
quire these scores. In the current implementa-
tion, we make use of four resources. Each of
them generates its own score vector. Therefore,
the overall score vector is the concatenation of
the score vector from each resource: S(u, v) =
[Sgiga(u, v) Swiki(u, v) Sweb(u, v) Spol(u, v)].
4.1 Gigaword Co-occurence
We extract triples tm , predm(m, am) (explained
in Section 3) from Gigaword data (4,111,240 docu-
ments). We start by extracting noun phrases using
the Illinois-Chunker (Punyakanok and Roth, 2001).
For each noun phrase, we extract its head noun and
then extract the associated predicate and argument
to form a triple.

We gather the statistics for both schema types af-
ter applying lemmatization on the predicates and
arguments. Using the extracted triples, we get
a score vector from each schema type: Sgiga =
[S(1)
giga S(2)

giga].
To extract scores for Type 1 Predicate Schemas,

we create occurence counts for each schema in-
stance. After all scores are gathered, our goal is to
query S(1)

giga(u, v) ≡ S(predv(m = u, a = av))
from our knowledge base. The returned score is the
log(.) of the number of occurences.

For Type 2 Predicate Schemas, we gather the
statistics of triple co-occurence. We count the co-
occurrence of neighboring triples that share at least
one linked argument. We consider two triples to be
neighbors if they are within a distance of three sen-
tences. We use two heuristic rules to decide whether
a pair of arguments between two neighboring triples
are coreferents or not: 1) If the head noun of two ar-
guments can match, we consider them coreferents.
2) If one argument in the first triple is a person name
and there is a compatible pronoun (based on its gen-
der and plurality information) in the second triple,
they are also labeled as coreferents. We also extract
the discourse connectives between triples (because,

8Three cases are considered: he-him, she-her, they-them
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spol(u, v) =

1{Po(pu) = + AND Po(pv) = +} OR 1{Po(pu) = − AND Po(pv) = −}
1{Po(pu) = + AND Po(pv) = +}
1{Po(pu) = − AND Po(pv) = −}


Table 4: Extrating the polarity score given polarity information of a mention-pair (u, v). To be brief, we use
the shorthand notation pv , predv and pu , predu. 1{·} is an indicator function. spol(u, v) is a binary
vector of size three.

therefore, etc.) if there are any. To avoid sparsity,
we only keep the mention roles (only subj or obj; no
exact strings are kept). Two triple-pairs are consid-
ered different if they have different predicates, dif-
ferent roles, different coreferred argument-pairs, or
different discourse connectives. The co-occurrence
counts extracted in this form correspond to Type 2
schemas in Table 2. During inference, we match
a Type 2 schema for S(2)

giga(u, v) ≡ S(predu(m =

u, a = au)|p̂redv(m = u, a = av), cn).
Our method is related, but different from the pro-

posal in Balasubramanian et al. (2012), who sug-
gested to extract triples using an OpenIE system
(Mausam et al., 2012). We extracted triples by start-
ing from a mention, then extract the predicate and
the other argument. An OpenIE system does not
easily provide this ability. Our Gigaword counts
are gathered also in a way similar to what has been
proposed in Chambers and Jurafsky (2009), but we
gather much larger amounts of data.

4.2 Wikipedia Disambiguated Co-occurence

One of the problems with blindly extracting triple
counts is that we may miss important semantic in-
formation. To address this issue, we use the publicly
avaiable Illinois Wikifier (Cheng and Roth, 2013;
Ratinov et al., 2011), a system that disambiguates
mentions by mapping them into correct Wikipedia
pages, to process the Wikipedia data. We then ex-
tract from the Wikipedia text all entities, verbs and
nouns, and gather co-occurrence statistics with these
syntactic variations: 1) immediately after 2) imme-
diately before 3) before 4) after. For each of these
variations, we get the probability and count9 of a
pair of words (e.g. probability10/count for “bend”
immediately following “limb”) as separate dimen-
sions of the score vector.

9We use the log(.) of the counts here.
10Conditional probability of “limb” immediately following

the given verb “bend”.

Given the co-occurrence information, we get
a score vector Swiki(u, v) corresponding to Type
1 Predicate Schemas, and hence S(u, v)wiki ≡
S(predv(m = u, a = av)).

4.3 Web Search Query Count

Our third source of score vectors is web queries that
we implement using Google queries. We extract a
score vector Sweb(u, v) ≡ S(predv(m = u, a =
av)) (Type 1 Predicate Schemas) by querying for 1)
“u av” 2) “u predv” 3) “u predv av” 4) “av u”11.
For each variation of nouns (plural and singular) and
verbs (different tenses) we create a different query
and average the counts over all queries. Concatenat-
ing the counts (each is a separate dimension) would
give us the score vector Sweb(u, v).

4.4 Polarity of Context

Another rich source of information is the polarity of
context, which has been previously used for Wino-
grad schema problems (Rahman and Ng, 2012).
Here we use a slightly modified version. The polar-
ity scores are used for Type 1 Predicate Schemas and
therefore we want to get Spol(u, v) ≡ S(predv(m =
u, a = av)). We first extract polarity values for
Po(predu) and Po(predv) by repeating the follow-
ing procedures for each of them:

• We extract initial polarity information given the
predicate (using the data provided by Wilson et
al. (2005)).
• If the role of the mention is object, we negate

its polarity.
• If there is a polarity-reversing discourse con-

nective (such as “but”) preceding the predicate,
we reverse the polarity.
• If there is a negative comparative adverb (such

as “less”, “lower”) we reverse the polarity.

11We query this only when av is an adjective and predv is a
to-be verb.
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# Doc # Train # Test # Mention # Pronoun # Predictions for Pronoun
Winograd 1886 1212 674 5658 1886 1348
WinoCoref 1886 1212 674 6404 2595 2118
ACE 375 268 107 23247 3862 13836
OntoNotes 3150 2802 348 175324 58952 37846

Table 5: Statistics of Winograd, WinoCoref, ACE and OntoNotes. We give the total number of mentions and
pronouns, while the number of predictions for pronoun is specific for the test data. We added 746 mentions
(709 among them are pronouns) to WinoCoref compared to Winograd.

Given the polarity values Po(predu) and Po(predv),
we construct the score vector Spol(u, v) following
Table 4.

5 Experiments

In this section, we evaluate our system for both hard
coreference problems and general coreference prob-
lems, and provide detailed anaylsis on the impact of
our proposed Predicate Schemas. Since we treat re-
solving hard pronouns as part of the general corefer-
ence problems, we extend the Winograd dataset with
a more complete annotation to get a new dataset.
We evaluate our system on both datasets, and show
significant improvemnt over the baseline system and
over the results reported in Rahman and Ng (2012).
Moreover, we show that, at the same time, our sys-
tem achieves the state-of-art performance on stan-
dard coreference datasets.

5.1 Experimental Setup
Datasets: Since we aim to solve hard coreference
problems, we choose to test our system on the Wino-
grad dataset12 (Rahman and Ng, 2012). It is a chal-
lenging pronoun resolution dataset which consists
of sentence pairs based on Winograd schemas. The
original annotation only specifies one pronoun and
two entites in each sentence, and it is considered as a
binary decision for each pronoun. As our target is to
model and solve them as general coreference prob-
lems, we expand the annotation to include all pro-
nouns and their linked entities as mentions (We call
this new re-annotated dataset WinoCoref 13). Ex.3 in
Section 1 is from the Winograd dataset. It originally
only specifies he as the pronoun in question, and
we added him and his as additional target pronouns.
We also use two standard coreference resolution

12Available at http://www.hlt.utdallas.edu/˜vince/data/emnlp12/
13Available at http://cogcomp.cs.illinois.edu/page/data/

Systems Learning Method Inference Method
Illinois BLMP BLL
IlliCons BLMP ILP

KnowFeat BLMP+SF BLL
KnowCons BLMP ILP+SC
KnowComb BLMP+SF ILP+SC

Table 6: Summary of learning and inference meth-
ods for all systems. SF stands for schema features
while SC represents constraints from schema knowl-
edge.

datasets ACE(2004) (NIST, 2004) and OntoNotes-
5.0 (Pradhan et al., 2011) for evaluation. Statistics
of the datasets are provided in Table 5.
Baseline Systems: We use the state-of-art Illinois
coreference system as our baseline system (Chang
et al., 2013). It includes two different versions. One
employs Best-Left-Link (BLL) inference method
(Ng and Cardie, 2002b), and we name it Illinois14;
while the other uses ILP with constraints for infer-
ence, and we name it IlliCons. Both systems use
Best-Link Mention-Pair (BLMP) model for training.
On Winograd dataset, we also treat the reported re-
sult from Rahman and Ng (2012) as a baseline.
Developed Systems: We present three variations of
the Predicate Schemas based system developed here.
We inject Predicate Schemas knowledge as mention-
pair features and retrain the system (KnowFeat).
We use the original coreference model and Predi-
cate Schemas knowledge as constraints during infer-
ence (KnowCons). We also have a combined system
(KnowComb), which uses the schema knowledge to
add features for learning as well as constraints for
inference. A summary of all systems is provided in
Table 6.

14In implementation, we use the L3M model proposed in
Chang et al. (2013), which is slightly different. It can be seen
as an extension of BLL inference method.
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Dataset Metric Illinois IlliCons Rahman and Ng (2012) KnowFeat KnowCons KnowComb
Winograd Precision 51.48 53.26 73.05 71.81 74.93 76.41
WinoCoref AntePre 68.37 74.32 —– 88.48 88.95 89.32

Table 7: Performance results on Winograd and WinoCoref datasets. All our three systems are trained on
WinoCoref, and we evaluate the predictions on both datasets. Our systems improve over the baselines by
over than 20% on Winograd and over 15% on WinoCoref.

Evaluation Metrics: When evaluating on the full
datasets of ACE and OntoNotes, we use the widely
recoginzed metrics MUC (Vilain et al., 1995),
BCUB (Bagga and Baldwin, 1998), Entity-based
CEAF (CEAFe) (Luo, 2005) and their average.
As Winograd is a pronoun resolution dataset, we
use precision as the evaluation metric. Although
WinoCoref is more general, each coreferent clus-
ter only contains 2-4 mentions and all are within the
same sentence. Since traditional coreference metrics
cannot serve as good metrics, we extend the preci-
sion metric and design a new one called AntePre.
Suppose there are k pronouns in the dataset, and
each pronoun has n1, n2, · · · , nk antecedents, re-
spectively. We can view predicted coreference clus-
ters as binary decisions on each antecedent-pronoun
pair (linked or not). The total number of binary deci-
sions is

∑k
i=1 ni. We then meaure how many binary

decisions among them are correct; letm be the num-
ber of correct decisions, then AnrePre is computed
as: m∑k

i=1 ni
.

5.2 Results for Hard Coreference Problems
Performance results on Winograd and WinoCoref
datasets are shown in Table 7. The best perform-
ing system is KnowComb. It improves by over
20% over a state-of-art general coreference system
on Winograd and also outperforms Rahman and Ng
(2012) by a margin of 3.3%. On the WinoCoref
dataset, it improves by 15%. These results show sig-
nificant performance improvement by using Predi-
cate Schemas knowledge on hard coreference prob-
lems. Note that the system developed in Rahman
and Ng (2012) cannot be used on the WinoCoref
dataset. The results also show that it is better to com-
pile knowledge into constraints when the knowledge
quality is high than add them as features.

5.3 Results for Standard Coreference Problems
Performance results on standard ACE and
OntoNotes datasets are shown in Table 8. Our

System MUC BCUB CEAFe AVG
ACE

IlliCons 78.17 81.64 78.45 79.42
KnowComb 77.51 81.97 77.44 78.97

OntoNotes
IlliCons 84.10 78.30 68.74 77.05
KnowComb 84.33 78.02 67.95 76.76

Table 8: Performance results on ACE and OntoNotes
datasets. Our system gets the same level of per-
formance compared to a state-of-art general coref-
erence system.

Category Cat1 Cat2 Cat3
Size 317 1060 509
Portion 16.8% 56.2% 27.0%

Table 9: Distribution of instances in Winograd
dataset of each category. Cat1/Cat2 is the subset of
instances that require Type 1/Type 2 schema knowl-
edge, respectively. All other instances are put into
Cat3. Cat1 and Cat2 instances can be covered by
our proposed Predicate Schemas.

KnowComb system achieves the same level of
performance as does the state-of-art general
coreference system we base it on. As hard coref-
erence problems are rare in standard coreference
datasets, we do not have significant performance
improvement. However, these results show that
our additional Predicate Schemas do not harm the
predictions for regular mentions.

5.4 Detailed Analysis

To study the coverage of our Predicate Schemas
knowledge, we label the instances in Winograd
(which also applies to WinoCoref ) with the type of
Predicate Schemas knowledge required. The distri-
bution of the instances is shown in Table 9. Our
proposed Predicate Schemas cover 73% of the in-
stances.

We also provide an ablation study on the
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Schema AntePre(Test) AntePre(Train)
Type 1 76.67 86.79
Type 2 79.55 88.86
Type 1 (Cat1) 90.26 93.64
Type 2 (Cat2) 83.38 92.49

Table 10: Ablation Study of Knowledge Schemas on
WinoCoref. The first line specifies the preformance
for KnowComb with only Type 1 schema knowl-
edge tested on all data while the third line speci-
fies the preformance using the same model but tested
on Cat1 data. The second line specifies the prefor-
mance results for KnowComb system with only Type
2 schema knowledge on all data while the fourth line
specifies the preformance using the same model but
tested on Cat2 data.

WinoCoref dataset in Table 10. These results use
the best performing KnowComb system. They show
that both Type 1 and Type 2 schema knowledge have
higher precision on Category 1 and Category 2 data
instances, respectively, compared to that on full data.
Type 1 and Type 2 knowledge have similiar perfor-
mance on full data, but the results show that it is
harder to solve instances in category 2 than those
in category 1. Also, the performance drop between
Cat1/Cat2 and full data indicates that there is a need
to design more complicated knowledge schemas and
to refine the knowledge acquisition for further per-
formance improvement.

6 Related Work

Winograd Schema: Winograd (1972) showed that
small changes in context could completely change
coreference decisions. Levesque et al. (2011) pro-
posed to assemble a set of sentences which com-
ply with Winograd’s schema. Specifically, there are
pairs of sentences which are identical except for mi-
nor differences which lead to different references of
the same pronoun in both sentences. These refer-
ences can be easily solved by humans, but are hard,
he claimed, for computer programs.
Anaphora Resolution: There has been a lot of
work on anaphora resolution in the past two decades.
Many of the early rule-based systems like Hobbs
(1978) and Lappin and Leass (1994) gained consid-
erable popularity. The early designs were easy to
understand and the rules were designed manually.

With the development of machine learning based
models (Connolly et al., 1994; Soon et al., 2001b;
Ng and Cardie, 2002a), attention shifted to solving
standard coreference resolution problems. However,
many hard coreference problems involve pronouns.
As Winograd’s schema shows, there is still a need
for further investigation in this subarea.
World Knowledge Acquisition: Many tasks in
NLP (such as Textual Entailment, Question Answer-
ing, etc.) require World Knowledge. Although
there are many existing works on acquiring them
(Schwartz and Gomez, 2009; Balasubramanian et
al., 2013; Tandon et al., 2014), there is still no con-
sensus on how to represent, gather and utilize high
quality World Knowledge. When it comes to corefer-
ence resolution, there are a handful of works which
either use web query information or apply align-
ment to an external knowledge base (Rahman and
Ng, 2011b; Kobdani et al., 2011; Ratinov and Roth,
2012; Bansal and Klein, 2012; Zheng et al., 2013).
With the introduction of Predicate Schema, our goal
is to bring these different approaches together and
provide a coherent view.
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Abstract

This paper presents an in-depth investiga-
tion on integrating neural language models
in translation systems. Scaling neural lan-
guage models is a difficult task, but crucial
for real-world applications. This paper eval-
uates the impact on end-to-end MT quality
of both new and existing scaling techniques.
We show when explicitly normalising neu-
ral models is necessary and what optimisa-
tion tricks one should use in such scenarios.
We also focus on scalable training algorithms
and investigate noise contrastive estimation
and diagonal contexts as sources for further
speed improvements. We explore the trade-
offs between neural models and back-off n-
gram models and find that neural models make
strong candidates for natural language appli-
cations in memory constrained environments,
yet still lag behind traditional models in raw
translation quality. We conclude with a set of
recommendations one should follow to build a
scalable neural language model for MT.

1 Introduction

Language models are used in translation systems to
improve the fluency of the output translations. The
most popular language model implementation is a
back-off n-gram model with Kneser-Ney smooth-
ing (Chen and Goodman, 1999). Back-off n-gram
models are conceptually simple, very efficient to
construct and query, and are regarded as being ex-
tremely effective in translation systems.

Neural language models are a more recent class of
language models (Bengio et al., 2003) that have been

shown to outperform back-off n-gram models using
intrinsic evaluations of heldout perplexity (Chelba
et al., 2013; Bengio et al., 2003), or when used in
addition to traditional models in natural language
systems such as speech recognizers (Mikolov et al.,
2011a; Schwenk, 2007). Neural language models
combat the problem of data sparsity inherent to tra-
ditional n-gram models by learning distributed rep-
resentations for words in a continuous vector space.

It has been shown that neural language models
can improve translation quality when used as addi-
tional features in a decoder (Vaswani et al., 2013;
Botha and Blunsom, 2014; Baltescu et al., 2014;
Auli and Gao, 2014) or if used for n-best list rescor-
ing (Schwenk, 2010; Auli et al., 2013). These re-
sults show great promise and in this paper we con-
tinue this line of research by investigating the trade-
off between speed and accuracy when integrating
neural language models in a decoder. We also fo-
cus on how effective these models are when used
as the sole language model in a translation system.
This is important because our hypothesis is that most
of the language modelling is done by the n-gram
model, with the neural model only acting as a differ-
entiating factor when the n-gram model cannot pro-
vide a decisive probability. Furthermore, neural lan-
guage models are considerably more compact and
represent strong candidates for modelling language
in memory constrained environments (e.g. mobile
devices, commodity machines, etc.), where back-off
n-gram models trained on large amounts of data do
not fit into memory.

Our results show that a novel combination of
noise contrastive estimation (Mnih and Teh, 2012)
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Figure 1: A 3-gram neural language model is used to pre-
dict the word following the context the cat.

and factoring the softmax layer using Brown clusters
(Brown et al., 1992) provides the most pragmatic so-
lution for fast training and decoding. Further, we
confirm that when evaluated purely on BLEU score,
neural models are unable to match the benchmark
Kneser-Ney models, even if trained with large hid-
den layers. However, when the evaluation is re-
stricted to models that match a certain memory foot-
print, neural models clearly outperform the n-gram
benchmarks, confirming that they represent a practi-
cal solution for memory constrained environments.

2 Model Description

As a basis for our investigation, we implement a
probabilistic neural language model as defined in
Bengio et al. (2003).1 For every word w in the
vocabulary V , we learn two distributed representa-
tions qw and rw in RD. The vector qw captures
the syntactic and semantic role of the word w when
w is part of a conditioning context, while rw cap-
tures its role as a prediction. For some word wi in a
given corpus, let hi denote the conditioning context
wi−1, . . . , wi−n+1. To find the conditional proba-
bility P (wi|hi), our model first computes a context
projection vector:

p = f

n−1∑
j=1

Cjqhij

 ,

where Cj ∈ RD×D are context specific transforma-
tion matrices and f is a component-wise rectified

1Our goal is to release a scalable neural language modelling
toolkit at the following URL: http://www.example.com.

Model Training Exact Decoding

Standard O(|V | ×D) O(|V | ×D)
Class Factored O(

√|V | ×D) O(
√|V | ×D)

Tree Factored O(log |V | ×D) O(log |V | ×D)
NCE O(k ×D) O(|V | ×D)

Table 1: Training and decoding complexities for the op-
timization tricks discussed in section 2.

linear activation. The model computes a set of sim-
ilarity scores measuring how well each word w ∈ V
matches the context projection of hi. The similarity
score is defined as φ(w, hi) = rT

wp + bw, where bw
is a bias term incorporating the prior probability of
the word w. The similarity scores are transformed
into probabilities using the softmax function:

P (wi|hi) =
exp(φ(wi, hi))∑
w∈V exp(φ(w, hi))

,

The model architecture is illustrated in Figure 1. The
parameters are learned with gradient descent to max-
imize log-likelihood with L2 regularization.

Scaling neural language models is hard because
any forward pass through the underlying neural net-
work computes an expensive softmax activation in
the output layer. This operation is performed dur-
ing training and testing for all contexts presented as
input to the network. Several methods have been
proposed to alleviate this problem: some applicable
only during training (Mnih and Teh, 2012; Bengio
and Senecal, 2008), while others may also speed up
arbitrary queries to the language model (Morin and
Bengio, 2005; Mnih and Hinton, 2009).

In the following subsections, we present several
extensions to this model, all sharing the goal of re-
ducing the computational cost of the softmax step.
Table 1 summarizes the complexities of these meth-
ods during training and decoding.

2.1 Class Based Factorisation

The time complexity of the softmax step is O(|V | ×
D). One option for reducing this excessive amount
of computation is to rely on a class based factori-
sation trick (Goodman, 2001). We partition the
vocabulary into K classes {C1, . . . , CK} such that
V =

⋃K
i=1 Ci and Ci ∩ Cj = ∅, ∀1 ≤ i < j ≤ K.
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We define the conditional probabilities as:

P (wi|hi) = P (ci|hi)P (wi|ci, hi),
where ci is the class the word wi belongs to, i.e.
wi ∈ Cci . We adjust the model definition to also
account for the class probabilities P (ci|hi). We as-
sociate a distributed representation sc and a bias term
tc to every class c. The class conditional probabil-
ities are computed reusing the projection vector p
with a new scoring function ψ(c, hi) = sT

cp + tc.
The probabilities are normalised separately:

P (ci|hi) =
exp(ψ(ci, hi))∑K
j=1 exp(ψ(cj , hi))

P (wi|ci, hi) =
exp(φ(wi, hi))∑

w∈Cci
exp(φ(w, hi))

WhenK ≈√|V | and the word classes have roughly
equal sizes, the softmax step has a more manageable
time complexity of O(

√|V | ×D) for both training
and testing.

2.2 Tree Factored Models
One can take the idea presented in the previous sec-
tion one step further and construct a tree over the
vocabulary V . The words in the vocabulary are used
to label the leaves of the tree. Let n1, . . . , nk be the
nodes on the path descending from the root (n1) to
the leaf labelled with wi (nk). The probability of the
word wi to follow the context hi is defined as:

P (wi|hi) =
k∏
j=2

P (nj |n1, . . . , nj−1, hi).

We associate a distributed representation sn and bias
term tn to each node in the tree. The conditional
probabilities are obtained reusing the scoring func-
tion ψ(nj , hi):

P (nj |n1, . . . , nj−1, hi) =
exp(ψ(nj , hi))∑

n∈S(nj)
exp(ψ(n, hi))

,

where S(nj) is the set containing the siblings of nj
and the node itself. Note that the class decomposi-
tion trick described earlier can be understood as a
tree factored model with two layers, where the first
layer contains the word classes and the second layer
contains the words in the vocabulary.

The optimal time complexity is obtained by using
balanced binary trees. The overall complexity of the
normalisation step becomesO(log |V |×D) because
the length of any path is bounded by O(log |V |) and
because exactly two terms are present in the denom-
inator of every normalisation operation.

Inducing high quality binary trees is a difficult
problem which has received some attention in the
research literature (Mnih and Hinton, 2009; Morin
and Bengio, 2005). Results have been somewhat
unsatisfactory, with the exception of Mnih and Hin-
ton (2009), who did not release the code they used
to construct their trees. In our experiments, we use
Huffman trees (Huffman, 1952) which do not have
any linguistic motivation, but guarantee that a mini-
mum number of nodes are accessed during training.
Huffman trees have depths that are close to log |V |.
2.3 Noise Contrastive Estimation
Training neural language models to maximise data
likelihood involves several iterations over the entire
training corpus and applying the backpropagation
algorithm for every training sample. Even with the
previous factorisation tricks, training neural mod-
els is slow. We investigate an alternative approach
for training language models based on noise con-
trastive estimation, a technique which does not re-
quire normalised probabilities when computing gra-
dients (Mnih and Teh, 2012). This method has al-
ready been used for training neural language models
for machine translation by Vaswani et al. (2013).

The idea behind noise contrastive training is to
transform a density estimation problem into a classi-
fication problem, by learning a classifier to discrim-
inate between samples drawn from the data distri-
bution and samples drawn for a known noise distri-
bution. Following Mnih and Teh (2012), we set the
unigram distribution Pn(w) as the noise distribution
and use k times more noise samples than data sam-
ples to train our models. The new objective is:

J(θ) =
m∑
i=1

logP (C = 1|θ, wi, hi)

+
m∑
i=1

k∑
j=1

logP (C = 0|θ, nij , hi),

where nij are the noise samples drawn from Pn(w).
The posterior probability that a word is generated
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Language pairs # tokens # sentences

fr→en 113M 2M
en→cs 36.5M 733.4k
en→de 104.9M 1.95M

Table 2: Statistics for the parallel corpora.

from the data distribution given its context is:

P (C = 1|θ, wi, hi) =
P (wi|θ, hi)

P (wi|θ, hi) + kPn(wi)
.

Mnih and Teh (2012) show that the gradient of J(θ)
converges to the gradient of the log-likelihood ob-
jective when k →∞.

When using noise contrastive estimation, addi-
tional parameters can be used to capture the normal-
isation terms. Mnih and Teh (2012) fix these param-
eters to 1 and obtain the same perplexities, thereby
circumventing the need for explicit normalisation.
However, this method does not provide any guar-
antees that the models are normalised at test time.
In fact, the outputs may sum up to arbitrary values,
unless the model is explicitly normalised.

Noise contrastive estimation is more efficient than
the factorisation tricks at training time, but at test
time one still has to normalise the model to obtain
valid probabilities. We propose combining this ap-
proach with the class decomposition trick resulting
in a fast algorithm for both training and testing. In
the new training algorithm, when we account for
the class conditional probabilities P (ci|hi), we draw
noise samples from the class unigram distribution,
and when we account for P (wi|ci, hi), we sample
from the unigram distribution of only the words in
the class Cci .

3 Experimental Setup

In our experiments, we use data from the 2014 ACL
Workshop in Machine Translation.2 We train stan-
dard phrase-based translation systems for French→
English, English → Czech and English → German
using the Moses toolkit (Koehn et al., 2007).

We used the europarl and the news
commentary corpora as parallel data for training

2The data is available here: http://www.statmt.
org/wmt14/translation-task.html.

Language # tokens Vocabulary

English (en) 2.05B 105.5k
Czech (cs) 566M 214.9k

German (de) 1.57B 369k

Table 3: Statistics for the monolingual corpora.

the translation systems. The parallel corpora were
tokenized, lowercased and sentences longer than 80
words were removed using standard text processing
tools.3 Table 2 contains statistics about the training
corpora after the preprocessing step. We tuned the
translation systems on the newstest2013 data
using minimum error rate training (Och, 2003) and
we used the newstest2014 corpora to report
uncased BLEU scores averaged over 3 runs.

The monolingual training data used for training
language models consists of the europarl,
news commentary and the news crawl
2007-2013 corpora. The corpora were tokenized
and lowercased using the same text processing
scripts and the words not occuring the in the target
side of the parallel data were replaced with a special
<unk> token. Statistics for the monolingual data
after the preprocessing step are reported in Table 3.

Throughout this paper we report results for 5-
gram language models, regardless of whether they
are back-off n-gram models or neural models. To
construct the back-off n-gram models, we used
a compact trie-based implementation available in
KenLM (Heafield, 2011), because otherwise we
would have had difficulties with fitting these models
in the main memory of our machines. When train-
ing neural language models, we set the size of the
distributed representations to 500, we used diagonal
context matrices and we used 10 negative samples
for noise contrastive estimation, unless otherwise in-
dicated. In cases where we perform experiments on
only one language pair, the reader should assume we
used French→English data.

4 Normalisation

The key challenge with neural language models is
scaling the softmax step in the output layer of the

3We followed the first two steps from http://www.
cdec-decoder.org/guide/tutorial.html.
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Model fr→en en→cs en→de

KenLM 33.01 (120.446) 19.11 19.75
NLM 31.55 (115.119) 18.56 18.33

Table 4: A comparison between standard back-off n-gram
models and neural language models. The perplexities for
the English language models are shown in parentheses.

network. This operation is especially problematic
when the neural language model is incorporated as
a feature in the decoder, as the language model is
queried several hundred thousand times for any sen-
tence of average length.

Previous publications on neural language models
in machine translation have approached this prob-
lem in two different ways. Vaswani et al. (2013)
and Devlin et al. (2014) simply ignore normalisation
when decoding, albeit Devlin et al. (2014) alter their
training objective to learn self-normalised models,
i.e. models where the sum of the values in the out-
put layer is (hopefully) close to 1. Vaswani et al.
(2013) use noise contrastive estimation to speed up
training, while Devlin et al. (2014) train their models
with standard gradient descent on a GPU.

The second approach is to explicitly normalise the
models, but to limit the set of words over which the
normalisation is performed, either via class-based
factorisation (Botha and Blunsom, 2014; Baltescu
et al., 2014) or using a shortlist containing only the
most frequent words in the vocabulary and scoring
the remaining words with a back-off n-gram model
(Schwenk, 2010). Tree factored models follow the
same general approach, but to our knowledge, they
have never been investigated in a translation system
before. These normalisation techniques can be suc-
cessfully applied both when training the models and
when using them in a decoder.

Table 4 shows a side by side comparison of out of
the box neural language models and back-off n-gram
models. We note a significant drop in quality when
neural language models are used (roughly 1.5 BLEU
for fr→en and en→de and 0.5 BLEU for en→ cs).
This result is in line with Zhao et al. (2014) and
shows that by default back-off n-gram models are
much more effective in MT. An interesting observa-
tion is that the neural models have lower perplexities
than the n-gram models, implying that BLEU scores

Normalisation fr→en en→cs en→de

Unnormalised 33.89 20.06 20.25
Class Factored 33.87 19.96 20.25
Tree Factored 33.69 19.52 19.87

Table 5: Qualitative analysis of the proposed normalisa-
tion schemes with an additional back-off n-gram model.

Normalisation fr→en en→cs en→de

Unnormalised 30.98 18.57 18.05
Class Factored 31.55 18.56 18.33
Tree Factored 30.37 17.19 17.26

Table 6: Qualitative analysis of the proposed normal-
isation schemes without an additional back-off n-gram
model.

and perplexities are only loosely correlated.
Table 5 and Table 6 show the impact on transla-

tion quality for the proposed normalisation schemes
with and without an additional n-gram model. We
note that when KenLM is used, no significant differ-
ences are observed between normalised and unnor-
malised models, which is again in accordance with
the results of Zhao et al. (2014). However, when
the n-gram model is removed, class factored models
perform better (at least for fr→en and en→de), de-
spite being only an approximation of the fully nor-
malised models. We believe this difference in not
observed in the first case because most of the lan-
guage modelling is done by the n-gram model (as
indicated by the results in Table 4) and that the neu-
ral models only act as a differentiating feature when
the n-gram models do not provide accurate probabil-
ities. We conclude that some form of normalisation
is likely to be necessary whenever neural models are
used alone. This result may also explain why Zhao
et al. (2014) show, perhaps surprisingly, that normal-
isation is important when reranking n-best lists with
recurrent neural language models, but not in other
cases. (This is the only scenario where they use neu-
ral models without supporting n-gram models.)

Table 5 and Table 6 also show that tree factored
models perform poorly compared to the other can-
didates. We believe this is likely to be a result of
the artificial hierarchy imposed by the tree over the
vocabulary.
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Normalisation Clustering BLEU

Class Factored Brown clustering 31.55
Class Factored Frequency binning 31.07
Tree Factored Huffman encoding 30.37

Table 7: Qualitative analysis of clustering strategies on
fr→en data.

Model Average decoding time

KenLM 1.64 s
Unnormalised NLM 3.31 s
Class Factored NLM 42.22 s
Tree Factored NLM 18.82 s

Table 8: Average decoding time per sentence for the pro-
posed normalisation schemes.

Table 7 compares two popular techniques for
obtaining word classes: Brown clustering (Brown
et al., 1992; Liang, 2005) and frequency binning
(Mikolov et al., 2011b). From these results, we learn
that the clustering technique employed to partition
the vocabulary into classes can have a huge impact
on translation quality and that Brown clustering is
clearly superior to frequency binning.

Another thing to note is that frequency binning
partitions the vocabulary in a similar way to Huff-
man encoding. This observation implies that the
BLEU scores we report for tree factored models are
not optimal, but we can get an insight on how much
we expect to lose in general by imposing a tree struc-
ture over the vocabulary (on the fr→en setup, we
lose roughly 0.7 BLEU points). Unfortunately, we
are not able to report BLEU scores for factored mod-
els using Brown trees because the time complexity
for constructing such trees is O(|V |3).

We report the average time needed to decode a
sentence for each of the models described in this pa-
per in Table 8. We note that factored models are slow
compared to unnormalised models. One option for
speeding up factored models is using a GPU to per-
form the vector-matrix operations. However, GPU
integration is architecture specific and thus against
our goal of making our language modelling toolkit
usable by everyone.

Training Perplexity BLEU Duration

SGD 116.596 31.75 9.1 days
NCE 115.119 31.55 1.2 days

Table 9: A comparison between stochastic gradient de-
scent (SGD) and noise contrastive estimation (NCE) for
class factored models on the fr→en data.

Model Training time

Unnormalised NCE 1.23 days
Class Factored NCE 1.20 days
Tree Factored SGD 1.4 days

Table 10: Training times for neural models on fr→en
data.

5 Training

In this section, we are concerned with finding scal-
able training algorithms for neural language mod-
els. We investigate noise contrastive estimation as
a much more efficient alternative to standard maxi-
mum likelihood training via stochastic gradient de-
scent. Class factored models enable us to conduct
this investigation at a much larger scale than previ-
ous results (e.g. the WSJ corpus used by Mnih and
Teh (2012) has slightly over 1M tokens), thereby
gaining useful insights on how this method truly
performs at scale. (In our experiments, we use a
2B words corpus and a 100k vocabulary.) Table 9
summarizes our findings. We obtain a slightly bet-
ter BLEU score with stochastic gradient descent, but
this is likely to be just noise from tuning the trans-
lation system with MERT. On the other hand, noise
contrastive training reduces training time by a factor
of 7.

Table 10 reviews the neural models described in
this paper and shows the time needed to train each
one. We note that noise contrastive training re-
quires roughly the same amount of time regardless
of the structure of the model. Also, we note that
this method is at least as fast as maximum likeli-
hood training even when the latter is applied to tree
factored models. Since tree factored models have
lower quality, take longer to query and do not yield
any substantial benefits at training time when com-
pared to unnormalised models, we conclude they
represent a suboptimal language modelling choice
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Contexts Perplexity BLEU Training time

Full 114.113 31.43 3.64 days
Diagonal 115.119 31.55 1.20 days

Table 11: A side by side comparison of class factored
models with and without diagonal contexts trained with
noise contrastive estimation on the fr→en data.

for machine translation.

6 Diagonal Context Matrices

In this section, we investigate diagonal context ma-
trices as a source for reducing the computational
cost of calculating the projection vector. In the stan-
dard definition of a neural language model, this cost
is dominated by the softmax step, but as soon as
tricks like noise contrastive estimation or tree or
class factorisations are used, this operation becomes
the main bottleneck for training and querying the
model. Using diagonal context matrices when com-
puting the projection layer reduces the time com-
plexity from O(D2) to O(D). A similar optimiza-
tion is achieved in the backpropagation algorithm, as
only O(D) context parameters need to be updated
for every training instance.

Devlin et al. (2014) also identified the need for
finding a scalable solution for computing the pro-
jection vector. Their approach is to cache the prod-
uct between every word embedding and every con-
text matrix and to look up these terms in a table as
needed. Devlin et al. (2014)’s approach works well
when decoding, but it requires additional memory
and is not applicable during training.

Table 11 compares diagonal and full context ma-
trices for class factored models. Both models have
similar BLEU scores, but the training time is re-
duced by a factor of 3 when diagonal context matri-
ces are used. We obtain similar improvements when
decoding with class factored models, but the speed
up for unnormalised models is over 100x!

7 Quality vs. Memory Trade-off

Neural language models are a very appealing option
for natural language applications that are expected
to run on mobile phones and commodity comput-
ers, where the typical amount of memory avail-
able is limited to 1-2 GB. Nowadays, it is becom-

Figure 2: A graph highlighting the quality vs. memory
trade-off between traditional n-gram models and neural
language models.

ing more and more common for these devices to
include reasonably powerful GPUs, supporting the
idea that further scaling is possible if necessary. On
the other hand, fitting back-off n-gram models on
such devices is difficult because these models store
the probability of every n-gram in the training data.
In this section, we seek to gain further understanding
on how these models perform under such conditions.

In this analysis, we used Heafield (2011)’s trie-
based implementation with quantization for con-
structing memory efficient back-off n-gram models.
A 5-gram model trained on the English monolin-
gual data introduced in section 3 requires 12 GB of
memory. We randomly sampled sentences with an
acceptance ratio ranging between 0.01 and 1 to con-
struct smaller models and observe their performance
on a larger spectrum. The BLEU scores obtained us-
ing these models are reported in Figure 2. We note
that the translation quality improves as the amount
of training data increases, but the improvements are
less significant when most of the data is used.

The neural language models we used to report
results throughout this paper are roughly 400 MB
in size. Note that we do not use any compression
techniques to obtain smaller models, although this
is technically possible (e.g. quantization). We are
interested to see how these models perform for vari-
ous memory thresholds and we experiment with set-
ting the size of the word embeddings between 100
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and 5000. More importantly, these experiments are
meant to give us an insight on whether very large
neural language models have any chance of achiev-
ing the same performance as back-off n-gram mod-
els in translation tasks. A positive result would im-
ply that significant gains can be obtained by scaling
these models further, while a negative result signals
a possible inherent inefficiency of neural language
models in MT. The results are shown in Figure 2.

From Figure 2, we learn that neural models per-
form significantly better (over 1 BLEU point) when
there is under 1 GB of memory available. This is ex-
actly the amount of memory generally available on
mobile phones and ordinary computers, confirming
the potential of neural language models for applica-
tions designed to run on such devices. However, at
the other end of the scale, we can see that back-off
models outperform even the largest neural language
models by a decent margin and we can expect only
modest gains if we scale these models further.

8 Conclusion

This paper presents an empirical analysis of neural
language models in machine translation. The ex-
periments presented in this paper help us draw sev-
eral useful conclusions about the ideal usage of these
language models in MT systems.

The first problem we investigate is whether nor-
malisation has any impact on translation quality and
we survey the effects of some of the most frequently
used techniques for scaling neural language mod-
els. We conclude that normalisation is not necessary
when neural models are used in addition to back-off
n-gram models. This result is due to the fact that
most of the language modelling is done by the n-
gram model. (Experiments show that out of the box
n-gram models clearly outperform their neural coun-
terparts.) The MT system learns a smaller weight
for neural models and we believe their main use is
to correct the inaccuracies of the n-gram models.

On the other hand, when neural language models
are used in isolation, we observe that normalisation
does matter. We believe this result generalizes to
other neural architectures such as neural translation
models (Sutskever et al., 2014; Cho et al., 2014). We
observe that the most effective normalisation strat-
egy in terms of translation quality is the class-based

decomposition trick. We learn that the algorithm
used for partitioning the vocabulary into classes has
a strong impact on the overall quality and that Brown
clustering (Brown et al., 1992) is a good choice. De-
coding with class factored models can be slow, but
this issue can be corrected using GPUs, or if a com-
prise in quality is acceptable, unnormalised models
represent a much faster alternative. We also con-
clude that tree factored models are not a strong can-
didate for translation since they are outperformed by
unnormalised models in every aspect.

We introduce noise contrastive estimation for
class factored models and show that it performs al-
most as well as maximum likelihood training with
stochastic gradient descent. To our knowledge, this
is the first side by side comparison of these two tech-
niques on a dataset consisting of a few billions of
training examples and a vocabulary with over 100k
tokens. On this setup, noise contrastive estimation
can be used to train standard or class factored mod-
els in a little over 1 day.

We explore diagonal context matrices as an opti-
mization for computing the projection layer in the
neural network. The trick effectively reduces the
time complexity of this operation from O(D2) to
O(D). Compared to Devlin et al. (2014)’s approach
of caching vector-matrix products, diagonal context
matrices are also useful for speeding up training and
do not require additional memory. Our experiments
show that diagonal context matrices perform just as
well as full matrices in terms of translation quality.

We also explore the trade-off between neural lan-
guage models and back-off n-gram models. We ob-
serve that in the memory range that is typically avail-
able on a mobile phone or a commodity computer,
neural models outperform n-gram models with more
than 1 BLEU point. On the other hand, when mem-
ory is not a limitation, traditional n-gram models
outperform even the largest neural models by a siz-
able margin (over 0.5 BLEU in our experiments).

Our work is important because it reviews the most
important scaling techniques used in neural lan-
guage modelling for MT. We show how these meth-
ods compare to each other and we combine them to
obtain neural models that are fast to both train and
test. We conclude by exploring the strengths and
weaknesses of these models into greater detail.
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Abstract

The Bechdel test is a sequence of three
questions designed to assess the presence of
women in movies. Many believe that be-
cause women are seldom represented in film
as strong leaders and thinkers, viewers asso-
ciate weaker stereotypes with women. In this
paper, we present a computational approach to
automate the task of finding whether a movie
passes or fails the Bechdel test. This allows
us to study the key differences in language use
and in the importance of roles of women in
movies that pass the test versus the movies that
fail the test. Our experiments confirm that in
movies that fail the test, women are in fact por-
trayed as less-central and less-important char-
acters.

1 Introduction

The Bechdel test is a series of three questions, which
originated from Alison Bechdel’s comic “Dykes to
Watch Out For” (Bechdel, 1986). The three ques-
tions (or tests) are as follows: (T1) are there at least
two named women in the movie? (T2) do these
women talk to each other? and (T3) do these women
talk to each other about something besides a man?
If after watching a movie, the viewers answer “yes”
to all three questions, that movie is said to pass the
Bechdel test.

†These authors contributed equally. The work was done
while Jiehan Zheng was at Peddie School and Sriram Balasub-
ramanian was at Columbia University.

The test was designed to assess the presence of
women in movies. Some researchers have embraced
the test as an effective primary detector for male bias
(Scheiner-Fisher and Russell III, 2012). Due to its
generality, the Bechdel test has also been used to as-
sess the presence of women in dialogues held on so-
cial media platforms such as MySpace and Twitter
(Garcia et al., 2014). Several researchers have noted
that gender inequality roots itself in both the subcon-
scious of individuals and the culture of society as a
whole (Žižek, 1989; Michel et al., 2011; Garcı́a and
Tanase, 2013). Therefore, combining the Bechdel
test with computational analysis can allow for the
exposure of gender inequality over a large body of
films and literature, thus having the potential to alert
society of the necessity to challenge the status quo
of male dominance.

In this paper, we investigate the task of automat-
ing the Bechdel test. In doing so, we aim to study
the effectiveness of various linguistic and social net-
work analysis features developed for conducting this
task. Our results show that the features based on so-
cial network analysis metrics (such as betweenness
centrality) are most effective. More specifically, in
movies that fail the test, women are significantly
less centrally connected as compared to movies that
pass the test. This finding provides support for the
long held belief that women are seldom portrayed as
strong leaders and thinkers in popular media. Our
results also show that word unigrams, topic model-
ing features, and features that capture mentions of
men in conversations are less effective. This may
look like a rather surprising result since the question,
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(T3) do these women talk to each other about some-
thing besides a man? seems to be one that linguistic
features should be able to answer. A closer analy-
sis suggests why this may be the case. Consider the
screenplay excerpt in Figure 1 (on the next page).
This excerpt is from the movie Hannah and Her Sis-
ters, which passes the Bechdel test. Even though
the conversation between named women Mickey and
Gail mentions a man (He), the conversation is not
about a man. The conversation is about Mickey’s
brain tumor. Now consider the following (contrived)
conversation between the same characters:

Mickey: Ssssss, if i’m in love, I don’t
know what I’m gonna do.
Gail: You’re not in love. Didn’t he tell you
that it was over.
Mickey: No, naturally

This conversation is clearly about a man (or being
in love with a man). Much like the original conver-
sation, this conversation mentions a man only once.
The linguistic phenomena that allows us to infer that
this contrived conversation is about a man is quite
complex; it requires a deeper semantic analysis and
world knowledge. First, we need to infer that it be-
ing over refers to a relationship. Relationships typ-
ically have two participants. In order to identify the
participants, we need to use world knowledge that
relationships can end and that the person ending the
relationship was once part of the relationship, and so
on. Eventually, we are able to conclude that one of
the main participants of the conversation or the event
being discussed is a man.

As a first attempt to automate the test, we only
experiment with basic linguistic features. However,
we believe that the task itself offers an opportunity
for the development of— and subsequent evalua-
tion of— rich linguistic features that may be better
equipped for determining the aboutness of conver-
sations.

The rest of the paper is structured as follows. Sec-
tion 2 reviews the related literature. Section 3 intro-
duces the terminology regarding movie screenplays
that we use throughout the paper. Section 4 de-
scribes the data and gold standard used for the pur-
poses of automating the test. Sections 5, 6, and 7
present our approach, evaluation and results for the

three Bechdel tests, respectively. We conclude and
present future direction for research in Section 8.

2 Related

There has been much work in the computational sci-
ences community on studying gender differences in
the way language is used by men versus women
(Peersman et al., 2011; Mohammad and Yang, 2011;
Bamman et al., 2012; Schwartz et al., 2013; Bam-
man et al., 2014; Prabhakaran et al., 2014). In fact,
researchers have proposed linguistic features for su-
pervised classifiers that predict the gender of authors
given their written text (Koppel et al., 2002; Cor-
ney et al., 2002; Cheng et al., 2011). There has also
been a growth in research that utilizes computational
techniques and big data for quantifying existing gen-
der biases in society (Sugimoto et al., 2013; Garcia
et al., 2014; Wagner et al., 2015).

More closely related to our application is the on-
going work in the social sciences community regard-
ing the study of gender biases in movie scripts and
books (Weitzman et al., 1972; Clark et al., 2003;
Gooden and Gooden, 2001; McCabe et al., 2011;
Chick and Corle, 2012; Smith et al., 2013). This
work has largely depended on manual effort. Mc-
Cabe et al. (2011) analyzed the presence of male and
female characters in titles, and their centralities, in
5,618 children’s books. The authors employed mul-
tiple human coders for obtaining the relevant anno-
tations. Smith et al. (2013) employed 71 research as-
sistants to evaluate 600 films to study gender preva-
lence in their scripts. Our work offers computational
techniques that may help reduce the manual effort
involved in carrying out similar social science stud-
ies.

Recently, Garcia et al. (2014) used 213 movie
screenplays for evaluating the correlation of two
novel scores with whether or not movies passed the
Bechdel test. However, the main focus of their work
was not to automate the test. The focus of their work
was to study gender biases in MySpace and Twitter
(using these scores). Nonetheless, we experiment
with these scores and in fact they provide a strong
baseline for automating the task. Furthermore, we
use our previous work (Agarwal et al., 2014b) to
clean noisy screenplays found on the web and carry
out the study on a larger data-set of 457 screenplays.
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Figure 1: A scene from the movie Hannah and Her Sisters. The scene shows one conversation between two named
women Mickey and Gail. Tag S denotes scene boundary, C denotes character mention, D denotes dialogue, N denotes
scene description, and M denotes meta-data.

Researchers in the Natural Language Processing
(NLP) community have used movie screenplays for
a number of different applications. Ye and Baldwin
(2008) used movie screenplays for evaluating word
sense disambiguation in an effort to automatically
generate animated storyboards. Danescu-Niculescu-
Mizil and Lee (2011) utilized movie screenplays for
studying the coordination of linguistic styles in dia-
logues. Bamman et al. (2013) used movie plot sum-
maries for finding personas of film characters. Agar-
wal et al. (2014c) used screenplays for automatically
creating the xkcd movie narrative charts. In this pa-
per, we use movie screenplays for yet another novel
NLP task: automating the Bechdel test.

3 Terminology Related to Screenplays

Turetsky and Dimitrova (2004) described the struc-
ture of a movie screenplay as follows: a screenplay
describes a story, characters, action, setting and di-
alogue of a film. The content of a screenplay fol-
lows a (semi) regular format. Figure 1 shows a
snippet of a screenplay from the film Hannah and
Her Sisters. A scene (tag “S”) starts with what is
called the slug line (or scene boundary). The slug
line indicates whether the scene is to take place in-
side or outside (INT, EXT), the name of the location

(“MICKEY’S OFFICE”), and can potentially spec-
ify the time of day (e.g. DAY or NIGHT). Follow-
ing the scene boundary, is a scene description (tag
“N”). A scene description is followed by a character
name (tag “C”), which is followed by dialogues (tag
“D”). Screenplays also have directions for the cam-
era, such as “CUT TO:, DISSOLVE TO:”. For lack
of a better name, we refer to these as meta-data (tag
“M”).

Screenplays are expected to conform to a strict
grammar – scene boundaries should be capitalized
and start with markers such as INT./EXT., character
names should be capitalized with an optional (V.O.)
for “Voice Over” or (O.S.) for “Off-screen.”, dia-
logues and scene descriptions should be indented1 at
a unique level (i.e. nothing else in the screenplay is
indented at this level). However, screenplays found
on the web have anomalies in their structures (Gil
et al., 2011). In order to parse screenplays found on
the web, we presented a supervised machine learn-
ing approach in Agarwal et al. (2014b). By pars-
ing we mean assigning each line of the screenplay
one of the following five tags: {S, N, C, D, M}.
We showed that a rule based system, often used in

1By level of indentation we mean the number of spaces from
the start of the line to the first non-space character.
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the literature (Turetsky and Dimitrova, 2004; Weng
et al., 2009; Gil et al., 2011), is not well equipped
to handle anomalies in the structure of screenplays.
Our supervised models outperformed the regular ex-
pressions based baseline by a large and significant
margin (0.69 versus 0.96 macro-F1 measure for the
five classes). We use these parsed screenplays for
the purposes of this paper.

Many of our features designed to automate the
Bechdel test rely on the definition of a scene and a
conversation. We define them here:
Scene: A scene is the span of screenplay that lies
between two scene boundaries (tag “S”).
Conversation: A conversation between two or more
characters is defined as their dialogue exchange in
one scene.

4 Data

The website bechdeltest.com has reviewed
movies from as long ago as 1892 and as recent as
2015. Over the years, thousands of people have vis-
ited the website and assigned ratings to thousands of
movies: movies that fail the first test are assigned
a rating of 0, movies that pass the first test but fail
the second test are assigned a rating of 1, movies
that pass the second test but fail the third test are
assigned a rating of 2, and movies that pass all three
tests are assigned a rating of 3. Any visitor who adds
a new movie to the list gets the opportunity to rate
the movie. Subsequent visitors who disagree with
the rating may leave comments stating the reason
for their disagreement. The website has a webmas-
ter with admin rights to update the visitor ratings. If
the webmaster is unsure or the visitor comments are
inconclusive, she sets a flag (called the “dubious”
flag) to true. For example, niel (webmaster) updated
the rating for the movie 3 Days to Kill from 1 to 3.2

The dubious flag does not show up on the website
interface but is available as a meta-data field. Over
the course of the project, we noticed that the dubious
flag for the movie Up in the Air changed from false
to true.3 This provided evidence that the website is
actively maintained and moderated by its owners.

2http://bechdeltest.com/view/5192/3_
days_to_kill/

3http://bechdeltest.com/view/578/up_in_
the_air/

Train & Dev. Set Test Set
Fail Pass Fail Pass

B. Test 1 26 341 5 85
B. Test 2 128 213 32 53
B. Test 3 60 153 15 38
Overall 214 153 52 38

Table 1: Distribution of movies for the three tests over the
training/development and test sets. B. stands for Bechdel.

We crawled a total of 964 movie screenplays
from the Internet Movie Script Database (IMSDB).
Out of these, only 457 were assigned labels on
bechdeltest.com. We decided to use 367
movies for training and development and 90 movies
(about 20%) for testing. Table 1 presents the distri-
bution of movies that pass/fail the three tests in our
training and test sets. The distribution shows that a
majority of movies fail the test. In our collection,
266 fail while only 191 pass the Bechdel test.

5 Test 1: are there at least two named
women in the movie?

A movie passes the first test if there are two or
more named women in the movie. We experiment
with several name-to-gender resources for finding
the character’s gender. If, after analyzing all the
characters in a movie, we find there are two or more
named women, we say the movie passes the first test,
otherwise it does not.

5.1 Resources for Determining Gender

IMDB GMAP: The Internet Movie Database
(IMDB) provides a full list of the cast and crew for
movies. This list specifies a one-to-one mapping
from character names to the actors who perform that
role. Actors are associated with their gender through
a meta-data field. Using this information, we created
an individual dictionary for each movie that mapped
character names to their genders.
SSA GMAP: The Social Security Administration
(SSA) of the United States has created a publicly
available list of first names given to babies born in a
given year, with counts, separated by gender.4 Sug-
imoto et al. (2013) used this resource for assigning
genders to authors of scientific articles. Prabhakaran

4http://www.ssa.gov/oact/babynames/limits.html
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Fail Test 1 Pass Test 1
Gender Resource P R F1 P R F1 Macro-F1

IMDB GMAP 0.35 0.63 0.45 0.97 0.91 0.94 0.71
SSA GMAP 0.26 0.21 0.24 0.94 0.95 0.94 0.59
STAN GMAP 0.22 0.96 0.36 0.996 0.74 0.85 0.71
STAN GMAP+ IMDB GMAP 0.52 0.55 0.54 0.97 0.96 0.96 0.75

Table 2: Results for Test 1: “are there at least two named women in the movie”.

et al. (2014) used this resource for assigning gender
to sender and recipients of emails in the Enron email
corpus. The authors noted that a first name may ap-
pear several times with conflicting genders. For ex-
ample, the first name Aidyn appears 15 times as a
male and 15 times as a female. For our purposes, we
removed such names from the original list. The re-
sulting resource had 90,000 names, 33,000 with the
gender male and 57,000 with the gender female.
STAN GMAP: In our experiments, we found both
IMDB GMAP and SSA GMAP to be insufficient.
We therefore devised a simple technique for assign-
ing genders to named entities using the context of
their appearance. This technique is general (not spe-
cific to movie screenplays) and may be used for au-
tomatically assigning genders to named characters
in literary texts. The technique is as follows: (1)
run a named entity coreference resolution system on
the text, (2) collect all third person pronouns (she,
her, herself, he, his, him, himself ) that are resolved
to each entity, and (3) assign a gender based on the
gender of the third person pronouns.

We used Stanford’s named entity coreference res-
olution system (Lee et al., 2013) for finding coref-
erences. Note that the existing coreference sys-
tems are not equipped to resolve references within
a conversation. For example, in the conversation be-
tween Mickey and Gail (see Figure 1) “He” refers
to Mickey’s doctor, Dr. Wilkes, who is mentioned by
name in an earlier scene (almost 100 lines before
this conversation). To avoid incorrect coreferences,
we therefore ran the coreference resolution system
only on the scene descriptions of screenplays.

5.2 Results and Discussion

Table 2 presents the results for using various name
to gender mapping resources for the first test. Since
it is important for us to perform well on both classes

(fail and pass), we report the macro-F1 measure;
macro-F1 measure weights the classes equally un-
like micro-F1 measure (Yang, 1999).

The results show that SSA GMAP performs sig-
nificantly5 worse than all the other name-to-gender
resources. One reason is that movies have a number
of named characters that have gender different from
the common gender associated with their names. For
example, the movie Frozen (released in 2010) has
two named women: Parker and Shannon. Accord-
ing to SSA GMAP, Parker is a male, which leads to
an incorrect prediction (fail when the movie actually
passes the first test).

The results show that a combination of
STAN GMAP and IMDB GMAP outperforms
all the individual resources by a significant mar-
gin. We combined the resources by taking their
union. If a name appeared in both resources
with conflicting genders, we retained the gender
recorded in IMDB GMAP. Note that the precision of
IMDB GMAP is significantly higher than the preci-
sion of STAN GMAP for the class Fail (0.35 versus
0.22). This has to do with coverage: STAN GMAP

is not able to determine the gender of a number of
characters and predicts fail when the movie actually
passes the test. We expected this behavior as a result
of being able to run the coreference resolution tool
only on the scene descriptions. Not all characters
are mentioned in scene descriptions.

Also note that the precision of IMDB GMAP

is significantly lower than the precision of
STAN GMAP for the class Pass (0.97 versus
0.996). Error analysis revealed two problems with
IMDB GMAP. First, it lists non-named charac-
ters (such as Stewardess) along with the named
characters in the credit list. So while the movie A

5We use McNemars test with p < 0.05 to report significance
throughout the paper.
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Fail Test 2 Pass Test 2
Network P R F1 P R F1 Macro-F1
CLIQUE 0.55 0.20 0.29 0.65 0.92 0.76 0.57
CONSECUTIVE 0.63 0.28 0.39 0.67 0.90 0.77 0.62

Table 3: Results for Test 2: “do these women talk to each other?”

Space Odyssey actually fails the test (it has only one
named woman, Elena), IMDB GMAP incorrectly
detects Stewardess as another named woman and
makes an incorrect prediction. Second, certain
characters are credited with a name different from
the way they appear in the screenplay. Following
is a user comment from bechdeltest.com on
the movie Up in the Air that highlights this second
limitation:

Natalie refers to Karen Barnes as ”Miss
Barnes” when they first meet. She is also
named later. Despite the fact that she’s
credited as ”Terminated employee”, she’s
definitely a named female character.

The methodology used for finding named women
directly impacts the performance of our classifiers
on the next two tests. For instance, if a method-
ology under-predicts the number of named women
in a movie, its chances of failing the next two tests
increase. In fact, we experimented with all com-
binations and found the combination STAN GMAP+
IMDB GMAP to outperform other gender resources
for the next two tests. Due to space limitations, we
do not present these results in the paper. We use the
lists of named women and named men generated by
STAN GMAP+ IMDB GMAP for the next two tests.

6 Test 2: Do these women talk to each
other?

So far, we have parsed screenplays for identifying
character mentions, scene boundaries, and other el-
ements of a screenplay (see Figure 1). We have
also identified the gender of named characters. For
automating the second test (do these women talk
to each other?) we experimented with two tech-
niques for creating interaction networks of charac-
ters. Consider the following sequence of tagged
lines in a screenplay: {S1, C1, C2, C3, S2, C1,
. . .}. S1 denotes the first scene boundary, C1 de-
notes the first speaking character in the first scene,

C2 the second speaking character, and so on. One
way of creating an interaction network is to con-
nect all the characters that appear between two scene
boundaries (Weng et al., 2009). Since the characters
C1, C2, and C3 appear between two scene bound-
aries (S1 and S2), we connect all the three characters
with pair-wise links. We call this the CLIQUE ap-
proach. Another way of connecting speaking char-
acters is to connect only the ones that appear consec-
utively (C1 to C2 and C2 to C3, no link between C1
and C3). We call this the CONSECUTIVE approach.

Results presented in Table 3 show that the CON-
SEQUITIVE approach performs significantly better
than the CLIQUE approach.

We investigated the reason for an overall low per-
formance for this test. One reason was the over-
prediction of named women by our gender resource
(labeling Stewardess as a named woman). Another
reason was the inconsistent use of scene descrip-
tions in screenplays. Consider the sequence of scene
boundaries, characters, and scene descriptions: {S1,
N1, C1, C2, N2, C3, C4, S2, . . .}. While for some
screenplays N2 divided the scene between S1 and
S2 into two scenes (S1-N2 and N2-S2), for other
screenplays it did not. For the screenplays that it
did, our CONSECUTIVE approach incorrectly con-
nected the characters C2 and C3, which led to an
over-prediction of characters that talk to each other.
Both these reasons contributed to the low recall for
the Fail class.

7 Test 3: Do these women talk to each
other about something besides a man?

For the third Bechdel test, we experimented with
machine learning models that utilized linguistic fea-
tures as well as social network analysis features de-
rived from the interaction network of characters.

7.1 Feature Set
We considered four broad categories of features:
word unigrams (BOW), distribution of conversa-
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tions over topics (TOPIC), linguistic features that
captured mentions of men in dialogue (LING), and
social network analysis features (SNA). We addi-
tionally experimented with the two scores proposed
by Garcia et al. (2014).

For BOW, we collected all the words that ap-
peared in conversations between pairs of women and
normalized the binary vector by the number of pairs
of named women and by the number of conversa-
tions they had in a screenplay. BOW was a fixed
feature vector of length 18,889.

The feature set LING consisted of the following
features: (1) the average length of conversations
between each pair of named women (2) the num-
ber of conversations between each pair of named
women, (3) a binary feature that recorded if all
conversations between a particular pair of named
women mentioned a man, and (4) a binary feature
that recorded if any conversation between a partic-
ular pair of named women mentioned a man. Let
us denote these feature vectors by {v1, v2, v3, v4}.
Note that the length of these features vectors (|vi| ≤(
n
2

)
, where n is the number of named women in

a movie) may vary from one movie to the other.
We converted these variable length vectors into
fixed length vectors of length four by using a func-
tion, GET MIN MAX MEAN STD(VECTOR), that re-
turned the minimum, maximum, mean, and standard
deviation for each vector. In all, we had 4 ∗ 4 = 16
LING features for each movie.

We found multiple instances of conversations that
were about men but did not explicitly mention a
man. For example, don’t we all fall for those pricks?
and which one did you fall in love with?. We also
found conversations that mentioned a man explicitly
and were around the same topic (say, love). For ex-
ample, I’m not in love with him, okay!. In an attempt
to capture possible correlations between general top-
ics and conversations in which women talked about
men, we decided to experiment with features derived
from topic models. We trained a topic model on
all the conversations between named women (Blei
et al., 2003; McCallum, 2002). Before training the
topic model, we converted all the mentions of men to
a fixed tag “MALE” and all the mentions of women
to a fixed tag “FEMALE”. For each conversation be-
tween every pair of women, we queried the topic
model for its distribution over the k topics. Since the

number of pairs of women and the number of con-
versations between them could vary from one movie
to the other, we took the average of the k-length
topic distributions. We experimented with k = 2,
20, and 50. Thus the length of the TOPIC feature
vector was 72.

While the Bechdel test was originally designed to
assess the presence of women, it has subsequently
been used to comment on the importance of roles
of women in movies. But does talking about men
correlate with the importance of their roles? To
study this correlation we designed the following set
of SNA features. We created variable length feature
vectors (length equal to number of women) for sev-
eral social network analysis metrics (Wasserman and
Faust, 1994), all appropriately normalized: (1) de-
gree centrality, (2) closeness centrality, (3) between-
ness centrality, (4) the number of men a woman was
connected to, and (5) the number of other women a
woman was connected to. We created two other vari-
able length feature vectors (length equal to the num-
ber of pairs of women) that recorded (6) the number
of men in common between two women and (7) the
number of women in common between two women.
We converted these variable length feature vectors
to fixed length vectors of length four by using the
GET MIN MAX MEAN STD(VECTOR) function de-
scribed above. This constituted 7 ∗ 4 = 28 of our
SNA features. We additionally experimented with
the following features: (8) the ratio of the number
of women to the number of men, (9) the ratio of the
number of women to the total number of characters,
(10) the percentage of women that formed a 3-clique
with a man and another woman, (11, 12, 13) the per-
centage of women in the list of five main characters
(main based on each of the three notions of central-
ities), (14, 15, 16) three boolean features recording
whether the main character was a women, (17, 18,
19) three boolean features recording whether any
woman connected another woman to the main man,
and (20, 21, 23) the percentage of women that con-
nected the main man to another woman. In all we
had 28 + 15 = 43 SNA features.

As a baseline, we experimented with the features
proposed by Garcia et al. (2014). The authors pro-
posed two scores: BF and BM . BF was the ra-
tio of {dialogues between female characters that did
not contain mentions of men} over {the total num-

836



Fail Test 3 Pass Test 3 Macro
Row # Kernel Feature Set P R F1 P R F1 F1

1 Linear Garcia et al. (2014) 0.39 0.70 0.50 0.84 0.57 0.67 0.62
2 Linear BOW 0.40 0.37 0.38 0.74 0.76 0.75 0.57
3 Linear LING 0.39 0.37 0.37 0.75 0.76 0.75 0.57
4 Linear TOPIC 0.28 0.29 0.27 0.71 0.70 0.70 0.50
5 RBF SNA 0.42 0.84 0.56 0.90 0.55 0.68 0.68

Table 4: Results for Test 3: “do these women talk to each other about something besides a man?” Column two
specifies the kernel used with the SVM classifier.

Fail Test 3 Pass Test 3 Macro
Kernel Feature P R F1 P R F1 Macro-F1
Linear Garcia et al. (2014) 0.72 0.93 0.81 0.81 0.47 0.60 0.73
RBF SNA 0.80 0.91 0.85 0.83 0.66 0.73 0.80

Table 5: Results on the unseen test set on the end task: does a movie passes the Bechdel Test?

ber of dialogues in a movie}. BM was the ratio
of {dialogues between male characters that did not
contain mentions of women} over {the total number
of dialogues in a movie}.

7.2 Evaluation and Results

There were 60 movies that failed and 153 movies
that passed the third test (see Table 1). We experi-
mented with Logistic Regression and Support Vector
Machines (SVM) with the linear and RBF kernels.
Out of these SVM with linear and RBF kernels per-
formed the best. Table 4 reports the averaged 5-fold
cross-validation F1-measures for the best combina-
tions of classifiers and feature sets. For each fold, we
penalized a mistake on the minority class by a factor
of 2.55 (153/60), while penalizing a mistake on the
majority class by a factor of 1. This was an impor-
tant step and as expected had a significant impact on
the results. A binary classifier that uses a 0-1 loss
function optimizes for accuracy. In a skewed data
distribution scenario where F1-measure is a better
measure to report, classifiers optimizing for accu-
racy tend to learn a trivial function that classifies all
examples into the same class as the majority class.
By penalizing mistakes on the minority class more
heavily, we forced the classifier to learn a non-trivial
function that achieved a higher F1-measure.

Results in Table 4 show that the features derived
from social network analysis metrics (SNA) outper-
form linguistic features (BOW, LING, and TOPIC)

by a significant margin. SNA features also outper-
form the features proposed by Garcia et al. (2014)
by a significant margin (0.68 versus 0.62). Various
feature combinations did not outperform the SNA
features. In fact, all the top feature combinations
that performed almost as well as the SNA features
included SNA as one of the feature sets.

7.3 Evaluation on the End Task

We used the IMDB GMAP + STAN GMAP gender re-
source for the first test, the CONSECUTIVE approach
for creating an interaction network for the second
test, and compared the performance of the baseline
versus the best feature set for the third test. Table 5
presents the results for the evaluation on our unseen
test set of 52 movies that failed and 38 movies that
passed the Bechdel test. As the results show, our best
feature and classifier combination outperforms the
baseline by a significant margin (0.73 versus 0.80).
Note that the end evaluation is easier than the evalu-
ation of each individual test. Consider a movie that
fails the first test (and thus fails the Bechdel test).
At test time, lets say, the movie is mis-predicted and
passes the first two tests. However, the classifier for
the third test correctly predicts the movie to fail the
Bechdel test. Even though the errors propagated all
the way to the third level, these errors are not penal-
ized for the purposes of evaluating on the end task.
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Figure 2: Distribution of three SNA features (left to right): mean degree centrality, mean closeness centrality, and
mean betweenness centrality of named women. Red histogram is for movies that fail and the Blue histogram is for
movies that pass the third Bechdel Test. The histograms show that the average centralities of women are higher for
movies that pass the Bechdel test.

7.4 Discussion
We studied the correlation of our SNA features and
the features proposed by Garcia et al. (2014) with
the gold class on the set of 183 movies that pass or
fail the third test in our training set. The most cor-
related SNA feature was the one that calculated the
percentage of women who formed a 3-clique with a
man and another woman (r = 0.34). Another highly
correlated SNA feature was the binary feature that
was true when the main character was a woman in
terms of betweenness centrality (r = 0.32). Several
other SNA features regarding the different notions of
centralities of women were among the top. The fea-
ture suggested by Garcia et al. (2014), BF and BM ,
were also significantly correlated, with r = 0.27 and
r = −0.23 respectively.

Figure 2 shows the distribution of three of our
SNA features: mean degree centrality, mean close-
ness centrality, and mean betweenness centrality of
named women. As the distributions show, most of
the mass for movies that fail the test is towards the
left of the plot, while most of the mass for movies
that pass is towards the right. So movies that fail
the test tend to have lower centrality measures as
compared to movies that pass the test. Using our
classification results, correlation analysis, and visu-
alizations of the distributions of the SNA features,
we conclude that in fact, movies that fail the test
are highly likely to have less centrally connected
women.

8 Conclusion and Future Work

In this paper, we introduced a novel NLP task of au-
tomating the Bechdel test. We utilized and studied
the effectiveness of a wide range of linguistic fea-
tures and features derived from social network anal-
ysis metrics for the task. Our results revealed that

the question, do women talk to each other about
something other than a man, is best answered by
network analysis features derived from the interac-
tion networks of characters in screenplays. We were
thus able to show a significant correlation between
the importance of roles of women in movies with
the Bechdel test. Indeed, movies that fail the test
tend to portray women as less-important and periph-
eral characters.

To the best of our knowledge, there is no large
scale empirical study on quantifying the percentage
of children’s books and novels that fail the Bechdel
test. In the future, we hope to combine some of the
ideas from this work with our past work on social
network extraction from literary texts (Agarwal and
Rambow, 2010; Agarwal et al., 2012; Agarwal et al.,
2013a; Agarwal et al., 2013b; Agarwal et al., 2014a)
for presenting a large scale study on children’s book
and novels.
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Abstract 

Dialogue systems that support users in 
complex problem solving must interpret 
user utterances within the context of a dy-
namically changing, user-created problem 
solving artifact. This paper presents a novel 
approach to semantic grounding of noun 
phrases within tutorial dialogue for com-
puter programming. Our approach per-
forms joint segmentation and labeling of 
the noun phrases to link them to attributes 
of entities within the problem-solving envi-
ronment. Evaluation results on a corpus of 
tutorial dialogue for Java programming 
demonstrate that a Conditional Random 
Field model performs well, achieving an 
accuracy of 89.3% for linking semantic 
segments to the correct entity attributes. 
This work is a step toward enabling dia-
logue systems to support users in increas-
ingly complex problem-solving tasks.  

1 Introduction 

In the dialogue systems research community, there 
is growing recognition that dialogue systems need 
to support users in increasingly complex tasks. To 
move in this direction, dialogue systems must per-
form natural language understanding within richer 
and richer contexts, and this understanding in-
cludes semantic interpretation of user utterances 
(Traum, et al., 2012, Rudnicky, et al., 1999). Pre-
vious approaches for semantic interpretation in-
clude domain-specific grammars (Lemon et al., 
2001) and open-domain parsers together with a 
domain-specific lexicon (Rosé, 2000). However, 

existing techniques are not sufficient to support 
increasingly complex problem-solving dialogues 
due to several challenges. For example, domain-
specific grammars become intractable when ap-
plied to more ill-formed domains,	   and open-
domain parsers may not perform well across do-
mains (McClosky et al., 2010).  

The call for addressing these limitations is par-
ticularly strong for dialogue systems that help peo-
ple learn, such as tutorial dialogue systems. 
Today’s tutorial dialogue systems engage in natu-
ral language dialogue in support of tasks such as 
solving qualitative physics problems (VanLehn et 
al., 2002), understanding computer architecture 
and physics (Graesser et al., 2004), and predicting 
behavior of electrical circuits (Dzikovska et al., 
2011). Although these systems differ in many 
ways, they have an important commonality: in or-
der to semantically interpret user dialogue utter-
ances, these systems ground the utterances in a 
fixed domain description that is an integral part of 
the engineered system. This characteristic is shared 
by most dialogue systems, which ground their dia-
logue in manually defined domain-specific ontolo-
gies, such as for the task of booking flights (Allen, 
et al., 2001), checking bus schedules (Raux, 2004), 
and finding restaurants (Young et al., 2007).  

These task-oriented domains, though they pre-
sent a rich set of research challenges, stand in stark 
contrast to a complex problem-solving domain in 
which the user is creating an artifact to solve a 
problem. Yet the psychology literature tells us that 
complex problem solving is an essential activity in 
human learning (Greiff et al., 2013; Mayer et al., 
2006; Funke, 2010). In such a domain, understand-
ing user dialogue utterances involves grounding 
them within an infinite set of possible user-created 
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artifacts, not within a system ontology. This paper 
focuses on the complex problem-solving domain of 
introductory computer programming.  In this do-
main the user might say, for example, “Is myVar-
iable supposed to be an int?” where 
myVariable refers to the name of a variable 
within the computer program that the user has cre-
ated. The semantic interpretation task in this case 
is akin to situated dialogue where user utterances 
must be grounded within a physical environment 
(Liu et al., 2014, Gorniak et al., 2007). However, 
even these situated dialogue models typically rely 
on a world defined by a limited number of entities 
(e.g., a chair or a cup).  

To address these challenges, this paper presents 
a step toward semantic grounding for complex 
problem-solving dialogues, in which the number of 
potential entities (e.g., a Java variable or a piece of 
code) is infinite. The present work focuses on the 
semantic understanding of noun phrases, which 
tend to bear significant semantic information for 
each utterance. Although noun phrases are typical-
ly small in their number of tokens, their complexi-
ty and semantics vary in important ways. For 
example, in the domain of computer programming, 
two similar noun phrases such as “the 2 dimen-
sional array” and “the 3 dimensional array” refer to 
two different entities within the problem-solving 
artifact. Inferring the semantic structure of the 
noun phrases is necessary to differentiate these two 
references within a dialogue, to ground them in the 
task, and to respond to them appropriately.  

This noun phrase grounding task is similar to 
coreference resolution, which discovers the rela-
tionship between pairs of noun phrases in a piece 
of natural language text (Culotta, Wick, & 
Mccallum, 2007; Lappin & Leass, 1994). Howev-
er, different from coreference resolution, noun 
phrase grounding links natural language expres-
sions to entities in a real world environment. The 
current approach leverages the structure of noun 
phrases, mapping their segments to attributes of 
entities to which they should be semantically 
linked. In order to overcome the limitation of need-
ing to fully enumerate the entities in the environ-
ment, we represent the entities as automatically 
extracted vectors of attributes. We then perform 
joint segmentation and labeling of the noun 
phrases in user utterances to map them to the entity 
vectors (used to describe entities within the envi-
ronment). This mapping of noun phrases to real-

world attributes is the grounding task focused on in 
this work. The results show that a Conditional 
Random Field performs well for this task, achiev-
ing 89.3% accuracy. Moreover, even in the ab-
sence of lexical features (using only dependency 
parse features and parts of speech), the model 
achieves 71.3% accuracy, indicating that it may be 
tolerant to unseen words. The flexibility of this 
approach is due in part to the fact that it does not 
rely on a syntactic parser’s ability to accurately 
segment within noun phrases, but rather includes 
parse features as just one type of feature among 
several made available to the model. Finally, in 
contrast to methods based on bag-of-words such as 
latent semantic analysis, the proposed approach 
models the structure of noun phrases to facilitate 
specific grounding within an artifact. 

 The remainder of this paper is structured as fol-
lows. Section 2 presents related work on semantic 
interpretation and on natural language interpreta-
tion for tutorial dialogue. Section 3 describes the 
corpus and highlights some of the characteristics of 
dialogue for complex problem solving. The seman-
tic interpretation approach is introduced in Section 
4, with the experiments and results presented in 
Section 5. Section 6 concludes with important di-
rections for future work.  

2 Related Work 

The approach presented in this paper draws upon a 
rich foundation of research in semantic interpreta-
tion and specifically upon dialogue interpretation 
for tutorial dialogues. Each of these areas of relat-
ed work is discussed in turn.  

2.1 Semantic Interpretation 

The current work is closely related to several well-
established research directions within the computa-
tional linguistics literature: semantic role labeling, 
semantic parsing, and language grounding. Seman-
tic tagging assigns a semantic role label to text 
segments in a sentence (Pradhan, et. al, 2004). The 
set of semantic roles are relatively coarse-grained, 
not mapping to specific entities within the world. 
In contrast, the approach used in this paper does 
perform semantic role labeling, but the semantic 
grounding of these text segments are extracted at 
the same time. Semantic parsing addresses a more 
complex problem than semantic role labeling: in-
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terpreting the semantic structure of a sentence. Su-
pervised semantic parsing requires a target logical 
form for each sentence, which is costly (Zettle-
moyer et. al, 2012). Unsupervised methods rely on 
accurate dependency parsing, and the semantics 
learned with unsupervised methods are not directly 
grounded in a domain (Poon et al., 2009). Our ap-
proach does not require a logical form or accurate 
parse in order to train the model. 

Another aspect of semantic interpretation in-
volves language grounding, which links natural 
language to representations of entities in the (often 
physical) world directly. Matuszek et al. (2012) 
propose a joint language/perception model to learn 
attribute names in a physical environment. Barnard 
et al. (2003) learn interpretation of segments of 
images in words with a number of models. Liu et 
al. (2014) label the referential entities in a collabo-
rative discourse with graph mapping. All of these 
approaches work in scenarios in which the number 
of entities is limited. This is different from the case 
of a complex problem-solving domain in which 
there could be infinitely many combinations of 
entities and surface forms of the problem-solving 
artifact. Thus, building an entity graph to model 
the relationships between entities would be intrac-
table. Grounding based on semantic interpretation 
using our approach will address this problem since 
it first narrows down the category of entity for a 
noun phrase and then grounds within a family of 
factorized vectors.  

2.2 Language Understanding in Tutorial Dia-
logue Systems  

All dialogue systems employ some form of seman-
tic interpretation. Within tutorial dialogue, some 
dialogue interpretation relies on a manually de-
fined domain-specific grammar and lexicon (Lem-
on et al., 2001, Evens et al., 2005). CIRCSIM-
Tutor (Evens et al., 2005), a tutorial dialogue sys-
tem in the domain of cardiovascular physiology, 
uses a set of finite state transducers and a domain-
specific lexicon. Such domain-specific grammars 
are successful within well-formed domains but 
become unwieldy in larger or ill-defined domains.  

Another approach is to employ an open-domain 
parser in combination with domain-specific 
knowledge. CARMEL (Rosé, 2000) is a natural 

language understanding component that has been 
used in multiple dialogue systems (Zinn et al., 
2000; Litman, 2004; VanLehn et al., 2002). 
CARMEL uses a semantic interpretation frame-
work that performs semantic interpretation with 
semantic constructor functions during syntactic 
parsing. The semantic interpretation employs en-
coded domain-specific semantic knowledge and a 
frame-based representation.  

 Dzikovska et al. (2007) proposed an approach 
that divides the logical form representation of ut-
terances and the knowledge representation ontolo-
gy in order to make a NLU component adaptable 
for multiple domains. The logical form representa-
tion contains high-level word sense and semantic 
role labels. Then, a contextual interpreter is em-
ployed for mapping between the logical form and 
the domain ontology. This work still relies on an 
open domain parser to generate the logical forms. 

Different from all of the approaches mentioned 
above, AutoTutor (Graesser et al., 2004) uses la-
tent semantic analysis (LSA) to evaluate students’ 
utterances by comparing them to a handcrafted 
expected answer. LSA represents semantics as a 
high-dimensional vector and computes similarity 
between pieces of text. As a bag-of-words ap-
proach, LSA does not capture the kind of semantic 
structure that facilitates specific language ground-
ing in an environment.  

3 Corpus of Complex Problem Solving Di-
alogue 

Complex problem solving is defined within the 
psychology literature as the process of reaching a 
goal state by applying multiple problem solving 
skills, when the desired goal state cannot simply be 
reached by applying one from a set of existing so-
lution patterns (Greiff et al., 2013; Mayer et al., 
2006; Funke, 2010). Dialogue surrounding com-
plex problem solving is therefore grounded within 
a problem-solving artifact that could have infinite-
ly many surface forms. The complex problem-
solving domain that is the focus of this paper is 
computer programming, specifically Java pro-
gramming, and the corpus under consideration re-
flects textual tutorial dialogue exchanged between 
two humans in support of that problem solving.  
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The corpus was collected within a tutorial dia-
logue study in which human tutors and students 
interacted through a tutorial dialogue interface that 
supported remote textual communication (Boyer et 
al., 2011) The tutorial dialogue interface (Figure 1) 
consists of two windows that display interactive 
components: the student’s Java code, the compila-
tion or execution output associated with the code, 
and the textual dialogue messages between the stu-
dent and tutor. All of the information in these two 
windows was synchronized between the student’s 
screen and tutor’s screen in real time.  

The corpus contains 45 Java programming tuto-
rial sessions from student-tutor pairs, with a total 
of 4857 utterances, an average of 108 utterances 
per session. For the current work, six of these tuto-
rial sessions were manually annotated for their se-
mantic grounding (as described in Section 5), a 
total of 758 utterances. The problem students 
solved during this tutorial dialogue involved creat-
ing, traversing, and modifying parallel arrays. This 
task was challenging for students and represented a 
complex problem-solving effort since the students 
were novices who were enrolled in an introductory 
computer programming class.  

The dialogues within this domain are character-
ized by situated features that pertain to the pro-
gramming task. A portion of user utterances refer 

to general Java knowledge, and in these cases se-
mantic interpretation can be accomplished by 
mapping to a domain-specific ontology (e.g., 
Dzikovska et al., 2007). In contrast, many utter-
ances refer to concrete entities within the dynami-
cally changing, user-created programing artifact. 
Identifying these entities correctly is crucial for 
generating specific tutorial dialogue moves. A dia-
logue excerpt is shown in Figure 2.  

4 Methodology 

To ground the dialogue utterances as described in 
the previous section, our approach focuses first 
upon noun phrases, which contain rich semantic 
information. This section introduces the approach, 
based on Conditional Random Fields, to jointly 
segment the noun phrases and link those segments 
to entities within the domain. 

4.1 Noun Phrases in Domain Language 

A noun phrase is defined as “a phrase which has a 
noun (or indefinite pronoun) as its head word, or 
which performs the same grammatical function as 
such a phrase” (Crystal, 1997). The syntactic struc-
ture of a noun phrase consists of dependents which 
could include determiners, adjectives, prepositional 
phrases, or even a clause. For example, let us con-

Figure 1. Tutorial dialogue interface. 
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sider the noun phrase “a 2 dimensional array”. Its 
head is “array” and its dependents are “a” as the 
determiner and “2 dimensional” as an adjective 
phrase. In this simple case the syntactic boundaries 
also indicate semantic segments, as these depend-
ents indicate one or more attributes of the head. If 
this relationship were always true, the semantic 
structure understanding task would be a labeling 
task that only requires assigning a semantic tag to 
each syntactic segment of the noun phrase. But this 
is not always true, in part because a syntactic par-
ser trained on an open-domain corpus will not nec-
essarily perform well on domain language 
(McClosky et al., 2010). For example, in the noun 
phrase “the outer for loop,” which also occurs in 
the Java programming corpus, the head of the noun 
phrase is “for loop,” but the syntactic parse (gener-
ated by the Stanford parser) of this noun phrase 
understandably (but incorrectly) identifies this 
head as part of a prepositional phrase (Figure 3). 

To address this challenge, this paper utilizes a 
joint segmentation and semantic labeling approach 
that does not rely on accurate syntactic parsing 
within noun phrases. In this approach the head and 
dependents of each noun phrase are each referred 
to as a segment, with exactly one segment per de-
pendent, and one or more words per segment. Iden-

tifying these segments correctly is essential to cor-
rect assignment of semantic tags. Pipeline methods 
for semantic segmentation rely on stable perfor-
mance of an open domain parser, but as described 
above, this assumption is not desirable for ground-
ing some domain language. We therefore utilize 
joint segmentation and labeling and apply a Condi-
tional Random Field approach (Lafferty, 2001), a 
natural choice for the sequential data segmentation 
and labeling problem. 

 
Figure 3. A parse of “the outer for loop” from Stanford 

Parser. 
 

NP 

NP PP 

DT JJ IN NP 

NN the outer for 

loop 

Dialogue Excerpt Corresponding Problem-Solving Artifact 

Figure 2. Dialogue excerpt from the corpus. 

public class PostalFrame extends JFrame implements ActionListener { 
/** the label for the zip code */ 
    private JLabel lblZip; 
     
     /** the text field for the zip code */ 
    private JTextField txtZip; 

       …… 
 /** the translation table */ 
    private int table[][]; 
     
     /** the numerical representation of the zip code */ 
    private int zipCode; 
 
    /** 
     * Answers a PostalFrame object to create a simple GUI 
     * to produce a postal bar code for the user's zip code 
     */ 

   …… 
public void actionPerformed(ActionEvent e) { 
 
        String zip = new String(); 
 
        if (e.getSource() == btnZip) { 
            // take text from textfield and trim off any 
            // whitespace at either end 
            zip = txtZip.getText().trim(); 

…… 

Tutor we also have the zipCode int, which  
can be turned into a string 

Student isn't that also declared in the same 
place? 

Tutor yes, but txtZip isn't a String, it's a text 
field for the gui 

 so look in actionPerformed 
Tutor yeah, see how they get the text from 

it? 
Tutor you could copy and use that code if 

you wanted 
Student okay, i'll try that. 
Tutor you’ll want to use the .trim() part too 
Student yeah, you had it 
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4.2 Description Vector 

The goal is to ground each noun phrase to attrib-
utes of entities within the problem-solving artifact, 
which constitutes the “world” in this domain. To 
do this, we will link each semantic segment in a 
noun phrase to an attribute of an entity in the 
world. Because the world can contain any of an 
infinite set of user-created entities, representation 
cannot rely upon exhaustively enumerating the 
entities. To represent an entity in the domain, we 
define a description vector V which defines the 
attribute types for entities in the domain. Then, an 
entity O in the domain is represented uniquely by 
an instance of V. The values of each Vi indicate the 
value of the attribute i of O, as illustrated in Table 
1. This definition of the description vector relies 
upon the structure of the domain by factorizing the 
attributes of entities. 

With this representation, grounding a noun 
phrase involves linking each segment of the noun 
phrase to an attribute in the description vector. 
Formally, we represent a noun phrase as a series of 
segments: 

NP =< s1, s2,..., sk >  
where si is the ith segment in this noun phrase. A 

noun phrase is also a sequence of words: 
NP =< w1,w2,...,wn >  

where each wj is the jth word in the noun phrase. 
Therefore each segment is a series of words:    

si =< wj,wj+1,...,wj+l−1 >  
where l is the length of semantic segment i. 

Given a noun phrase, the segmentation problem 
is thus choosing a segmentation that maximizes the 
following conditional probability: 

p(< s1, s2,..., sk > | < w1,w2,...,wn >)  
Complementary to the segmentation problem is the 
semantic linking problem, which is to link si to an 
attribute ai, which is the label of the ith attribute in 
the entity description vector. That is, we wish to 
maximize the probability of the attribute label se-
quence a given the segments of the noun phrase: 

p(< a1,a2,...,ak > | < s1, s2,..., sk >)  
Taking consecutive words with the same attrib-

ute label as the same semantic segment, the noun 
phrase segmentation and semantic linking problem 
is then:  

argmax
a

p(< a1,a2,...,an > | < w1,w2,...,wn >)  

In the tag sequence <a1, a2, …, an>, if ai and ai+1 
are the same, then wi and wi+1 are assigned to the 
same semantic segment with tag ai. The process of 
segmentation and semantic linking is illustrated in 
Figure 4.  

 
Figure 4. Segmentation and semantic linking of NP 

“a 2 dimensional array.” 

4.3 Joint Segmentation and Labeling 

In order to perform this joint segmentation and 
labeling, we utilize a Conditional Random Field 
(CRF), which is a classic approach for sequence 
segmentation and labeling (Lafferty et al., 2001). 
Given the linear nature of our data, we employ a 
linear chain CRF. Specifically, given a sequence of 
words w, the probability of a label sequence a is 
defined as  

p(a |w) = 1
Z(w)

exp( λ j f j (i,w,ai,ai−1)j=1

m
∑i=1

n
∑ )  

where fj(i,w,ai,ai-1) is a feature function. The 
weights λ j of this feature function are learned 
within the training process. The normalization 
function Z(w) is the sum over the weighted feature 
function for all possible label sequences:  

Z(w) = exp( λ j f j (i,w,ai,ai−1)j=1

m
∑i=1

n
∑ )

a∑  
The optimal labeling â  is the one that maximizes 
the likelihood of the training set, where K is the 
number of noun phrases in the corpus. 

â = argmax( logP(a(i) |w(i) )
i=1

K
∑ )

 
 
 
 
 

“a 2 dimensional array" 

w1 w2 w3 w4  

NUM ARR_DIM ARR_DIM CATEG. 

a1 a2 a3 a4  

s1 s2  s3 

NUM ARR_DIM CATEG. 
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4.4 Features 

Next, we introduce the features used to train the 
CRF. The feature function fj(i,w,ai,ai-1) was defined 
as a binary function, in which w is a feature value. 
We use both lexical and syntactic features. In a 
trained CRF model, the value of fi(i,w,ai,ai-1) is 
known given a combination of parameters 
(i,w,ai,ai-1). The features used in the CRF model 
include words themselves, word lemmas, parts of 
speech, and dependency relationships from the 
syntactic parse. The word itself, lemmatized words 
and parts-of-speech have all been shown useful 
within segmentation and labeling tasks, so they are 
made available here (Xue et al., 2004). Each of 
these features is represented as categorical data. 
For example, a word is represented as its index in a 
list of all of the words that appeared in the corpus.  

The dependency structure of natural language 
has also been shown to be important in semantic 
interpretation (Poon et al., 2009).  This paper em-
ploys a dependency feature vector extracted from 
dependency parses. The head word of each noun 
phrase is the root of the dependency tree. Each de-
pendent is a sub-tree directly under the head. We 
design the dependency feature as a sequence of 
dependency labels as follows. 

Given a dependency tree, words in each seman-
tic segment of the noun phrase are assigned a tag 
according to the relationship between them and the 
head. The relationship between each segment and 

head is defined by the dependency type in the de-
pendency tree. For example, the dependency tree 
of “a 2 dimensional array” is shown in Figure 5. 
The dependency features are 
<det,amod,amod,root>. In this way, the dependen-
cy information from an open-domain parser is en-
coded as a feature to the semantic grounding 
model.  

Figure 5. Dependency structure of  
“a 2 dimensional array.” 

5 Experiments & Results 

The goal of the experiments is to determine how 
well the trained CRF can segment noun phrases 
and link these segments to the correct attribute of 
entities in the world. This section presents the ex-
periments using CRFs trained and tested on the 
Java programming tutorial dialogue corpus. As 
described below, the results were evaluated by 
comparing with manually labeled data.   

Noun phrases from the tutorial dialogues were 
first manually extracted and annotated as to their 
slots in the description vector described in Section 

Attributes Meaning (in Java programming) Example 
CATEGORY Category of an entity Method, Variable, etc.  

NAME Variable name; often user-created extractDigit 

VAR_TYPE Type of variable int, String, etc. 
NUMBER Number of entities 2 
IN_CLASS The class that contains this entity postalFrame 

IN_METHOD The method that contains this entity actionPerformed 

DIR_PARENT Direct parent entity For_Statement, Method 

LINE_NUMBER Line number 67 

SUPER_CLASS Superclass of this entity JFrame 
MODIFIER Access modifier public, private, etc. 

ARRAY_TYPE Type of Array int, char, etc. 
ARRAY_DIMENSION Dimension of array 2, 1 

OBJ_CLASS The class an object instantiates PostalBarCode 
RETURN_TYPE Return type String, int, etc. 

OTHER Other attributes the, extra, etc. 

Table 1. Elements of entity description vector to which noun phrases are mapped. 
 

head 

det 

array 

a 2 dimensional 

amod 

dependent 2 dependent 1 
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4.2. There were 364 grounded noun phrases ex-
tracted manually from the six tutorial dialogue ses-
sions used in the current work. Each of these noun 
phrases extracted has one or multiple correspond-
ing entities in the programming artifact. Since each 
word in a noun phrase is linked to an element in 
the description vector, the indices in this vector 
were used as the label for each word. Annotation 
of all 346 noun phrases was performed by one an-
notator, and 20% of the noun phrases (70 noun 
phrases) were doubly annotated by an independent 
second annotator. The percent agreement was 
85.3% and the Kappa was 0.765.  

To extract features, the lemmatization and syn-
tactic parsing were performed with the Stanford 
CoreNLP toolkit (Manning et al., 2014). Then, a 
CRF was trained to predict the label for each word 
in a new noun phrase.  The training was performed 
with the crfChain toolbox (Schmidt, 2008). 

We use ten-fold cross-validation to evaluate the 
performance of the CRF in this problem. Results 
with different feature combinations are shown in 
Table 2. Manually labeled data were taken as 
ground truth for computing accuracy, which is de-
fined as the percentage of segments correctly la-
beled. 

Recall that consecutive words with the same la-
bel in a noun phrase are treated as a segment. 
Therefore, if a segment sCRF identified by the CRF 
has the same boundary and the same label as a 
segment sHuman in the noun phrase containing sCRF, 
this segment sCRF will be counted as a correct seg-
ment. Otherwise, sCRF will be counted as incorrect. 
The accuracy is then calculated as the number of 
correct segments identified by the CRF divided by 
the number of segments annotated manually. As 
can be seen in Table 2, all of the models perform 
substantially better than a minimal majority class 
baseline of 43%, which would result from taking 
each word as a segment and assigning it with the 
most frequent attribute label.  

The results demonstrate important characteris-
tics of the segmentation and labeling model. First, 
unlike most previous semantic interpretation work, 
our semantic interpretation of noun phrases does 
not rely on accurate syntactic parse within noun 
phrases. Rather, we use a dependency parse from 
an open-domain parser as only one of several types 
of features provided to the model. These depend-
ency features improved the model in most feature 
combinations (Table 2). The feature combination 

of words, lemmas, and dependency parses 
achieved the best accuracy, which is 4.8% higher 
than the model that only used word features. This 
difference is statistically significant (Wilcoxon 
rank-sum test; n=10; p=0.02).  
 

features accuracy 
word 84.5% 
word + lemma 85.5% 
Word + Dep 87.22% 
lemma + Dep 89.1% 
word + lemma + Dep 89.3% 
word + lemma + POS 86.9% 
word + lemma + POS + Dep 88.7% 
POS + Dep 71.3% 

Table 2. Labeling accuracy. 

Notably, the combination of part-of-speech fea-
tures and dependency parse features still performed 
at 71.3% accuracy, indicating that to some extent, 
the method may be tolerant to unseen words. 

6 Conclusion and Future Work 

This paper has presented a technique for semantic 
grounding of noun phrases in a complex problem-
solving domain, tutorial dialogue for computer 
programming. By performing joint segmentation 
and labeling of noun phrases from user utterances, 
and mapping those segments to attributes of enti-
ties within the problem solving artifact, we have 
made a first step toward grounding complex prob-
lem-solving dialogue within a dynamically chang-
ing artifact from a potentially infinite set of surface 
forms. While trained on a small subset of the cor-
pus, the high accuracy of this model indicates that 
it may be successfully applied to the larger corpus 
without extensive additional manual annotations.  

Several directions of future work are very prom-
ising. In order to fully support users in complex 
problem-solving dialogues, the field must move 
toward richer grounding of natural language utter-
ances within complex artifacts across many do-
mains. Additionally, generating specific and 
tailored dialogue feedback grounded in the artifact 
is a complementary area of research that holds the 
potential to increase the effectiveness of dialogue 
systems for supporting problem solving. It is hoped 
that this line of investigation will lead to dialogue 
systems that smoothly support a much broader 
range of human endeavors.  
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Abstract

We describe how a question-answering sys-
tem can learn about its domain from conver-
sational dialogs. Our system learns to relate
concepts in science questions to propositions
in a fact corpus, stores new concepts and re-
lations in a knowledge graph (KG), and uses
the graph to solve questions. We are the first
to acquire knowledge for question-answering
from open, natural language dialogs without a
fixed ontology or domain model that predeter-
mines what users can say. Our relation-based
strategies complete more successful dialogs
than a query expansion baseline, our task-
driven relations are more effective for solving
science questions than relations from general
knowledge sources, and our method is practi-
cal enough to generalize to other domains.

1 Introduction

Our goal is a question-answering (QA) system that
learns about its domain from users in open, nat-
ural language dialogs. Dialog learning interfaces
built on top of existing QA systems can complement
and refine knowledge acquired from other sources.
Even large QA systems such as Watson (Ferrucci
et al., 2010) that utilize heavy domain engineering
could benefit from focused dialogs to dynamically
improve their knowledge.

A successful QA system requires domain knowl-
edge. For example, 4th grade science questions are
difficult since they often exclude knowledge neces-
sary to relate answers to known facts. The question
in Figure 1 asks if an iron nail conducts electricity;

S1: Here’s the question: Which object is the best conductor of
electricity? (A) a wax crayon (B) a plastic spoon (C) a rubber
eraser (D) an iron nail. I’m not sure of the answer. What do
you think the answer is?
U1: iron nail
S2: Why do you think the answer is (D) an iron nail?
U2: electricity goes through metal
S3: I know “metals are shiny and good conductors of electricity
and heat,” does that mean that the answer is (D) an iron nail?
U3: yeah
S4: Okay, great. What’s the relationship between ‘electricity’
and ‘iron’, if any?
U4: iron conducts electricity because its metal
S5: Okay, great, I get it! The answer is (D) an iron nail

Figure 1: Top: A successful real user dialog. Open-
ended prompts (S1&S2) encourage conversational
explanations. Focused prompts (S4) target particular
relations. Bottom: Corresponding knowledge graph
consisting of relations between concepts.

the system only knows that metal conducts electric-
ity, and it needs to learn that iron is a metal in order
to answer the question with the relevant fact.

Our dialog system, KNOWBOT, conducts dialogs
about science questions and learns how concepts
in each question relate to propositions in a corpus
of science facts. KNOWBOT presents its user with
a question (line S1 in Figure 1), prompts them to
choose and explain their answer, and extracts rela-
tions – any semantic relationship between two con-
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cepts, such as metal to iron (line U4 in Figure 1) –
that increase its confidence in the user’s answer.

Relation extraction systems such as NELL (Carl-
son et al., 2010) use ontologies to predetermine valid
relation types and arguments, then scan text to fill
the ontology with facts. Open Information Extrac-
tion (Etzioni et al., 2011) avoids fixed ontologies
with domain-independent linguistic features, distant
supervision, and redundancy, but requires web-scale
text and doesn’t improve with interaction. Like
Open IE, we extract relations without predetermined
types, but are the first to do so from dialog.

KNOWBOT is an open dialog system, which
means a user utterance may progress the dialog task
even if its underlying action is not explicitly rep-
resented in a dialog model. This lets KNOWBOT

quickly bootstrap domain knowledge from users
without significant engineering overhead. Dialog-
driven extraction produces effective relations with-
out annotation, improves after each interaction, ac-
quires relations useful on a particular task, and em-
beds relations in a rich dialog context.

Users successfully correct the system in approxi-
mately 50% of dialogs even without a predetermined
dialog model. A baseline query expansion (Bast et
al., 2007) strategy that bases decisions on the acqui-
sition of new keywords instead of new relations re-
sults in only a 5% success rate. In comparison to
paraphrase relations from general knowledge bases,
relations acquired by our method are more effective
as domain knowledge, demonstrating that we suc-
cessfully learn from real users.

Our contributions include:

1. The first end-to-end system to construct knowl-
edge graphs for question-answering through
conversational dialog.

2. A generalizable method to represent the mean-
ing of user utterances without a dialog model
when task progression can be computed as a
function of extracted relations.

3. A novel data set of real user dialogs in which
users correct a QA system’s answer, together
with knowledge graphs representing the impor-
tant concepts and relations in each question, la-
beled with rich dialog features.

2 Conversational extraction for QA

Our QA task consists of 107 science questions from
the 4th grade New York Regents exam (Clark et al.,
2014).1 Each question has four possible answers.
We convert each of the four question-answer pairs
into a true/false question-answer statement using a
small number of pattern-based transformation rules.

Just as 4th graders read their textbooks for an-
swers, we collect SCITEXT (Clark et al., 2014), a
corpus of unlabeled true-false natural language sen-
tences from science textbooks, study guides, and
Wikipedia Science. Each question-answer statement
is associated with a subset of true/false support sen-
tences from SCITEXT based on positive word over-
lap between the question-answer pair and the sup-
port sentence. The degree to which a SCITEXT sen-
tence supports a question-answer pair is the sen-
tence’s alignment score (section 2.3).

Initially, the alignment score depends on keyword
overlap alone, but SCITEXT needs domain knowl-
edge to answer our questions. For example, the cor-
rect question-answer statement to What form of en-
ergy causes an ice cube to melt? (A) mechanical
(B) magnetic (C) sound (D) heat is Q(D), “Heat is a
form of energy and heat causes an ice cube to melt.”
To better align Q(D) to the SCITEXT sentence “A
snowball melting in your hand is an example of heat
energy,” we need to know that snowballs are made
of ice. Figure 2 illustrates this example.

To construct a knowledge base with which to use
SCITEXT, we extract concepts (section 2.1) from
questions and SCITEXT sentences, then use relations
(section 2.2) between concepts to determine which
question-answer statementQi is most highly aligned
with a supporting SCITEXT sentence.

2.1 Concepts

A concept keyword in a sentence or user utter-
ance is any non-stopword of at least three char-
acters. Stopwords are domain-independent, low-
information words such as “the.”

A concept is a set of concept keywords with a
common root, e.g. {melts, melted, melting} or
{heat, heats, heated}. We use the Porter algorithm
for stemming (Porter, 1997). Question concepts ap-

1Our dialogs, extractions, and tools are available at
www.cs.washington.edu/research/nlp/knowbot
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pear in a question-answer statement, and support
concepts appear in a SCITEXT support sentence.

2.2 Relations
A relation is any pair of concepts that represents a
semantic correspondence. In general, relations can
be labeled with any feature that describes the corre-
spondence, such as a particular type. For example,
the relation between Obama and Hawaii can be la-
beled with the type born-in.

A predetermined ontology is typically required to
label relations with their type. In this work we la-
bel acquired relations with dialog-specific features.
Our thesis is that user explanations intend to relate
concepts together, and the system’s task is to deter-
mine the user’s intent. For example, the user utter-
ance U: it’s melting because of heat
relates the concepts represented by melt[ing] and
heat, with the words because of appearing be-
tween the two concept keywords. We refer to
because of as the relation’s intext.

Relations can be intuitively arranged as a knowl-
edge graph, which in this work is any graph whose
nodes are concepts and whose edges are relations
between those concepts, in the spirit of semantic net-
works such as ConceptNet (Havasi et al., 2007).

2.3 Sentence alignment
We calculate the alignment score α between the ith
question-answer statement Qi and its jth supporting
SCITEXT sentence Si,j as the normalized number of
relations between their concepts,

α(Qi, Si,j) =
‖RQi,Si,j‖
‖CQi ∪ CSi,j‖

, (1)

where CQi is the set of concepts in Qi, CSi,j is the
set of concepts in Si,j , and ‖RQi,Si,j‖ is the number
of relations between CQi and CSi,j .

Normalized relation count is a practical semantic
similarity score that generalizes to different knowl-
edge representations. The dialog in Figure 2 aligns
Q(D) with the SCITEXT fact S by learning from the
user that, for example, heat is related to melting.

3 The KNOWBOT dialog system

KNOWBOT grows a knowledge graph of common-
sense semantic relations in open, conversational dia-
log. Figure 2 traces the growth of a knowledge graph

over a single dialog. Section 3.1 details how knowl-
edge is extracted from user explanations without a
dialog model. Section 3.2 describes dialog strate-
gies that elicit natural language explanations.

KNOWBOT uses task progress to drive natural lan-
guage understanding. It assumes the user intends
to provide one or more novel relations, and uses
the constraints described in section 3.1.1 to disam-
biguate noisy relations. This way, KNOWBOT knows
when the dialog progresses because its confidence in
the user’s chosen answer increases.

3.1 Building knowledge graphs from dialog
KNOWBOT builds KGs at three levels: per utter-
ance, per dialog, and globally over all dialogs. An
utterance-level knowledge graph (uKG) (Figure 2a)
is a fully connected graph whose nodes are all con-
cepts in an utterance. After aggressive pruning (sec-
tion 3.1.1), remaining edges update a dialog-level
knowledge graph (dKG) (Figure 2b; section 3.1.2).

Upon dialog termination, the dKG updates the
global knowledge graph (gKG), which stores rela-
tions acquired from all dialogs (section 3.1.3).

3.1.1 Utterance-level KGs
KNOWBOT initially relates every pair of concepts in
an utterance, then prunes them based on two con-
straints: alignment and adjacency.

Each user explanation is first converted into a
fully-connected utterance-level knowledge graph.
This uKG is noisy because users don’t intend
relations between every pair of keywords in
their utterance. For example, a typical utterance
U: freezes means it changes water
from a liquid to a solid mentions six
concepts, freezing, meaning, change, water, liquid,
solid, with

(
6
2

)
potential binary relations. Not every

relation is salient to the question. To remove noisy
relations, edges in the uKG are aggressively pruned
with two simple, rational constraints:

1. Alignment. An edge can only relate a question
concept to a support concept.

2. Adjacency. Edges can’t relate concepts whose
keywords are adjacent in the utterance.

The intuition for the alignment constraint is that the
user intends each explanation to relate the question
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(a) utterance-level knowledge graph (uKG)

(b) dialog-level knowledge graph (dKG)

(c) The dialog goal is to align Q and S

Figure 2: Every pair of concepts in each user utterance is related then aggressively pruned. (a) Utterance-level
knowledge graphs represent individual utterances. Concepts (underlined, inset in nodes) are obtained by removing
stopwords and stemming. An edge that either doesn’t connect a question and support concept or else which connects
concepts whose keywords in the user utterance have no intervening words (intexts) are pruned, indicated here with
dashed lines. (b) The four remaining relations are stored in a dialog-level dKG.

to a known fact, and other relations in the utter-
ance are unintentional. For example, in the uKG for
the first utterance in Figure 2(a), the edge between
melt[ing] and heat is an alignment relation because
melt[ing] is a concept in S and heat is a concept in
Q. But the edge between because and heat is pruned
(dashed lines) since because is not a concept in S.

Adjacency is a simple, practical syntactic fea-
ture to reduce spurious relations. Users typically
put words or intexts between concepts they in-
tend to relate. The edge between melt[ing] and
because is pruned since their keywords are ad-
jacent in U1: it’s melting because of
heat, while U2 relates snow and ice with the intext
has the same behavior as the.

We find these constraints effective in practice, but
at this point other pruning constraints can be de-
ployed. A strength of our approach is that it wel-
comes aggressive pruning: just as in human-human
interaction, users who initially fail to communicate
their intention can try again later in the dialog.

3.1.2 Dialog-level KGs
Each dialog focuses on a single question. KNOW-
BOT starts with an empty dialog-level knowledge
graph (dKG). After each user turn, edges from that
turn’s uKG are added to the dKG, and KNOWBOT

rescores each of the four answers according to equa-
tion (1) where the set of relations RQi,Si,j is exactly
the set of edges in the dKG. The dialog successfully
terminates when the user’s answer has the high-
est alignment score, indicating the “missing knowl-
edge” has been successfully provided by the user.

3.1.3 The global knowledge graph
The global knowledge graph (gKG) includes every
relation learned from every KNOWBOT dialog.

Because we do not use a fixed ontology or com-
prehensive dialog model, individual dialogs can re-
sult in noisy relations even after aggressive prun-
ing. However, as KNOWBOT conducts more dialogs
about the same problem, relations that more often
re-occur are more likely to be salient to the problem.

In this work, KNOWBOT takes advantage of re-
dundancy with a simple filter: it ignores singleton
relations originating in a single user utterance. We
find even this simple filter increases performance.
As KNOWBOT accumulates more dialogs, frequency
can be incorporated in more sophisticated models.

3.2 Dialog strategies for knowledge acquisition

We’ve described how a user’s free text explana-
tions are converted into knowledge graphs. Each
user explanation is uttered in response to a system
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prompt. A dialog system’s dialog manager chooses
the prompt to say next according to its dialog strat-
egy, which maps each system state to an action. An
effective dialog strategy guides users to informative
explanations that provide novel relations which let
KNOWBOT successfully answer the question.

We compare two different strategies. A user-
initiative strategy always asks open-ended questions
to prompt the user for new explanations, e.g. line
S2 in Figure 1. These prompts let users introduce
salient concepts on their own.

In contrast, a mixed-initiative strategy utilizes fo-
cused prompts (line S4 in Figure 1) to introduce po-
tentially related concepts. KNOWBOT chooses what
pair of concepts to ask about based on how discrim-
inative they are. The most discriminative concepts
are the pair of question and support concepts that
(1) don’t already have an edge between them, (2)
satisfies the alignment constraint for the user’s an-
swer, and (3) satisfies the alignment constraint for
the fewest alternative answers. By proposing rela-
tions that would lead to a swift completion of the
dialog task, KNOWBOT shares the burden of knowl-
edge acquisition with the user.

Both dialog strategies are question-independent,
but because we don’t use a comprehensive dialog
model to represent the state space, we rely on hand
built rules instead of optimizing with respect to a
reward function. For example, KNOWBOT always
starts by asking the user for their answer, and if a
new support sentence is found will always immedi-
ately present it to the user for confirmation.

4 Evaluation of dialog strategies

Our first experiment compares mixed-initiative and
user-initiative strategies (section 3.2) to a baseline
interactive query expansion (section 4.1). The pur-
pose of this experiment is to investigate whether
users can successfully complete our complex dialog
task even though we don’t use a trained semantic
parser for natural language understanding.

Dialogs were conducted through a web browser.
Users were colleagues and interns at the Allen Insti-
tute for Artificial Intelligence, and so were familiar
with the question-answering task but were not ex-
pert annotators. Users were invited to converse with
the system of their choice, and to move on to a new

question if they felt the dialog was not progressing.
Individual dialog sessions were anonymous.

The system starts each dialog with an empty
knowledge graph, using only identity relations to se-
lect its answer. This default answer is correct on
44 of the 107 questions, and an additional 10 ques-
tions have no associated supporting sentence for the
correct answer in SCITEXT. We run dialogs for the
remaining 53 questions, for which each answer can-
didate has 80 supporting sentences in SCITEXT on
average. A successful dialog terminates when the
system extracts enough novel relations from the user
that the correct answer has the highest alignment
score with one of its supporting sentences.

4.1 Baseline: Interactive query expansion
To evaluate whether task-driven relation extraction
is an effective method for knowledge acquisition in
the absence of an explicit dialog model, we also im-
plement a baseline dialog strategy based on interac-
tive query expansion (IQE). This baseline is similar
to the recent knowledge acquisition dialog system of
Rudnicky and Pappu (2014a; 2014b).

In IQE, new knowledge is learned in the form of
novel keywords that are appended to the question-
answer statement. For example, the dialog in Figure
1 shows the user teaching KNOWBOT how metal re-
lates to electricity. KNOWBOT understands that the
user intends that relation because it drives the dia-
log forward. IQE, in contrast, treats the user ut-
terance as an unstructured bag of keywords. The
unrecognized word “metal” is added to the bag of
keywords representing each of the four alternative
answers to form four augmented queries, and new
overlap scores against sentences from SCITEXT are
computed. The dialog progresses whenever a new
vocabulary word increases the score for the aug-
mented query for the user’s chosen answer.

The intuition behind query expansion is that users
will explain their answers with salient keywords
missing from the original question sentence. The ex-
panded query will overlap with and uprank a support
sentence that contains the acquired keywords.

4.2 Performance metrics
Task completion is the proportion of dialogs that
end in agreement. Higher task completion indicates
that the dialog system is more successful in acquir-
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ing enough knowledge by the end of the dialog to
change its answer from incorrect to correct.

Dialog length is the number of system and user
turns. Shorter dialogs are more efficient.

Acquisition rate is the number of edges in the
dKG at the end of each dialog. Acquisition rate mea-
sures two contrasting system features:

(1) how much new knowledge is acquired, and
(2) how much explanatory effort users expend.

From the perspective of raw knowledge acquisition,
higher acquisition rate is better because each dialog
adds more edges to the knowledge graph. From the
perspective of usability, lower acquisition rate is bet-
ter provided it doesn’t negatively affect dialog suc-
cess, because it indicates the user is able to success-
fully correct the system’s answer with a fewer num-
ber of explanatory relations.

4.3 Results
Our results (Table 1) show both strategies dramati-
cally outperform the baseline and have comparable
success rate and dialog length to each other. User-
initiative strategies acquire more knowledge per di-
alog but require more user effort.

IQE U.I. M.I.
Total dialogs 35 27 57
Task completion rate 5.7% 55.6% 49.1%
Mean Dialog Length 14.1 10.6 10.9
Mean acquisition Rate N/A 13.5 7.4

Table 1: Comparison of knowledge acquisition strate-
gies. Interactive query expansion (IQE)’s poor task com-
pletion indicates keywords can’t bridge the knowledge
gap. Relations are more successful. User-initiative (U.I.)
and mixed-initiative (M.I.) strategies have comparable
task completion and dialog length, but U.I. extracts twice
the relations before getting the correct answer: more
knowledge acquired but at the cost of more explanatory
effort. User comments indicate M.I. is more satisfying.

We find that the baseline has a very low comple-
tion rate of 5%, and longer dialog lengths of 14 turns
on average. Interactive query expansion is a poor
knowledge acquisition dialog strategy for our task.

In contrast, users were able to successfully correct
our system using both strategies about 50% of the
time, even though no in-domain ontology guides ex-
tractions and no comprehensive dialog model clas-

sifies explanations. The average dialog lengths and
completion rate for User Initiative (U.I.) and Mixed
Initiative (M.I.) strategies was approximately the
same, so that choice of strategy had little impact
on overall task success. However, strategy has a
great effect on acquisition rate. M.I. cuts the knowl-
edge acquisition rate nearly in half when compared
to U.I (7.4 novel relations per dialog to 13.5). M.I.
learns fewer new relations per dialog with compara-
ble task success, which means each dialog succeeds
with much less explanatory effort by the user but
also contributes less to the knowledge graph.

User comments indicated that the mixed-initiative
strategy was the most enjoyable system to use. We
find that open-ended, user-initiative strategies can
acquire more helpful relations in a single dialog but
guided, mixed-initiative strategies may be more ap-
propriate when usability is taken into account. Be-
cause our goal is lifelong interactive knowledge ac-
quisition, the impact of a single dialog on the total
knowledge graph is less important than the individ-
ual user effort required, and we conclude that the
mixed-initiative strategy is preferable.

5 Evaluation of knowledge quality

Experiment 1 evaluated whether users could suc-
cessfully complete our dialog task. Next, we eval-
uate whether the total output of our system, all rela-
tions acquired during all 431 conducted dialogs, rep-
resents useful domain knowledge on this task. We
evaluate on questions for which dialogs have been
held to investigate whether it’s possible to learn any
domain knowledge from natural language conversa-
tion without a dialog model, irrespective of overfit-
ting. We then use cross-validation to test if knowl-
edge transfers between questions.

As described in section 2, our QA system de-
composes each question/answer pair into a true/false
statement and chooses as its answer the statement
among the four that has the best supporting sentence
in a text corpus. Equation (1) scores each question-
answer statement by using domain relations to align
question concepts to support concepts. The next sec-
tion describes sources of domain relations.

5.1 Sources of domain knowledge

We compare relations from five sources:
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IDENTITY: An edgeless knowledge graph. The
only relations are between identical concepts, equiv-
alent to Jaccard overlap of concept keyword roots.

WORDNET: Paraphrase relations from Wordnet.
Wordnet (Fellbaum, 1998) is a lexical database of
synonyms and hypernyms common in NLP tasks.
For example, Snow et al (2006) use Wordnet as
training data for ontology induction. To build
WORDNET, we draw an edge between every pair
of Wordnet concepts (ws, wq) for which the Wu-
Palmer Similarity (WUP) (Wu and Palmer, 1994)
of the first sense in each concept’s synset exceeds
0.9, the best-performing WUP threshold we found.
Concepts in the Wordnet hierarchy have a higher
WUP when they have a closer common ancestor. If a
known fact is Heat energy causes snow to melt, but a
question asks if ice melts, then Wordnet should pro-
vide the missing knowledge that ice acts like snow.

PPDB: Paraphrase relations from PPDB (Gan-
itkevitch et al., 2013) are derived by aligning bilin-
gual parallel texts. PPDB is divided into subsets
where the larger subsets have more paraphrases with
less precision. We tried all subsets and found the
smallest to give the best results, which we report
here. The largest performed the worst of all rela-
tion sets we tested. We use the lexical paraphrases,
which relates unigrams. Concepts are related when
at least one concept keyword for each are para-
phrases in PPDB. We obtained better performance
by stemming PPDB words: for example, if snows
and iced are paraphrases in PPDB then we also con-
sidered snowing and icy to be in PPDB.

KNOWBOT: Each question is answered using re-
lations pooled from all dialogs about all questions.
The goal in each dialog is to acquire knowledge
helpful to answer the question. If KNOWBOT leads
to an increase in QA accuracy over IDENTITY, then
we can successfully use open dialog with a human in
the loop to learn knowledge that solves a question.

LEAVE-ONE-OUT: Each question is answered
only with relations learned during dialogs for ev-
ery other question. While KNOWBOT uses re-
lations learned from dialogs about the questions
on those same questions, LEAVE-ONE-OUT tests
whether knowledge generalizes to questions without
dialogs. Generalization is only possible when there
are at least two questions involving the same con-
cepts. Due to our small number of questions, in the

best case we expect only slight improvement.

%correct
IDENTITY 41%
WORDNET 34%
PPDB 39%
KNOWBOT 57%
LEAVE-ONE-OUT 45%

Table 2: QA accuracy on the 107 questions with dif-
ferent sources of domain knowledge. IDENTITY: iden-
tity relations only, e.g. “heats” to “heating.” WORD-
NET: Wordnet-derived pseudo-synonyms, e.g. “eagle”
to “owl.” KNOWBOT: the full, unablated global KG.
LEAVE-ONE-OUT: answers each question while ignoring
relations acquired during dialogs on that question.

5.2 Results
The results of QA using the different domain knowl-
edge is shown in Table 2. IDENTITY achieves
41% accuracy on this difficult reasoning task, show-
ing that some questions are answerable by search-
ing SCITEXT for supporting sentences with the
same concepts as in the question-answer statement.
WORDNET works surprisingly poorly. Examination
found WORDNET’s relations to be of good quality,
yet underperform IDENTITY. PPDB performed bet-
ter but still underperformed IDENTITY. We con-
clude that general paraphrase bases introduce too
much noise to apply directly without manual cura-
tion to our science domain, underscoring the need
for domain-specific knowledge acquisition.

KNOWBOT achieves accuracy of 57%, a dramatic
improvement over both baselines. Importantly, this
value does not test generalization to unseen ques-
tions, since KNOWBOT has held dialogs on these
questions. However, it does show that our system
can effectively learn about its domain: a poor dia-
log extraction system will fail to extract any helpful
knowledge from users during a training dialog. This
is a significant result because it shows that we suc-
cessfully acquire knowledge to solve many question
through conversational interaction without the over-
head of a closed dialog model or fixed ontology.

We also tested how well knowledge generalizes
with LEAVE-ONE-OUT. Our question set is less
suited to evaluate generalization because it covers
a wide range of topics with little overlap between
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questions. We still found LEAVE-ONE-OUT to be
the second-best performer with accuracy of 45%, a
10% relative improvement versus IDENTITY. Re-
dundancy is an effective noise reduction constraint:
when LEAVE-ONE-OUT ignores redundancy and in-
cludes singleton relations (those originating in a sin-
gle dialog utterance), its accuracy reduces to 32%.

6 Related work

Knowledge acquisition in dialog has long been a
central goal of AI research. Early dialog systems
acquired knowledge through ambitious interaction,
but were brittle, required hand-defined dialog mod-
els and did not scale. Terry Winograd (1972) pre-
sented the first dialog system that acquires knowl-
edge about the block world. TEIRESIAS (Davis,
1977) refines inference rules from terse interaction
with experts. CONVINCE (Kim and Pearl, 1987)
and its prototypes (Leal and Pearl, 1977) learn de-
cision structures through stylized but conversational
dialogs. An interactive interface for CYC (Witbrock
et al., 2003) learns from experts but don’t use natural
language. Fernández et al (2011) argue the impor-
tance of interactive language learning for conversa-
tional agents. Williams et al (2015) combine active
learning and dialog to efficiently label training data
for dialog act classifiers.

Relatively little work integrates relation extrac-
tion and dialog systems. Attribute-value pairs from
restaurant reviews can generate system prompts
(Reschke et al., 2013), and single-turn exchanges
with search engines can populate a knowledge graph
(Hakkani-Tur et al., 2014). Dependency relations
extracted from individual dialog utterances by a
parser also make effective features for dialog act
classification (Klüwer et al., 2010).

The work closest to our own, Pappu and Rudnicky
(2014a; 2014b), investigates knowledge acquisition
strategies for academic events. Their system asks
its users open-ended questions in order to elicit in-
formation about academic events of interest. They
compare strategies by how many new vocabulary
words are acquired, so that the best strategy prompts
the user to mention the most OOV words. In their
most recent work (2014b), they group the acquired
researcher names by their interests to form a bipar-
tite graph, and use acquired keywords for query ex-

pansion in a simple information retrieval task. Our
present contribution builds on this general idea, but
we learn an unlimited number of relations and con-
cepts from open dialogs, whereas they learn a small
number of relations belonging to a fixed ontology
from closed dialogs. We also show the acquired
knowledge is objectively useful for QA.

In closed dialog systems, the system’s dialog
model explicitly represents the meaning of every po-
tential user utterance. Any utterance not represented
by this comprehensive model is rejected and the user
asked to rephrase. Closed dialog systems work well
in practice. For example, in the well-studied slot-
filling or frame-filling model, users fill slots to con-
strain their goal, and an NLU module decomposes
user utterances to known actions, slots, and val-
ues. A slot-filling system to find flights might map
the utterance U: Show me a flight from
Nashville to Seattle on Sunday to the
action find-flight and the filled slots origin =
Nashville, destination = Seattle, and time = Sun-
day. However, for our domain, each distinct ques-
tion warrants its own actions, slots, and values. Such
a complex model would require abundant training
data or laboriously handcrafted interpretation rules.

In contrast, an open dialog system can usefully in-
terpret, learn from, and respond to user utterances
without a comprehensive dialog model. Domain-
independent dialog systems with the flexibility to
accept novel user utterances are a longstanding goal
in dialog research (Polifroni et al., 2003). Recent
work to address more open dialog includes boot-
strapping a semantic parser from unlabeled dialogs
(Artzi and Zettlemoyer, 2011), extracting poten-
tial user goals and system responses from backend
databases (Hixon and Passonneau, 2013), and in-
ducing slots and slot-fillers from a corpus of human-
human dialogs with the use of FrameNet (Chen et
al., 2014). These works focus on systems that learn
about their domain prior to any human-system dia-
log. Our system learns about its domain during the
dialog. While we rely on a limited number of tem-
plates to generate system responses, unscripted user
utterances can usefully progress the dialog. This al-
lows relation extraction from complex natural lan-
guage utterances without a closed set of recognized
actions and known slot-value decompositions.
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7 Discussion and Future Work

KNOWBOT acquires helpful, task-driven relations
from conversational dialogs in a difficult QA do-
main. A dialog is a success when it produces knowl-
edge to solve the question. Extractions increase QA
accuracy on questions for which dialogs have been
held, indicating that knowledge acquisition dialogs
can succeed without a closed dialog model by us-
ing task progress and careful pruning to drive natu-
ral language understanding. Our method is general
enough to scale to any task in which alternative di-
alog goals can be presented to a user and the sys-
tem’s confidence in each alternative computed from
semantic relations between concepts.

Our focus is on facilitated knowledge acquisition
rather than question-answering, so we purposefully
keep inference simple. The alignment score is a Jac-
card overlap modified to use relations, which makes
it fast and practical, but results in many ties which
we score as incorrect, and also ignores word or-
der. For example, the bag-of-keywords is identical
for contradicting answers “changing from liquid to
solid” and “changing from solid to liquid.” To make
this distinction, we could use an alignment score that
is sensitive to word order such as an edit distance.
We could expand our simple pruning constraints to
take more advantage of syntax, for example by us-
ing dependency parsers optimized for conversational
language (Kong et al., 2014).

The relational model for reasoning is both flexible
and powerful (Liu and Singh, 2004). However, in a
small number of cases, relations that align known
facts with question-answer statements are unlikely
to lead to the correct answer. For example, our ques-
tion set contains a single math problem, How long
does it take for Earth to rotate on its axis seven
times? (A) one day (B) one week (C) one month (D)
one year. The multiplication operation necessary to
infer the answer from the SCITEXT fact “The Earth
rotates, or spins, on its axis once every 24 hours”
is not easily represented by our model and requires
other techniques (Hosseini et al., 2014).

We observed only slight transfer of knowledge be-
tween questions. A larger question set with multiple
questions per topic will allow us to better evaluate
knowledge transfer. Our long-term goal is learn-
ing through any conversational interaction in a com-

pletely open domain, but because the fundamen-
tal trick that enables model-free NLU is computing
progress towards an explicit dialog goal as a func-
tion of possible extractions, our current method is
limited to tasks with explicit goals.

The simple redundancy filter we use effectively
distinguishes salient from noisy relations, but could
be improved with a model of relation frequency.
We consider all acquired relations equally salient,
but future work will examine how to rank relation
saliency. We will also examine how dialog fea-
tures can help distinguish between paraphrase, en-
tailment, and negative relations.

Our open system acquires relations from a wide
variety of user explanations without the bottleneck
of a hand-built dialog model, but the tradeoff is that
we use relatively simple, templated system prompts.
However, our collected corpus of real human-system
dialogs can be used to improve our system in fur-
ther iterations. For example, the knowledge graphs
we produce are targeted, question-specific semantic
networks, which could be used in lieu of FrameNet
to induce domain-specific dialog models (Chen et
al., 2014). With a dialog model to represent the
state space, reinforcement learning could then be
employed to optimize our strategies.

While most question-answering systems focus on
factoid questions, reasoning tasks such as ours re-
quire different techniques. Our method generalizes
to other non-factoid QA tasks which could usefully
employ relations, such as arithmetic word problems
(Hosseini et al., 2014) and biology reading compre-
hension questions (Berant et al., 2014).
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Tina Klüwer, Hans Uszkoreit, and Feiyu Xu. 2010.
Using syntactic and semantic based relations for dia-
logue act recognition. In Proceedings of the 23rd In-
ternational Conference on Computational Linguistics:
Posters, COLING ’10, pages 570–578, Stroudsburg,
PA, USA.

Lingpeng Kong, Nathan Schneider, Swabha
Swayamdipta, Archna Bhatia, Chris Dyer, and
A. Noah Smith. 2014. A dependency parser for
tweets. In Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Process-
ing (EMNLP), pages 1001–1012. Association for
Computational Linguistics.

Antonio Leal and Judea Pearl. 1977. An interactive pro-
gram for conversational elicitation of decision struc-

860



tures. IEEE Transactions on Systems, Man, and Cy-
bernetics, 7(5):368–376.

Hugo Liu and Push Singh. 2004. Commonsense reason-
ing in and over natural language. In Proceedings of the
8th International Conference on Knowledge-Based In-
telligent Information and Engineering Systems (KES-
2004. Springer.

Aasish Pappu and Alexander Rudnicky. 2014a. Knowl-
edge acquisition strategies for goal-oriented dialog
systems. In Proceedings of the 15th Annual Meeting of
the Special Interest Group on Discourse and Dialogue
(SIGDIAL), pages 194–198, Philadelphia, PA, U.S.A.,
June.

Aasish Pappu and Alexander Rudnicky. 2014b. Learning
situated knowledge bases through dialog. In Proceed-
ings of Interspeech, September.

Joseph Polifroni, Grace Chung, and Stephanie Sen-
eff. 2003. Towards automatic generation of mixed-
initiative dialog systems from web content. In Eu-
rospeech.

M. F. Porter. 1997. Readings in information retrieval.
chapter An Algorithm for Suffix Stripping, pages 313–
316. Morgan Kaufmann Publishers Inc., San Fran-
cisco, CA, USA.

Kevin Reschke, Adam Vogel, and Dan Jurafsky. 2013.
Generating recommendation dialogs by extracting in-
formation from user reviews. In Proceedings of the
51st Annual Meeting of the Association for Compu-
tational Linguistics (Volume 2: Short Papers), pages
499–504, Sofia, Bulgaria, August. Association for
Computational Linguistics.

Rion Snow, Daniel Jurafsky, and Andrew Y Ng. 2006.
Semantic taxonomy induction from heterogenous evi-
dence. In Proceedings of the 21st International Con-
ference on Computational Linguistics and the 44th
annual meeting of the Association for Computational
Linguistics, pages 801–808. Association for Computa-
tional Linguistics.

Jason D. Williams, Nobal B. Niraula, Pradeep Dasigi,
Aparna Lakshmiratan, Carlos Garcia Jurado Suarez,
Mouni Reddy, and Geoff Zweig. 2015. Rapidly scal-
ing dialog systems with interactive learning. In 2015
International Workshop Series on Spoken Dialogue
Systems Technology (IWSDS), January.

T. Winograd. 1972. Understanding natural language.
Academic Press.

Michael Witbrock, David Baxter, Jon Curtis, Dave
Schneider, Robert Kahlert, Pierluigi Miraglia, Peter
Wagner, Kathy Panton, Gavin Matthews, and Amanda
Vizedom. 2003. An interactive dialogue system for
knowledge acquisition in cyc. In Proceedings of the
IJCAI-2003 Workshop on Mixed-Initiative Intelligent
Systems., pages 138–145.

Zhibiao Wu and Martha Palmer. 1994. Verbs semantics
and lexical selection. In Proceedings of the 32Nd An-
nual Meeting on Association for Computational Lin-
guistics, ACL ’94, pages 133–138, Stroudsburg, PA,
USA. Association for Computational Linguistics.

861



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 862–871,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Sentence segmentation of aphasic speech

Kathleen C. Fraser1,3, Naama Ben-David1, Graeme Hirst1,
Naida L. Graham2,3, Elizabeth Rochon2,3

1Department of Computer Science, University of Toronto, Toronto, Canada
2Department of Speech-Language Pathology, University of Toronto, Toronto, Canada

3Toronto Rehabilitation Institute, Toronto, Canada
{kfraser,naama,gh}@cs.toronto.edu, {naida.graham,elizabeth.rochon}@utoronto.ca

Abstract

Automatic analysis of impaired speech for
screening or diagnosis is a growing research
field; however there are still many barriers to
a fully automated approach. When automatic
speech recognition is used to obtain the speech
transcripts, sentence boundaries must be in-
serted before most measures of syntactic com-
plexity can be computed. In this paper, we
consider how language impairments can affect
segmentation methods, and compare the re-
sults of computing syntactic complexity met-
rics on automatically and manually segmented
transcripts. We find that the important bound-
ary indicators and the resulting segmentation
accuracy can vary depending on the type of
impairment observed, but that results on pa-
tient data are generally similar to control data.
We also find that a number of syntactic com-
plexity metrics are robust to the types of seg-
mentation errors that are typically made.

1 Introduction

The automatic analysis of speech samples is a
promising direction for the screening and diagno-
sis of cognitive impairments. For example, recent
studies have shown that machine learning classifiers
trained on speech and language features can detect,
with reasonably high accuracy, whether a speaker
has mild cognitive impairment (Roark et al., 2011),
frontotemporal lobar degeneration (Pakhomov et al.,
2010b), primary progressive aphasia (Fraser et al.,
2014), or Alzheimer’s disease (Orimaye et al., 2014;
Thomas et al., 2005). These studies used manually
transcribed samples of patient speech; however, it is

turning to politics for al gore and george w bush another
day of rehearsal in just over forty eight hours the two men
will face off in their first of three debates for the first time
voters will get a live unfiltered view of them together

Turning to politics, for Al Gore and George W Bush an-
other day of rehearsal. In just over forty-eight hours the
two men will face off in their first of three debates. For the
first time, voters will get a live, unfiltered view of them to-
gether.

Figure 1: ASR text before and after processing.

clear that for such systems to be practical in the real
world they must use automatic speech recognition
(ASR). One issue that arises with ASR is the intro-
duction of word recognition errors: insertions, dele-
tions, and substitutions. This problem as it relates to
impaired speech has been considered elsewhere (Jar-
rold et al., 2014; Fraser et al., 2013; Rudzicz et al.,
2014), although more work is needed. Another is-
sue, which we address here, is how ASR transcripts
are divided into sentences.

The raw output from an ASR system is generally
a stream of words, as shown in Figure 1. With some
effort, it can be transformed into a format which is
more readable by both humans and machines. Many
algorithms exist for the segmentation of the raw text
stream into sentences. However, there has been no
previous work on how those algorithms might be ap-
plied to impaired speech.

This problem must be addressed for two reasons:
first, sentence boundaries are important when an-
alyzing the syntactic complexity of speech, which
can be a strong indicator of potential impairment.
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Many measures of syntactic complexity are based
on properties of the syntactic parse tree (e.g. Yng-
ve depth, tree height), which first require the de-
marcation of individual sentences. Even very basic
measures of syntactic complexity, such as the mean
length of sentence, require this information. Sec-
ondly, there are many reasons to believe that exist-
ing algorithms might not perform well on impaired
speech, since assumptions about normal speech do
not hold true in the impaired case. For example, in
normal speech, pausing is often used to indicate a
boundary between syntactic units, whereas in some
types of dementia or aphasia a pause may indicate
word-finding difficulty instead. Other indicators of
sentence boundaries, such as prosody, filled pauses,
and discourse markers, can also be affected by cog-
nitive impairments (Emmorey, 1987; Bridges and
Van Lancker Sidtis, 2013).

Here we explore whether we can apply standard
approaches to sentence segmentation to impaired
speech, and compare our results to the segmentation
of broadcast news. We then extract syntactic com-
plexity features from the automatically segmented
text, and compare the feature values with measure-
ments taken on manually segmented text. We assess
which features are most robust to the noisy segmen-
tation, and thus could be appropriate features for fu-
ture work on automatic diagnostic interfaces.

2 Background

2.1 Automatic sentence segmentation

Many approaches to the problem of segmenting rec-
ognized speech have been proposed. One popu-
lar way of framing the problem is to treat it as a
sequence tagging problem, where each interword
boundary must be labelled as either a sentence
boundary (B) or not (NB) (Liu and Shriberg, 2007).

Liu et al. (2005) showed that using a conditional
random field (CRF) classifier for this problem re-
sulted in a lower error rate than using a hidden
Markov model or maximum entropy classifier. They
stated that the CRF approach combined the benefits
of these two other popular approaches, since it is dis-
criminative, can handle correlated features, and uses
a globally optimal sequence decoding.

The features used to train such classifiers fall
broadly into two categories: word features and

prosodic features. Word features can include word
or part-of-speech n-grams, keyword identification,
and filled pauses (Stevenson and Gaizauskas, 2000;
Stolcke and Shriberg, 1996; Gavalda et al., 1997).
Prosodic features include measures of pitch, energy,
and duration of phonemes around the boundary, as
well as the length of the silent pause between words
(Shriberg et al., 2000; Wang et al., 2003).

The features which are most discriminative to
the segmentation task can change depending on the
nature of the speech. One important factor can
be whether the speech is prepared or spontaneous.
Cuendet et al. (2007) explored three different gen-
res of speech: broadcast news, broadcast conversa-
tions, and meetings. They analyzed the effective-
ness of different feature sets on each type of data.
They found that pause features were the most dis-
criminative across all groups, although the best re-
sults were achieved using a combination of lexi-
cal and prosodic features. Kolár et al. (2009) also
looked at genre effects on segmentation, and found
that prosodic features were more useful for segment-
ing broadcast news than broadcast conversations.

2.2 Primary progressive aphasia

There are many different forms of language impair-
ment that could affect how sentence boundaries are
placed in a transcript. Here, we focus on the syn-
drome of primary progressive aphasia (PPA). PPA
is a form of frontotemporal dementia which is char-
acterized by progressive language impairment with-
out other notable cognitive impairment. In partic-
ular, we consider two subtypes of PPA: semantic
dementia (SD) and progressive nonfluent aphasia
(PNFA). SD is typically marked by fluent but empty
speech, obvious word finding difficulties, and spared
grammar (Gorno-Tempini et al., 2011). In con-
trast, PNFA is characterized by halting and some-
times agrammatic speech, reduced syntactic com-
plexity, and relatively spared single-word compre-
hension (Gorno-Tempini et al., 2011). Because syn-
tactic impairment, including reduced syntactic com-
plexity, is a core feature of PNFA, we expect that
measures of syntactic complexity would be impor-
tant for a downstream screening application. Fraser
et al. (2013) presented an automatic system for clas-
sifying PPA subtypes from ASR transcripts, but they
were not able to include any syntactic complexity
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metrics because their transcripts did not contain sen-
tence boundaries.

3 Data

3.1 PPA data
Twenty-eight patients with PPA (11 with SD and 17
with PNFA) were recruited through three memory
clinics, and 23 age- and education-matched healthy
controls were recruited through a volunteer pool. All
participants were native speakers of English, or had
completed some of their education in English.

To elicit a sample of narrative speech, partici-
pants were asked to tell the well-known story of Cin-
derella. They were given a wordless picture book
to remind them of the story; then the book was re-
moved and they were asked to tell the story in their
own words. This procedure, described in full by Saf-
fran et al. (1989), is commonly used in studies of
connected speech in aphasia.

The narrative samples were transcribed by trained
research assistants. The transcriptions include filled
pauses, repetitions, and false starts. Sentence bound-
aries were marked by a single annotator according
to semantic, syntactic, and prosodic cues. We re-
moved capitalization and punctuation, keeping track
of original sentence boundaries for training and eval-
uation, to simulate a high-quality ASR transcript.

3.2 Broadcast news data
For the broadcast news data, we use a 804,064 word
subset of the English section of the TDT4 Multilin-
gual Broadcast News Speech Corpus1. Using the
annotations in the transcripts, we extracted news
stories only (ignoring teasers, miscellaneous text,
and under-transcribed segments). The transcriptions
were generated by closed captioning services and
commercial transcription agencies (Strassel, 2005),
and so they are of high but not perfect quality.
Again, we remove capitalization and punctuation to
simulate the output from an ASR system.

Since the TDT4 corpus is much larger than our
PPA data set, we also construct a small news data
set by randomly selecting 20 news stories from the
TDT4 corpus. This allows us to determine which
effects are due to differences in genre and which are
due to having a smaller training set.

1catalog.ldc.upenn.edu/LDC2005S11

4 Methods

4.1 Lexical and POS features

The lexical features are simply the unlemmatized
word tokens. We do not consider word n-grams due
to the small size of our PPA data set. To extract
our part-of-speech (POS) features, we first tag the
transcripts using the NLTK POS tagger (Bird et al.,
2009). We use the POS of the current word, the next
word, and the previous word as features.

4.2 Prosodic features

To calculate the prosodic features, we first perform
automatic alignment of the transcripts to the audio
files. This provides us with a phone-level transcrip-
tion, with the start and end of each phone linked to
a time in the audio file. Using this information, we
are able to calculate the length of the pauses between
words, which we bin into three categories based on
previous work by Pakhomov et al. (2010a). Each in-
terword boundary either contains no pause, a short
pause (<400 ms), or a long pause (>400 ms).

We calculate the pitch (Talkin, 1995; Brookes,
1997), energy, and duration of the last vowel be-
fore an interword boundary. For each measurement,
we compare the value to the average value for that
speaker, as well as to the values for the last vowel
before the next and previous interword boundaries.

We perform the automatic alignment using the
HTK toolkit (Young et al., 1997). Our pronunci-
ation dictionary is based on the CMU dictionary2,
augmented with estimated pronunciations of out-
of-vocabulary words using the “g2p” grapheme-to-
phoneme toolkit (Bisani and Ney, 2008). We use a
generic acoustic model that has been trained on Wall
Street Journal text (Vertanen, 2006).

4.3 Classification

We use a conditional random field (CRF) to label
each interword boundary as either a sentence bound-
ary (B) or not (NB). We use a CRF implementation
called CRFsuite (Okazaki, 2007) with the passive-
aggressive learning algorithm. To avoid overfitting,
we set the minimum feature frequency cut-off to 20.

To evaluate the performance of our system, we
compare the hypothesized sentence boundaries with

2www.speech.cs.cmu.edu/cgi-bin/cmudict
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the manually annotated sentence boundaries and re-
port the F score, where F is the harmonic mean of
recall and precision. For the PPA data and the small
news data, we assess the system using a leave-one-
out cross validation framework, in which each nar-
rative is sequentially held out as test data while the
system is trained on the remaining narratives. For
the large TDT4 corpus, we randomly hold out 10%
of the corpus as test data, and train on the remaining
90%.

4.4 Assessment of syntactic complexity

Once we have segmented the transcripts, we want
to assess how the (presumably noisy) segmentation
affects our measures of syntactic complexity. Here
we consider a number of syntactic complexity met-
rics that have been previously used in the study of
PPA speech (Fraser et al., 2014). The metrics are
defined in the first column of Table 3. For the first
four metrics, we generated the parse tree for each
sentence using the Stanford parser (Klein and Man-
ning, 2003). The Yngve depth is a well-known mea-
sure of how left-branching a parse tree is (Sampson,
1997; Yngve, 1960). The remaining metrics in Ta-
ble 3 were calculated using Lu’s Syntactic Complex-
ity Analyzer (SCA) (Lu, 2010). We follow Lu’s def-
initions for the various syntactic units: a clause is a
structure consisting of at least a subject and a finite
verb, a dependent clause is a clause which could not
form a sentence on its own, a verb phrase is a phrase
consisting of at least a verb and its dependents, a
complex nominal is a noun phrase, clause, or gerund
that stands in for a noun, a coordinate phrase is an
adjective, adverb, noun, or verb phrase immediately
dominated by a coordinating conjunction, a T-unit is
a clause and all of its dependent clauses, and a com-
plex T-unit is a T-unit which contains a dependent
clause.

5 Segmentation results

5.1 Comparison between data sets

Table 1 shows the performance on the different data
sets when trained using different combinations of
feature types. We also report the chance baseline
for comparison.

We first consider the differences in results ob-
served between the two news data sets. The best re-

Feature set TDT4 TDT4
(small)

Con-
trols

SD PNFA

Chance baseline 0.07 0.07 0.05 0.07 0.06
All 0.61 0.57 0.51 0.43 0.47
Lexical+prosody 0.57 0.50 0.44 0.30 0.33
Lexical+POS 0.48 0.36 0.36 0.36 0.40
POS+prosody 0.61 0.59 0.45 0.39 0.45
POS 0.45 0.39 0.28 0.35 0.39
Prosody 0.50 0.48 0.24 0.23 0.25
Lexical 0.26 0.14 0.18 0.17 0.18

Table 1: F score for the automatic segmentation
method on each data set. Boldface indicates best in
column.

sults are similar in both groups, although, as would
be expected, the larger training sample performs bet-
ter. However, the difference is small, which sug-
gests that the small size of the PPA data set should
not greatly hurt the performance. When we compare
the performance of these two groups with different
sets of training features, we notice that the difference
in performance is greatest when training on lexical
features. In a small random sample from the TDT4
corpus, it is unlikely that two stories will cover the
same topic, and so there will be little overlap in vo-
cabulary. This is reflected in the results showing that
lexical features hurt the performance in this small
news sample.

Performance on the news corpus is better than on
the PPA data (including the control group). Com-
paring the small news sample to the PPA controls,
we see that this is not simply due to the size of the
training set, so we instead attribute the effect to the
fact that speech in broadcast news is often prepared,
while in the PPA data sets it is spontaneous.

A closer look at the effect of prosodic features
in our training data further shows the difference we
observe between prepared and spontaneous speech.
When trained on the prosodic features alone, the
news data set performs relatively well, while perfor-
mance on the control data is much worse. These
results are consistent with the findings of Kolár et
al. (2009) regarding the effect of prosodic features
in prepared and spontaneous speech.

When comparing the performance on the control
group and on the PPA data, we see that generally, the
results are better on the controls. This is to be ex-
pected, as the speech in the control group has more
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complete sentences and fewer disfluencies. How-
ever, it is interesting to note that performance on
the PNFA and SD groups is not much worse. All
three data sets achieved the best results when trained
with all feature types. This suggests that standard
methods of sentence segmentation for spontaneous
speech can be effective on PPA speech as well.

Looking at the PPA and control groups with other
feature sets, we see that POS features are more im-
portant in the PNFA and SD groups than they are
for the control data. A closer look at the transcripts
shows us that the PPA participants tend to connect
independent clauses with a conjunction more fre-
quently than control participants, and independent
clauses are often separated in the manual segmenta-
tion. This means that many sentence boundaries in
the PPA data are marked by conjunctions. This is
discussed further in the next section.

When considering the prosodic and lexical feature
sets individually, we see that performance is similar
in all three cases (control, SD, and PNFA). However,
when we combine prosodic and lexical features to-
gether, the performance in the control case increases
by a much larger margin than in the two aphasic
cases. This suggests that control participants com-
bine words and prosody in a manner that is more
predictive of sentence boundaries than in the apha-
sic case.

5.2 Important features
In Table 2, we report the 10 features in each data set
which are most strongly associated with a boundary
or a non-boundary. We consider only the small news
corpus, for a fair comparison with the PPA data.

The POS tags shown are the output of the NLTK
part of speech tagger, which uses the Penn Treebank
Tag Set. We append ‘ next’ and ‘ prev’ to indicate
that this is the POS tag of the next and previous
word respectively. Italicized words represent lexical
items.

We first consider the features that indicate a sen-
tence boundary (see Table 2a). In general, we ob-
serve that our minimum frequency cut-off removes
many of the lexical features from the top 10. (In
the absence of such a cut-off, we observed that very
low frequency words can be given deceptively high
weights.) The exceptions to this are the words go
and her in the control set. When we look at the data,

TDT-4 (small) Control SD PNFA
PRP next long pause CC next long pause
DT next go NNS CC next
RB her RB NN
NNS NNS NN RB next
long pause CC next RB next NNS
pitch<ave RB PRP next RB
NN RB next energy<ave short pause
CC next PRP next RB prev PRP next
energy<ave IN VB no pause
IN prev short pause IN prev RB prev

(a) Features associated with a boundary
TDT-4 (small) Control SD PNFA
VBD next TO next the TO next
the so PRP$ next then
IN CC and the
MD next NNS next then she
CC the VBD next VBP next
VBG next she VBZ next and
VBN next and TO next uh
CD prev VBD next ’s VB next
a of I VBD next
to uh a a

(b) Features associated with a non-boundary

Table 2: The 10 features with the highest weights in
each CRF model, indicating either that the following
interword boundary is or is not a sentence boundary.

there are indeed many occurrences of go and her at
the end of sentences, for example, she was not al-
lowed to go or she couldn’t go, and very mean to
her or so in love with her. While these lexical items
are not specific to the Cinderella story, it seems un-
likely that these features would generalize to other
story-telling tasks (although we note that the Cin-
derella story is very widely used in the assessment
of aphasia and some types of dementia).

The POS of the given word and its neighbours are
generally important features. In all four cases, the
next word being a coordinating conjunction or a pro-
noun is indicative of a boundary. In the three PPA
cases, but not the news case, the next word being
an adverb is also indicative. Looking at the data, we
observe that this very often corresponds to the use of
words like so, then, well, anyway, etc. This would
seem to reflect a difference between the frequent
use of discourse markers in spontaneous speech and
their relative sparsity in prepared speech.

The POS of the current word is also important. In
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all cases, a boundary is associated with the current
word being an adverb or a noun. In the control data
only, the tag IN, representing either a preposition
or a subordinating clause, is also associated with a
boundary. Although this seems counter-intuitive, an
examination of the data reveals that in almost every
case, this corresponds to the phrase happily ever af-
ter. The fact that this feature does not occur in the
other PPA groups could indicate that the patients are
less likely to use this phrase, but could also be due
to our relatively high frequency cut-off.

Another anomalous result is that the tag VB (verb,
base form) is associated with a sentence boundary
in the SD case only. Again, examples from the data
suggest a probable explanation. In many cases, sen-
tences ending with VB are actually statements about
the difficulty of the task, rather than narrative con-
tent; e.g., that’s all I can say, I can’t recall, or I
don’t know. These statements are consistent with the
word-finding difficulties that are a hallmark of SD.

In the prosodic features, we see that long pauses
and decreases in pitch and energy are associated
with sentence boundaries in the news corpus. How-
ever, the results are mixed in the PPA data. This find-
ing is consistent with our results in Section 5.1, and
supports the conclusion of Cuendet et al. (2007) and
Kolár et al. (2009) that prosodic features are more
useful in prepared than spontaneous speech.

We now look briefly at the features which are as-
sociated with a non-boundary (Table 2b). Here we
see more lexical features in the top 10, mostly func-
tion words and filled pauses. These features reflect
the reasonable assumption that most sentences do
not end with determiners, conjunctions, or subjec-
tive pronouns. One feature which occurs in the news
data but not the PPA data is the next word being a
modal verb (MD). This seems to be a result of the
more frequent use of the future tense in the news
stories (e.g. the senator will serve another term), in
contrast to the Cinderella stories, which are gener-
ally told in the present or simple past tense.

6 Complexity results

We first compare calculating the syntactic complex-
ity metrics on the manually segmented transcripts
and the automatically segmented transcripts. The re-
sults are given in Table 3. Metrics for which there

is no significant difference between the manual and
automatic segmentation are marked with “NS”. Of
course, we do not claim that there is actually no dif-
ference between the values, as can be seen in the
table, but we use this as a threshold to determine
which features are less affected by the automatic
segmentation.

All the features relating to Yngve depth and
height of the parse trees are significantly different (in
at least one of the three clinical groups). However, of
the eight primary syntactic units calculated by Lu’s
SCA, six show no significant difference when mea-
sured on the automatically segmented transcripts. To
examine this effect further, we will discuss how each
of the eight is affected by the segmentation process.

Although the number of sentences (S) is differ-
ent, the number of clauses (C) is not significantly af-
fected by the automatic segmentation, which implies
that the boundaries are rarely placed within clauses,
but rather between clauses. An example of this phe-
nomenon is given in Example 1:

Manual: And then they go off to the ball and then she
comes I dunno how she meets up with this um fairy
godmother whatever.

Auto: And then they go off to the ball. And then she
comes I dunno how she meets up with this um fairy
godmother whatever.

Our automatic method inserts a sentence boundary
before the second and, breaking one sentence into
two but not altering the number of clauses. In fact,
the proposed boundary seems quite reasonable, al-
though it does not agree with the human annota-
tor. The correlation between the number of clauses
counted in the manual and automatic transcripts is
0.99 in all three clinical groups. The counts for de-
pendent clauses (DC) are also relatively unaffected
by the automatic segmentation, for similar reasons.

The T-unit count (T) is also not significantly af-
fected by the automatic segmentation. Since a T-
unit only contains one independent clause as well
as any attached dependent clauses, this suggests that
the segmentation generally does not separate depen-
dent clauses from their independent clauses. This
also helps explain the lack of difference on complex
T-units (CT).

Table 3 also indicates that the number of verb
phrases (VP) and complex nominals (CN) is not sig-
nificantly different in the automatically segmented
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Metric Diff? Controls SD PNFA
Manual Auto Manual Auto Manual Auto

Max YD maximum Yngve depth 5.10 4.53 4.45 3.87 4.66 3.83
Mean YD mean Yngve depth 2.97 2.72 2.68 2.44 2.77 2.41
Total YD total sum of the Yngve depths 66.92 53.41 42.48 32.95 49.95 32.57
Tree height average parse tree height 12.56 11.30 10.79 9.81 11.25 9.88
S number of sentences 24.35 31.22 27.73 37.36 18.82 25.47
T number of T-units NS 31.43 35.13 32.55 39.27 23.29 27.41
C number of clauses NS 61.48 64.48 57.73 62.45 42.94 46.65
DC number of dependent clauses NS 24.70 27.30 26.27 26.09 16.59 18.88
CN number of complex nominals NS 41.39 43.52 38.73 39.64 27.12 27.88
VP number of verb phrases NS 77.00 79.65 72.09 77.00 51.76 55.24
CP number of coordinate phrases 12.39 10.30 11.55 6.91 7.82 4.18
CT number of complex T-units NS 14.30 13.52 12.00 11.82 9.29 8.71
MLS mean length of sentence 19.79 16.22 14.04 11.25 15.86 11.60
MLT mean length of T-unit 14.92 13.72 12.19 10.46 12.78 10.66
MLC mean length of clause 7.55 7.21 7.13 6.58 6.89 6.39
T/S T-units per sentence 1.34 1.17 1.15 1.06 1.23 1.08
C/S clauses per sentence 2.64 2.25 1.96 1.70 2.28 1.82
DC/T dependent clauses per T-unit NS 0.80 0.78 0.73 0.63 0.73 0.69
VP/T verb phrases per T-unit 2.47 2.34 2.11 1.92 2.23 1.98
CP/T coordinate phrases per T-unit 0.40 0.33 0.35 0.17 0.35 0.15
CN/T complex nominals per T-unit NS 1.32 1.26 1.18 1.10 1.17 1.01
C/T clauses per T-unit 1.99 1.91 1.71 1.58 1.86 1.68
CT/T complex T-units per T-unit NS 0.46 0.40 0.37 0.32 0.39 0.32
DC/C dependent clauses per clause NS 0.39 0.41 0.42 0.40 0.38 0.41
CP/C coordinate phrases per clause 0.20 0.17 0.20 0.10 0.19 0.09
CN/C complex nominals per clause NS 0.65 0.65 0.70 0.71 0.63 0.61

Table 3: Mean values of syntactic complexity metrics for the different patient groups. Features which show
no significant difference between the manual and automatic segmentation on all three clinical groups are
marked as “NS” (not significant).

transcripts. Since these syntactic units are typically
sub-clausal, this is not unexpected given the argu-
ments above.

The remaining primary syntactic unit, the coordi-
nate phrase (CP), is different in the automatic tran-
scripts. This represents a weakness of our method;
namely, it has a tendency to insert a boundary before
all coordinating conjunctions, as in Example 2:

Manual: So she is very upset and she’s crying and with
her fairy godmother who then uh creates a carriage
and horses and horsemen and and driver and beau-
tiful dress and magical shoes.

Auto: So she is very upset. And she’s crying and with
her. Fairy godmother who then uh creates a car-
riage. And horses and horsemen and and driver.
And beautiful dress. And magical shoes.

In this case, the manual transcript has five coordinate
phrases, while the automatic transcript has only two.

The mean lengths of sentence (MLS), clause

(MLC), and T-unit (MLT) are all significantly differ-
ent in the automatically segmented transcripts. We
ascribe this to the fact that a small change in C or T
can lead to a large change in MLC or MLT. The re-
maining metrics in Table 3 are simply combinations
of the primary units discussed above.

Our analysis so far suggests that some syntac-
tic units are relatively impervious to the automatic
sentence segmentation, while others are more sus-
ceptible to error. However, when we examine the
mean values given in Table 3, we observe that even
in cases when the complexity metrics are signifi-
cantly different in the automatic transcripts, the dif-
ferences appear to be systematic. For example, we
know that our segmentation method tends to pro-
duce more sentences than appear in the manual tran-
scripts (i.e., S is always greater in the automatic tran-
scripts). If we look at the differences across clinical
groups, the same pattern emerges in both the man-
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Metric SD vs
controls

PNFA vs
controls

SD vs
PNFA

manual auto manual auto manual auto
Max YD * * * *
Mean YD * * *
Total YD * * * *
Tree height * * * *
S
T * *
C * *
DC * *
CN * *
VP * *
CP * *
CT * *
MLS * * * *
MLT * * * *
MLC * * *
T/S *
C/S * * * *
DC/T
VP/T * *
CP/T * *
CN/T *
C/T *
CT/T * *
DC/C
CP/C * *
CN/C

Table 4: Difference between syntactic complexity
metrics for each pair of patient groups. A significant
difference (p< 0.05) is marked with an asterisk.

ual and automatic transcripts: participants with SD
produce the most sentences, followed by controls,
followed by participants with PNFA. In most appli-
cations of these syntactic complexity metrics, what
matters most is not the absolute value of the metric,
but the relative differences between groups. So, we
now ask: which features distinguish between clin-
ical groups in the manually segmented transcripts,
and do they still distinguish between the groups in
the automatically segmented transcripts?

Our results for this experiment are reported in Ta-
ble 4. In the case of SD vs. controls, there are 11
features which are significantly different between
the two groups in the manual transcripts. Seven
of these features are also significantly different be-
tween groups in the automatic transcripts, while an
additional three features are significant only in the
automatic transcripts. In the PNFA vs. controls case,
there are 15 distinguishing features in the manual
transcripts, and 14 of those are also significantly dif-
ferent in the automatic transcripts. There are four
features which are significant only in the automatic
case. Finally, in the case of SD vs. PNFA, there is

only one distinguishing feature in the manual tran-
scripts, and none in the automatic transcript.

These findings suggest that automatically seg-
mented transcripts can still be useful, even if the
complexity metrics have different values from the
manual transcripts. Importantly, a comparison of the
mean feature values in Table 3 reveals that in 92% of
cases, and in every case marked as significant in Ta-
ble 4 4, the direction of the trend is the same in the
manual and automatic transcripts.

For example, in the first column of Table 4, maxi-
mum Yngve depth is significantly different between
SD participants and controls. In both the manual
and automatic transcripts, the controls have a greater
maximum depth than SD participants. This is true
for every metric that is significant in both the man-
ual and automatic transcripts. This indicates that
the metrics are not only significantly different, and
therefore useful for machine learning classification
or some other downstream application, but that they
are interpretable in relation to the specific language
impairments that we expect to observe in the patient
groups.

7 Discussion

We have introduced the issue of sentence segmenta-
tion of impaired speech, and tested the effectiveness
of standard segmentation methods on PPA speech
samples. We found that, as expected, performance
was best on prepared speech from broadcast news,
then on healthy controls, and worst on speech sam-
ples from PPA patients. However, the results on
the PPA data are promising, and suggest that simi-
lar methods could be effective for impaired speech.
Future work will look at adapting the standard algo-
rithms to improve performance in the impaired case.
This would include an evaluation of the forced align-
ment on impaired speech data, as well as the explo-
ration of new features for the boundary classifica-
tion.

One limitation of this study is the use of manu-
ally transcribed data with capitalization and punc-
tuation removed to simulate perfect ASR data. We
expect that real ASR data will contain recognition
errors, and it is not clear how these errors will affect
the segmentation process. As well, our PPA data set
is relatively small from a machine learning perspec-
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tive, due to the inherent difficulties associated with
collecting clinical data. Furthermore, we assumed
that the diagnostic group is known a priori, allow-
ing us to train and test on each group separately.

We analyzed our results to see how the noise in-
troduced by our segmentation affects various syn-
tactic complexity measures. Some measures (e.g.
T-units) were robust to the noise, while others (e.g.
Yngve depth) were not. When using such automatic
methods for the analysis of speech data, researchers
should be aware of the unequal effects on different
complexity metrics.

For the more practical goal of distinguishing be-
tween different patient groups, we found that most
measures that were significant for this task using the
manual transcripts remained so when using the au-
tomatically segmented ones, and the direction of the
difference was the same in the manual and automatic
transcripts. In all cases where a significant differ-
ence between the groups was detected, the direction
of the difference was the same in the manual and au-
tomatic transcripts. These results indicate that im-
perfect segmentation methods might still be useful
for some applications, since they affect the data in a
systematic way.

Although we evaluated our methods against
human-annotated data, there is some uncertainty
about whether a single gold standard for the sen-
tence segmentation of speech truly exists. Miller
and Weinert (1998), among others, argue that the
concept of a sentence as defined in written language
does not necessarily exist in spoken language. In
future work, it would useful to compare the inter-
annotator agreement between trained human anno-
tators to determine an upper bound for the accuracy.
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Abstract

Semantic grammars can be applied both as a
language model for a speech recognizer and
for semantic parsing, e.g. in order to map
the output of a speech recognizer into formal
meaning representations. Semantic speech
recognition grammars are, however, typically
created manually or learned in a supervised
fashion, requiring extensive manual effort in
both cases. Aiming to reduce this effort, in this
paper we investigate the induction of semantic
speech recognition grammars under weak su-
pervision. We present empirical results, indi-
cating that the induced grammars support se-
mantic parsing of speech with a rather low
loss in performance when compared to pars-
ing of input without recognition errors. Fur-
ther, we show improved parsing performance
compared to applying n-gram models as lan-
guage models and demonstrate how our se-
mantic speech recognition grammars can be
enhanced by weights based on occurrence fre-
quencies, yielding an improvement in parsing
performance over applying unweighted gram-
mars.

1 Motivation

Semantic parsers map natural language utterances
(NL) into formal meaning representations (MR), and
are applied for both parsing of textual input and
in Spoken Language Understanding (SLU). In data-
driven SLU research, typically pipeline-based sys-
tems are applied in which first an automatic speech
recognizer (ASR) is applied to transcribe speech in-
put, and subsequently a semantic parser is applied

to map the transcriptions into some semantic form
(Deoras et al., 2013). Such systems typically use
different models for recognition and understanding.
Since ASR yields recognition errors, parsing per-
formance can degrade rapidly compared to pars-
ing performance on written text. While the per-
formance of ASR and parsing components are of-
ten optimized independently of each other, in par-
ticular in case of the ASR to minimize recognitions
errors, research has shown that ASR transcriptions
with a lower error rate can in fact yield worse un-
derstanding performance (Wang et al., 2003; Bayer
and Riccardi, 2012) and that joint approaches to
recognition and understanding can yield improved
performance (Wang and Acero, 2006b; Deoras et
al., 2013). In particular, Wang and Acero (2006b)
have shown that applying the same grammar for
speech recognition and understanding can yield im-
proved understanding performance compared to ap-
plying a standard n-gram model with the ASR,
since dependencies between acoustics and seman-
tics can be captured. Their grammars are, however,
learned in a supervised setting. In fact, while se-
mantic grammars are often applied for speech recog-
nition and/or understanding, they are often created
manually or – as mentioned previously – learned
from data containing semantic annotations, which
are time-consuming to produce.
In the field of Natural Language Processing (NLP),
the development of semantic parsers has received
considerable attention. While some researchers
have considered fully supervised settings (Wong and
Mooney, 2006; Zettlemoyer and Collins, 2007),
requiring accurate and complete semantic annota-
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tions, others have developed weakly supervised ap-
proaches exploiting ambiguous representations of
the context in which an utterance is produced in-
stead of accurate and complete annotations (Chen
et al., 2010; Börschinger et al., 2011; Chen and
Mooney, 2008). In this line, in this paper we ex-
plore how an approach that induces semantic parsers
in the form of a (semantic) grammar from ambigu-
ous training data can be applied to acquire a lan-
guage model (LM) for speech recognition as well as
a semantic parser for the understanding task at the
same time. Making use of a semantic parser as a
language model for speech recognition also comes
with the advantage that no separate language model
must be trained. In our experiments, we compare
performance of the induced grammars to the per-
formance of different language models, in particu-
lar n-gram models, and we investigate the impact of
enhancing induced semantic grammars with weights
based on the training data. We present empirical re-
sults showing that it is possible to induce semantic
grammars with weak supervision that can be applied
successfully both as an LM for a speech recognizer
and for semantic parsing. We show that with re-
spect to parsing performance, our joint approach in
which the same grammar is used for parsing and as
an LM yields a higher F1 (84.46%) compared to an
approach in which a standard n-gram based model
is used as an LM (78.36%). In addition, our results
indicate that enhancing speech recognition grammar
rules with weights based on occurrence frequencies
can yield improved performance over unweighted
grammars (84.46% vs 82.37% for weighted vs un-
weighted grammars, respectively).

2 Background & related work

In principle, two different types of language mod-
els can be applied with an ASR: stochastic LMs –
typically n-gram models – and speech recognition
grammars. While n-gram models estimate probabil-
ities of word sequences, speech recognition gram-
mars explicitly specify rules defining which words
and patterns a user may utter. Further, seman-
tic information can be directly included within the
rules. Thus, when applied with an ASR, spoken
utterances can be directly transformed into a corre-
sponding semantic representation without producing

a sequence of words as intermediate step. This ap-
proach is typically taken when building commercial
systems (Wang et al., 2011). Such grammars are,
however, typically created manually, which is time-
consuming and error-prone. Hence, data-driven
approaches to automatic grammar induction have
been explored (Wang and Acero, 2006b; Wang and
Acero, 2005; Wang and Acero, 2003). However,
they often rely on fully supervised settings, requir-
ing training data which is annotated at the utterance-
or word level, which is costly and time-consuming to
produce. In contrast, aiming to reduce the required
manual effort, in this paper we explore the utility of
weak supervision in the form of ambiguous context
information for the induction of grammars applica-
ble for both speech recognition and understanding.
The utility of this kind of weak supervision has been
explored previously in the field of semantic parsing
(Chen et al., 2010; Börschinger et al., 2011; Chen
and Mooney, 2008), and unsupervised approaches to
semantic parsing have been proposed as well (Poon
and Domingos, 2009; Goldwasser et al., 2011).
While such approaches may be applied as parsing
components for SLU systems – notice though that
the SLU task differs from parsing of written text
in that recognition errors and phenomena of spo-
ken language must be handled, and that not all SLU
models can be applied as an LM (Wang et al., 2011)
– we are not aware of work aiming to transform
these parsers into speech recognition grammars or
investigating their performance with respect to dif-
ferent LMs applied with an ASR.
Semantic parsers applied in pipeline-based SLU sys-
tems are in general usually learned in a supervised
fashion. Other than semantic grammar-based ap-
proaches, probabilistic models and machine learn-
ing techniques have been applied in SLU for con-
ceptual tagging due to their robustness to noise,
e.g. Conditional Random Fields (Lafferty et al.,
2001) have been applied (e.g. Wang and Acero
(2006a; Dinarelli et al. (2012)); He and Young
(2005) present an approach based on Hidden Markos
Models. However, evaluations have shown that even
in case of applying machine learning techniques or
probabilistic models, semantic parsing of ASR tran-
scriptions is affected by much more errors com-
pared to parsing of correct transcriptions (De Mori,
2011). In order to reduce annotation costs, work has,
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for instance, focused on providing annotation tools
(Wang and Acero, 2006b; Wang and Acero, 2005),
exploring supervised learning in combination with
active learning (Wu et al., 2010) and gaining addi-
tional training data, for instance, from the Web us-
ing queries generated from a (small) existing gram-
mar (Klasinas et al., 2013). These approaches, how-
ever, still assume manual effort and may be some-
what complementary to the one investigated here.
Further, data-driven SLU parsers are often based on
rather local features, e.g. n-grams, while we explore
template-based grammars which can capture long-
distance linguistic dependencies.
Several approaches have addressed unsupervised
(Solan et al., 2005; van Zaanen and Adriaans, 2001)
and semi-supervised (Wong and Meng, 2001; Siu
and Meng, 1999; Meng and Siu, 2002) induction
of grammars, where the latter may comprise man-
ual post-processing of automatically induced rules.
In particular, in order to be applicable as an SLU
model, semantic information must be added manu-
ally, since only syntactic structures can be induced
automatically in this case.
While in data-driven SLU research typically
pipeline-based systems are applied, a few joint ap-
proaches have been proposed (Deoras et al., 2013;
Wang and Acero, 2006b; Bayer and Riccardi, 2012).
Specifically, the work presented here is most sim-
ilar to the approach presented by Wang and Acero
(2006b). In particular, we also attempt to learn
grammars applicable for both speech recognition
and understanding. However, Wang and Acero
(2006b) explore a supervised setting based on word-
level annotations for slots and induce rather local
rules, i.e. based on preambles and postambles for
slots, while we explore a template-based approach,
capturing long-distance linguistic dependencies.

3 Methodology

In this paper, we explore the induction of semantic
grammars under weak supervision provided in the
form of ambiguous representations of the semantic
context as explored in the NLP field of Semantic
Parsing (Chen et al., 2010). In particular, the train-
ing data comprises of a set of textual utterances cou-
pled with symbolic context information from which
we induce semantic parsers and derive different LMs

for application with an ASR. LMs are then applied
to transcribe speech data, and the resulting transcrip-
tions are in turn mapped into meaning representa-
tions by the learned semantic parsers. In the follow-
ing, we will first describe the input data and learning
scenario and subsequently the semantic parsing ap-
proach as well as the creation of language models.

3.1 Learning scenario and input data
Our experiments were performed on the RoboCup
soccer corpus (Chen and Mooney, 2008), which is a
standard dataset used for the evaluation of seman-
tic parsing algorithms taking written natural lan-
guage utterances as input. The corpus comprises
four RoboCup games. Game events are repre-
sented by predicate logic formulas, which repre-
sent the ambiguous contextual representations from
which semantic parsers are trained in a weakly su-
pervised fashion. The games were commented by
humans, yielding examples for written natural lan-
guage utterances (NL). In the corpus, each NL is
paired with a set of possible meaning representa-
tions mri ∈ MR, each expressing a game action, and
NL corresponds to at most one them. For example,
pass(purple10,purple7) represents an mr for a pass-
ing event which might be commented as “purple10
kicks to purple7”. However, there is no direct corre-
spondence between the NL comments and their cor-
responding mrs; thus, these correspondences have to
be learned.
The corpus also contains a gold standard compris-
ing NLs annotated with their correct mrs. Sev-
eral semantic parsers have been evaluated using this
dataset by applying the evaluation schema intro-
duced by Chen et al. (2010). The authors performed
4-fold cross-validation on the four games. Training
was done on the ambiguous training data, while the
gold standard for a fourth game was used for testing.
Results were presented by means of the F1 score.
Precision and recall were computed as the percent-
age of mrs produced by the system that were correct
and the percentage of mrs that the system produced
correctly, respectively. A parse was considered as
correct if it matched the gold standard exactly (Chen
et al., 2010). Recently, this task has been extended to
consider speech data, both in learning and applying
a parser. In particular, the approach of Gaspers and
Cimiano (2014) relied on transcriptions made by a
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task-independent phoneme recognizer as input. For
this purpose, NL comments contained in the dataset
were read by a speaker. By contrast, in this paper
we explore how grammars for speech recognition
and understanding can be built from textual input
in a weakly supervised setting, and subsequently be
applied for recognition and parsing of speech input.
Hence, we explore a 4-fold cross-validation scenario
in which for each fold learning is performed using
the written ambiguous training data for three games,
while the spoken gold standard of the forth game
is used for testing, i.e. for performing both speech
recognition and subsequent parsing of the resulting
ASR transcriptions; spoken data are the same as in
Gaspers and Cimiano (2014). For application with
the ASR we normalized training data which mainly
comprised lowercasing and replacement of numbers
in player names, e.g. “pink4”→ “pink four”. Some
statistics for the normalized dataset are presented in
Table 1.1

Table 1: Dataset statistics.
Total number of comments 1,872
Comments having correct mr 1,539
Average number of events per comment 2.5
Maximum number of events per comment 12
SD in number of events per comment 1.8
Mean utterance length 7.39
# Types 355
# Tokens 13,838

3.2 The applied semantic parsing algorithm
For semantic parser induction we applied the al-
gorithm presented in Gaspers and Cimiano (2014),
which is mainly designed to work with the output
of a phoneme recognizer. The algorithm is also
applicable to textual input and has been shown to
achieve state-of-the-art performance on written in-
put (cf. Gaspers and Cimiano (2014)). The in-
duced parser is represented in the form of a lexicon
and an inventory containing syntactic constructions
and thus well-suited to be transformed into a rule-
based speech recognition grammar. The learned lex-

1Numbers for mean utterance length and number of tokens
and types are computed only for comments included in the
training dataset. Regarding the total number of comments we
use one more per game than Chen et al. (2010) in line with
Börschinger et al. (2011).

icon comprises lexical units, i.e. words or short se-
quences of words, along with their mapping to se-
mantic referents, e.g. “pink goalie”→ pink1. Each
syntactic construction consists of a syntactic pat-
tern, e.g. “X1 kicks to X2”, along with an asso-
ciated semantic frame, e.g. pass(ARG1, ARG2),
and a mapping which maps slots in the syntactic pat-
tern to argument slots in the semantic frame, e.g.
X1 → ARG1, X2 → ARG2. Slots in syntactic
patterns represent positions in which a lexical unit
from the parser’s lexicon can be inserted. For in-
stance, in the previous pattern “pink goalie” can be
inserted at positionX1 orX2. When applied to writ-
ten text, parser induction is performed by applying
the following learning steps:

1. acquisition of an initial lexicon

2. computation of alignments between NLs and
ambiguous context representations, and

3. estimation of co-occurrence frequencies at dif-
ferent levels.

This work flow is illustrated in Fig 1.

Figure 1: The algorithm’s work flow.

In step 1, initial lexical knowledge is learned by
computing co-occurrence frequencies between all
bi- and unigrams appearing in the NL data and all
semantic referents appearing in the MR data. In step
2, this knowledge is used to compute alignments for
each example between its NL and allmri ∈MR ob-
served with it, i.e. lexical knowledge is used to seg-
ment NL such that all semantic referents observed
in an mr are expressed by individual sequences, and
hypotheses concerning a mapping between NL and
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semantics are created. For instance, given an input
example

(1)

NL: purple eight kicks to purple seven
mr1: playmode(play on)
mr2: pass(purple8, purple7)
mr3: pass(purple2, purple5)

the following alignment might be created:

(2)

NL X1 kicks to X2

mr
pass(ARG1, ARG2)
Mapping: X1→ ARG1, X2→ ARG2

nl→ ref
purple eight→ purple8
purple seven→ purple7

That is, assuming that the algorithm has learned
in step 1 that “purple eight” and “purple seven” re-
fer to purpl8 and purple7, respectively, it may use
this knowledge to hypothesize that NL is an instan-
tiation of a pattern “X1 kicks to X2”, which in turn
refers to the predicate pass(ARG1, ARG2) with a
mapping X1→ ARG1, X2→ ARG2.
Alignments are rated, and for each example only
those having maximal scores are used for parser in-
duction. By this, lexical knowledge is used to pre-
disambiguate the training data. Given the align-
ments induced in step 3, a parser is estimated by
computing co-occurrence frequencies at different
levels. In particular, association scores are computed
at three different levels, i.e.

1. nl→ ref : between all lexical units, e.g. “pur-
ple eight”, and semantic referents, e.g. purple8,
appearing in alignments,

2. NL → mr: between all syntactic patterns,
e.g. “X1 kicks to X2”, and semantic frames,
e.g. pass(ARG1, ARG2), appearing in align-
ments, and

3. mapping: between all slots in a syntactic pat-
tern, e.g. X1, and argument slots, e.g. ARG1,
specific for each pattern and semantic frame.

Then, the parser’s lexicon consists of rules of the
form nl → ref , while the syntactic constructions
have the form NL→mr, each coupled with its indi-
vidual mapping.
Parsing is performed by searching for an appropri-
ate syntactic construction given an input NL, and
the arguments matching the elements at the slots in

the syntactic pattern are inserted into the appropri-
ate argument slots in the associated semantic frame.
Approximate matching can be applied during pars-
ing of NLs for which no pattern can be found other-
wise. In this paper, we always perform approximate
matching by searching for a matching syntactic pat-
tern with a Levenshtein distance of 1 if no match-
ing pattern can be found directly, which allows us
to parse utterances containing a recognition error.
Even though – of course – more than one recognition
error might be contained in a given utterance, we do
not use greater distance values because this would
likely yield parsing errors, as utterances are rather
short and most of the words are important for detect-
ing the meaning; leaving out too many words will in
general increase the likelihood of matching wrong
patterns, thus yielding spurious interpretations. Us-
ing the algorithm, for each fold of the RoboCup data
set we created a semantic parser using the written
training data of three games.

3.3 Creation of language models
Based on the written training data we created dif-
ferent LMs. In particular, we created rule-based
recognition grammars using the algorithm and fur-
ther LMs, such as trigram models, for comparison.

3.3.1 Recognition grammars
We built semantic speech recognition grammars

given a semantic parser by transforming all rules
with an occurrence greater than one into JSpeech
Grammar Format (JSGF)2. The resulting grammars
consisted of rules representing the parser’s inven-
tory of syntactic constructions as well as its lexicon.
In case of the inventory of syntactic constructions,
alternative expansions of learned syntactic patterns
were defined, and in case of the lexicon, alterna-
tive expansions of learned lexical units were defined.
In particular, with respect to the lexicon we defined
a rule <ref> which comprises the learned lexical
units. With respect to syntactic constructions we de-
fined a rule <utterance> which comprises the pat-
terns. Further, syntactic slots in patterns were re-
placed by <ref>, allowing lexical units to appear
at those positions. In grammar creation, we also in-
vestigated the influence of occurrence frequencies of

2http://www.w3.org/TR/jsgf/
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syntactic patterns and lexical units to enhance gram-
matical rules with weights. In particular, we created
both weighted and unweighted grammars. When us-
ing weights, rules were weighted by using occur-
rence frequencies, i.e. the frequency which was ob-
served for pattern or lexical unit as aligned by the
algorithm during training. Hence, weights for pat-
terns and lexical units aligned less frequently in the
training data were smaller, indicating that they were
less likely to be spoken. An example illustrating a
subset of two (weighted) rules is illustrated in Fig.
2.

Notice that resulting JSGF grammars do not ex-
plicitly contain semantic information, but their in-
duction was driven by semantic information. This
is the case because a mapping to semantics was not
needed during recognition as we explore a two-stage
approach where parsing is performed after recog-
nition, allowing the inclusion of further LMs dur-
ing recognition. However, because both parsing and
understanding are performed using the same gram-
mar – where semantic information is ignored by the
LM – it would also be possible to induce a semantic
grammar that directly maps ASR output into seman-
tic representations.

3.3.2 Baseline language models
We computed different language models for com-

parison; these were mainly stochastic LMs. In par-
ticular, we created standard trigram language mod-
els from the written training data without making
use of concurrent perceptual context information us-
ing SRILM (Stolcke, 2002). Since the RoboCup
corpus is rather small and n-gram models are typi-
cally learned from large amounts of data, in addition
we interpolated the trigram models trained solely on
the in-domain RoboCup corpus each with a large
background language model trained on a broadcast
news corpus, i.e. the HUB4 dataset (Fiscus et al.,
1998). We also experimented with class-based mod-
els, but automatic induction of classes in an unsu-
pervised fashion did not appear promising and we
refrained from manually creating classes since the
focus of this paper is on the automatic creation of
ASR resources without requiring extensive manual
effort. However, an interesting experiment would be
to utilize the semantic classes induced by our algo-
rithm in order to create class-based language mod-

els.
Moreover, in order to evaluate the utility of ambigu-
ous perceptual context for speech recognition gram-
mar induction, as a fully unsupervised grammar-
based baseline, we induced syntactic grammars re-
lying on the ADIOS algorithm (Solan et al., 2005).
Notice, however, that it is not common to apply
grammars learned in an unsupervised fashion di-
rectly for SLU. In particular, with respect to seman-
tic parsing, automatically induced grammars are typ-
ically post-processed manually, which we refrained
from doing, since the focus of this paper is on the
automatic creation of speech recognition and under-
standing components.

4 Experiments & Results

We evaluated the word error rate (WER) as well as
parsing accuracy for different language models and
combinations thereof. In particular, in case of apply-
ing recognition grammars we applied these also in
combination with an n-gram back off LM. In partic-
ular, the n-gram model was applied in case of utter-
ances which were rejected by the recognizer as out
of grammar (OOG), as these might still be parsed
subsequently by applying approximate matching.
Notice, however, that for our experiments we did
not apply both LMs at a time but combined the out-
put of two recognizers for further processing. No-
tice further that most speech recognizers can only
be applied using either a recognition grammar or an
n-gram model at a time, but one can assume that
two recognizers might be configured to run in paral-
lel. As mentioned previously, we performed 4-fold
cross-validation on the four RoboCup games. For
each fold, learning semantic parsers and creation of
language models was performed using the ambigu-
ous written training data for three games and the
spoken gold standard for the forth game for testing.
In the following, we will discuss results for applying
our induced grammars as an LM compared to using
standard trigrams models (solely trained on the in-
domain data) as a baseline, since these yielded the
best results. In particular, we do not discuss the re-
sults achieved by the grammars induced in a purely
syntactic manner as they performed worse than se-
mantic grammars in all experiments, and we do not
discuss the experiments for the interpolated/adapted
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Figure 2: A subset of weighted speech recognition grammar rules
public <utterance> = /6/ <ref> again passes to <ref> | /199/ <ref> kicks to <ref> | ...
<ref> = /15/ pink goalie | /132/ pink nine | /10/ pink one | ...

trigram models as they performed worse than the
in-domain trigram models with the exception of a
very slight improvement when applied as a back off
model for SLU.3

4.1 Speech recognition
Speech recognition was performed using different
(combinations of) LMs individually; lexicon and
acoustic models were the same in all cases.4 Speech
recognition results with respect to the word error rate
averaged over all folds are presented in Table 2.

Table 2: speech recognition results
Applied language model(s) WER (%)
Semantic grammar w/o weights 15.55
Semantic grammar w/o weights

12.63
+ trigram back off
Semantic grammar inc. weights 17.15
Semantic grammar inc. weights

10.88
+ trigram back off
Trigram (baseline) 7.1

As can be seen, with a rather low error rate of
7.1%, applying trigram language models yields the
best results. While in case of applying semanti-
cally motivated recognition grammars the WER in-
creases, it must be noted that in cases in which
no back off models were applied this is to some
extent due to OOG utterances (as these yield sev-
eral deletions compared to the reference data). Yet,
the OOG-rate is rather low, i.e. averaged over all
folds 8.6% and 4.1% when using grammars with
and without weights, respectively. However, even in

3The results were: interpolated/adapted LM: WER: 13.43%,
F1: 71.22%, semantic grammar + interpolated/adapted LM
backoff: WER: 13.85, F1: 84.6%, syntactic recognition gram-
mar: WER: 18.98%, F1: 70.86%, syntactic recognition gram-
mar + trigram back off: WER: 13.98%, F1: 71.27%.

4We applied Sphinx4 (Walker et al., 2004) using lexicon
and acoustic models trained on the HUB4 dataset (Fiscus et
al., 1998), which contains broadcast news speech matching our
RoboCup data with respect to acoustics in that in both cases
read speech is addressed; these resources are available online.
We added phonetic transcriptions for out of vocabulary (OOV)
to the vocabulary; only two were OOV along with some typos.

cases where OOG utterances are recognized by ap-
plying trigram language models, the WER is higher
compared to applying trigram language models only.
Notably, these results were not consistent across
folds. For two folds, the WER actually decreased
when combining a semantically motivated grammar
including weights with a trigram language model
compared to applying the trigram language model
only, thus indicating that combining semantically
motivated grammars learned with weak supervision
with trigram models can also yield improved recog-
nition performance over applying trigram models
only in some cases.

4.2 Semantic parsing
For each fold, ASR transcriptions were parsed using
the semantic parser learned on the training data for
that fold. For comparison, as an upper baseline we
computed parsing performance on normalized gold
standard data, since typically performance degrades
– and often to a large extent – when a semantic
parser is applied to ASR transcriptions of speech;
recall that the applied algorithm achieves state-of-
the-art performance on the dataset.5 Results are pre-
sented in Table 3.

Table 3: Semantic parsing results on written text and on
speech transcribed using different language models

Written text (reference)
F1 Prec. Recall

Normalized text 87.26 94.28 81.42
Speech
Applied language model(s) F1 Prec. Recall
Semantic grammar inc. weights 84.18 88.7 80.18
Semantic grammar inc. weights 84.46 87.53 81.64
+ trigram back off
Semantic grammar w/o weights 82.24 84.83 79.84
Semantic grammar w/o weights

82.37 84.67 80.21
+ trigram back off
Trigram (baseline) 78.36 90.34 69.4

5While comparison with a manually created gold standard
grammar would be interesting as well, a manually created gram-
mar for the utilized dataset is unfortunately not available.
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The results reveal that in case of applying trigram
LMs F1 degrades about 9% absolute compared to
parsing written text (reference), yielding 78.36% in
F1, even though the WER is rather low with a value
of 7.1%. Thus, the trigram seems to “destroy” se-
mantically meaningful sequences while restoring se-
quences that contain no meaning. By contrast, in
case of applying a semantically motivated recogni-
tion grammar including weights, performance im-
proves by 6% absolute over the trigram model, even
though the WER is higher in this case. More-
over, including weights in the recognition grammars
yields improved performance compared to using un-
weighted grammars.
Notably, the decrease in performance in case of ap-
plying a weighted semantically motivated recogni-
tion grammar (+ trigram back off) compared to per-
formance on the reference data is mainly due to a
decrease in precision. Here it must be noted that
the high values in F1 are achieved without perform-
ing any optimization of (recognition) parameters. In
the performed experiments, the probability for OOG
utterances was rather low, and thus utterances were
matched incorrectly by the ASR which were actually
not covered by the grammar, yielding both recogni-
tion and subsequent parsing errors. However, these
parameters can be tuned, likely increasing precision
and F1 even further (and probably also the WER).
Applying a back off trigram model yields only little
improvement in parsing performance, although this
may to some extent be due to not tuning recognition
parameters. That is, if the ASR would be tuned to re-
ject more OOG utterances correctly, these utterances
might instead be recognized by a trigram model and
probably parsed correctly by applying approximate
matching.

5 Discussion

When applying trigram models, even with a rather
low error rate of 7.1%, semantic parsing perfor-
mance degraded about 9% absolute in F1. Here it
must be noted that due to the evaluation schema a
single recognition error can yield a completely in-
correct parse. Recall that evaluation is performed
on the basis of fully correct mrs, i.e. all referents
and the predicate must be determined correctly in
order to yield a correct parse. For instance, if any

of the words “purple”, “pink”, “two” or “five” is
deleted or substituted in an utterance “purple two
passes to pink five”, one of the referents may not
be identified (correctly). Similarly, deleting or sub-
stituting “passes” may yield an incorrect predicate
or no parse at all. Hence, parsing performance can
degrade rapidly even on ASR transcriptions contain-
ing only few recognition errors.
The results show that, in line with previous research
(Wang et al., 2003; Bayer and Riccardi, 2012), a
lower WER may not yield better understanding re-
sults, i.e. in our case parsing performance is not di-
rectly dependent on the WER but rather on the type
of errors made. In particular, with respect to seman-
tic parsing it is important that words carrying im-
portant meaning are recognized correctly. For in-
stance, a spoken utterance “pink nine passes the ball
to pink seven” in which “seven” is incorrectly recog-
nized as “eleven” likely yields a parsing error while
a recognition error which substitutes “backward” by
“forward” may not prevent correct parsing. This is
the case because “forward” and “backward” do not
carry any semantics in the data set at hand, while
correct identification of numbers is in most cases es-
sential for detecting the correct semantic referents.
Applying the semantically motivated grammars may
have been beneficial in recognizing the semantic ref-
erents correctly because the system can explicitly
learn them and their appearances in certain patterns
in contrast to the trigram model. In particular, if an
utterance “pink nine passes the ball to pink seven”
appears during recognition and “pink seven” has not
been observed in the context of the preceding words
during training, then the n-gram model would assign
a low probability, likely leading to a recognition er-
ror such as “pink eleven”. By contrast, in case of
semantic grammars the system can learn that the ut-
terance is an instantiation of a pattern “player passes
the ball to player” and that all players can appear at
the contained slots, thus making the appearance of
the example utterance more likely. Notably, seman-
tic classes such as player can in principle also be
modeled in stochastic language models, in particu-
lar by applying class-based models, or in syntacti-
cally motivated grammars. Recall that we also ex-
perimented with syntactically motivated grammars
and with class-based models and that neither classes
which were auto-induced on the raw text data nor
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syntactically motivated grammars yielded promising
results. Thus, using weak supervision in the form
of perceptual context information appears to be ben-
eficial for detecting semantic classes compared to
working with raw text. An interesting point for fu-
ture work might be to explore whether using seman-
tic groupings induced by our algorithm in a class-
based model yields reasonable results, in particular
when applied as a back-off model in combination
with a semantically motivated recognition grammar.
Further, we have also investigated weighting rules
for semantically meaningful lexical units, i.e. in
this example the probability for the occurrence of
players like “pink nine” and “pink seven” can be in-
creased according to their occurrence frequencies,
thus making recognizing them more likely. Our re-
sults indicate that by weighting semantically mean-
ingful sequences, performance is improved, possi-
bly because more words carrying semantics are rec-
ognized correctly, even though words carrying no
semantics like “forward” or “backward” might be
confused, which, however, may not prevent correct
parsing. In general, while in SLU research mainly
cascading systems are explored, in line with previ-
ous work (Wang et al., 2003; Bayer and Riccardi,
2012), our results indicate that joint models yield
improved parsing performance, even though word
recognition performance may decrease. Yet, our re-
sults indicate that a combination of a semantic gram-
mar with a standard trigram model during speech
recognition can also reduce the word error rate in
some cases compared to applying the trigram model
only. Furthermore, the results emphasize that cap-
turing semantic information in a language model ap-
plied during ASR is beneficial for subsequent se-
mantic parsing, since the ASR can be tuned to-
wards recognizing words carrying semantics more
precisely, which is important with respect to parsing
performance.

6 Conclusion

This work investigated the induction of semantic
grammars applicable for both speech recognition
and understanding in a weakly supervised setting,
i.e. using ambiguous context information. In doing
so, we compared parsing the output of speech recog-
nizers applied with different language models. Our

results indicate that by applying the same semanti-
cally motivated grammar learned with weak super-
vision for both recognition and parsing, speech can
be parsed into formal meaning representations with
a rather low loss in performance compared to pars-
ing of data without recognition errors, that is, tex-
tual data or manual transcriptions of speech. An
improvement in parsing performance was obtained
over a cascading approach in which a standard n-
gram model is used, and we have shown how learn-
ing weights for grammatical rules applied in speech
recognition can yield improved subsequent parsing
results compared to applying unweighted grammars.
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Abstract

In modern practice, labeling a dataset of-
ten involves aggregating annotator judgments
obtained from crowdsourcing. State-of-the-
art aggregation is performed via inference on
probabilistic models, some of which are data-
aware, meaning that they leverage features of
the data (e.g., words in a document) in addi-
tion to annotator judgments. Previous work
largely prefers discriminatively trained condi-
tional models. This paper demonstrates that
a data-aware crowdsourcing model incorpo-
rating a generative multinomial data model
enjoys a strong competitive advantage over
its discriminative log-linear counterpart in the
typical crowdsourcing setting. That is, the
generative approach is better except when the
annotators are highly accurate in which case
simple majority vote is often sufficient. Ad-
ditionally, we present a novel mean-field vari-
ational inference algorithm for the generative
model that significantly improves on the previ-
ously reported state-of-the-art for that model.
We validate our conclusions on six text clas-
sification datasets with both human-generated
and synthetic annotations.

1 Introduction

The success of supervised machine learning has cre-
ated an urgent need for manually-labeled training
datasets. Crowdsourcing allows human label judg-
ments to be obtained rapidly and at relatively low
cost. Micro-task markets such as Amazon’s Me-
chanical Turk and CrowdFlower have popularized
crowdsourcing by reducing the overhead required to

distribute a job to a community of annotators (the
“crowd”). However, crowdsourced judgments often
suffer from high error rates. A common solution to
this problem is to obtain multiple redundant human
judgments, or annotations,1 relying on the obser-
vation that, in aggregate, the ability of non-experts
often rivals or exceeds that of experts by averag-
ing over individual error patterns (Surowiecki, 2005;
Snow et al., 2008; Jurgens, 2013).

For the purposes of this paper a crowdsourcing
model is a model that infers, at a minimum, class
labels y based on the evidence of one or more im-
perfect annotations a. A common baseline method
aggregates annotations by majority vote but by so
doing ignores important information. For exam-
ple, some annotators are more reliable than others,
and their judgments ought to be weighted accord-
ingly. State-of-the-art crowdsourcing methods for-
mulate probabilistic models that account for such
side information and then apply standard inference
techniques to the task of inferring ground truth la-
bels from imperfect annotations.

Data-aware crowdsourcing models additionally
account for the features x comprising each data in-
stance (e.g., words in a document). The data can be
modeled generatively by proposing a joint distribu-
tion p(y,x,a). However, because of the challenge
of accurately modeling complex data x, most previ-
ous work uses a discriminatively trained conditional
model p(y,a|x), hereafter referred to as a discrim-
inative model. As Ng and Jordan (2001) explain,
maximizing conditional log likelihood is a compu-

1 We use the term annotation to identify human judgments
and distinguish them from gold standard class labels.
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tationally convenient approximation to minimizing
a discriminative 0-1 loss objective, giving rise to the
common practice of referring to conditional models
as discriminative.

Contributions. This paper challenges the popu-
lar preference for discriminative data models in the
crowdsourcing literature by demonstrating that in
typical crowdsourcing scenarios a generative model
enjoys a strong advantage over its discriminative
counterpart. We conduct, on both real and syn-
thetic annotations, the first empirical comparison
of structurally comparable generative and discrim-
inative crowdsourcing models. The comparison is
made fair by developing similar mean-field varia-
tional inference algorithms for both models. The
generative model is considerably improved by our
variational algorithm compared with the previously
reported state-of-the-art for that model.

2 Previous Work

Dawid and Skene (1979) laid the groundwork for
modern annotation aggregation by proposing the
item-response model: a probabilistic crowdsourcing
model p(y,a|γ) over document labels y and annota-
tions a parameterized by confusion matrices γ for
each annotator. A growing body of work extends
this model to account for such things as correlation
among annotators, annotator trustworthiness, item
difficulty, and so forth (Bragg et al., 2013; Hovy et
al., 2013; Passonneau and Carpenter, 2013; Paster-
nack and Roth, 2010; Smyth et al., 1995; Welinder et
al., 2010; Whitehill et al., 2009; Zhou et al., 2012).

Of the crowdsourcing models that are data-aware,
most model the data discriminatively (Carroll et al.,
2007; Liu et al., 2012; Raykar et al., 2010; Yan et
al., 2014). A smaller line of work models the data
generatively (Lam and Stork, 2005; Simpson and
Roberts, In Press). We are aware of no papers that
compare a generative crowdsourcing model with a
similar discriminative model. In the larger context of
supervised machine learning, Ng and Jordan (2001)
observe that generative models parameters tend to
converge with fewer training examples than their
discriminatively trained counterparts, but to lower
asymptotic performance levels. This paper explores
those insights in the context of crowdsourcing mod-
els.

3 Models

At a minimum, a probabilistic crowdsourcing model
predicts ground truth labels y from imperfect anno-
tations a (i.e., argmaxy p(y|a)). In this section we re-
view the specifics of two previously-proposed data-
aware crowdsourcing models. These models are best
understood as extensions to a Bayesian formulation
of the item-response model that we will refer to as
ITEMRESP. ITEMRESP, illustrated in Figure 1a, is
defined by the joint distribution

p(θ ,γ,y,a) (1)

= p(θ)
[
∏
j∈J

∏
k∈K

p(γ jk)
]
∏
i∈N

p(yi|θ)∏
j∈J

p(ai j|γ j,yi)

where J is the set of annotators, K is the set of class
labels, N is the set of data instances in the corpus, θ
is a stochastic vector in which θk is the probability
of label class k, γ j is a matrix of stochastic vector
rows in which γ jkk′ is the probability that annotator
j annotates with k′ items whose true label is k, yi is
the class label associated with the ith instance in the
corpus, and ai jk is the number of times that instance
i was annotated by annotator j with label k. The
fact that ai j is a count vector allows for the general
case where annotators express their uncertainty over
multiple class values. Also, θ ∼ Dirichlet(b(θ)),
γ jk ∼ Dirichlet(b(γ)

jk ), yi|θ ∼ Categorical(θ), and
ai j|yi,γ j ∼ Multinomial(γ jyi ,Mi) where Mi is the
number of times annotator j annotated instance i.
We need not define a distribution over Mi because in
practice Mi = |ai j|1 is fixed and known during pos-
terior inference. A special case of this model formu-
lates ai j as a categorical distribution assuming that
annotators will provide at most one annotation per
item. All hyperparameters are designated b and are
disambiguated with a superscript (e.g., the hyperpa-
rameters for p(θ) are b(θ)). When ITEMRESP pa-
rameters are set with uniform θ values and diagonal
confusion matrices γ , majority vote is obtained.

Inference in a crowdsourcing model involves a
corpus with an annotated portion NA = {i : |ai|1 > 0}
and also potentially an unannotated portion NU =
{i : |ai|1 = 0}. ITEMRESP can be written as
p(γ,y,a) = p(γ,yA,yU ,a) where yA = {yi : i ∈ NA}
and yU = {yi : i ∈ NU}. However, because ITEM-
RESP has no model of the data x, it receives no ben-
efit from unannotated data NU .
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Figure 1: Directed graphical model depictions of the models discussed in this paper. Round nodes are
variables with distributions. Rectangular nodes are hyperparameters (without distributions). Shaded nodes
have known values (although some a values may be unobserved).

3.1 Log-linear data model (LOGRESP)

One way to make ITEMRESP data-aware is by
adding a discriminative log-linear data component
(Raykar et al., 2010; Liu et al., 2012). For short, we
refer to this model as LOGRESP, illustrated in Fig-
ure 1b. Concretely,

p(γ,φ ,y,a|x) =
[
∏
j∈J

∏
k∈K

p(γ jk)
]

(2)

∏
k∈K

p(φk)∏
i∈N

p(yi|xi,φ)∏
j∈J

p(ai j|γ j,yi)

where xi f is the value of feature f in data instance
i (e.g., a word count in a text classification prob-
lem), φk f is the probability of feature f occurring
in an instance of class k, φk ∼ Normal(0,Σ), and
yi|xi,φ ∼ LogLinear(xi,φ). That is, p(yi|xi,φ) =
exp[φ T

yi
xi]/∑k exp[φ T

k xi].

In the special case that each γ j is the identity ma-
trix (each annotator is perfectly accurate), LOGRESP

reduces to a multinomial logistic regression model.
Because it is a conditional model, LOGRESP lacks
any built-in capacity for semi-supervised learning.

3.2 Multinomial data model (MOMRESP)

An alternative way to make ITEMRESP data-aware
is by adding a generative multinomial data compo-
nent (Lam and Stork, 2005; Felt et al., 2014). We re-

fer to the model as MOMRESP, shown in Figure 1c.

p(θ ,γ,φ ,y,x,a) = p(θ)
[
∏
j∈J

∏
k∈K

p(γ jk)
]

(3)

∏
k∈K

p(φk)∏
i∈N

p(yi|θ)p(xi|yi,φ)∏
j∈J

p(ai j|γ j,yi)

where φk f is the probability of feature f occurring
in an instance of class k, φk ∼ Dirichlet(b(φ)

k ), xi ∼
Multinomial(φyi ,Ti), and Ti is a number-of-trials pa-
rameter (e.g., for text classification Ti is the number
of words in document i). Ti = |xi|1 is observed dur-
ing posterior inference p(θ ,γ,φ ,y|x,a).

Because MOMRESP is fully generative over
the data features x, it naturally performs semi-
supervised learning as data from unannotated in-
stances NU inform inferred class labels yA of an-
notated instances via φ . This can be seen by ob-
serving that p(x) terms prevent terms involving
yU from summing out of the marginal distribu-
tion p(θ ,γ,φ ,yA,x,a) = ∑yU p(θ ,γ,φ ,yA,yU ,x,a) =
p(θ ,γ,φ ,yA,xA,a)∑yU p(yU |θ)p(xU |yU).

When N = NU (the unsupervised setting) the pos-
terior distribution p(θ ,γ,φ ,yU |x,a) = p(θ ,φ ,yU |x)
is a mixture of multinomials clustering model.
Otherwise, the model resembles a semi-supervised
naı̈ve Bayes classifier (Nigam et al., 2006). How-
ever, naı̈ve Bayes is supervised by trustworthy labels
whereas MOMRESP is supervised by imperfect an-
notations mediated by inferred annotator error char-
acteristic γ . In the special case that γ is the identity
matrix (each annotator is perfectly accurate), MOM-
RESP reduces to a possibly semi-supervised naı̈ve
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Bayes classifier where each annotation is a fully
trusted label.

3.3 A Generative-Discriminative Pair
MOMRESP and LOGRESP are a generative-
discriminative pair, meaning that they belong to the
same parametric model family but with parameters
fit to optimize joint likelihood and conditional likeli-
hood, respectively. This relationship is seen via the
equivalence of the conditional probability of LOG-
RESP pL(y,a|x) and the same expression accord-
ing to MOMRESP pM(y,a|x). For simplicity in this
derivation we omit priors and consider φ , θ , and γ
to be known values. Then

pM(y,a|x) =
p(y)p(x|y)p(a|y)

∑y′ ∑a′ p(y′)p(x|y′)p(a′|y′) (4)

=
p(y)p(x|y)

∑y′ p(y′)p(x|y′) · p(a|y) (5)

=
exp[ewT

y x+z]

∑k exp[ewT
k x+z]

· p(a|y) (6)

= pL(y,a|x) (7)

Equation 4 follows from Bayes Rule and conditional
independence in the model. In Equation 5 p(a′|y)
sums to 1. The first term of Equation 6 is the pos-
terior p(y|x) of a naı̈ve Bayes classifier, known to
have the same form as a logistic regression classi-
fier where parameters w and z are constructed from
φ and θ .2

4 Mean-field Variational Inference (MF)

In this section we present novel mean-field (MF)
variational algorithms for LOGRESP and MOM-
RESP. Note that Liu et al. (2012) present (in an ap-
pendix) variational inference for LOGRESP based on
belief propagation (BP). They do not test their algo-
rithm for LOGRESP; however, their comparison of
MF and BP variational inference for the ITEMRESP

model indicates that the two flavors of variational
inference perform very similarly. Our MF algorithm
for LOGRESP has not been designed with the idea
of outperforming its BP analogue, but rather with
the goal of ensuring that the generative and discrim-
inative model use the same inference algorithm. We

2http://cs.cmu.edu/˜tom/mlbook/NBayesLogReg.pdf

gives a proof of this property in the continuous case and hints
about the discrete case proof.

expect that we would achieve the same results if our
comparison used variational BP algorithms for both
MOMRESP and LOGRESP, although such an addi-
tional comparison is beyond the scope of this work.

Broadly speaking, variational approaches to pos-
terior inference transform inference into an opti-
mization problem by searching within some family
of tractable approximate distributions Q for the dis-
tribution q ∈ Q that minimizes distributional diver-
gence from an intractable target posterior p∗. In par-
ticular, under the mean-field assumption we confine
our search to distributions Q that are fully factorized.

4.1 LOGRESP Inference
We approximate LOGRESP’s posterior
p∗(γ,φ ,y|x,a) using the fully factorized approxima-
tion q(γ,φ ,y) =

[
∏ j ∏k q(γ jk)

]
∏k q(φk)∏i q(yi).

Approximate marginal posteriors q are disam-
biguated by their arguments.

Algorithm. Initialize each q(yi) to the em-
pirical distribution observed in the annotations ai.
The Kullback-Leibler divergence KL(q||p∗) is min-
imized by iteratively updating each variational dis-
tribution in the model as follows:

q(γ jk) ∝ ∏
k′∈K

γ
b(γ)

jkk′+∑i∈N ai jk′q(yi=k)−1

jkk′ = Dirichlet(α(γ)
jk )

q(φk) ∝ exp
[
φ T

k Σ−1φk + ∑
i∈N

q(yi = k)φ T
k xi

]

q(yi) ∝ ∏
k∈K

exp
[
∑
j∈J

∑
k′∈K

ai jk′Eq(γ jk)[logγ jkk′ ]+

∑
f∈F

xi f Eq(φk)[φk f ]
]
1(yi=k)

∝ ∏
k∈K

α(y)1(yi=k)
ik = Categorical(α(y)

i )

Approximate distributions are updated by calcu-
lating variational parameters α(·), disambiguated by
a superscript. Because q(γ jk) is a Dirichlet distri-
bution the term Eq(γ jk)[logγ jkk′ ] appearing in q(yi)

is computed analytically as ψ(α(γ)
jkk′)−ψ(∑k′ α

(γ)
jkk′)

where ψ is the digamma function.
The distribution q(φk) is a logistic normal distri-

bution. This means that the expectations Eq(φk)[φk f ]
that appear in q(yi) cannot be computed analyti-
cally. Following Liu et al. (2012), we approxi-
mate the distribution q(φk) with the point estimate
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φ̂k = argmaxφk
q(φk) which can be calculated using

existing numerical optimization methods for log-
linear models. Such maximization can be under-
stood as embedding the variational algorithm inside
of an outer EM loop such as might be used to tune
hyperparameters in an empirical Bayesian approach
(where φ are treated as hyperparameters).

4.2 MOMRESP Inference
MOMRESP’s posterior p∗(y,θ ,γ,φ |x,a) is ap-
proximated with the fully factorized distribution
q(y,θ ,γ,φ) = q(θ)

[
∏ j ∏k q(γ jk)

]
∏k q(φk)∏i q(yi).

Algorithm. Initialize each q(yi) to the em-
pirical distribution observed in the annotations ai.
The Kullback-Leibler divergence KL(q||p∗) is min-
imized by iteratively updating each variational dis-
tribution in the model as follows:

q(θ) ∝ ∏
k∈K

θ b(θ)
k +∑i∈N q(yi=k)−1

k = Dirichlet(α(θ))

q(γ jk) ∝ ∏
k′∈K

γ
b(γ)

jkk′+∑i∈N ai jk′q(yi=k)−1

jkk′ = Dirichlet(α(γ)
jk )

q(φk) ∝ ∏
f∈F

φ
b(φ)

k f +∑i∈N xi f q(yi=k)−1
k f = Dirichlet(α(φ)

k )

q(yi) ∝ ∏
k∈K

exp
[
∑
j∈J

∑
k′∈K

ai jk′Eq(γ jk)[logγ jkk′ ]+

Eq(θk)[logθk]+ ∑
f∈F

xi f Eq(φk)[logφk f ]
]
1(yi=k)

∝ ∏
k∈K

α(y)1(yi=k)
ik = Categorical(α(y)

i )

Approximate distributions are updated by calcu-
lating the values of variational parameters α(·), dis-
ambiguated by a superscript. The expectations of
log terms in the q(yi) update are all with respect to
Dirichlet distributions and so can be computed ana-
lytically as explained previously.

4.3 Model priors and implementation details
Computing a lower bound on the log likelihood
shows that in practice the variational algorithms pre-
sented above converge after only a dozen or so
updates. We compute argmaxφk

q(φk) for LOG-
RESP using the L-BFGS algorithm as implemented
in MALLET (McCallum, 2002). We choose unin-
formed priors b(θ)

k = 1 for MOMRESP and identity

matrix Σ = 1 for LOGRESP. We set b(φ)
k f = 0.1 for

MOMRESP to encourage sparsity in per-class word
distributions. Liu et al. (2012) argue that a uniform
prior over the entries of each confusion matrix γ j can
lead to degenerate performance. Accordingly, we
set the diagonal entries of each b(γ)

j to a higher value

b(γ)
jkk = 1+δ

K+δ and off-diagonal entries to a lower value

b(γ)
jkk′ =

1
K+δ with δ = 2.

Both MOMRESP and LOGRESP are given full ac-
cess to all instances in the dataset, annotated and
unannotated. However, as explained in Section 3.1,
LOGRESP is conditioned on the data and thus is
structurally unable to make use of unannotated data.
We experimented briefly with self-training for LOG-
RESP but it had little effect. With additional effort
one could likely settle on a heuristic scheme that al-
lowed LOGRESP to benefit from unannotated data.
However, since such an extension is external to the
model itself, it is beyond the scope of this work.

5 Experiments with Simulated Annotators

Models which learn from error-prone annotations
can be challenging to evaluate in a systematic way.
Simulated annotations allow us to systematically
control annotator behavior and measure the perfor-
mance of our models in each configuration.

5.1 Simulating Annotators
We simulate an annotator by corrupting ground truth
labels according to that annotator’s accuracy param-
eters. Simulated annotators are drawn from the an-
notator quality pools listed in Table 1. Each row
is a named pool and contains five annotators A1–
A5, each with a corresponding accuracy parameter
(the number five is chosen arbitrarily). In the pools
HIGH, MED, and LOW, annotator errors are dis-
tributed uniformly across the incorrect classes. Be-
cause there are no patterns among errors, these set-
tings approximate situations in which annotators are
ultimately in agreement about the task they are do-
ing, although some are better at it than others. The
HIGH pool represents a corpus annotation project
with high quality annotators. In the MED and LOW
pools annotators are progressively less reliable.

The CONFLICT annotator pool in Table 1 is spe-
cial in that annotator errors are made systemati-
cally rather than uniformly. Systematic errors are
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Figure 2: Mean field (MF) variational inference outperforms previous inference methods for both models.
Left: MOMRESP with MF (MOMRESP+MF) versus with Gibbs sampling (MOMRESP+Gibbs) on the We-
bKB dataset using annotators from the MED pool. Right: LOGRESP with MF (LOGRESP+MF) versus with
EM (LOGRESP+EM) on the Reuters52 dataset using annotators from the LOW pool.

produced at simulation time by constructing a per-
annotator confusion matrix (similar to γ j) whose di-
agonal is set to the desired accuracy setting, and
whose off-diagonal row entries are sampled from
a symmetric Dirichlet distribution with parameter
0.1 to encourage sparsity and then scaled so that
each row properly sums to 1. These draws from
a sparse Dirichlet yield consistent error patterns.
The CONFLICT pool approximates an annotation
project where annotators understand the annotation
guidelines differently from one another. For the sake
of example, annotator A5 in the CONFLICT setting
will annotate documents with the true class B as B
exactly 10% of the time but might annotate B as C
85% of the time. On the other hand, annotator A4
might annotate B as D most of the time. We choose
low agreement rates for CONFLICT to highlight a
case that violates majority vote’s assumption that an-
notators are basically in agreement.

A1 A2 A3 A4 A5
HIGH 90 85 80 75 70
MED 70 65 60 55 50
LOW 50 40 30 20 10
CONFLICT 50† 40† 30† 20† 10†

Table 1: For each simulated annotator quality pool
(HIGH, MED, LOW, CONFLICT), annotators A1-
A5 are assigned an accuracy. † indicates that errors
are systematically in conflict as described in the text.

5.2 Datasets and Features
We simulate the annotator pools from Table
1 on each of six text classification datasets.
The datasets 20 Newsgroups, WebKB, Cade12,
Reuters8, and Reuters52 are described by Cardoso-
Cachopo (2007). The LDC-labeled Enron emails
dataset is described by Berry et al. (2001). Each
dataset is preprocessed via Porter stemming and by
removal of the stopwords from MALLET’s stop-
word list. Features occurring fewer than 5 times in
the corpus are discarded. Features are fractionally
scaled so that |xi|1 is equal to the average document
length since document scaling has been shown to be
beneficial for multinomial document models (Nigam
et al., 2006).

Each dataset is annotated according to the follow-
ing process: an instance is selected at random (with-
out replacement) and annotated by three annotators
selected at random (without replacement). Because
annotation simulation is a stochastic process, each
simulation is repeated five times.

5.3 Validating Mean-field Variational Inference
Figure 2 compares mean-field variational inference
(MF) with alternative inference algorithms from pre-
vious work. For variety, the left and right plots are
calculated over arbitrarily chosen datasets and an-
notator pools, but these trends are representative of
other settings. MOMRESP using MF is compared
with MOMRESP using Gibbs sampling estimating
p(y|x,a) from several hundred samples (an improve-
ment to the method used by Felt et al. (2014)).
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Figure 3: Top row: Inferred label accuracy on three-deep annotations. A majority vote baseline is shown for
reference. Bottom row: Generalization accuracy on a test set. Majority vote is not shown since it does not
generate test set predictions. Each column uses the indicated simulated annotator pool.

MOMRESP benefits significantly from MF. We sus-
pect that this disparity could be reduced via hyper-
parameter optimization as indicated by Asuncion et
al. (2009). However, that investigation is beyond the
scope of the current work. LOGRESP using MF is
compared with LOGRESP using expectation maxi-
mization (EM) as in (Raykar et al., 2010). LOG-
RESP with MF displays minor improvements over
LOGRESP with EM. This is consistent with the mod-
est gains that Liu et al. (2012) reported when com-
paring variational and EM inference for the ITEM-
RESP model.

5.4 Discriminative (LOGRESP) versus
Generative (MOMRESP)

We run MOMRESP and LOGRESP with MF infer-
ence on the cross product of datasets and annotator
pools. Inferred label accuracy on items that have
been annotated is the primary task of crowdsourc-
ing; we track this measure accordingly. However,
the ability of these models to generalize on unanno-
tated data is also of interest and allows better com-
parison with traditional non-crowdsourcing models.
Figure 3 plots learning curves for each annotator
pool on the 20 Newsgroups dataset; results on other
datasets are summarized in Table 2. The first row of

Figure 3 plots the accuracy of labels inferred from
annotations. The second row of Figure 3 plots gen-
eralization accuracy using the inferred model param-
eters φ (and θ in the case of MOMRESP) on held-out
test sets with no annotations. The generalization ac-
curacy curves of MOMRESP and LOGRESP may be
compared with those of naı̈ve Bayes and logistic re-
gression, respectively. Recall that in the special case
where annotations are both flawless and trusted (via
diagonal confusion matrices γ) then MOMRESP and
LOGRESP simplify to semi-supervised naı̈ve Bayes
and logistic regression classifiers, respectively.

Notice that MOMRESP climbs more steeply than
LOGRESP in all cases. This observation is in keep-
ing with previous work in supervised learning. Ng
and Jordan (2001) argue that generative and discrim-
inative models have complementary strengths: gen-
erative models tend to have steeper learning curves
and converge in terms of parameter values after
only logn training examples, whereas discriminative
models tend to achieve higher asymptotic levels but
converge more slowly after n training examples. The
second row of Figure 3 shows that even after training
on three-deep annotations over the entire 20 news-
groups dataset, LOGRESP’s data model does not ap-
proach its asymptotic level of performance. The
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early steep slope of the generative model is more
desirable in this setting than the eventually superior
performance of the discriminative model given large
numbers of annotations. Figure 4 additionally plots
MOMRESPA, a variant of MOMRESP deprived of
all unannotated documents, showing that the early
generative advantage is not attributable entirely to
semi-supervision.

The generative model is more robust to annotation
noise than the discriminative model, seen by com-
paring the LOW, MED, and HIGH columns in Fig-
ure 3. This robustness is significant because crowd-
sourcing tends to yield noisy annotations, making
the LOW and MED annotator pools of greatest prac-
tical interest. This assertion is borne out by an ex-
periment with CrowdFlower, reported in Section 6.

To validate that LOGRESP does, indeed, asymp-
totically surpass MOMRESP we ran inference
on datasets with increasing annotation depths.
Crossover does not occur until 20 Newsgroups is an-
notated nearly 12-deep for LOW, 5-deep for MED,
and 3.5-deep (on average) for HIGH. Additionally,
for each combination of dataset and annotator pool
except those involving CONFLICT, by the time
LOGRESP surpasses MOMRESP, the majority vote
baseline is extremely competitive with LOGRESP.
The CONFLICT setting is the exception to this rule:
CONFLICT annotators are particularly challenging
for majority vote since they violate the implicit as-
sumption that annotators are basically aligned with
the truth. The CONFLICT setting is of practical
interest only when annotators have dramatic deep-
seated differences of opinion about what various la-
bels should mean. For most crowdsourcing projects
this issue may be avoided with sufficient up-front
orientation of the annotators. For reference, in Fig-
ure 4 we show that a less extreme variant of CON-
FLICT behaves more similarly to LOW.

Table 2 reports the percent of the dataset that
must be annotated three-deep before LOGRESP’s in-
ferred label accuracy surpasses that of MOMRESP.
Crossover tends to happen later when annotation
quality is low and earlier when annotator quality is
high. Cases reported as NA were too close to call;
that is, the dominating algorithm changed depend-
ing on the random run.

Unsurprisingly, MOMRESP is not well suited to
all classification datasets. The 0% entries in Table
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Figure 4: Inferred label accuracy for a variant of
the CONFLICT annotator pool in which the off-
diagonals of each annotator confusion matrix are
drawn from a Dirichlet parameterized by 1 rather
than 0.1. Also adds the algorithm MOMRESPA to
show the effect of removing MOMRESP’s access to
unannotated documents.

2 mean that LOGRESP dominates the learning curve
for that annotator pool and dataset. These cases are
likely the result of the MOMRESP model making
the same strict inter-feature independence assump-
tions as naı̈ve Bayes, rendering it tractable and ef-
fective for many classification tasks but ill-suited for
datasets where features are highly correlated or for
tasks in which class identity is not informed by doc-
ument vocabulary. The CADE12 dataset, in particu-
lar, is known to be challenging. A supervised naı̈ve
Bayes classifier achieves only 57% accuracy on this
dataset (Cardoso-Cachopo, 2007). We would expect
MOMRESP to perform similarly poorly on sentiment
classification data. Although we assert that gener-
ative models are inherently better suited to crowd-
sourcing than discriminative models, a sufficiently
strong mismatch between model assumptions and
data can negate this advantage.

6 Experiments with Human Annotators

In the previous section we used simulations to con-
trol annotator error. In this section we relax that con-
trol. To assess the effect of real-world annotation er-
ror on MOMRESP and LOGRESP, we selected 1000
instances at random from 20 Newsgroups and paid
annotators on CrowdFlower to annotate them with
the 20 Newsgroups categories, presented as human-
readable names (e.g., “Atheism” for alt.atheism).
Annotators were allowed to express uncertainty by
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CONFLICT LOW MED HIGH
20 News 21% X X X
WebKB NA X X 0%
Reuters8 NA X X X
Reuters52 X X X X
CADE12 0% X 0% 0%
Enron X X X 18%

Table 2: The percentage of the dataset that must be
annotated (three-deep) before the generative model
MOMRESP is surpassed by LOGRESP. Xindicates
that MOMRESP dominates the entire learning curve;
0% indicates that LOGRESP dominates. NA indi-
cates high variance cases that were too close to call.

selecting up to three unique categories per docu-
ment. During the course of a single day we gath-
ered 7,265 annotations, with each document having
a minimum of 3 and a mean of 7.3 annotations.3 Fig-
ure 5 shows learning curves for the CrowdFlower
annotations. The trends observed previously are un-
changed. MOMRESP enjoys a significant advantage
when relatively few annotations are available. Pre-
sumably LOGRESP would still dominate if we were
able to explore later portions of the curve or curves
with greater annotation depth.
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Figure 5: Inferred label accuracy on annotations
gathered from CrowdFlower over a subset of 1000
instances of the 20 Newsgroups dataset. At the last
plotted point there are 7,265/1,000 ≈ 7.3 annota-
tions per instance.

3 This dataset and the scripts that produced it are available
via git at git://nlp.cs.byu.edu/plf1/crowdflower-newsgroups.git

7 Conclusions and Future Work

We have argued that generative models are better
suited than discriminative models to the task of an-
notation aggregation since they tend to be more
robust to annotation noise and to approach their
asymptotic performance levels with fewer annota-
tions. Also, in settings where a discriminative model
would usually shine, there are often enough annota-
tions that a simple baseline of majority vote is suffi-
cient.

In support of this argument, we developed
comparable mean-field variational inference for
a generative-discriminative pair of crowdsourcing
models and compared them on both crowdsourced
and synthetic annotations on six text classification
datasets. In practice we found that on classification
tasks for which generative models of the data work
reasonably well, the generative model greatly out-
performs its discriminative log-linear counterpart.

The generative multinomial model we employed
makes inter-feature independence assumptions ill
suited to some classification tasks. Document topic
models (Blei, 2012) could be used as the basis
of a more sophisticated generative crowdsourcing
model. One might also transform the data to make
it more amenable to a simple model using docu-
ments assembled from distributed word represen-
tations (Mikolov et al., 2013). Finally, although
we expect these results to generalize, we have only
experimented with text classification. Similar ex-
periments could be performed on other commonly
crowdsourced tasks such as sequence labeling.
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Abstract

We describe a novel max-margin learn-
ing approach to optimize non-linear perfor-
mance measures for distantly-supervised re-
lation extraction models. Our approach can
be generally used to learn latent variable
models under multivariate non-linear perfor-
mance measures, such as Fβ-score. Our
approach interleaves Concave-Convex Pro-
cedure (CCCP) for populating latent vari-
ables with dual decomposition to factorize
the original hard problem into smaller inde-
pendent sub-problems. The experimental re-
sults demonstrate that our learning algorithm
is more effective than the ones commonly used
in the literature for distant supervision of in-
formation extraction models. On several data
conditions, we show that our method outper-
forms the baseline and results in up to 8.5%
improvement in the F1-score.

1 Introduction

Rich models with latent variables are popular for
many problems in natural language processing. In
information extraction, for example, one needs to
predict the relation labels y that an entity-pair x can
have based on the hidden relation mentions h, i.e.,
the relation labels for occurrences of the entity-pair
in a given corpus. However, these models are often
trained by optimizing performance measures (such
as conditional log-likelihood or error rate) that are
not directly related to the task-specific non-linear
performance measure, e.g., the F1-score. However,
better models may be trained by optimizing the task-
specific performance measure while allowing latent
variables to adapt their values accordingly.

We present a large-margin method to learn pa-
rameters of latent variable models for a wide
range of non-linear multivariate performance mea-
sures such as Fβ . Our method can be applied

to learning graphical models that incorporate inter-
dependencies among the output variables either di-
rectly, or indirectly through hidden variables.

Large-margin methods have been shown to be a
compelling approach to learn rich models detailing
the inter-dependencies among the output variables,
via optimizing loss functions decomposable over the
training instances (Taskar et al., 2003; Tsochan-
taridis et al., 2004) or non-decompasable loss func-
tions (Ranjbar et al., 2013; Tarlow and Zemel, 2012;
Rosenfeld et al., 2014; Keshet, 2014). They have
also been shown to be powerful when applied to la-
tent variable models when optimizing for decompos-
able loss functions (Wang and Mori, 2011; Felzen-
szwalb et al., 2010; Yu and Joachims, 2009).

Our large-margin method learns latent variable
models via optimizing non-decomposable loss func-
tions. It interleaves the Concave-Convex Procedure
(CCCP) (Yuille and Rangarajan, 2001) for populat-
ing latent variables with dual decomposition (Ko-
modakis et al., 2011; Rush and Collins, 2012).
The latter factorizes the hard optimization problem
(encountered in learning) into smaller independent
sub-problems over the training instances. We then
present linear programming and local search meth-
ods for effective optimization of the sub-problems
encountered in the dual decomposition. Our local
search algorithm leads to a speed up of 7,000 times
compared to the exhaustive search used in the liter-
ature (Joachims, 2005; Ranjbar et al., 2012).

Our work is the first to make use of max-margin
training in distant supervision of relation extraction
models. We demonstrate the effectiveness of our
proposed method compared to two strong baseline
systems which optimize for the error rate and con-
ditional likelihood, including a state-of-the-art sys-
tem by Hoffmann et al. (2011). On several data con-
ditions, we show that our method outperforms the
baseline and results in up to 8.5% improvement in
the F1-score.
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Figure 1: Graphical model instantiated for entity pair x :=
(
Barack Obama, United States

)
2 Preliminaries

2.1 Distant Supervision for Relation Extraction

Our framework is motivated by distant supervision
for learning relation extraction models (Mintz et al.,
2009). The goal is to learn relation extraction mod-
els by aligning facts in a database to sentences in
a large unlabeled corpus. Since the individual sen-
tences are not hand labeled, the facts in the database
act as “weak” or “distant” labels, hence the learning
scenario is termed as distantly supervised.

Prior work casts this problem as a multi-instance
multi-label learning problem (Hoffmann et al.,
2011; Surdeanu et al., 2012). It is multi-instance
since for a given entity-pair, only the label of the bag
of sentences containing both entities (aka mentions)
is given. It is multi-label since a bag of mentions
can have multiple labels. The inter-dependencies
between relation labels and (hidden) mention labels
are modeled by a Markov Random Field (Figure 1)
(Hoffmann et al., 2011). The learning algorithms
used in the literature for this problem optimize the
(conditional) likelihood, but the evaluation measure
is commonly the F -score.

Formally, the training data isD := {(xi,yi)}Ni=1

where xi ∈ X is the entity-pair, yi ∈ Y denotes
the relation labels, and hi ∈ H denotes the hid-
den mention labels. The possible relation labels for
the entity pair are observed from a given knowledge-
base. If there are L candidate relation labels in the
knowledge-base, then yi ∈ {0, 1}L, (e.g. yi,` is 1 if
the relation ` is licensed by the knowledge-base for
the entity-pair) and hi ∈ {1, .., L, nil}|xi| (i.e. each
mention realizes one of the relation labels or nil).

Notation. In the rest of the paper, we denote the
collection of all entity-pairs {xi}Ni=1 by X ∈ X :=
X × .. × X , the collection of mention relations
{hi}Ni=1 by H ∈H := H×..×H, and the collection
of relation labels {yi}Ni=1 by Y ∈ Y := Y × ..×Y .

The aim is to learn a parameter vector w ∈ Rd by
which the relation labels for a new entity-pair x can
be predicted

fw(x) := arg max
y

max
h

w · Φ(x,h,y) (1)

where Φ ∈ Rd is a feature vector defined according
to the Markov Random Field, modeling the inter-
dependencies between x and y through h (Figure 1).
In training, we would like to minimize the loss func-
tion ∆ by which the model will be assessed at test
time. For the relation extraction task, the loss can be
considered to be the negative of the Fβ score:

Fβ =
1

β
Precision + 1−β

Recall

(2)

where β = 0.5 results in optimizing against F1-
score. Our proposed learning method optimizes
those loss functions ∆ which cannot be decomposed
over individual training instances. For example, Fβ
depends non-linearly on Precision and Recall which
in turn require the predictions for all the entity pairs
in the training set, hence it cannot be decomposed
over individual training instances.

2.2 Structured Prediction Learning
The goal of our learning problem is to find w ∈ Rd
which minimizes the expected loss, aka risk, over a
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new sample D′ of size N ′:

R∆
fw :=

∫
∆
((
fw(x′1), .., fw(x′N′)

)
,
(
y′1, ..,y

′
N′
))
dPr(D′)

(3)

Generally, the loss function ∆ cannot be decom-
posed into a linear combination of a loss function
δ over individual training samples. However, most
discriminative large-margin learning algorithms as-
sume for simplicity that the loss function is decom-
posable and the samples are i.i.d. (independent and
identically distributed), which simplifies the sample
risk R∆

fw
as:

Rδfw :=
∫
δ(fw(x′),y′)dPr(x′,y′) (4)

Often learning algorithms make use of the empirical
risk as an approximation of the sample risk:

R̂δfw :=
1
N

N∑
i=1

δ(fw(xi),yi) (5)

For non-decomposable loss functions, such as Fβ ,
∆ cannot be expressed in terms of instance-specific
loss function δ to construct the empirical risk of the
kind in Eq. (5). Instead, we need to optimize the
empirical risk constructed based on the sample loss:

R̂∆
fw := ∆

((
fw(x1), .., fw(xN )

)
,
(
y1, ..,yN

))
(6)

or equivalently

R̂∆
fw := ∆(fw(X),Y) (7)

where fw(X) := (fw(x1), .., fw(xN )).
Having defined the empirical risk in Eq (7), we

formulate the learning problem as a structured pre-
diction problem. Instead of learning a mapping
function fw : X → Y from an individual instance
x ∈ X to its label y ∈ Y , let us learn a mapping
function f : X → Y from all instances X ∈ X to
their labels Y ∈ Y . We then define the best labeling
using a linear discriminant function:

f(X) := arg max
Y′∈Y

max
H∈H

{
w ·Ψ(X,H,Y′)

}
(8)

where Ψ(X,H,Y′) :=
∑N

i=1 Φ(xi,hi,y′i). Based
on the margin re-scaling formulation of structured
prediction problems (Tsochantaridis et al., 2004),

the training objective can be written as the follow-
ing unconstrained optimization problem:

min
w

1
2
||w||22 + C max

Y′

{
max

H
w ·Ψ(X,H,Y′)

−max
H

w ·Ψ(X,H,Y) + ∆(Y′,Y)
}

(9)

which is similar to the training objective for the la-
tent SVMs (Yu and Joachims, 2009), with the differ-
ence that instance-dependent loss function δ is re-
placed by the sample loss function ∆. Learning w
by optimizing the above objective function is chal-
lenging, and is the subject of the next section.

3 Optimizing the Training Objective

In this section we present our method to learn latent
SVMs with non-decomposable loss functions. Our
training objective is Eq (9), which can be equiva-
lently expressed as:

min
w

1

2
||w||22 + C max

y′
1,..,y′

N

{
∆

(
(y1, ..,yN ), (y′1, ..,y

′
N )

)

+

N∑
i=1

max
h

w · Φ(xi,h,y
′
i)−

N∑
i=1

max
h

w · Φ(xi,h,yi)

}
(10)

The training objective is non-convex, since it is the
difference of two convex functions. In this section
we make use of the CCCP to populate the hidden
variables (Yu and Joachims, 2009; Yuille and Ran-
garajan, 2001), and interleave it with dual decompo-
sition (DD) to solve the resulting intermediate loss-
augmented inference problems (Ranjbar et al., 2012;
Rush and Collins, 2012; Komodakis et al., 2011).

3.1 Concave-Convex Procedure (CCCP)

The CCCP (Yuille and Rangarajan, 2001) gives
a general iterative method to optimize those non-
convex objective functions which can be written as
the difference of two convex functions g1(w) −
g2(w). The idea is to iteratively lowerbound g2 with
a linear function g2(w(t)) + v · (w−w(t)), and take
the following step to update w:

w(t+1) := arg min
w

{
g1(w)−w · v(t)

}
(11)

In our case, the training objective Eq (10) is the dif-
ference of two convex functions, where the second
function g2 isC

∑N
i=1 maxh

{
w·Φ(xi,h,yi)

}
. The
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Algorithm 1 The Training Algorithm (Optimizing Eq 10)
1: procedure OPT-LATENTSVM(X,Y)
2: Initialize w(0) and set t = 0
3: repeat
4: for i := 1 to N do
5: h∗i := arg maxh w(t) · Φ(xi,h,yi)

// Optimizing Eq 12
6: w(t+1) := optSVM(X,H∗,Y)
7: t := t+ 1
8: until some stopping condition is met
9: return w(t)

lowerbound of g2(w) involves populating the hid-
den variables by:

h∗i := arg max
h

{
w(t) · Φ(xi,h,yi)

}
.

Therefore, in each iteration of our CCCP-based al-
gorithm we need to optimize Eq (12), which is rem-
iniscent of the standard structural SVM without la-
tent variables:

min
w

1

2
||w||22 + C max

y′
1,..,y′

N

{
∆

(
(y1, ..,yN ), (y′1, ..,y

′
N )

)
+

N∑
i=1

max
h

w · Φ(xi,h,y
′
i)−

N∑
i=1

w · Φ(xi,h
∗
i ,yi)

}
(12)

The above objective function can be optimized us-
ing the standard cutting-plane algorithms for struc-
tural SVM (Tsochantaridis et al., 2004; Joachims,
2005). The cutting-plane algorithm in turn needs
to solve the loss-augmented inference, which is the
subject of the next sub-section. The CCCP-based
training algorithm is summarized in Algorithm 1.

3.2 Loss-Augmented Inference
To be able to optimize the training objective Eq (12)
encountered in each iteration of Algorithm 1, we
need to solve (the so-called) loss-augmented infer-
ence:

max
y′

1,..,y
′
N

∆
(

(y1, ..,yN ), (y′1, ..,y
′
N )
)

+
N∑
i=1

max
h

w · Φ(xi,h,y′i) (13)

We make use of the dual decomposition (DD) tech-
nique to decouple the two terms of the above ob-
jective function, and efficiently find an approximate
solution. DD is shown to be an effective technique
for loss-augmented inference in structured predic-
tion models without hidden variables (Ranjbar et al.,
2012).

To apply DD to the loss-augmented inference
(13), let us rewrite it as a constrained optimization
problem:

max
y′

1,...,y
′
N ,y

′′
1 ,...,y

′′
N

∆
(

(y1, . . . ,yN ), (y′1, . . . ,y
′
N )
)

+
N∑
i=1

max
h

w · Φ(xi,h,yi′′)

subject to
∀i ∈ {1, . . . , N},∀` ∈ {1, . . . , L}, y′i,` = y′′i,`

Introduction of the new variables (y′′1 , ..,y′′N ) de-
couples the two terms in the objective function, and
as we will see, leads to an effective optimization al-
gorithm. After forming the Lagrangian, the dual ob-
jective function is derived as:

L(Λ) := max
Y′

∆(Y,Y′) +
∑
i

∑
`

λi(`)y′i,` +

max
Y′′

N∑
i=1

max
h

w · Φ(xi,h,yi′′)−
∑
i

∑
`

λi(`)y′′i,`

where Λ := (λλλ1, ..,λλλN ), and λλλi is a vector of La-
grange multipliers for L binary variables each of
which represent a relation label. The two optimiza-
tion problems involved in the dual L(Λ) are inde-
pendent and can be solved separately. The dual is an
upperbound on the loss-augmented objective func-
tion for any value of Λ; therefore, we can find the
tightest upperbound as an approximate solution:

min
Λ

L(Λ)

The dual is non-differentiable at those points Λ
where either of the two optimisation problems has
multiple optima. Therefore, it is optimized using the
subgradient descent method:

Λ(t) := Λ(t−1) − η(t)(Y
′
∗ −Y

′′
∗ )

where η(t) = 1√
t

is the step size1, and

Y
′
∗ := arg max

Y′
∆(Y,Y′) +

∑
i

∑
`

λ
(t−1)
i (`)y′i,` (14)

Y
′′
∗ := arg max

Y′′

N∑
i=1

max
h

w · Φ(xi,h,yi′′)

−
∑
i

∑
`

λ
(t−1)
i (`)y′′i,` (15)

1Other (non-increasing) functions of the iteration number t
are also plausible, as far as they satisfy the following condi-
tions (Komodakis et al., 2011) needed to guarantee the conver-
gence to the optimal solution in the subgradient descent method:
η(t) ≥ 0, limt→∞ η(t) = 0,

∑∞
t=1 η

(t) =∞
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Algorithm 2 Loss-Augmented Inference
1: procedure OPT-LOSSAUG(w,X,Y)
2: Initialize Λ(0) and set t = 0
3: repeat
4: Y

′
∗ := opt-LossLag(Λ,Y) // Eq (14)

5: Y
′′
∗ := opt-ModelLag(Λ,X) // Eq (15)

6: if Y
′
∗ = Y

′′
∗ then

7: return Y
′
∗

8: for i := 1 to N do
9: for ` := 1 to L do

10: λ
(t+1)
i (`) := λ

(t)
i (`)− η(t)(y′i,` − y′′i,`)

11: until some stopping condition is met
12: return Y

′
∗

The DD algorithm to compute the loss-augmented
inference is outlined in Algorithm 2. Now the chal-
lenge is how to solve the above two optimization
problems, which is the subject of the following sec-
tion.

3.3 Effective Optimization of the Dual

The two optimization problems involved in the dual
are hard in general. More specifically, the optimiza-
tion of the affine-augmented model score (in Eq. 15)
is as difficult as the MAP inference in the underlying
graphical model, which can be challenging for loopy
graphs. For the graphical model underlying distant
supervision of relation extraction (Fig 1), we formu-
late the inference as an ILP (integer linear program).
Furthermore, we relax the ILP to LP to speed up the
inference, in the expense of trading exact solutions
with approximate solutions2.

Likewise, the optimization of the affine-
augmented multivariate loss (in Eq. 14) is difficult.
This is because we have to search over the entire
space of Y′ ∈ Y , which is exponentially large
O(2N∗L). However, if the loss term ∆ can be
expressed in terms of some aggregate statistics
over Y′, such as false positives (FPs) and false
negatives (FNs), the optimization can be performed
efficiently. This is due to the fact that the number
of FPs can range from zero to the size of negative
labels, and the number of FNs can range from zero
to the number of positive labels. Therefore, the loss
term can take O(N2L2) different values which can

2We observed in our experiments that relaxing the ILP to
LP does not hurt the performance, but significantly speeds up
the inference.

Algorithm 3 Finding Y′∗ : Local Search
1: procedure OPT-LOSSLAG(Λ,Y)
2: (idxn1 . . . idx

n
#neg)← Sort ↓ (λi(`)) // FPs

3: (idxn1 . . . idx
n
#pos)← Sort ↑ (λi(`)) // FNs

4: Initialise (fp, fn) on the grid
5: repeat
6: for ((fp′, fn′) ∈ Neigbours(fp, fn) do
7: loss(fp′,fn′) = ∆(fp′, fn′) + Λsorted

3

8: loss(fp′′,fn′′) = arg max(fp′,fn′) loss(fp′,fn′)
9: if loss(fp,fn) > loss(fp′′,fn′′) then

10: break
11: else
12: (fp, fn) = (fp′′, fn′′)
13: until loss(fp,fn) ≤ loss(fp′′,fn′′)

14: return {Y′ corresponding to (fp, fn) }

be represented on a two-dimensional grid. Fixing
FPs and FNs to a grid point, Λ · Y′ is maximized
with respect to Y′. The grid point which has the
best value for ∆(Y,Y′) + Λ ·Y′ will then give the
optimal solution for Eq (14).

Exhaustive search in the space of all possible grid
points is not efficient as soon as the grid becomes
large. Therefore, we have to adapt the techniques
proposed in previous work (Ranjbar et al., 2012;
Joachims, 2005). We propose a simple but effective
local search strategy for this purpose. The procedure
is outlined in Algorithm 3. We start with a random
grid point, and move to the best neighbour. We keep
hill climbing until there is no neighbour better than
the current point. We define the neighbourhood by
a set of exponentially-spaced points in all directions
around the current point, to improve the exploration
of the search space. We present some analysis on the
benefits of using this search strategy vis-a-vis the ex-
haustive search in the Experiments section.

4 Experiments

Dataset: We use the challenging benchmark dataset
created by Riedel et al. (2010) for distant supervi-
sion of relation extraction models. It is created by
aligning relations from Freebase4 with the sentences
in New York Times corpus (Sandhaus, 2008). The
labels for the datapoints come from the Freebase

3For a given (fp, fn), we set y′ by picking the sorted unary
terms that maximize the score according to y.

4www.freebase.com
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database but Freebase is incomplete (Ritter et al.,
2013). So a data point is labeled nil when either no
relation exists or the relation is absent in Freebase.
To avoid this ambiguity we train and evaluate the
baseline and our algorithms on a subset of this
dataset which consists of only non-nil relation
labeled datapoints (termed as positive dataset).
For the sake of completeness, we do report the
accuracies of the various approaches on the entire
evaluation dataset.

Systems and Baseline: Hoffmann et al. (2011)
describe a state-of-the-art approach for this task.
They use a perceptron-style parameter update
scheme adapted to handle latent variables; their
training objective is the conditional likelihood.
Out of the two implementations of this algorithm,
we use the better5 of these two6, as our baseline
(denoted by Hoffmann). For a fair comparison,
the training dataset and the set of features defined
over it are common to all the experiments.

We discuss the results of two of our approaches.
One, is the LatentSVM max-margin formulation
with the simple decomposable Hamming loss
function which minimizes the error rate (denoted by
MM-hamming). The other is the LatentSVM max-
margin formulation with the non-decomposable loss
function which minimizes the negative of Fβ score
(denoted by MM-F-loss)7.

Evaluation Measure: The performance mea-
sure is Fβ which can be expressed in terms of false
positives (FP) and false negatives (FN) as:

Fβ =
Np − FN

β(FP − FN) +Np

where β is the weight assigned to precision (and
1− β to recall). FP , FN and Np are defined as :

FP =
∑
i

∑
`

y′i,`(1− yi,l)

FN =
∑
i

∑
`

yi,`(1− y′i,l)

Np =
∑
i

∑
`

yi,`

5It is not quite clear why the performance of the two imple-
mentations are different.

6nlp.stanford.edu/software/mimlre.shtml
7We use a combination of F1 loss and hamming loss, as us-

ing only F1-loss overfits the training dataset, as observed from
the experiments.

Figure 2: Experiments on 10% Riedel datasets.

Precision Recall F1

Hoffmann 65.93 47.22 54.91
MM-Hamming 59.74 53.81 56.32
MM-F-loss 64.81 61.63 63.44

Table 1: Average results on 10% Riedel datasets.

We use 1−Fβ as the expression for the multivariate-
loss.

4.1 Training on Sub-samples of Data
We performed a number of experiments using differ-
ent randomized subsets of the Riedel dataset (10%
of the positive dataset) for training the max-margin
approaches. This was done in order to empirically
determine a good set of parameters for training.
We also compare the results of the approaches with
Hoffmann trained on the same sub-samples.

Comparison with the Baseline: We report the aver-
age over 15 subsets of the dataset with a 90% confi-
dence interval (using student-t distribution). The re-
sults of these experiments are shown in Figure 2 and
Table 1. We observe that both MM-hamming and
MM-F-loss have higher F1-score compared to the
baseline. There is a significant improvement in F1-
score to the tune of 8.52% for the multivariate per-
formance measure over Hoffmann. There is also
an improvement of F1-score of 7.12% compared to
MM-Hamming. This highlights the importance of
using non-linear loss functions compared to simple
loss functions like error rate during training.

However, Hoffmann has a marginally higher
precision of about 1.13%. We noticed that this was
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Figure 3: Weighting of Precision and Recall (β = 0.833)

due to over-fitting the data, as the performance on
the training datasets were very high. One more
interesting observation of MM-F-loss is that it is
fairly balanced w.r.t both precision and recall which
the other approaches do not exhibit.

Tuning towards Precision/Recall: Often we
come across situations where either precision or
recall is important for a given application. This
is modeled by the notion of Fβ (van Rijsbergen,
1979). One of the main advantages of using a
non-decomposable loss function like Fβ is the
ability to vary the learning algorithm to factor such
situations. For instance we can tune the objective to
favor precision more than recall by “up-weighting”
precision in the Fβ-score.

For instance, in the previous case we observed
that MM-F-loss has a marginally poorer precision
compared to Hoffmann. Suppose we increase
the weight of precision, β = 0.833, we observe
a dramatic increase in precision from 65.83% to
86.59%. As expected, due to the precision-recall
trade-off, we observe a decrease in recall. The
results are shown in Figure 3.

Local vs. Exhaustive Grid Search: As we
described in Section 3.3, we devise a simple yet
efficient local search strategy to search the space
of (FP, FN) grid-points. This enables a speed
up of three orders of magnitude in solving the
dual-optimization problem. In Table 2, we compare
the average time per iteration and the F1-score
when each of these techniques is used for training
on a sub-sample dataset. We observe that there

Figure 4: Overall accuracies Riedel dataset

avg. time per iter. F1

Local Search 0.09s 58.322
Exhaustive Search 630s 58.395

Table 2: Local vs. Exhaustive Search.

is a significant decrease in training time when we
use local search (almost 7000 times faster), with a
negligible decrease in F1-score (0.073%).

4.2 The Overall Results

Figure 4 and Table 3 present the overall results of
our approaches compared to the baseline on the pos-
itive dataset. We observe that MM-F-loss has an
increase in F1-score to the tune of ∼8% compared
to the baseline. This confirms our observation on
the sub-sample datasets we saw earlier.

By assigning more weight to precision, we are
able to improve over the precision of Hoffmann
by ∼1.6% (Table 4). When precision is tuned with
a higher weight during training of MM-F-loss, we
see an improvement in precision without much dip
in recall.

Precision Recall F1

Hoffmann 75.436 46.615 57.623
MM-Hamming 76.839 50.462 60.918
MM-F-loss 65.991 65.211 65.598

Table 3: Overal results on the positive dataset.
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Precision Recall Fβ

Hoffmann 75.44 46.62 57.62
MM-F-loss-wt 77.04 53.44 63.11

Table 4: Increasing weight on Precision in Fβ .

4.3 Discussion

So far we have discussed the performance of var-
ious approaches on the positive evaluation dataset.
Our approach is shown to improve overall Fβ-score
having better recall than the baseline. By suitably
tweaking the Fβ we show an improvement in preci-
sion as well.

The performance of the approaches when evalu-
ated on the entire test dataset (consisting of both nil
and non-nil datapoints) is shown in Table 5. Max-
margin based approaches generally perform well
when trained only on the positive dataset compared
to Hoffmann. However, our F1-scores are ∼8%
less when we train on the entire dataset consisting
of both nil and non-nil datapoints.

Trained On→ entire dataset positive dataset
Hoffmann 23.14 3.269

MM-Hamming 13.20 16.26
MM-F-loss 13.94 21.93

Table 5: F1-scores on the entire test set.

In a recent work, Xu et al. (2013) provide some
statistics about the incompleteness of the Riedel
dataset. Out of the sampled 1854 sentences from
NYTimes corpus most of the entity pairs expressing
a relation in Freebase correspond to false negatives.
This is one of the reasons why we do not consider nil
labeled datapoints during training and evaluation.

MIMLRE (Surdeanu et al., 2012) is another state-
of-the-art system which is based on the EM algo-
rithm. Since that system uses an additional set of
features for the relation variables y, it is not our pri-
mary baseline. On the positive dataset, our model
MM-F-loss achieves a F1-score of 65.598% com-
pared to 65.341% of MIMLRE. As part of the future
work, we would like to incorporate the additional
features present in MIMLRE into our approach.

5 Conclusion

In this paper, we described a novel max-margin
approach to optimize non-linear performance mea-
sures, such as Fβ , in distant supervision of infor-
mation extraction models. Our approach is general
and can be applied to other latent variable models
in NLP. Our approach involves solving the hard-
optimization problem in learning by interleaving
Concave-Convex Procedure with dual decomposi-
tion. Dual decomposition allowed us to solve the
hard sub-problems independently. A key aspect
of our approach involves a local-search algorithm
which has led to a speed up of 7,000 times in our ex-
periments. We have demonstrated the efficacy of our
approach in distant supervision of relation extrac-
tion. Under several conditions, we have shown our
technique outperforms very strong baselines, and re-
sults in up to 8.5% improvement in F1-score.

For future work, we would like to maximize other
performance measures, such as area under the curve,
for information extraction models. Furthermore, we
would like to explore our approach for other latent
variable models in NLP, such as those in machine
translation.
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Abstract

We present a new deep learning architecture
Bi-CNN-MI for paraphrase identification (PI).
Based on the insight that PI requires compar-
ing two sentences on multiple levels of granu-
larity, we learn multigranular sentence repre-
sentations using convolutional neural network
(CNN) and model interaction features at each
level. These features are then the input to a
logistic classifier for PI. All parameters of the
model (for embeddings, convolution and clas-
sification) are directly optimized for PI. To ad-
dress the lack of training data, we pretrain the
network in a novel way using a language mod-
eling task. Results on the MSRP corpus sur-
pass that of previous NN competitors.

1 Introduction

In this paper, we address the problem of paraphrase
identification. It is usually formalized as a binary
classification task: for two sentences (S1, S2), deter-
mine whether they roughly have the same meaning.

Inspired by recent successes of deep neural
networks (NNs) in fields like computer vision
(Neverova et al., 2014), speech recognition (Deng
et al., 2013) and natural language processing (Col-
lobert and Weston, 2008), we adopt a deep learning
approach to paraphrase identification in this paper.

The key observation that motivates our NN archi-
tecture is that the identification of a paraphrase rela-
tionship between S1 and S2 requires an analysis at
multiple levels of granularity.

(A1) “Detroit manufacturers have raised vehicle
prices by ten percent.” – (A2) “GM, Ford and
Chrysler have raised car prices by five percent.”

Example A1/A2 shows that paraphrase identifica-
tion requires comparison at the word level. A1 can-
not be a paraphrase of A2 because the numbers “ten”
and “five” are different.

(B1) “Mary gave birth to a son in 2000.” – (B2)
“He is 14 years old and his mother is Mary.”

PI for B1/B2 can only succeed at the sentence
level since B1/B2 express the same meaning using
very different means.

Most work on paraphrase identification has fo-
cused on only one level of granularity: either on low-
level features (e.g., Madnani et al. (2012)) or on the
sentence level (e.g., ARC-I, Hu et al. (2014)).

An exception is the RAE model (Socher et al.,
2011). It computes representations on all levels of
a parse tree: each node – including nodes corre-
sponding to words, phrases and the entire sentence
– is represented as a vector. RAE then computes
a n1 × n2 comparison matrix of the two trees de-
rived from S1 and S2 respectively, where n1, n2 are
the number of nodes and each comparison is the Eu-
clidean distance between two vectors. This is then
the basis for paraphrase classification.

RAE (Socher et al., 2011) is one of three prior NN
architectures that we draw on to design our system.
It embodies the key insight that paraphrase identi-
fication involves analysis of information at multiple
levels of granularity. However, relying on parsing
has limitations for noisy text and for other applica-
tions in which highly accurate parsers are not avail-
able. We extend the basic idea of RAE by explor-
ing stacked convolution layers which on one hand
use sliding windows to split sentences into flexible
phrases, furthermore, higher layers are able to ex-
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tract more abstract features of longer-range phrases
by combining phrases in lower layers.

A representative way of doing this in deep learn-
ing is the work by Kalchbrenner et al. (2014), the
second prior NN architecture that we draw on. They
use convolution to learn representations at multiple
levels (Collobert and Weston, 2008). The motiva-
tion for convolution is that natural language con-
sists of long sequences in which many short sub-
sequences contribute in a stable way to the struc-
ture and meaning of the long sequence regardless
of the position of the subsequence within the long
sequence. Thus, it is advantageous to learn con-
volutional filters that detect a particular feature re-
gardless of position. Kalchbrenner et al. (2014)’s ar-
chitecture extends this idea in two important ways.
First, k-max pooling extracts the k top values from
a sequence of convolutional filter applications and
guarantees a fixed length output. Second, they stack
several levels of convolutional filters, thus achieving
multigranularity. We incorporate this architecture as
the part that analyzes an individual sentence.

The third prior NN architecture we draw on is
ARC proposed by Hu et al. (2014) who also attempt
to exploit convolution for paraphrase identification.
Their key insight is that we want to be able to di-
rectly optimize the entire system for the task we are
addressing, i.e., for paraphrase identification. Hu et
al. (2014) do this by adopting a Siamese architec-
ture: their NN consists of two shared-weight sen-
tence analysis NNs that feed into a binary classi-
fier that is directly trained on labeled sentence pairs.
As we will show below, this is superior to separat-
ing the two steps: first learning sentence represen-
tations, then training binary classification for fixed,
learned sentence representations as Bromley et al.
(1993), Socher et al. (2011) and many others do.

We can now give an overview of our NN architec-
ture (Figure 1). We call it Bi-CNN-MI: “Bi-CNN”
stands for double CNNs used in Siamese frame-
work, “MI” for multigranular interaction features.
Bi-CNN-MI has three parts: (i) the sentence anal-
ysis network CNN-SM, (ii) the sentence interaction
model CNN-IM and (iii) a logistic regression on top
of the network that performs paraphrase identifica-
tion. We now describe these three parts in detail.

(i) Following Kalchbrenner et al. (2014), we de-
sign CNN-SM, a convolutional sentence analysis

NN that computes representations at four different
levels: word, short ngram, long ngram and sentence.
This multigranularity is important because para-
phrase identification benefits from analyzing sen-
tences at multiple levels.

(ii) Following Socher et al. (2011), CNN-IM, the
interaction model, computes interaction features as
s1 × s2 matrices, where si is the number of items of
a certain granularity in Si. In contrast to Socher et
al. (2011), CNN-IM computes these features at fixed
levels and only for comparable units; e.g., we do not
compare single words with entire sentences.

(iii) Following Hu et al. (2014), we integrate two
copies of CNN-SM into a Siamese architecture that
allows to optimize all parameters of the NN for para-
phrase identification. In our case, these parameters
include parameters for word embedding, for convo-
lution filters, and for the classification of paraphrase
candidate pairs. In contrast to Hu et al. (2014), the
inputs to the final paraphrase candidate pair classifi-
cation layer are interaction feature matrices at mul-
tiple levels – as opposed to single-level features that
do not directly compare an element of S1 with a po-
tentially corresponding element of S2.

There is one other problem we have to address to
get good performance. Training sets for paraphrase
identification are small in comparison with the high
complexity of the task. Training a complex network
like Bi-CNN-MI with a large number of parameters
on a small training set is not promising due to sparse-
ness and likely overfitting.

In order to make full use of the training data, we
propose a new unsupervised training scheme CNN-
LM (CNN Language Model) to pretrain the largest
part of the model, the sentence analysis network
CNN-SM. The key innovation is that we use a lan-
guage modeling task in a setup similar to autoen-
coding for pretraining (see below for details). This
means that embedding and convolutional parameters
can be pretrained on very large corpora since no hu-
man labels are required for pretraining.

We will show below that this pretraining is critical
for getting good performance in the paraphrase task.
However, the general design principle of this type of
unsupervised pretraining should be widely applica-
ble given that next-word prediction training is possi-
ble in many NLP applications. Thus, this new way
of unsupervised pretraining could be an important
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contribution of the paper independent of paraphrase
identification.

Section 2 discusses related work. Sections 3 and
4 introduce the sentence model CNN-SM and the
sentence interaction model CNN-IM. Section 5 de-
scribes the training regime. The experiments are
presented in Section 6. Section 7 concludes.

2 Related work

Bi-CNN-MI is closely related to NN models for sen-
tence representations and for text matching.

A pioneering work using CNN to model sentences
is (Collobert and Weston, 2008). They conducted
convolutions on sliding windows of a sentence and
finally use max pooling to form a sentence represen-
tation. Kalchbrenner et al. (2014) introduce k-max
pooling and stacking of several CNNs as discussed
in Section 1.

Lu and Li (2013) developed a deep NN to match
short texts, where interactions between components
within the two objects were considered. These inter-
actions were obtained via LDA (Blei et al., 2003).
A two-dimensional interaction space is formed, then
those local decisions will be sent to the correspond-
ing neurons in upper layers to get rounds of fusion,
finally logistic regression in the output layer pro-
duces the final matching score. Drawbacks of this
approach are that LDA parameters are not optimized
for the paraphrase task and that the interactions are
formed on the level of single words only.

Gao et al. (2014) model interestingness between
two documents with deep NNs. They map source-
target document pairs to feature vectors in a latent
space in such a way that the distance between the
source document and its corresponding interesting
target in that space is minimized. Interestingness
is more like topic relevance, based mainly on the
aggregate meaning of lots of keywords. Addition-
ally, their model is a document-level model and is
not multigranular.

Madnani et al. (2012) treated paraphrase relation-
ship as a kind of mutual translation, hence combined
eight kinds of machine translation metrics including
BLEU (Papineni et al., 2002), NIST (Doddington,
2002), TER (Snover et al., 2006), TERp (Snover
et al., 2009), METEOR (Denkowski and Lavie,
2010), SEPIA (Habash and Elkholy, 2008), BAD-

GER (Parker, 2008) and MAXSIM (Chan and Ng,
2008). These features are not multigranular; rather
they are low-level only; high-level features – e.g., a
representation of the entire sentence – are not con-
sidered.

Bach et al. (2014) claimed that elementary dis-
course units obtained by segmenting sentences play
an important role in paraphrasing. Their conclu-
sion also endorses Socher et al. (2011)’s and our
work, for both take similarities between component
phrases into account.

We discussed Socher et al. (2011)’s RAE and Hu
et al. (2014)’s ARC-I in Section 1. In addition to
similarity matrices there are two other important as-
pects of (Socher et al., 2011). First, the similarity
matrices are converted to a fixed size feature vector
by dynamic pooling. We adopt this approach in Bi-
CNN-MI; see Section 4.2 for details.

Second, (Socher et al., 2011) is partially based on
parsing as is some other work on paraphrase iden-
tification (e.g., Wan et al. (2006), Ji and Eisenstein
(2013)). Parsing is a potentially powerful tool for
identifying the important meaning units of a sen-
tence, which can then be the basis for determining
meaning equivalence. However, reliance on parsing
makes these approaches less flexible. For example,
there are no high-quality parsers available for some
domains and some languages. Our approach is in
principle applicable for any domain and language.
It is also unclear how we would identify compara-
ble units in the parse trees of S1 and S2 if the parse
trees have different height and the sentences differ-
ent lengths. A key property of Bi-CNN-MI is that it
is designed to produce units at fixed levels and only
units at the same level are compared with each other.

3 Convolution sentence model CNN-SM

Our network Bi-CNN-MI for paraphrase detection
(Figure 1) consists of four parts. On the left and
on the right there are two multilayer NNs with seven
layers, from “initialized word embeddings: sentence
1/2” to “k-max pooling”. The weights of these two
NNs are shared. This part of Bi-CNN-MI is based
on (Kalchbrenner et al., 2014) and we refer to it as
convolutional sentence model CNN-SM.

Between the two CNN-SMs there is the interac-
tion model CNN-IM, consisting of four feature ma-
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Figure 1: The paraphrase identification architecture Bi-CNN-MI
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trices (unigram, short ngram, long ngram, sentence).
CNN-IM feeds into a logistic classifier that performs
paraphrase detection. See Sections 4 and 5 for these
two parts of Bi-CNN-MI.

3.1 Wide convolution
We use Kalchbrenner et al. (2014)’s wide one-
dimensional convolution. Denoting the number of
tokens of Si as |Si|, we convolve weight matrix
M ∈ Rd×m over sentence representation matrix S ∈
Rd×|Si| and generate a matrix C ∈ Rd×(|Si|+m−1)

each column of which is the representation of an m-
gram. d is the dimension of word (and also ngram)
embeddings. m is filter width.

Our motivation for using convolution is that af-
ter training, a convolutional filter corresponds to a
feature detector that learns to recognize a class of
m-grams that is useful for paraphrase detection.

3.2 Averaging
After convolution, to build simple relations across
rows, each odd row and the row behind im-
mediately are averaged, generating matrix A ∈
R

d
2
×(|Si|+m−1). Namely:

A = (Codd + Ceven)/2 (1)

where Codd, Ceven denote the odd and even rows of
C, respectively. Finally, this convolution layer will
output matrix B whose jth column is defined thus:

B:,j = tanh(A:,j + bT ) 0 ≤ j < (|Si|+m− 1)
(2)

b is a bias vector with dimension d/2, same for each
column.

3.3 Dynamic k-max pooling
We use Kalchbrenner et al. (2014)’s dynamic k-
max pooling to extract features for variable-length
sentences. It extracts kdy top values from each di-
mension after the first layer of averaging and ktop =
4 top values after the top layer of averaging. We set

kdy = max(ktop, |Si|/2 + 1) (3)

Thus, kdy depends on the length of Si.
The sequence of layers in (Kalchbrenner et al.,

2014) is convolution, folding, k-max pooling, tanh.
We experimented with this sequence and found that

after k-max pooling many tanh units had an input
close to 1, in the nondynamic range of the function
(since the input is the addition of several values).
This makes learning difficult. We therefore changed
the sequence to convolution, averaging, tanh, k-max
pooling. This makes it less likely that tanh units will
be saturated.

We have described convolution, averaging and k-
max pooling. We can stack several blocks of these
three layers to form deep architectures, as the two
blocks (marked “first block” and “top block”) in Fig-
ure 1.

4 Convolution interaction model CNN-IM

After the introduction in the previous section of the
CNN-SM part of our architecture for processing an
individual sentence, we now turn to the CNN-IM in-
teraction model that computes the four feature ma-
trices in Figure 1 to assess the interactions between
the two sentences.

4.1 Feature matrices
One key innovation of our approach is multigranu-
larity: we compute similarity between the two para-
phrase candidates on multiple levels. Specifically,
we compute similarity at four levels in this paper:
unigram, short ngram, long ngram and sentence. We
use notation l ∈ {u, sn, ln, s} to refer to the four lev-
els, and use Si,l to denote the matrix representing
sentence Si at level l. For level l, we compute fea-
ture matrices F̂l as follows:

F̂ijl = exp(
−||S1,l

:,i − S2,l
:,j ||2

2β
) (4)

where ||S1,l
:,i − S2,l

:,j ||2 is the Euclidean distance be-
tween the representations of the ith item of S1 and
the jth item of S2 on level l. We set β = 2 (cf. Wu
et al. (2013)).

We do not use cosine because the magnitude of
the activations of hidden units is important, not just
the overall direction; e.g., if S1,l

:,i and S2,l
:,j point in

the same direction, but activations are much larger
in S2,l

:,j , then the two vectors are very dissimilar.
The lowest level feature matrix (l = u) is the un-

igram similarity matrix F̂u. It has size |S1| × |S2|.
The feature entry F̂u

ij is the similarity between the
ith word of S1 and the jth word of S2 where each
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word is represented by a d-dimensional word em-
bedding (d = 100 in our experiments).

The next level feature matrix is the short ngram
similarity matrix F̂sn. It has size (|S1|+msn− 1)×
(|S2|+msn−1) wheremsn = 3 is the filter width in
this convolution layer and |Si|+msn−1 is the num-
ber of short ngrams in Si. The feature entry F̂sn

ij is
the similarity between two d/2-dimensional vectors
representing two short ngrams from S1 and S2.

We use multiple feature maps to improve the sys-
tem performance. Different feature maps are ex-
pected to extract different kinds of sentence features,
and can be implemented in the same convolution
layer in parallel. Specifically, we use f sn = 6 fea-
ture maps on this level following Kalchbrenner et al.
(2014). Thus, we actually compute six feature ma-
trices F̂sn,i (i = 1, · · · , f sn), one for each pair of
feature maps that share convolution weights while
derived from S1 and S2 respectively. (Figure 1 only
shows one of those six matrices.)

The next level feature matrix is the long ngram
similarity matrix F̂ln. It has size (kdy,1 +mln− 1)×
(kdy,2 + mln − 1) where kdy,i (Equation 3) is the
k value in dynamic k-max pooling for sentence i,
kdy,i + mln − 1 is the number of long ngrams in
Si and mln = 5 is the filter width in this convolu-
tion layer. The feature entry F̂ln

ij is the similarity
between two d/4-dimensional vectors representing
two long ngrams from S1 and S2.

We use f ln = 14 feature maps on this level fol-
lowing Kalchbrenner et al. (2014). Thus, we com-
pute 14 feature matrices F̂ln,i (i = 1, · · · , f ln), in a
way analogous to the f sn = 6 feature maps F̂sn,i.

The last feature matrix is the sentence similarity
matrix F̂s. It has size ktop × ktop where ktop = 4
is the parameter in k-max pooling at the last max
pooling layer. The feature entry F̂s

ij is the similarity
between two d/4-dimensional vectors computed by
max pooling from S1 and S2.

For l = s, there are also f ln = 14 feature matrices
F̂s,i (i = 1, · · · , f ln), analogous to the f ln = 14
feature matrices F̂ln,i.

A general design principle of the architecture is
that we compute each interaction feature matrix be-
tween two feature maps that share the same convo-
lution weights. Two feature maps learned with the
same filter will contain the same kinds of features
derived from the input.

4.2 Dynamic pooling of feature matrices

As sentence lengths vary, feature matrices F̂l have
different sizes, which makes it impossible to use
them directly as input of the last layer.

That means we need to map F̂l ∈ Rr×c into a
matrix Fl of fixed size r′ × c′ (l ∈ {u, sn, ln, s};
r′, c′ are parameters and are the same for all sen-
tence pairs while r, c depend on |S1| and |S2|). Dy-
namic pooling divides F̂l into r′×c′ nonoverlapping
(dynamic) pools and copies the maximum value in
each dynamic pool to Fl. Our method is similar to
(Socher et al., 2011), but preserves locality better.

F̂l can be split into equal regions only if r (resp.
c) is divisible by r′ (resp. c′). Otherwise, for r > r′

and if r mod r′ = b, the dynamic pools in the first
r′−b splits each have

⌊
r
r′
⌋

rows while the remaining
b splits each have

⌊
r
r′
⌋

+ 1 rows. In Figure 2, a r ×
c = 4 × 5 matrix (left) is split into r′ × c′ = 3 × 3
dynamic pools (middle): each row is split into [1, 1,
2] and each column is split into [1, 2, 2].

If r < r′, we first repeat all rows until no fewer
than r′ rows remain. Then first r′ rows are kept
and split into r′ dynamic pools. The same princi-
ple applies to the partitioning of columns. In Fig-
ure 2 (right), the areas with dashed lines and dotted
lines are repeated parts for rows and columns, re-
spectively; each cell is its own dynamic pool.

5 Training

5.1 Supervised training

Dynamic pooling gives us fixed size interaction fea-
ture matrices for sentence, ngram and unigram lev-
els. As shown in Figure 1, the concatenation of these
features (Fs, Fln, Fsn and Fu) is the input to a logis-
tic regression layer for paraphrase classification. We
have now described all three parts of Bi-CNN-MI:
CNN-SM, CNN-IM and logistic regression.

Bi-CNN-MI with all its parameters – includ-
ing word embeddings and convolution weights – is
trained on MSRP. We initialize embeddings with
those provided by Turian et al. (2010)1 (based on
Collobert and Weston (2008)). For layer sn, we have
f sn = 6 feature maps and set filter width msn = 3.
For layer ln, we have f ln = 14 feature maps and set
filter width mln = 5 and ktop = 4. Dynamic pooling

1metaoptimize.com/projects/wordreprs/
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Figure 2: Partition methods in dynamic pooling. Original matrix with size 4× 5 is mapped into matrix with size 3× 3
and matrix with size 6× 7, respectively. Each dynamic pool is distinguished by a border of empty white space around
it.

Figure 3: Unsupervised architecture: CNN-LM

sizes are 10× 10, 10× 10, 6× 6, 2× 2 for unigram,
short ngram, long ngram and sentence, respectively.
For training, we employ mini-batch of size 70, L2

regularization with weight 5 × 10−4 and Adagrad
(Duchi et al., 2011).

5.2 Unsupervised pretraining

One of the key contributions of this paper is the ar-
chitecture CNN-LM shown in Figure 3. CNN-LM
is used to pretrain the convolutional filters on unla-
beled data. This addresses sparseness and limited
training data for paraphrase identification.

The convolution sentence model CNN-SM (Sec-
tion 3) is part of CNN-LM (“CNN-SM” in Figure 3).
The input to CNN-SM is the entire sentence (“the
cat sat on the mat”); its output (“sentence represen-
tation” in the leftmost rectangle in Figure 3 and the

two grids labeled “sentence representation” in the
top layer of the top block in Figure 1) is concate-
nated with a history consisting of the embeddings
of the h = 3 preceding words (“the”, “cat”, “sat”) as
the input of a fully connected layer to generate a pre-
dicted representation for the next word (“on”). We
employ noise-contrastive estimation (NCE) (Mnih
and Teh, 2012; Mnih and Kavukcuoglu, 2013) to
compute the cost: the model learns to discriminate
between true next words and noise words. NCE al-
lows us to fit unnormalized models making the train-
ing time effectively independent of the vocabulary
size.

In experiments, CNN-LM is trained on unlabeled
MSRP data and an additional 100,000 sentences
from English Gigaword (Graff et al., 2003). In prin-
ciple, sentences from any source, not just English
Gigaword, can be used to train this model. In NCE,
20 noise words are sampled for each true example.

So training has two parts: unsupervised, CNN-
LM (Figure 3) and supervised, Bi-CNN-MI (Fig-
ure 1). In the first phase, the unsupervised training
phase, we adopt a language modeling approach be-
cause it does not require human labels and can use
large corpora to pretrain word embeddings and con-
volution weights. The goal is to learn sentence fea-
tures that are unbiased and reflect useful attributes of
the input sentence. More importantly, pretraining is
useful to relieve overfitting, which is a severe prob-
lem when building deep NNs on small corpora like
MSRP (cf. Hu et al. (2014)).

In the second phase, the supervised training
phase, pretrained word embeddings and convolution
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weights are tuned for optimal performance on PI.
In CNN-LM, we have combined several architec-

tural elements to pretrain a high-quality sentence
analysis NN despite the lack of training data. (i)
Similar to PV-DM (Le and Mikolov, 2014), we in-
tegrate global context (CNN-SM) and local context
(the history of size h) into one model – although
our global context consists only of a sentence, not
of a paragraph or document. (ii) Similar to work
on autoencoding (Vincent et al., 2010), the output
that is to be predicted is part of the input. Au-
toencoding is a successful approach to learning rep-
resentations and we adapt it here to pretrain good
sentence representations. (iii) A second successful
approach to learning embeddings is neural network
language modeling (Bengio et al., 2003; Mikolov,
2012). Again, we adopt this by including in CNN-
LM an ngram language modeling part to predict the
next word. The great advantage of this type of em-
bedding learning is that no labels are needed. (iv)
CNN-LM only adds one hidden layer over CNN-
SM. It keeps simple architecture like PV-DM (Le
and Mikolov, 2014), CBOW (Mikolov et al., 2013)
and LBL (Mnih and Teh, 2012), enabling the CNN-
SM as main training target.

In summary, the key contribution of CNN-LM is
that we pretrain convolutional filters. Architectural
elements from the literature are combined to support
effective pretraining of convolutional filters.

6 Experiments

6.1 Data set and evaluation metrics

We use the Microsoft Research Paraphrase Corpus
(MSRP) (Dolan et al., 2004; Das and Smith, 2009).
The training set contains 2753 true and 1323 false
paraphrase pairs; the test set contains 1147 and 578
pairs, respectively. For each triple (label, S1, S2) in
the training set we also add (label, S2, S1) to make
best use of the training data; these additions are
nonredundant because the interaction feature matri-
ces (Section 4.1) are asymmetric. Systems are eval-
uated by accuracy and F1.

6.2 Paraphrase detection systems

Since we want to show that Bi-CNN-MI performs
better than previous NN work, we compare with
three NN approaches: NLM, ARC and RAE (Ta-

ble 1).2 We also include the majority baseline
(“baseline”) and MT (Madnani et al., 2012). RAE
(Socher et al., 2011) and MT were discussed in Sec-
tions 1 and 2. We now briefly describe the other
prior work.

Blacoe and Lapata (2012) compute the vector
representation of a sentence from the neural lan-
guage model (NLM) embeddings (computed based
on (Collobert and Weston, 2008)) of the words of
the sentence as the sum of the word embeddings
(NLM+), as the element-wise multiplication of the
word embeddings (NLM�), or by means of the
recursive autoencoder (NLM RAE, Socher et al.
(2011)). The representations of the two paraphrase
candidates are then concatenated as input to an SVM
classifier. See Blacoe and Lapata (2012) for details.

The ARC model (Hu et al., 2014) is a convolu-
tional architecture similar to (Collobert and Weston,
2008). ARC-I is a Siamese architecture in which
two shared-weight convolutional sentence models
are trained on the binary paraphrase detection task.
Hu et al. (2014) find that ARC-I is suboptimal in
that it defers the interaction between S1 and S2 to
the very end of processing: only after the vectors
representing S1 and S2 have been computed does an
interaction occur. To remedy this problem, they pro-
pose ARC-II in which the Siamese architecture is
replaced by a multilayer NN that processes a single
representation produced by interleaving S1 and S2.

We also evaluate Bi-CNN-MI–, an NN identical
to Bi-CNN-MI, except that it is not pretrained in un-
supervised training.

6.3 Results

Table 1 shows that Bi-CNN-MI outperforms all
other systems. The comparison with Bi-CNN-MI–
indicates that this is partly due to one major in-
novation we introduced: unsupervised pretraining.
Bi-CNN-MI–, the model without unsupervised pre-
training, performs badly. Thus, unsupervised train-
ing is helpful to pretrain parameters in paraphrase

2A reviewer suggests an additional experiment to directly
evaluate the importance of multigranularity: a “system that puts
all unigrams, short ngrams, long ngrams, and sentence repre-
sentations into one interaction matrix.” This would indeed be
an interesting baseline, but there is no obvious way to conduct
this experiment since vectors from different levels are not com-
parable; e.g., they have different dimensionality.
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method acc F1

baseline 66.5 79.9
NLM+ 69.0 80.1
NLM� 67.8 79.3
NLM RAE 70.3 81.3
ARC-I 69.6 80.3
ARC-II 69.9 80.9
RAE 76.7 83.6
MT 77.4 84.1
Bi-CNN-MI– 72.5 81.4
Bi-CNN-MI 78.1 84.4

Table 1: Performance of different systems on MSRP

features used acc F1

1 no features 66.5 79.9
2 + u: unigram 68.4 79.7
3 + sn: short ngram 75.3 82.8
4 + ln: long ngram 76.2 83.1
5 + s: sentence 73.4 82.3
6 – u: unigram 77.8 84.3
7 – sn: short ngram 76.3 83.5
8 – ln: long ngram 75.6 83.2
9 – s: sentence 77.6 84.2

10 all features 78.1 84.4

Table 2: Analysis of impact of the four feature classes.
Line 1: majority baseline. Line 10: Bi-CNN-MI result
from Table 1. Lines 2–5: Bi-CNN-MI when only one
feature class is used. Line 6–9: ablation experiment: on
each line one feature class is removed.

detection, especially when the training set is small.
RAE also uses pretraining, but not as effectively as
Bi-CNN-MI as Table 1 indicates. Hu et al. (2014)
also suggest that training complex NNs only with
supervised training runs the risk of overfitting on the
small MSRP corpus.

Table 2 looks at the relative importance of the four
feature matrices shown in Figure 1. (The unsuper-
vised part of the training regime is not changed for
this experiment.) The results indicate that levels sn
and ln are most informative: F1 scores are highest
if only these two levels are used (lines 3&4: 82.8,
83.1) and performance drops most when they are re-
moved (lines 7&8: 83.5, 83.2).

Unigrams contribute little to overall performance
(lines 2&6), probably because the paraphrases in the

corpus typically do not involve individual words (re-
placing one word by its synonym); rather, the para-
phrase relationship involves larger context, which
can only be judged by the higher-level features.

Just using the sentence matrix by itself performs
well (line 5), but less well than using only levels sn
or ln (lines 3&4). Most prior NN work on PI has
taken the sentence-level approach. Our results indi-
cate that combining this with the more fine-grained
comparison on the ngram-level is superior.

Removing the sentence matrix results in a small
drop in performance (line 9). The reason is that sen-
tence representations are computed by k-max pool-
ing from level ln. Thus, we can roughly view the
sentence-level feature matrix Fs as a subset of Fln.

Adding (Madnani et al., 2012)’s MT metrics as
input to the Bi-CNN-MI logistic regression further
improves performance: accuracy of 78.4 and F1 of
84.6.

7 Conclusion and future work

We presented the deep learning architecture Bi-
CNN-MI for paraphrase identification (PI). Based
on the insight that PI requires comparing two sen-
tences on multiple levels of granularity, we learn
multigranular sentence representations using convo-
lution and compute interaction feature matrices at
each level. These matrices are then the input to a
logistic classifier for PI. All parameters of the model
(for embeddings, convolution and classification) are
directly optimized for PI. To address the lack of
training data, we pretrain the network in a novel way
for a language modeling task. Results on MSRP are
state of the art.

In the future, we plan to apply Bi-CNN-MI to sen-
tence matching, question answering and other tasks.
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Abstract

Methods of deep neural networks (DNNs)
have recently demonstrated superior perfor-
mance on a number of natural language pro-
cessing tasks. However, in most previous
work, the models are learned based on ei-
ther unsupervised objectives, which does not
directly optimize the desired task, or single-
task supervised objectives, which often suf-
fer from insufficient training data. We de-
velop a multi-task DNN for learning represen-
tations across multiple tasks, not only leverag-
ing large amounts of cross-task data, but also
benefiting from a regularization effect that
leads to more general representations to help
tasks in new domains. Our multi-task DNN
approach combines tasks of multiple-domain
classification (for query classification) and in-
formation retrieval (ranking for web search),
and demonstrates significant gains over strong
baselines in a comprehensive set of domain
adaptation.

1 Introduction

Recent advances in deep neural networks (DNNs)
have demonstrated the importance of learning
vector-space representations of text, e.g., words and
sentences, for a number of natural language process-
ing tasks. For example, the study reported in (Col-
lobert et al., 2011) demonstrated significant accu-
racy gains in tagging, named entity recognition, and
semantic role labeling when using vector space word

∗This research was conducted during the author’s internship at
Microsoft Research.

representations learned from large corpora. Fur-
ther, since these representations are usually in a low-
dimensional vector space, they result in more com-
pact models than those built from surface-form fea-
tures. A recent successful example is the parser by
(Chen and Manning, 2014), which is not only accu-
rate but also fast.

However, existing vector-space representation
learning methods are far from optimal. Most pre-
vious methods are based on unsupervised objectives
such as word prediction for training (Mikolov et al.,
2013c; Pennington et al., 2014). Other methods use
supervised training objectives on a single task, e.g.
(Socher et al., 2013), and thus are often constrained
by limited amounts of training data. Motivated by
the success of multi-task learning (Caruana, 1997),
we propose in this paper a multi-task DNN approach
for representation learning that leverages supervised
data from many tasks. In addition to the benefit of
having more data for training, the use of multi-task
also profits from a regularization effect, i.e., reduc-
ing overfitting to a specific task, thus making the
learned representations universal across tasks.

Our contributions are of two-folds: First, we pro-
pose a multi-task deep neural network for represen-
tation learning, in particular focusing on semantic
classification (query classification) and semantic in-
formation retrieval (ranking for web search) tasks.
Our model learns to map arbitrary text queries and
documents into semantic vector representations in
a low dimensional latent space. While the general
concept of multi-task neural nets is not new, our
model is novel in that it successfully combines tasks
as disparate as operations necessary for classifica-
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tion or ranking.
Second, we demonstrate strong results on query

classification and web search. Our multi-task rep-
resentation learning consistently outperforms state-
of-the-art baselines. Meanwhile, we show that our
model is not only compact but it also enables ag-
ile deployment into new domains. This is because
the learned representations allow domain adaptation
with substantially fewer in-domain labels.

2 Multi-Task Representation Learning

2.1 Preliminaries

Our multi-task model combines classification and
ranking tasks. For concreteness, throughout this pa-
per we will use query classification as the classifica-
tion task and web search as the ranking task. These
are important tasks in commercial search engines:

Query Classification: Given a search query Q,
the model classifies in the binary fashion as to
whether it belongs to one of the domains of inter-
est. For example, if the query Q is “Denver sushi”,
the classifier should decide that it belongs to the
“Restaurant” domain. Accurate query classification
enables a richer personalized user experience, since
the search engine can tailor the interface and results.
It is however challenging because queries tend to be
short (Shen et al., 2006). Surface-form word fea-
tures that are common in traditional document clas-
sification problems tend to be too sparse for query
classification, so representation learning is a promis-
ing solution. In this study, we classify queries into
four domains of interest: (“Restaurant”, “Hotel”,
“Flight”, “Nightlife”). Note that one query can be-
long to multiple domains. Therefore, a set of bi-
nary classifiers are built, one for each domain, to
perform the classification. We frame the problem
as four binary classification tasks. Thus, for do-
main Ct, our goal is binary classification based on
P (Ct| Q) (Ct = {0, 1} ). For each domain t, we
assume supervised data (Q, yt = {0, 1} with yt as
binary labels.1

Web Search: Given a search queryQ and a docu-
ment list L, the model ranks documents in the order

1One could frame the problem as a a single multi-class clas-
sification task, but our formulation is more practical as it al-
lows adding new domains without retraining existing classi-
fiers. This will be relevant in domain adaptation (§3.3).

of relevance. For example, if the queryQ is ”Denver
sushi”, model returns a list of documents that satis-
fies such information need. Formally, we estimate
P (D1|Q), P (D2|Q), . . . for each document Dn and
rank according to these probabilities. We assume
that supervised data exist; I.e., there is at least one
relevant document Dn for each query Q.

2.2 The Proposed Multi-Task DNN Model
Briefly, our proposed model maps any arbi-
trary queries Q or documents D into fixed low-
dimensional vector representations using DNNs.
These vectors can then be used to perform query
classification or web search. In contrast to exist-
ing representation learning methods which employ
either unsupervised or single-task supervised objec-
tives, our model learns these representations using
multi-task objectives.

The architecture of our multi-task DNN model
is shown in Figure 1. The lower layers are shared
across different tasks, whereas the top layers repre-
sent task-specific outputs. Importantly, the input X
(either a query or document), initially represented as
a bag of words, is mapped to a vector (l2) of dimen-
sion 300. This is the shared semantic representation
that is trained by our multi-task objectives. In the
following, we elaborate the model in detail:

Word Hash Layer (l1): Traditionally, each word
is represented by a one-hot word vector, where the
dimensionality of the vector is the vocabulary size.
However, due to the large size of vocabulary in real-
world tasks, it is very expensive to learn such kind
of models. To alleviate this problem, we adopt the
word hashing method (Huang et al., 2013). We
map a one-hot word vector, with an extremely high
dimensionality, into a limited letter-trigram space
(e.g., with the dimensionality as low as 50k). For
example, word cat is hashed as the bag of letter tri-
gram {#-c-a, c-a-t, a-t-#}, where # is a boundary
symbol. Word hashing complements the one-hot
vector representation in two aspects: 1) out of vo-
cabulary words can be represented by letter-trigram
vectors; 2) spelling variations of the same word can
be mapped to the points that are close to each other
in the letter-trigram space.

Semantic-Representation Layer (l2): This is a
shared representation learned across different tasks.
this layer maps the letter-trigram inputs into a 300-
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X: Bag-of-Words Input (500k)

l1: Letter 3gram (50k)

l2: Semantic Representation (300)

QC1 QC2 QSq DSd
1 DSd
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Wt=C1
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P (C1|Q)

Wt=C2
2

Wt=C2
3

P (C2|Q)
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2 Wt=Sd
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P (D1|Q)
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P (D2|Q)

l3: Task-Specific
Representation
(128)

Query classifi-
cation posterior
probability com-
puted by sigmoid

Web search pos-
terior probability
computed by soft-
max

Relevance mea-
sured by cosine
similarity

Shared
layers

Query Classification Web Search

1

Figure 1: Architecture of the Multi-task Deep Neural Network (DNN) for Representation Learning:
The lower layers are shared across all tasks, while top layers are task-specific. The inputX (either a query or
document, with vocabulary size 500k) is first represented as a bag of words, then hashed into letter 3-grams
l1. Non-linear projection W1 generates the shared semantic representation, a vector l2 (dimension 300) that
is trained to capture the essential characteristics of queries and documents. Finally, for each task, additional
non-linear projections W t

2 generate task-specific representations l3 (dimension 128), followed by operations
necessary for classification or ranking.

dimensional vector by

l2 = f(W1 · l1) (1)

where f(·) is the tanh nonlinear activation f(z) =
1−e−2z

1+e−2z . This 50k-by-300 matrix W1 is responsible
for generating the cross-task semantic representation
for arbitrary text inputs (e.g., Q or D).

Task-Specific Representation (l3): For each
task, a nonlinear transformation maps the 300-
dimension semantic representation l2 into the 128-
dimension task-specific representation by

l3 = f(Wt
2 · l2) (2)

where, t denotes different tasks (query classification
or web search).

Query Classification Output: Suppose QC1 ≡
l3 = f(Wt=C1

2 · l2) is the 128-dimension task-
specific representation for a query Q. The proba-
bility that Q belongs to class C1 is predicted by a
logistic regression, with sigmoid g(z) = 1

1+e−z :

P (C1|Q) = g(Wt=C1
3 ·QC1) (3)

Web Search Output: For the web search
task, both the query Q and the document D are
mapped into 128-dimension task-specific represen-
tations QSq and DSd . Then, the relevance score is

Algorithm 1: Training a Multi-task DNN
Initialize model Θ : {W1,Wt

2,W
t
3} randomly

for iteration in 0...∞ do
1. Pick a task t randomly
2. Pick sample(s) from task t

(Q, yt = {0, 1}) for query classification
(Q,L) for web search

3. Compute loss: L(Θ)
L(Θ)=Eq. 5 for query classification
L(Θ)=Eq. 6 for web search

4. Compute gradient: ∇(Θ)
5. Update model: Θ = Θ− ε∇(Θ)

end
The task t is one of the query classification tasks or web search
task, as shown in Figure 1. For query classification, each train-
ing sample includes one query and its category label. For web
search, each training sample includes query and document list.

computed by cosine similarity as:

R(Q,D) = cos(QSq , DSd) =
QSq ·DSd

||QSq ||||DSd || (4)

2.3 The Training Procedure
In order to learn the parameters of our model, we use
mini-batch-based stochastic gradient descent (SGD)
as shown in Algorithm 1. In each iteration, a task t
is selected randomly, and the model is updated ac-
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cording to the task-specific objective. This approx-
imately optimizes the sum of all multi-task objec-
tives. For query classification of class Ct, we use
the cross-entropy loss as the objective:
−{yt lnP (Ct|Q)+(1−yt) ln(1−P (Ct|Q))} (5)

where yt = {0, 1} is the label and the loss is
summed over all samples in the mini-batch (1024
samples in experiments).

The objective for web search used in this paper
follows the pair-wise learning-to-rank paradigm out-
lined in (Burges et al., 2005). Given a query Q, we
obtain a list of documents L that includes a clicked
document D+ (positive sample), and J randomly-
sampled non-clicked documents {D−j }j=1,.,J . We
then minimize the negative log likelihood of the
clicked document (defined in Eq. 7) given queries
across the training data

− log
∏

(Q,D+)

P (D+|Q) (6)

where the probability of a given document D+ is
computed

P (D+|Q) =
exp(γR(Q,D+))∑
D′∈L exp(γR(Q,D′))

(7)

here, γ is a tuning factor determined on held-out
data.
Additional training details: (1) Model parameters
are initialized with uniform distribution in the range
(−√6/(fanin + fanout),

√
6/(fanin + fanout))

(Montavon et al., 2012). Empirically, we have
not observed better performance by initialization
with layer-wise pre-training. (2) Moment methods
and AdaGrad training (Duchi et al., 2011) speed
up the convergence speed but gave similar results
as plain SGD. The SGD learning rate is fixed at
ε = 0.1/1024. (3) We run Algorithm 1 for 800K
iterations, taking 13 hours on an NVidia K20 GPU.

2.4 An Alternative View of the Multi-Task
Model

Our proposed multi-task DNN (Figure 1) can be
viewed as a combination of a standard DNN for clas-
sification and a Deep Structured Semantic Model
(DSSM) for ranking, shown in Figure 2. Other ways
to merge the models are possible. Figure 3 shows
an alternative multi-task architecture, where only the
query part is shared among all tasks and the DSSM

500k

Q

50k

300

128

H

W1

W2

P (C|Q)

DNN model

500k

Q

50k

300

128

H

Wq
1

Wq
2

500k

D1

50k

300

128

H

Wd
1

Wd
2

R(Q, D1)

P (D1|Q)

500k

D2

50k

300

128

H

Wd
1

Wd
2

R(Q, D2)

P (D2|Q)

DSSM model

4

Figure 2: A DNN model for classification and a
DSSM model (Huang et al., 2013) for ranking.

retains independent parameters for computing the
document representations. This is more similar to
the original DSSM. We have attempted training this
model using Algorithm 1, but it achieves good re-
sults on query classification at the expense of web
search. This is likely due to unbalanced updates (i.e.
parameters for queries are updated more often than
that of documents), and implying that the amount of
sharing is an important design choice in multi-task
models.

500k

Q

50k

300

QC1 QC2 QSq

500k

D

50k

300

DSd

3

Figure 3: An alternative multi-task architecture.
Compared with Figure 1, only the query part is
shared across tasks here.

3 Experimental Evaluation

3.1 Data Sets and Evaluation Metrics
We employ large-scale, real data sets in our eval-
uation. See Table 1 for statistics. The test data for
query classification were sampled from one-year log
files of a commercial search engine with labels (yes
or no) judged by humans. The test data for web
search contains 12,071 English queries, where each
query-document pair has a relevance label manually
annotated on a 5-level relevance scale: bad, fair,
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Task
Query Classification Web

Restaurant Hotel Flight Nightlife Search
Training 1,585K 2,131K 1,880K 1,214K 4,084K queries & click-through documents

Test 3,074 6,307 6,199 298 12,071 queries / 897,770 documents

Table 1: Statistics of the data sets used in the experiments.

good, excellent and perfect. The evaluation metric
for query classification is the Area under of Receiver
Operating Characteristic (ROC) curve (AUC) score
(Bradley, 1997). For web search, we employ the
Normalized Discounted Cumulative Gain (NDCG)
(Järvelin and Kekäläinen, 2000).

3.2 Results on Accuracy
First, we evaluate whether our model can robustly
improve performance, measured as accuracy across
multiple tasks.

Table 2 summarizes the AUC scores for query
classification, comparing the following classifiers:
• SVM-Word: a SVM model2 with unigram, bi-

gram and trigram surface-form word features.

• SVM-Letter: a SVM model with letter trigram
features (i.e. l1 in Figure 1 as input to SVM).

• DNN: single-task deep neural net (Figure 2).

• MT-DNN: our multi-task proposal (Figure 1).
The results show that the proposed MT-DNN per-

forms best in all four domains. Further, we observe:

1. MT-DNN outperforms DNN, indicating the
usefulness of the multi-task objective (that in-
cludes web search) over the single-task objec-
tive of query classification.

2. Both DNN and MT-DNN outperform SVM-
Letter, which initially uses the same input fea-
tures (l1). This indicates the importance of
learning a semantic representation l2 on top of
these letter trigrams.

3. Both DNN and MT-DNN outperform a strong
SVM-Word baseline, which has a large feature
set that consists of 3 billion features.

Table 3 summarizes the NDCG results on web
search, comparing the following models:
2In this paper, we use the liblinear to build SVM
classifiers and optimize the corresponding parame-
ter C by using 5-fold cross-validation in training data.
http://www.csie.ntu.edu.tw/ cjlin/liblinear/

System
Query Classification

Restaurant Hotel Flight Nightlife
SVM-Word 90.91 75.82 91.17 91.27
SVM-Letter 88.75 69.65 85.51 87.71
DNN 97.38 76.81 95.58 93.24
MT-DNN 97.57 78.56 96.21 94.20

Table 2: Query Classification AUC results.

• Popular baselines in the web search literature,
e.g. BM25, Language Model, PLSA

• DSSM: single-task ranking model (Figure 2)

• MT-DNN: our multi-task proposal (Figure 1)

Again, we observe that MT-DNN performs best. For
example, MT-DNN achieves NDCG@1=0.334, out-
performing the current state-of-the-art single-task
DSSM (0.327) and the classic methods like PLSA
(0.308) and BM25 (0.305). This is a statistically sig-
nificant improvement (p < 0.05) over DSSM and
other baselines.

To recap, our MT-DNN robustly outperforms
strong baselines across all web search and query
classification tasks. Further, due to the use of larger
training data (from different domains) and the reg-
ularization effort as we discussed in Section 1, we
confirm the advantage of multi-task models over
than single-task ones.3

3.3 Results on Model Compactness and
Domain Adaptation

Important criteria for building practical systems are
agility of deployment and small memory footprint
and fast run-time. Our model satisfies both with
3We have also trained SVM using Word2Vec (Mikolov et al.,
2013b; Mikolov et al., 2013a) features. Unfortunately, the re-
sults are poor at 60-70 AUC, indicating the sub-optimality of
unsupervised representation learning objectives for actual pre-
diction tasks. We optimized the Word2Vec features in the SVM
baseline by scaling and normalizing as well, but did not ob-
serve much improvement.
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Models NDCG@1 NDCG@3 NDCG@10
TF-IDF model (BM25) 0.305 0.328 0.388
Unigram Language Model (Zhai and Lafferty, 2001) 0.304 0.327 0.385
PLSA(Topic=100) (Hofmann, 1999; Gao et al., 2011) 0.305 0.335 0.402
PLSA(Topic=500) (Hofmann, 1999; Gao et al., 2011) 0.308 0.337 0.402
Latent Dirichlet Allocation (Topic=100) (Blei et al., 2003) 0.308 0.339 0.403
Latent Dirichlet Allocation (Topic=500) (Blei et al., 2003) 0.310 0.339 0.405
Bilingual Topic Model (Gao et al., 2011) 0.316 0.344 0.410
Word based Machine Translation model (Gao et al., 2010) 0.315 0.342 0.411
DSSM, J=50 (Figure 2, (Huang et al., 2013)) 0.327 0.359 0.432
MT-DNN (Proposed, Figure 3) 0.334* 0.363 0.434

Table 3: Web Search NDCG results. Here, * indicates statistical significance improvement compared to the
best baseline (DSSM) measured by t-test at p-value of 0.05.
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Figure 4: Domain Adaption in Query Classification: Comparison of features using SVM classifiers. The
X-axis indicates the amount of labeled samples used in training the SVM. Intuitively, the three feature
representations correspond to different layers in Figure 1. SemanticRepresentation is the l2 layer trained
by MT-DNN. Word3gram is input X and Letter3gram is word hash layer (l1), both not trained/adapted.
Generally, SemanticRepresentation performs best for small training labels, indicating its usefulness in
domain adaptation. Note that the numbers -3.0, -2.0, -1.0 and 0.0 in x-axis denote 0.1, 1, 10 and 100 percent
training data in each domain, respectively.
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Figure 5: Domain Adaptation in Query Classification. Comparison of different DNNs.

high model compactness. The key to the compact-
ness is the aggressive compression from the 500k-
dimensional bag-of-words input to 300-dimensional
semantic representation l2. This significantly re-
duces the memory/run-time requirements compared
to systems that rely on surface-form features. The
most expensive portion of the model is storage of the
50k-by-300 W1 and its matrix multiplication with
l1, which is sparse: this is trivial on modern hard-
ware. Our multi-task DNN takes < 150KB in mem-
ory whereas e.g. SVM-Word takes about 200MB.

Compactness is particularly important for query
classification, since one may desire to add new do-
mains after discovering new needs from the query
logs of an operational system. On the other hand, it
is prohibitively expensive to collect labeled training
data for new domains. Very often, we only have very
small training data or even no training data.

To evaluate the models using the above crite-
ria, we perform domain adaptation experiments on
query classification using the following procedure:
(1) Select one query classification task t∗. Train MT-
DNN on the remaining tasks (including Web Search

task) to obtain a semantic representation (l2); (2)
Given a fixed l2, train an SVM on the training data
t∗, using varying amounts of labels; (3) Evaluate the
AUC on the test data of t∗

We compare three SVM classifiers trained us-
ing different feature representations: (1) Semanti-
cRepresentation uses the l2 features generated ac-
cording to the above procedure. (2) Word3gram
uses unigram, bigram and trigram word features.
(3) Letter3gram uses letter-trigrams. Note that
Word3gram and Letter3gram correspond to SVM-
Word and SVM-Letter respectively in Table 2.

The AUC results for different amounts of t∗ train-
ing data are shown in Figure 4. In the Hotel, Flight
and Restaurant domains, we observe that our seman-
tic representation dominated the other two feature
representations (Word3gram and Letter3gram) in
all cases except the extremely large-data regime
(more than 1 million training samples in domain t∗).
Given sufficient labels, SVM is able to train well on
Word3gram sparse features, but for most cases Se-
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manticRepresentation is recommended.4

In a further experiment, we compare the follow-
ing two DNNs using the same domain adaptation
procedure: (1) DNN1: DNN where W1 is ran-
domly initialized and parameters W1,W2,Wt∗

3 are
trained on varying amounts of data in t∗; (2) DNN2:
DNN where W1 is obtained from other tasks (i.e.
SemanticRepresentation) and fixed, while param-
eters W2,Wt∗

3 are trained on varying amounts of
data in t∗. The purpose is to see whether shared se-
mantic representation is useful even under a DNN
architecture. Figure 5 show the AUC results of
DNN1 vs. DNN2 (the results SVM denotes the
same system as SemanticRepresentation in Figure
4, plotted here for reference). We observe that when
the training data is extremely large (millions of sam-
ples), one does best by training all parameters from
scratch (DNN1). Otherwise, one is better off using
a shared semantic representation trained by multi-
task objectives. Comparing DNN2 and SVM with
SemanticRepresentation, we note that SVM works
best for training data of several thousand samples;
DNN2 works best in the medium data range.

4 Related Work

There is a large body of work on representation
learning for natural language processing, sometimes
using different terminologies for similar concepts;
e.g., feature generation, dimensionality reduction,
and vector space models. The main motivation is
similar: to abstract away from surface forms in
words, sentences, or documents, in order to alle-
viate sparsity and approximate semantics. Tradi-
tional techniques include LSA (Deerwester et al.,
1990), ESA (Gabrilovich and Markovitch, 2007),
PCA (Karhunen, 1998), and non-linear kernel vari-
ants (Schölkopf et al., 1998). Recently, learning-
based approaches inspired by neural networks, es-
pecially DNNs, have gained in prominence, due to
their favorable performance (Huang et al., 2013; Ba-
roni et al., 2014; Milajevs et al., 2014).

Popular methods for learning word representa-
tions include (Collobert et al., 2011; Mikolov et al.,
2013c; Mnih and Kavukcuoglu, 2013; Pennington
et al., 2014): all are based on unsupervised objec-

4The trends differ slightly in the Nightlife domain. We believe
this may be due to data bias on test data (only 298 samples).

tives of predicting words or word frequencies from
raw text. End-to-end neural network models for spe-
cific tasks (e.g. parsing) often use these word repre-
sentations as initialization, which are then iteratively
improved by optimizing a supervised objective (e.g.
parsing accuracy). A selection of successful appli-
cations of this approach include sequence labeling
(Turian et al., 2010), parsing (Chen and Manning,
2014), sentiment (Socher et al., 2013), question an-
swering (Iyyer et al., 2014) and translation modeling
(Gao et al., 2014a).

Our model takes queries and documents as in-
put, so it learns sentence/document representations.
This is currently an open research question, the chal-
lenge being how to properly model semantic com-
positionality of words in vector space (Huang et al.,
2013; M. Baroni and Zamparelli, 2013; Socher et
al., 2013). While we adopt a bag-of-words approach
for practical reasons (memory and run-time), our
multi-task framework is extensible to other meth-
ods for sentence/document representations, such as
those based on convolutional networks (Kalchbren-
ner et al., 2014; Shen et al., 2014; Gao et al., 2014b),
parse tree structure (Irsoy and Cardie, 2014), and
run-time inference (Le and Mikolov, 2014).

The synergy between multi-task learning and neu-
ral nets is quite natural; the general idea dates back
to (Caruana, 1997). The main challenge is in design-
ing the tasks and the network structure. For exam-
ple, (Collobert et al., 2011) defined part-of-speech
tagging, chunking, and named entity recognition as
multiple tasks in a single sequence labeler; (Bordes
et al., 2012) defined multiple data sources as tasks
in their relation extraction system. While concep-
tually similar, our model is novel in that it com-
bines tasks as disparate as classification and rank-
ing. Further, considering that multi-task models of-
ten exhibit mixed results (i.e. gains in some tasks but
degradation in others), our accuracy improvements
across all tasks is a very satisfactory result.

5 Conclusion

In this work, we propose a robust and practical rep-
resentation learning algorithm based on multi-task
objectives. Our multi-task DNN model success-
fully combines tasks as disparate as classification
and ranking, and the experimental results demon-
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strate that the model consistently outperforms strong
baselines in various query classification and web
search tasks. Meanwhile, we demonstrated com-
pactness of the model and the utility of the learned
query/document representation for domain adapta-
tion.

Our model can be viewed as a general method for
learning semantic representations beyond the word
level. Beyond query classification and web search,
we believe there are many other knowledge sources
(e.g. sentiment, paraphrase) that can be incorporated
either as classification or ranking tasks. A compre-
hensive exploration will be pursued as future work.
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Grégoire Mesnil. 2014. A latent semantic model
with convolutional-pooling structure for information
retrieval. In Proceedings of the 23rd ACM Interna-
tional Conference on Conference on Information and
Knowledge Management, pages 101–110. ACM.

Richard Socher, Alex Perelygin, Jean Wu, Jason Chuang,
Christopher D. Manning, Andrew Ng, and Christopher
Potts. 2013. Recursive deep models for semantic
compositionality over a sentiment treebank. In Pro-
ceedings of the 2013 Conference on Empirical Meth-
ods in Natural Language Processing, pages 1631–
1642, Seattle, Washington, USA, October. Association
for Computational Linguistics.

Joseph Turian, Lev-Arie Ratinov, and Yoshua Bengio.
2010. Word representations: A simple and general
method for semi-supervised learning. In Proceed-
ings of the 48th Annual Meeting of the Association for
Computational Linguistics, pages 384–394, Uppsala,
Sweden, July.

Chengxiang Zhai and John Lafferty. 2001. A study of
smoothing methods for language models applied to
ad hoc information retrieval. In Proceedings of the
24th annual international ACM SIGIR conference on
Research and development in information retrieval,
pages 334–342. ACM.

921



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 922–931,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Inflection Generation as Discriminative String Transduction

Garrett Nicolai† Colin Cherry‡ Grzegorz Kondrak†

†Department of Computing Science ‡National Research Council Canada
University of Alberta 1200 Montreal Road

Edmonton, AB, T6G 2E8, Canada Ottawa, ON, K1A 0R6, Canada
{nicolai,gkondrak}@ualberta.ca Colin.Cherry@nrc-cnrc.gc.ca

Abstract

We approach the task of morphological inflec-
tion generation as discriminative string trans-
duction. Our supervised system learns to gen-
erate word-forms from lemmas accompanied
by morphological tags, and refines them by re-
ferring to the other forms within a paradigm.
Results of experiments on six diverse lan-
guages with varying amounts of training data
demonstrate that our approach improves the
state of the art in terms of predicting inflected
word-forms.

1 Introduction

Word-forms that correspond to the same lemma can
be viewed as paradigmatically related instantiations
of the lemma. For example, take, takes, taking,
took, and taken are the word-forms of the lemma
take. Many languages have complex morphology
with dozens of different word-forms for any given
lemma: verbs inflect for tense, mood, and person;
nouns can vary depending on their role in a sen-
tence, and adjectives agree with the nouns that they
modify. For such languages, many forms will not be
attested even in a large corpus. However, different
lemmas often exhibit the same inflectional patterns,
called paradigms, which are based on phonological,
semantic, or morphological criteria. The paradigm
of a given lemma can be identified and used to gen-
erate unseen forms.

Inflection prediction has the potential to improve
Statistical Machine Translation (SMT) into mor-
phologically complex languages. In order to ad-
dress data sparsity in the training bitext, Clifton and
Sarkar (2011) and Fraser et al. (2012) reduce diverse

Figure 1: A partial inflection table for the German verb
atmen “to breathe” in Wiktionary.

inflected forms in the target language into the cor-
responding base forms, or lemmas. At test time,
they predict an abstract inflection tag for each trans-
lated lemma, which is then transformed into a proper
word-form. Unfortunately, hand-crafted morpho-
logical generators such as the ones that they use for
this purpose are available only for a small number of
languages, and are expensive to create from scratch.
The supervised inflection generation models that we
investigate in this paper can instead be trained on
publicly available inflection tables.

The task of an inflection generator is to produce
an inflected form given a base-form (e.g., an in-
finitive) and desired inflection, which can be spec-
ified as an abstract inflectional tag. The generator is
trained on a number of inflection tables, such as the
one in Figure 1, which enumerate inflection forms
for a given lemma. At test time, the generator pre-
dicts inflections for previously unseen base-forms.
For example, given the input atmen + 1SIA, where
the tag stands for “first person singular indicative
preterite,” it should output atmete.

Recently, Durrett and DeNero (2013) and Ahlberg
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et al. (2014) have proposed to model inflection gen-
eration as a two-stage process: an input base-form is
first matched with rules corresponding to a paradigm
seen during training, which is then used to gen-
erate all inflections for that base-form simultane-
ously. Although their methods are quite different,
both systems account for paradigm-wide regulari-
ties by creating rules that span all inflections within
a paradigm. We analyze both approaches in greater
detail in Section 2.

In this paper, we approach the task of supervised
inflection generation as discriminative string trans-
duction, in which character-level operations are ap-
plied to transform a lemma concatenated with an in-
flection tag into the correct surface word-form. We
carefully model the transformations carried out for a
single inflection, taking into account source charac-
ters surrounding a rule, rule sequence patterns, and
the shape of the resulting inflected word. To take
advantage of paradigmatic regularities, we perform
a subsequent reranking of the top n word-forms pro-
duced by the transducer. In the reranking model, soft
constraints capture similarities between different in-
flection slots within a table. Where previous work
leveraged large, rigid rules to span paradigms, our
work is characterized by small, flexible rules that
can be applied to any inflection, with features de-
termining what rule sequence works best for each
pairing of a base-form with an inflection.

Since our target application is machine transla-
tion, we focus on maximizing inflection form ac-
curacy, rather than complete table accuracy. Unlike
previous work, which aims at learning linguistically-
correct paradigms from crowd-sourced data, our ap-
proach is designed to be robust with respect to in-
complete and noisy training data, which could be ex-
tracted from digital lexicons and annotated corpora.
We conduct a series of experiments which demon-
strate that our method can accurately learn complex
morphological rules in languages with varying lev-
els of morphological complexity. In each experi-
ment we either match or improve over the state of
the art reported in previous work. In addition to pro-
viding a detailed comparison of the available inflec-
tion prediction systems, we also contribute four new
inflection datasets composed of Dutch and French
verbs, and Czech verbs and nouns, which are made
available for future research.

2 Inflection generation

Durrett and DeNero (2013) formulate the specific
task of supervised generation of inflected forms for
a given base-form based on a large number of train-
ing inflection tables, while Ahlberg et al. (2014)
test their alternative method on the same Wiktionary
dataset. In this section, we compare their work to
our approach with respect to the following three sub-
tasks:

1. character-wise alignment of the word-forms in
an inflection table (Section 2.1),

2. extraction of rules from aligned forms (2.2),
3. matching of rules to new base-forms (2.3).

2.1 Table alignment
The first step in supervised paradigm learning is
the alignment of related inflected forms in a ta-
ble. Though technically a multiple-alignment prob-
lem, this can also be addressed by aligning each
inflected form to a base-form. Durrett & DeNero
do exactly this, aligning each inflection to the base
with a paradigm-aware, position-dependent edit dis-
tance. Ahlberg et al. use finite-state-automata to
implement a multiple longest-common-subsequence
(LCS) alignment, avoiding the use of an explicit
base-form. Both systems leverage the intuition that
character alignment is mostly a problem of aligning
those characters that remain unchanged throughout
the inflection table.

Our alignment approach differs from previous
work in that we use an EM-driven, many-to-many
aligner. Instead of focusing on unchanged charac-
ters within a single paradigm, we look for small
multi-character operations that have statistical sup-
port across all paradigms. This includes operations
that simply copy their source into the target, leaving
the characters unchanged.

2.2 Rule extraction
The second step involves transforming the character
alignments into inflection rules. Both previous ef-
forts begin addressing this problem in the same way:
by finding maximal, contiguous spans of changed
characters, in the base-form for Durrett & DeNero,
and in the aligned word-forms for Ahlberg et al.
Given those spans, the two methods diverge quite
substantially. Durrett & DeNero extract a rule for
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Figure 2: Competing strategies for rule extraction: (a) an
aligned table; (b) a table-level rule; (c) vertical rules;
(d) atomic rules. $ is a word boundary marker.

each changed span, with the rule specifying trans-
formations to perform for each inflection. Ahlberg et
al. instead replace each unchanged span with a vari-
able, creating a single rule that specifies complete
inflections for the entire table. The latter approach
creates larger rules, which are easier to interpret for
a linguist, but are less flexible, and restrict informa-
tion sharing across paradigms.

We move in the opposite direction by extracting
a rule for each minimal, multi-character transforma-
tion identified by our aligner, with no hard constraint
on what rules travel together across different inflec-
tions. We attempt to learn atomic character transfor-
mations, which extends the flexibility of our rules at
the cost of reduced interpretability.

The differences in rule granularity are illustrated
on the German verb schleichen “to sneak” in Fig-
ure 2. The single rule of Ahlberg et al. comprises
three vertical rules of Durrett & DeNero, which in
turn correspond to eleven atomic rules in our system.
Note that this is a simplification, as alignments and
word boundary markers vary across the three sys-
tems.

2.3 Rule selection
The final component of an inflection generation sys-
tem is a mechanism to determine what rules to ap-
ply to a new base-form, in order to generate the
inflected forms. The strongest signal for this task

comes from learning how the training base-forms
use the rules. With their highly restrictive rules,
Ahlberg et al. can afford a simple scheme, keeping
an index that associates rules with base-forms, and
employing a longest suffix match against this index
to assign rules to new base-forms. They also use
the corpus frequency of the inflections that would
be created by their rules as a rule-selection feature.
Durrett & DeNero have much more freedom, both
in what rules can be used together and in where
each rule can be applied. Therefore, they employ
a more complex semi-Markov model to assign rules
to spans of the base-form, with features character-
izing the n-gram character context surrounding the
source side of each rule.

Since our rules provide even greater flexibility,
we model rule application very carefully. Like Dur-
rett & DeNero, we employ a discriminative semi-
Markov model that considers source character con-
text, and like Ahlberg et al., we use a corpus to re-
evaluate predictions. In addition, we model rule se-
quences, and the character-shape of the resulting in-
flected form. Note that our rules are much more
general than those of our predecessors, which makes
it easy to get statistical support for these additional
features. Finally, since our rules are not bound by
paradigm structure, we employ a reranking step to
account for intra-paradigm regularities.

3 Discriminative Transduction

In this section, we describe the details of our
approach, including the affix representation, the
string alignment and transduction, and the paradigm
reranking.

3.1 Affix representation

Our inflection generation engine is a discriminative
semi-Markov model, similar to a monotonic phrase-
based decoder from machine translation (Zens and
Ney, 2004). This system cannot insert characters,
except as a part of a phrasal substitution, so when
inflecting a base form, we add an abstract affix rep-
resentation to both provide an insertion site and to
indicate the desired inflection.

Abstract tags are separated from their lemmas
with a single ‘+’ character. Marking the morpheme
boundary in such a way allows the transducer to gen-
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eralize the context of a morpheme boundary. For
example, the third person singular indicative present
of the verb atmen is represented as atmen+3SIE. We
use readable tags throughout this paper, but they are
presented to the transducer as indivisible units; it
cannot translate them character-by-character.

German and Dutch past participles, as well as sev-
eral Czech inflections, are formed by circumfixa-
tion, a special process of simultaneous prefixation
and suffixation. We represent such inflections with
separate copies of the circumfix tag before and after
the lemma. For example, the past participle gebracht
“brought” is represented as PPL+bringen+PPL. In
the absence of language-specific information regard-
ing the set of inflections that involve circumfixation,
the system can learn to transduce particular affixes
into empty strings.

During development, we experimented with an al-
ternative method, in which affixes are represented by
a default allomorph. Allomorphic representations
have the potential advantage of reducing the com-
plexity of transductions by the virtue of being sim-
ilar to the correct form of the affix. However, we
found that allomorphic affixes tend to obfuscate dif-
ferences between distinct inflections, so we decided
to employ abstract tags instead.

3.2 String transduction
We perform string transduction adapting the tool
DIRECTL+, originally designed for grapheme-to-
phoneme conversion (Jiampojamarn et al., 2010).
DIRECTL+ is a feature-rich, discriminative charac-
ter transducer, which searches for a model-optimal
sequence of character transformation rules for its in-
put. The core of the engine is a dynamic program-
ming algorithm capable of transducing many con-
secutive characters in a single operation, also known
as a semi-Markov model. Using a structured version
of the MIRA algorithm (McDonald et al., 2005),
training attempts to assign weights to each feature
so that its linear model separates the gold-standard
derivation from all others in its search space.

DIRECTL+ uses a number of feature templates to
assess the quality of a rule: source context, target
n-gram, and joint n-gram features. Context features
conjoin the rule with indicators for all source char-
acter n-grams within a fixed window of where the
rule is being applied. Target n-grams provide indi-

cators on target character sequences, describing the
shape of the target as it is being produced, and may
also be conjoined with our source context features.
Joint n-grams build indicators on rule sequences,
combining source and target context, and memoriz-
ing frequently-used rule patterns. Durrett & DeNero
also use source context features, but we are the first
group to account for features that consider rule se-
quences or target word shape.

Following Toutanova and Cherry (2009), we
modify the out-of-the-box version of DIRECTL+ by
implementing an abstract copy feature that indicates
when a rule simply copies its source characters into
the target, e.g. p → p. The copy feature has the ef-
fect of biasing the transducer towards preserving the
base-form within the inflected form.

In addition to the general model that is trained
on all inflected word-forms, we derive tag-specific
models for each type of inflection. Development ex-
periments showed the general model to be slightly
more accurate overall, but we use both types of mod-
els in our reranker.

3.3 String alignment
DIRECTL+ training requires a set of aligned pairs
of source and target strings. The alignments account
for every input and output character without the use
of insertion. Derivations that transform the input
substrings into the desired output substrings are then
extracted from the alignments.

We induce the alignments by adapting the M2M
aligner of (Jiampojamarn et al., 2007), which uses
Expectation-Maximization to maximize the joint
likelihood of its input under a pairwise alignment
scheme. Previous work creates alignments based
upon entire inflection tables, while ours considers
each inflection paired with its base form indepen-
dently. M2M goes beyond linking single characters
by aligning entire substrings instead. In practice, the
base-form serves as a pivot for the entire inflection
table, leading to consistent multiple alignments.

We modify the M2M aligner to differentiate be-
tween stems and affixes. The alignments between
stem letters rarely require more than a 2-2 align-
ment. A single tag, however, must align to an en-
tire affix, which may be composed of four or more
letters. The distinction allows us to set different sub-
string length limits for the two types.
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In order to encourage alignments between iden-
tical letters, we augment the training set by pair-
ing each inflected form with itself. In addition, we
modify the aligner to generalize the identity align-
ments into a single operation, which corresponds to
the copy feature described in Section 3.2.

3.4 Reranking

Morphological processes such as stem changes tend
to be similar across different word-forms of the same
lemma. In order to take advantage of such paradig-
matic consistency, we perform a reranking of the n-
best word-forms generated by DIRECTL+. The cor-
rect form is sometimes included in the n-best list,
but with a lower score than an incorrect form. We
propose to rerank such lists on the basis of features
extracted from the 1-best word-forms generated for
other inflection slots, the majority of which are typ-
ically correct.

We perform reranking with the Liblinear
SVM (Fan et al., 2008), using the method of
Joachims (2002). An initial inflection table, created
to generate reranking features, is composed of
1-best predictions from the general model. For each
inflection, we then generate lists of candidate forms
by taking the intersection of the n-best lists from
the general and the tag-specific models.

In order to generate features from our initial in-
flection table, we make pairwise comparisons be-
tween a prediction and each form in the initial ta-
ble. We separate stems from affixes using the align-
ment. Our three features indicate whether the com-
pared forms share the same stem, the same affix, and
the same surface word-form, respectively. We gen-
erate a feature vector for each aligned pair of related
word-forms, such as past participle vs. present par-
ticiple. In addition, we include as features the confi-
dence scores generated by both models.

Two extra features are designed to leverage a large
corpus of raw text. A binary indicator feature fires
if the generated form occurs in the corpus. In order
to model the phonotactics of the language, we also
derive a 4-gram character language model from the
same corpus, and include as a feature the normalized
log-likelihood of the predicted form.

Language / POS Set Base forms Infl.
German Nouns DE-N 2764 8
German Verbs DE-V 2027 27
Spanish Verbs ES-V 4055 57
Finnish Nouns FI-N 64001 28
Finnish Verbs FI-V 7249 53
Dutch Verbs NL-V 11200 9
French Verbs FR-V 6957 48
Czech Nouns CZ-N 21830 17
Czech Verbs CZ-V 4435 54

Table 1: The number of base forms and inflections for
each dataset.

4 Experiments

We perform five experiments that differ with respect
to the amount and completeness of training data,
and whether the training is performed on individual
word-forms or entire inflection tables. We follow the
experimental settings established by previous work,
as much as possible.

The parameters of our transducer and aligner were
established on a development set of German nouns
and verbs, and kept fixed in all experiments. We
limit stem alignments to 2-2, affix alignments to 2-
4, source context to 8 characters, joint n-grams to 5
characters, and target Markov features to 2 charac-
ters.

4.1 Inflection data
We adopt the Wiktionary inflection data made avail-
able by Durrett and DeNero (2013), with the same
training, development, and test splits. The develop-
ment and test sets contain 200 inflection tables each.
and the training sets consist of the remaining data.
Table 1 shows the total number of tables in each lan-
guage set. We convert their inflectional information
to abstract tags for input to our transducer.

We augment the original five datasets with four
new sets: Dutch verbs from the CELEX lexical
database (Baayen et al., 1995), French verbs from
Verbiste, an online French conjugation dictionary2,
and Czech nouns and verbs from the Prague Depen-
dency Treebank (Böhmová et al., 2003). For each of

1Durrett & DeNero report 40589 forms, but only use 6000
for training, and 200 each for development and testing

2http://perso.b2b2c.ca/sarrazip/dev/verbiste.html
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Case Singular Plural
Nominative Buch Bücher
Accusative Buch Bücher

Dative Buch Büchern
Genitive Buches Bücher

Table 2: All word-forms of the German noun Buch.

these sets, the training data is restricted to 80% of
the inflection tables listed in Table 1, with 10% each
for development and testing. Each lemma inflects to
a finite number of forms that vary by part-of-speech
and language (Table 1); German nouns inflect for
number and case (Table 2), while French, Spanish,
German, and Dutch verbs inflect for number, person,
mood, and tense.

We extract Czech data from the Prague Depen-
dency Treebank, which is fully annotated for mor-
phological information. This dataset contains few
complete inflection tables, with many lemmas rep-
resented by a small number of word-forms. For this
reason, it is only suitable for one of our experiments,
which we describe in Section 4.5.

Finnish has a morphological system that is un-
like any of the Indo-European languages. There
are 15 different grammatical cases for nouns and
adjectives, while verbs make a number of distinc-
tions, such as conditional vs. potential, and affir-
mative vs. negative. We derive separate models for
two noun classes (singular and plural), and six verb
classes (infinitive, conditional, potential, participle,
imperative, and indicative). This is partly motivated
by the number of individual training instances for
Finnish, which is much larger than the other lan-
guages, but also to take advantage of the similarities
within classes.

For the reranker experiments, we use the appro-
priate Wikipedia language dump. The number of to-
kens in the corpora is approximately 77M for Czech,
200M for Dutch, 6M for Finnish, 425M for French,
550M for German, and 400M for Spanish.

4.2 Individual inflections

In the first experiment, we test the accuracy of our
basic model which excludes our reranker, and there-
fore has no access to features based on inflection ta-
bles or corpus counts. Table 3 compares our results

Set DDN Ours 10-best
DE-V 94.8 97.5 99.8
DE-N 88.3 88.6 98.6
ES-V 99.6 99.8 100
FI-V 97.2 98.1 99.9
FI-N 92.1 93.0 99.0
NL-V 90.5* 96.1 99.4
FR-V 98.8* 99.2 99.7

Table 3: Prediction accuracy of models trained and tested
on individual inflections.

against the Factored model of Durrett & DeNero
(DDN), which also makes an independent prediction
for each inflection. The numbers marked with an as-
terisk were not reported in the original paper, but
were generated by running their publicly-available
code on our new Dutch and French datasets. For
the purpose of quantifying the effectiveness of our
reranker, we also include the percentage of correct
answers that appear in our 10-best lists.

Our basic model achieves higher accuracy on all
datasets, which shows that our refined transduc-
tion features are consistently more effective than the
source-context features employed by the other sys-
tem. Naturally, their system, as well as the system of
Ahlberg et al., is intended for whole-table scenarios,
which we test next.

4.3 Complete paradigms

In this experiment, we assume the access to com-
plete inflection tables, as well as to raw corpora. We
compare our reranking system to the Joint model
of Durrett & DeNero (DDN), which is trained on
complete tables, and the full model of Ahlberg et
al. (AFH), which is trained on complete tables, and
matches forms to rules with aid of corpus counts.
Again, we calculated the numbers marked with an
asterisk by running the respective implementations
on our new datasets.

The results of the experiment are shown in Ta-
ble 4. Our reranking model outperforms the Joint
model of DDN on all sets, and the full model of
AFH on most verb sets. Looking across tables to Ta-
ble 3, we can see that reranking improves upon our
independent model on 5 out of 7 sets, and is equiv-
alent on the remaining two sets. However, accord-
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Set DDN AFH Ours
DE-V 96.2 97.9 97.9
DE-N 88.9 91.8 89.9
ES-V 99.7 99.6 99.9
FI-V 96.4 96.6 98.1
FI-N 93.4 93.8 93.6
NL-V 94.4* 87.7* 96.6
FR-V 96.8* 98.1* 99.2

Table 4: Individual form accuracy of models trained on
complete inflection tables.

ing to single-form accuracy, neither our system nor
DDN benefits too much from joint predictions. Ta-
ble 5 shows the same results evaluated with respect
to complete table accuracy.

4.4 Incomplete paradigms

In this experiment, we consider a scenario where,
instead of complete tables, we have access to some
but not all of the possible word-forms. This could
occur for example if we extracted our training data
from a morphologically annotated corpus. We sim-
ulate this by only including in our training tables
the forms that are observed in the corresponding raw
corpus. We then test our ability to predict the same
test forms as in the previous experiments, regardless
of whether or not they were observed in the corpus.
We also allow a small held-out set of complete ta-
bles, which corresponds to the development set. For
Durrett & DeNero’s method, we include this held-
out set in the training data, while for our system, we
use it to train the reranker.

The Joint method of DDN and the methods of
AFH are incapable of training on incomplete tables,
and thus, we can only compare our results against
the Factored model of DDN. However, unlike their
Factored model, we can then still take advantage of
paradigmatic and corpus information, by applying
our reranker to the predictions made by our simple
model.

The results are shown in Table 6, where we re-
fer to our independent model as Basic, and to our
reranked system as Reranked. The latter outper-
forms DDN on all sets. Furthermore, even with
only partial tables available during training, rerank-
ing improves upon our independent model in every

Set DDN AFH Ours
DE-V 85.0 76.5 90.5
DE-N 79.5 82.0 76.5
ES-V 95.0 98.0 99.0
FI-V 87.5 92.5 94.5
FI-N 83.5 88.0 82.0
NL-V 79.5* 37.7* 82.1
FR-V 92.1* 96.0* 97.1

Table 5: Complete table accuracy of models trained on
complete inflection tables.

case.

4.5 Partial paradigms

We run a separate experiment for Czech, as the data
is substantially less comprehensive than for the other
languages. Although the number of 13.0% observed
noun forms is comparable to the Finnish case, the
percentages in Table 6 refer only to the training set:
the test and held-out sets are complete. For Czech,
the percentage includes the testing and held-out sets.
Thus, the method of Durrett & DeNero and our
reranker have access to less training data than in the
experiment of Section 4.4.

The results of this experiment are shown in Ta-
ble 7. Our Basic model outperforms DDN for both
nouns and verbs, despite training on less data. How-
ever, reranking actually decreases the accuracy of
our system on Czech nouns. It appears that the
reranker is adversely affected by the lack of com-
plete target paradigms. We leave the full investiga-
tion into the effectiveness of the reranker on incom-
plete data to future work.

4.6 Seed paradigms

Dreyer and Eisner (2011) are particularly concerned
with situations involving limited training data, and
approach inflection generation as a semi-supervised
task. In our last experiment we follow their exper-
imental setup, which simulates the situation where
we obtain a small number of complete tables from
an expert. We use the same training, development,
and test splits to test our system. Due to the nature
of our model, we need to set aside a hold-out set for
reranking. Thus, rather than training on 50 and 100
tables, we train on 40 and 80, but compare the results
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Set % of Total DDN Ours
Basic Reranked

DE-V 69.2 90.2 96.2 97.9
DE-N 92.7 88.3 88.4 89.8
ES-V 36.1 97.1 95.9 99.6
FI-V 15.6 73.8 78.7 85.6
FI-N 15.2 71.6 78.2 80.4

DU-V 50.5 89.8 94.9 96.0
FR-V 27.6 94.6 96.6 98.9

Table 6: Prediction accuracy of models trained on ob-
served forms.

with the models trained on 50 and 100, respectively.
For reranking, we use the same German corpus as
in our previous experiments, but limited to the first
10M words.

The results are shown in Table 8. When trained
on 50 seed tables, the accuracy of our models is
comparable to both the basic model of Dreyer and
Eisner (DE) and the Factored model of DDN, and
matches the best system when we add reranking.
When trained on 100 seed tables, our full reranking
model outperforms the other models.

5 Error analysis

In this section, we analyze several types of errors
made by the various systems. Non-word predictions
are marked with an asterisk.

German and Dutch are closely-related languages
that exhibit similar errors. Many errors involve the
past participle, which is often created by circumfix-
ation. For the German verb verfilmen “to film,” we
predict the correct verfilmt, while the other systems
have verfilmen*, and geverfilmt*, respectively. DDN
simply select an incorrect rule for the past partici-
ple. AFH choose paradigms through suffix analy-
sis, which fails to account for the fact that verbs that
begin with a small set of prefixes, such as ver-, do
not take a ge- prefix. This type of error particularly
affects the accuracy of AFH on Dutch because of a
number of verbs in our test set that involve infixation
for the past participle. Our system uses its source
and target-side n-gram features to match these pre-
fixes with their correct representation.

The second type of error is an over-correction by
the corpus. The past participle of the verb dimmen is

Set % of Total DDN Ours
Basic Reranked

CZ-N 13.0 91.1 97.7 93.5
CZ-V 6.8 82.5 83.6 85.8

Table 7: Prediction accuracy of models trained on ob-
served Czech forms.

gedimmt, but AFH predict dimmt*, and then change
it to dummen with the corpus. Dummen is indeed
a valid word in German, but unrelated to the verb
dimmen. It is also far more common, with 181 oc-
currences in the corpus, compared with only 28 for
gedimmt. Since AFH use corpus frequencies, mis-
takes like this can occur. Our system is trained to
balance transducer confidence against a form’s ex-
istence in a corpus (as opposed to log frequency),
which helps it ignore the bias of common, but incor-
rect, forms.

The German verb brennen “to burn” has an irregu-
lar past participle: gebrannt. It involves both a stem
vowel change and a circumfix, two processes that
only rarely co-occur. AFH predict the form brannt*,
using the paradigm of the similar bekennen. The
flexibility of DDN allows them to predict the correct
form. Our basic model predicts gebrennt*, which
follows the regular pattern of applying a circumfix,
while maintaining the stem vowel. The reranker is
able to correct this mistake by relating it to the form
gebrannt in the corpus, whose stem is identical to
the stem of the preterite forms, which is a common
paradigmatic pattern.

Our system can also over-correct, such as with the
second person plural indicative preterite form for the
verb reisen, which should be reistet, and which our
basic model correctly predicts. The reranker, how-
ever, changes the prediction to rist. This is a nominal
form that is observed in the corpus, while the verbal
form is not.

An interesting example of a mistake made by the
Factored model of DDN involves the Dutch verb
aandragen. Their model learns that stem vowel a
should be doubled, and that an a should be included
as part of the suffix -agt, which results in an incor-
rect form aandraaagt*. Thanks to the modelling of
phonotactics, our model is able to correctly rule out
the tripling of a vowel.
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Seed Tables DE DDN Ours
Basic Full Factored Joint Basic Full

50 89.9 90.9 89.6 90.5 89.7 90.9
100 91.5 92.2 91.4 92.3 92.0 92.6

Table 8: Prediction accuracy on German verb forms after training on a small number of seed inflection tables.

Finnish errors tend to fall into one of three types.
First, words that involve harmonically neutral vow-
els, such as “e” and “i” occasionally cause errors in
vowel harmony. Second, all three systems have diffi-
culty identifying syllable and compound boundaries,
and make errors predicting vowels near boundaries.
Finally, consonant gradation, which alternates con-
sonants in open and closed syllables, causes a rel-
atively large number of errors; for example, our
system predicts *heltempien, instead of the correct
hellempien as the genitive singular of the compara-
tive adjective hellempi “more affectionate”.

6 Conclusion

We have proposed an alternative method of generat-
ing inflected word-forms which is based on discrim-
inative string transduction and reranking. We have
conducted a series of experiments on nine datasets
involving six languages, including four new datasets
that we created. The results demonstrate that our
method is not only highly accurate, but also robust
against incomplete or limited inflection data. In the
future, we would like to apply our method to non-
European languages, with different morphological
systems. We also plan to investigate methods of ex-
tracting morphological tags from a corpus, including
differentiating syncretic forms in context.
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Abstract
We present penalized expectation propaga-
tion (PEP), a novel algorithm for approximate
inference in graphical models. Expectation
propagation is a variant of loopy belief prop-
agation that keeps messages tractable by pro-
jecting them back into a given family of func-
tions. Our extension, PEP, uses a structured-
sparsity penalty to encourage simple mes-
sages, thus balancing speed and accuracy. We
specifically show how to instantiate PEP in the
case of string-valued random variables, where
we adaptively approximate finite-state distri-
butions by variable-order n-gram models. On
phonological inference problems, we obtain
substantial speedup over previous related al-
gorithms with no significant loss in accuracy.

1 Introduction

Graphical models are well-suited to reasoning about
linguistic structure in the presence of uncertainty.
Such models typically use discrete random vari-
ables, where each variable ranges over a finite set
of values such as words or tags. But a variable can
also be allowed to range over an infinite space of dis-
crete structures—in particular, the set of all strings,
a case first explored by Bouchard-Côté et al. (2007).

This setting arises because human languages
make use of many word forms. These strings are
systematically related in their spellings due to lin-
guistic processes such as morphology, phonology,
abbreviation, copying error and historical change.
To analyze or predict novel strings, we can model
the joint distribution of many related strings at once.
Under a graphical model, the joint probability of an
assignment tuple is modeled as a product of poten-
tials on sub-tuples, each of which is usually modeled
in turn by a weighted finite-state machine.

In general, we wish to infer the values of un-
known strings in the graphical model. Deterministic

∗This material is based upon work supported by the Na-
tional Science Foundation under Grant No. 1423276, and by a
Fulbright Research Scholarship to the first author.

approaches to this problem have focused on belief
propagation (BP), a message-passing algorithm that
is exact on acyclic graphical models and approxi-
mate on cyclic (“loopy”) ones (Murphy et al., 1999).
But in both cases, further heuristic approximations
of the BP messages are generally used for speed.

In this paper, we develop a more principled and
flexible way to approximate the messages, using
variable-order n-gram models.

We first develop a version of expectation propa-
gation (EP) for string-valued variables. EP offers a
principled way to approximate BP messages by dis-
tributions from a fixed family—e.g., by trigram mod-
els. Each message update is found by minimizing a
certain KL-divergence (Minka, 2001a).

Second, we generalize to variable-order models.
To do this, we augment EP’s minimization prob-
lem with a novel penalty term that keeps the num-
ber of n-grams finite. In general, we advocate pe-
nalizing more “complex” messages (in our setting,
large finite-state acceptors). Complex messages are
slower to construct, and slower to use in later steps.

Our penalty term is formally similar to regulariz-
ers that encourage structured sparsity (Bach et al.,
2011; Martins et al., 2011). Like a regularizer, it
lets us use a more expressive family of distribu-
tions, secure in the knowledge that we will use only
as many of the parameters as we really need for a
“pretty good” fit. But why avoid using more param-
eters? Regularization seeks better generalization by
not overfitting the model to the data. By contrast,
we already have a model and are merely doing in-
ference. We seek better runtime by not over-fussing
about capturing the model’s marginal distributions.

Our “penalized EP” (PEP) inference strategy is
applicable to any graphical model with complex
messages. In this paper, we focus on strings, and
show how PEP speeds up inference on the computa-
tional phonology model of Cotterell et al. (2015).

We provide further details, tutorial material, and
results in the appendices (supplementary material).
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2 Background

Graphical models over strings are in fairly broad use.
Linear-chain graphical models are equivalent to cas-
cades of finite-state transducers, which have long
been used to model stepwise derivational processes
such as speech production (Pereira and Riley, 1997)
and transliteration (Knight and Graehl, 1998). Tree-
shaped graphical models have been used to model
the evolution and speciation of word forms, in order
to reconstruct ancient languages (Bouchard-Côté et
al., 2007; Bouchard-Côté et al., 2008) and discover
cognates in related languages (Hall and Klein, 2010;
Hall and Klein, 2011). Cyclic graphical models
have been used to model morphological paradigms
(Dreyer and Eisner, 2009; Dreyer and Eisner, 2011)
and to reconstruct phonological underlying forms
(Cotterell et al., 2015). All of these graphical mod-
els, except Dreyer’s, happen to be directed ones.
And all of these papers, except Bouchard-Côté’s, use
deterministic inference methods—based on BP.

2.1 Graphical models over strings

A directed or undirected graphical model describes
a joint probability distribution over a set of random
variables. To perform inference given a setting of
the model parameters and observations of some vari-
ables, it is convenient to construct a factor graph
(Kschischang et al., 2001). A factor graph is a fi-
nite bipartite graph whose vertices are the random
variables {V1, V2, . . .} and the factors {F1, F2, . . .}.
Each factor F is a function of the variables that it is
connected to; it returns a non-negative real number
that depends on the values of those variables. We de-
fine our factor graph so that the posterior probability
p(V1 = v1, V2 = v2, . . . | observations), as defined
by the original graphical model, can be computed as
proportional to the product of the numbers returned
by all the factors when V1 = v1, V2 = v2, . . ..

In a graphical model over strings, each random
variable V is permitted to range over the strings Σ∗

where Σ is a fixed alphabet. As in previous work, we
will assume that each factor F connected to d vari-
ables is a d-way rational relation, i.e., a function that
can be computed by a d-tape weighted finite-state
acceptor (Elgot and Mezei, 1965; Mohri et al., 2002;
Kempe et al., 2004). The weights fall in the semir-
ing (R,+,×): F ’s return value is the total weight of

all paths that accept the d-tuple of strings, where a
path’s weight is the product of its arcs’ weights. So
our model marginalizes over possible paths in F .

2.2 Inference by (loopy) belief propagation
Inference seeks the posterior marginal probabilities
p(Vi = v | observations), for each i. BP is an it-
erative procedure whose “normalized beliefs” con-
verge to exactly these marginals if the factor graph is
acyclic (Pearl, 1988). In the cyclic case, the normal-
ized beliefs still typically converge and can be used
as approximate marginals (Murphy et al., 1999).

A full presentation of BP for graphical models
over strings can be found in Dreyer and Eisner
(2009). We largely follow their notation. N (X) rep-
resents the set of neighbors of X in the factor graph.

For each edge in the factor graph, between a fac-
tor F and a variable V , BP maintains two messages,
µV→F and µF→V . Each of these is a function over
the possible values v of variable V , mapping each v
to a non-negative score. BP also maintains another
such function, the belief bV , for each variable V .

In general, each message or belief should be re-
garded as giving only relative scores for the differ-
ent v. Rescaling it by a positive constant would only
result in rescaling other messages and beliefs, which
would not change the final normalized beliefs. The
normalized belief is the probability distribution b̂V
such that each b̂V (v) is proportional to bV (v).

The basic BP algorithm is just to repeatedly select
and update a function until convergence. The rules
for updating µV→F , µF→V , and bV , given the set of
“neighboring” messages in each case, can be found
as equations (2)–(4) of Dreyer and Eisner (2009).
(We will give the EP variants in section 4.)

Importantly, that paper shows that for graphical
models over strings, each BP update can be imple-
mented via standard finite-state operations of com-
position, projection, and intersection. Each message
or belief is represented as a weighted finite-state ac-
ceptor (WFSA) that scores all strings v ∈ Σ∗.

2.3 The need for approximation
BP is generally only used directly for short cascades
of finite-state transducers (Pereira and Riley, 1997;
Knight and Graehl, 1998). Alas, in other graphi-
cal models over strings, the BP messages—which
are acceptors—become too large to be practical.
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In cyclic factor graphs, where exact inference for
strings can be undecidable, the WFSAs can become
unboundedly large as they are iteratively updated
around a cycle (Dreyer and Eisner, 2009). Even in
an acyclic graph (where BP is exact), the finite-state
operations quickly lead to large WFSAs. Each inter-
section or composition is a Cartesian product con-
struction, whose output’s size (number of automaton
states) may be as large as the product of its inputs’
sizes. Combining many of these operations leads to
exponential blowup.

3 Variational Approximation of WFSAs

To address this difficulty through EP (section 4), we
will need the ability to approximate any probability
distribution p that is given by a WFSA, by choosing
a “simple” distribution from a family Q.

Take Q to be a family of log-linear distributions

qθ(v) def= exp(θ · f(v)) /Zθ (∀v ∈ Σ∗) (1)

where θ is a weight vector, f(v) is a feature vector
that describes v, and Zθ

def=
∑

v∈Σ∗ exp(θ · f(v))
so that

∑
v qθ(v) = 1. Notice that the featurization

function f specifies the family Q, while the varia-
tional parameters θ specify a particular q ∈ Q.1

We project p into Q via inclusive KL divergence:

θ = argminθ D(p || qθ) (2)

Now qθ approximates p, and has support everywhere
that p does. We can get finer-grained approxima-
tions by expanding f to extract more features: how-
ever, θ is then larger to store and slower to find.

3.1 Finding θ
Solving (2) reduces to maximizing −H(p, qθ) =
Ev∼p[log qθ(v)], the log-likelihood of qθ on an “in-
finite sample” from p. This is similar to fitting a
log-linear model to data (without any regularization:
we want qθ to fit p as well as possible). This objec-
tive is concave and can be maximized by following
its gradient Ev∼p[f(v)] − Ev∼qθ [f(v)]. Often it is
also possible to optimize θ in closed form, as we will

1To be precise, we take Q = {qθ : Zθ is finite}. For exam-
ple, θ = 0 is excluded because then Zθ =

∑
v∈Σ∗ exp 0 =

∞. Aside from this restriction, θ may be any vector over
R∪{−∞}. We allow−∞ since it is a feature’s optimal weight
if p(v) = 0 for all v with that feature: then qθ(v) = 0 for such
strings as well. (Provided that f(v) ≥ 0, as we will ensure.)

see later. Either way, the optimal qθ matches p’s ex-
pected feature vector: Ev∼qθ [f(v)] = Ev∼p[f(v)].
This inspired the name “expectation propagation.”

3.2 Working with θ

Although p is defined by an arbitrary WFSA, we can
represent qθ quite simply by just storing the parame-
ter vector θ. We will later take sums of such vectors
to construct product distributions: observe that un-
der (1), qθ1+θ2(v) is proportional to qθ1(v) · qθ2(v).

We will also need to construct WFSA versions of
these distributions qθ ∈ Q, and of other log-linear
functions (messages) that may not be normalizable
into distributions. Let ENCODE(θ) denote a WFSA
that accepts each v ∈ Σ∗ with weight exp(θ ·f(v)).

3.3 Substring features

To obtain our family Q, we must design f . Our
strategy is to choose a set of “interesting” substrings
W . For each w ∈ W , define a feature function
“How many times does w appear as a substring of
v?” Thus, f(v) is simply a vector of counts (non-
negative integers), indexed by the substrings inW .

A natural choice ofW is the set of all n-grams for
fixed n. In this case, Q turns out to be equivalent to
the family of n-gram language models.2 Already in
previous work (“variational decoding”), we used (2)
with this family to approximate WFSAs or weighted
hypergraphs that arose at runtime (Li et al., 2009).

Yet a fixed n is not ideal. If W is the set of bi-
grams, one might do well to add the trigram the—
perhaps because the is “really” a bigram (counting
the digraph th as a single consonant), or because the
bigram model fails to capture how common the is
under p. Adding the toW ensures that qθ will now
match p’s expected count for this trigram. Doing this
should not require adding all |Σ|3 trigrams.

By including strings of mixed lengths inW we get
variable-order Markov models (Ron et al., 1996).

3.4 Arbitrary FSA-based features

More generally, letA be any unambiguous and com-
plete finite-state acceptor: that is, any v ∈ Σ∗ has
exactly one accepting path inA. For each arc or final
state a in A, we can define a feature function “How

2Provided that we include special n-grams that match at the
boundaries of v. See Appendix B.2 for details.
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many times is a used when A accepts v?” Thus,
f(v) is again a vector of non-negative counts.

Section 6 gives algorithms for this general set-
ting. We implement the previous section as a spe-
cial case, constructing A so that its arcs essentially
correspond to the substrings in W . This encodes a
variable-order Markov model as an FSA similarly to
(Allauzen et al., 2003); see Appendix B.4 for details.

In this general setting, ENCODE(θ) just returns a
weighted version ofAwhere each arc or final state a
has weight exp θa in the (+,×) semiring. Thus, this
WFSA accepts each v with weight exp(θ · f(v)).

3.5 Adaptive featurization
How do we chooseW (orA)? ExpandingW will al-
low better approximations to p—but at greater com-
putational cost. We would like W to include just
the substrings needed to approximate a given p well.
For instance, if p is concentrated on a few high-
probability strings, then a good W might contain
those full strings (with positive weights), plus some
shorter substrings that help model the rest of p.

To selectW at runtime in a way that adapts to p,
let us say that θ is actually an infinite vector with
weights for all possible substrings, and defineW =
{w ∈ Σ∗ : θw 6= 0}. Provided that W stays finite,
we can store θ as a map from substrings to nonzero
weights. We keepW small by replacing (2) with

θ = argminθ D(p || qθ) + λ · Ω(θ) (3)

where Ω(θ) measures the complexity of this W or
the corresponding A. Small WFSAs ensure fast
finite-state operations, so ideally, Ω(θ) should mea-
sure the size of ENCODE(θ). Choosing λ > 0 to be
large will then emphasize speed over accuracy.

Section 6.1 will extend section 6’s algorithms
to approximately minimize the new objective (3).
Formally this objective resembles regularized log-
likelihood. However, Ω(θ) is not a regularizer—
as section 1 noted, we have no statistical reason to
avoid “overfitting” p̂, only a computational one.

4 Expectation Propagation

Recall from section 2.2 that for each variable V , the
BP algorithm maintains several nonnegative func-
tions that score V ’s possible values v: the messages
µV→F and µF→V (∀F ∈ N (V )), and the belief bV .

Feature
c
a
t
ca
at
ct

 Weight
1.04
.83
.86
.89
.91
-.96

F1

F2

F3

V3r i n g
ue ε ee

s e ha

V2

V4

V1

Figure 1: Information flowing toward V2 in EP (reverse
flow not shown). The factors work with purple µ mes-
sages represented by WFSAs, while the variables work
with green θ messages represented by log-linear weight
vectors. The green table shows a θ message: a sparse
weight vector that puts high weight on the string cat.

EP is a variant in which all of these are forced
to be log-linear functions from the same family,
namely exp(θ ·fV (v)). Here fV is the featurization
function we’ve chosen for variable V .3 We can rep-
resent these functions by their parameter vectors—
let us call those θV→F , θF→V , and θV respectively.

4.1 Passing messages through variables
What happens to BP’s update equations in this set-
ting? According to BP, the belief bV is the pointwise
product of all “incoming” messages to V . But as we
saw in section 3.2, pointwise products are far eas-
ier in EP’s restricted setting! Instead of intersecting
several WFSAs, we can simply add several vectors:

θV =
∑

F ′∈N (V )

θF ′→V (4)

Similarly, the “outgoing” message from V to factor
F is the pointwise product of all “incoming” mes-
sages except the one from F . This message θV→F
can be computed as θV −θF→V , which adjusts (4).4

We never store this but just compute it on demand.
3A single graphical model might mix categorical variables,

continuous variables, orthographic strings over (say) the Roman
alphabet, and phonological strings over the International Pho-
netic Alphabet. These different data types certainly require dif-
ferent featurization functions. Moreover, even when two vari-
ables have the same type, we could choose to approximate their
marginals differently, e.g., with bigram vs. trigram features.

4If features can have −∞ weight (footnote 1), this trick
might need to subtract −∞ from −∞ (the log-space version
of 0/0). That gives an undefined result, but it turns out that any
result will do—it makes no difference to the subsequent beliefs.
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4.2 Passing messages through factors
Our factors are weighted finite-state machines, so
their messages still require finite-state computations,
as shown by the purple material in Figure 1. These
computations are just as in BP. Concretely, let F be
a factor of degree d, given as a d-tape machine. We
can compute a belief at this factor by joining F with
d WFSAs that represent its d incoming messages,
namely ENCODE(θV ′→F ) for V ′ ∈ N (F ). This
gives a new d-tape machine, bF . We then obtain
each outgoing message µF→V by projecting bF onto
its V tape, but removing (dividing out) the weights
that were contributed (multiplied in) by θV→F .5

4.3 Getting from factors back to variables
Finally, we reach the only tricky step. Each resulting
µF→V is a possibly large WFSA, so we must force it
back into our log-linear family to get an updated ap-
proximation θF→V . One cannot directly employ the
methods of section 3, because KL divergence is only
defined between probability distributions. (µF→V
might not be normalizable into a distribution, nor is
its best approximation necessarily normalizable.)

The EP trick is to use section 3 to instead approx-
imate the belief at V , which is a distribution, and
then reconstruct the approximate message to V that
would have produced this approximated belief. The
“unapproximated belief” p̂V resembles (4): it multi-
plies the unapproximated message µF→V by the cur-
rent values of all other messages θF ′→V . We know
the product of those other messages, θV→F , so

p̂V := µF→V � µV→F (5)

where the pointwise product � is carried out by
WFSA intersection and µV→F

def= ENCODE(θV→F ).
We now apply section 3 to choose θV such that

qθV is a good approximation of the WFSA p̂V . Fi-
nally, to preserve (4) as an invariant, we reconstruct

θF→V := θV − θV→F (6)
5This is equivalent to computing each µF→V by “general-

ized composition” of F with the d − 1 messages to F from
its other neighbors V ′. The operations of join and generalized
composition were defined by Kempe et al. (2004).

In the simple case d = 2, F is just a weighted finite-state
transducer mapping V ′ to V , and computing µF→V reduces to
composing ENCODE(θV ′→F ) with F and projecting the result
onto the output tape. In fact, one can assume WLOG that d ≤ 2,
enabling the use of popular finite-state toolkits that handle at
most 2-tape machines. See Appendix B.10 for the construction.

In short, EP combines µF→V with θV→F , then
approximates the result p̂V by θV before removing
θV→F again. Thus EP is approximating µF→V by

θF→V := argmin
θ

D(µF→V � µV→F︸ ︷︷ ︸
= p̂V

|| qθ � µV→F︸ ︷︷ ︸
=θV

)

(7)
in a way that updates not only θF→V but also θV .

Wisely, this objective focuses on approximating
the message’s scores for the plausible values v.
Some values v may have p̂V (v) ≈ 0, perhaps be-
cause another incoming message θF ′→V rules them
out. It does not much harm the objective (7) if these
µF→V (v) are poorly approximated by qθF→V (v),
since the overall belief is still roughly correct.

Our penalized EP simply adds λ · Ω(θ) into (7).

4.4 The EP algorithm: Putting it all together
To run EP (or PEP), initialize all θV and θF→V to 0,
and then loop repeatedly over the nodes of the factor
graph. When visiting a factorF , ENCODE its incom-
ing messages θV→F (computed on demand) as WF-
SAs, construct a belief bF , and update the outgoing
WFSA messages µF→V . When visiting a variable
V , iterate K ≥ 1 times over its incoming WFSA
messages: for each incoming µF→V , compute the
unapproximated belief p̂V via (5), then update θV to
approximate p̂V , then update θF→V via (6).

For possibly faster convergence, one can alternate
“forward” and “backward” sweeps. Visit the factor
graph’s nodes in a fixed order (given by an approx-
imate topological sort). At a factor, update the out-
going WFSA messages to later variables only. At
a variable, approximate only those incoming WFSA
messages from earlier factors (all the outgoing mes-
sages θV→F will be recomputed on demand). Note
that both cases examine all incoming messages. Af-
ter each sweep, reverse the node ordering and repeat.

If gradient ascent is used to find the θV that ap-
proximates p̂V , it is wasteful to optimize to conver-
gence. After all, the optimization problem will keep
changing as the messages change. Our implementa-
tion improves θV by only a single gradient step on
each visit to V , since V will be visited repeatedly.

See Appendix A for an alternative view of EP.

5 Related Approximation Methods

We have presented EP as a method for simplifying a
variable’s incoming messages during BP. The vari-
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able’s outgoing messages are pointwise products of
the incoming ones, so they become simple too. Past
work has used approximations with a similar flavor.

Hall and Klein (2011) heuristically predetermine
a short, fixed list of plausible values for V that were
observed elsewhere in their dataset. This list is anal-
ogous to our θV . After updating µF→V , they force
µF→V (v) to 0 for all v outside the list, yielding a
finite message that is analogous to our θF→V .

Our own past papers are similar, except they
adaptively set the “plausible values” list to⋃
F ′∈N (V ) k-BEST(µF ′→V ). These strings are fa-

vored by at least one of the current messages to V
(Dreyer and Eisner, 2009; Dreyer and Eisner, 2011;
Cotterell et al., 2015). Thus, simplifying one of V ’s
incoming messages considers all of them, as in EP.

The above methods prune each message, so may
prune correct values. Hall and Klein (2010) avoid
this: they fit a full bigram model by inclusive KL
divergence, which refuses to prune any values (see
section 3). Specifically, they minimized D(µF→V �
τ || qθ � τ), where τ was a simple fixed function (a
0-gram model) included so that they were working
with distributions (see section 4.3). This is very sim-
ilar to our (7). Indeed, Hall and Klein (2010) found
their procedure “reminiscent of EP,” hinting that τ
was a surrogate for a real µV→F term. Dreyer and
Eisner (2009) had also suggested EP as future work.

EP has been applied only twice before in the NLP
community. Daumé III and Marcu (2006) used EP
for query summarization (following Minka and Laf-
ferty (2003)’s application to an LDA model with
fixed topics) and Hall and Klein (2012) used EP for
rich parsing. However, these papers inferred a single
structured variable connected to all factors (as in the
traditional presentation of EP—see Appendix A),
rather than inferring many structured variables con-
nected in a sparse graphical model.

We regard EP as a generalization of loopy BP for
just this setting: graphical models with large or un-
bounded variable domains. Of course, we are not
the first to use such a scheme; e.g., Qi (2005, chap-
ter 2) applies EP to linear-chain models with both
continuous and discrete hidden states. We believe
that EP should also be broadly useful in NLP, since
it naturally handles joint distributions over the kinds
of structured variables that arise in NLP.

6 Two Methods for Optimizing θ
We now fill in details. If the feature set is defined by
an unambiguous FSA A (section 3.4), two methods
exist to max Ev∼p[log qθ(v)] as section 3.1 requires.

Closed-form. Determine how often A would tra-
verse each of its arcs, in expectation, when reading
a random string drawn from p. We would obtain an
optimal ENCODE(θ) by, at each state of A, setting
the weights of the arcs from that state to be propor-
tional to these counts while summing to 1.6 Thus,
the logs of these arc weights give an optimal θ.

For example, in a trigram model, the probability
of the c arc from the ab state is the expected count of
abc (according to p) divided by the expected count
of ab. Such expected substring counts can be found
by the method of Allauzen et al. (2003). For gen-
eral A, we can use the method sketched by Li et al.
(2009, footnote 9): intersect the WFSA for p with
the unweighted FSA A, and then run the forward-
backward algorithm to determine the posterior count
of each arc in the result. This tells us the expected to-
tal number of traversals of each arc in A, if we have
kept track of which arcs in the intersection of p with
A were derived from which arcs in A. That book-
keeping can be handled with an expectation semir-
ing (Eisner, 2002), or simply with backpointers.

Gradient ascent. For any given θ, we can use
the WFSAs p and ENCODE(θ) to exactly compute
Ev∼p[log qθ(v)] = −H(p, qθ) (Cortes et al., 2006).
We can tune θ to globally maximize this objective.

The technique is to intersect p with ENCODE(θ),
after lifting their weights into the expectation semir-
ing via the mappings k 7→ 〈k, 0〉 and k 7→ 〈0, log k〉
respectively. Summing over all paths of this in-
tersection via the forward algorithm yields 〈Z, r〉
where Z is the normalizing constant for p. We also
sum over paths of ENCODE(θ) to get the normal-
izing constant Zθ. Now the desired objective is
r/Z − logZθ. Its gradient with respect to θ can be
found by back-propagation, or equivalently by the
forward-backward algorithm (Li and Eisner, 2009).

An overlarge gradient step can leave the feasible
space (footnote 1) by driving ZθV to ∞ and thus
driving (2) to ∞ (Dreyer, 2011, section 2.8.2). In
this case, we try again with reduced stepsize.

6This method always yields a probabilistic FSA, i.e., the arc
weights are locally normalized probabilities. This does not sac-
rifice any expressiveness; see Appendix B.7 for discussion.
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6.1 Optimizing θ with a penalty

Now consider the penalized objective (3). Ideally,
Ω(θ) would count the number of nonzero weights in
θ—or better, the number of arcs in ENCODE(θ). But
it is not known how to efficiently minimize the re-
sulting discontinuous function. We give two approx-
imate methods, based on the two methods above.

Proximal gradient. Leaning on recent advances
in sparse estimation, we replace this Ω(θ) with a
convex surrogate whose partial derivative with re-
spect to each θw is undefined at θw = 0 (Bach et al.,
2011). Such a penalty tends to create sparse optima.

A popular surrogate is an `1 penalty, Ω(θ) def=∑
w |θw|. However, `1 would not recognize that

θ is simpler with the features {ab, abc, abd} than
with the features {ab, pqr, xyz}. The former leads
to a smaller WFSA encoding. In other words, it is
cheaper to add abd once abc is already present, as
a state already exists that represents the context ab.

We would thus like the penalty to be the number
of distinct prefixes in the set of nonzero features,

|{u ∈ Σ∗ : (∃x ∈ Σ∗) θux 6= 0}|, (8)

as this is the number of ordinary arcs in ENCODE(θ)
(see Appendix B.4). Its convex surrogate is

Ω(θ) def=
∑
u∈Σ∗

√∑
x∈Σ∗

θ2
ux (9)

This tree-structured group lasso (Nelakanti et al.,
2013) is an instance of group lasso (Yuan and Lin,
2006) where the string w = abd belongs to four
groups, corresponding to its prefixes u = ε, u =
a, u = ab, u = abd. Under group lasso, moving θw
away from 0 increases Ω(θ) by λ|θw| (just as in `1)
for each group in which w is the only nonzero fea-
ture. This penalizes for the new WFSA arcs needed
for these groups. There are also increases due to
w’s other groups, but these are smaller, especially
for groups with many strongly weighted features.

Our objective (3) is now the sum of a differ-
entiable convex function (2) and a particular non-
differentiable convex function (9). We minimize it
by proximal gradient (Parikh and Boyd, 2013). At
each step, this algorithm first takes a gradient step
as in section 6 to improve the differentiable term,
and then applies a “proximal operator” to jump to

ε
-0.6

a
1.2

b
0

aa
0

ab
0

ba
0

bb
0

Figure 2: Active set method, showing the infinite tree of
all features for the alphabet Σ = {a, b}. The green nodes
currently have non-zero weights. The yellow nodes are
on the frontier and are allowed to become non-zero, but
the penalty function is still keeping them at 0. The red
nodes are not yet considered, forcing them to remain at 0.

a nearby point that improves the non-differentiable
term. The proximal operator for tree-structured
group lasso (9) can be implemented with an efficient
recursive procedure (Jenatton et al., 2011).

What if θ is∞-dimensional because we allow all
n-grams as features? Paul and Eisner (2012) used
just this feature set in a dual decomposition algo-
rithm. Like them, we rely on an active set method
(Schmidt and Murphy, 2010). We fix abcd’s weight
at 0 until abc’s weight becomes nonzero (if ever);7

only then does feature abc become “active.” Thus,
at a given step, we only have to compute the gradient
with respect to the currently nonzero features (green
nodes in Figure 2) and their immediate children (yel-
low nodes). This hierarchical inclusion technique
ensures that we only consider a small, finite subset
of all n-grams at any given iteration of optimization.

Closed-form with greedy growing. There are
existing methods for estimating variable-order n-
gram language models from data, based on either
“shrinking” a high-order model (Stolcke, 1998) or
“growing” a low-order one (Siivola et al., 2007).

We have designed a simple “growing” algorithm
to estimate such a model from a WFSA p. It approx-
imately minimizes the objective (3) where Ω(θ) is
given by (8). We enumerate all n-grams w ∈ Σ∗ in
decreasing order of expected count (this can be done
efficiently using a priority queue). We addw toW if
we estimate that it will decrease the objective. Every
so often, we measure the actual objective (just as in
the gradient-based methods), and we stop if it is no
longer improving. Algorithmic details are given in
Appendices B.8–B.9.

7Paul and Eisner (2012) also required bcd to have nonzero
weight, observing that abcd is a conjunction abc∧bcd (Mc-
Callum, 2003). This added test would be wise for us too.
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Figure 3: Inference on 15 factor graphs (3 languages × 5 datasets of different sizes). The first row shows the to-
tal runtime (logscale) of each inference method. The second row shows the accuracy, as measured by the negated
log-probability that the inferred belief at a variable assigns to its gold-standard value, averaged over “underlying mor-
pheme” variables. At this penalty level (λ = 0.01), PEP [thick line] is faster than the pruning baseline of Cotterell et
al. (2015) [dashed line] and much faster than trigram EP, yet is about as accurate. (For Dutch with sparse observations,
it is considerably more accurate than baseline.) Indeed, PEP is nearly as fast as bigram EP, which has terrible accuracy.
An ideal implementation of PEP would be faster yet (see Appendix B.5). Further graphs are in Appendix C.

7 Experiments and Results

Our experimental design aims to answer three ques-
tions. (1) Is our algorithm able to beat a strong base-
line (adaptive pruning) in a non-trivial model? (2)
Is PEP actually better than ordinary EP, given that
the structured sparsity penalty makes it more algo-
rithmically complex? (3) Does the λ parameter suc-
cessfully trade off between speed and accuracy?

All experiments took place using the graphical
model over strings for the discovery of underly-
ing phonological forms introduced in Cotterell et
al. (2015). They write: “Comparing cats ([kæts]),
dogs ([dOgz]), and quizzes ([kwIzIz]), we see the
English plural morpheme evidently has at least three
pronunciations.” Cotterell et al. (2015) sought a uni-
fying account of such variation in terms of phono-
logical underlying forms for the morphemes.

In their Bayes net, morpheme underlying forms
are latent variables, while word surface forms are
observed variables. The factors model underlying-
to-surface phonological changes. They learn the fac-
tors by Expectation Maximization (EM). Their first
E step presents the hardest inference problem be-
cause the factors initially contribute no knowledge
of the language; so that is the setting we test on here.

Their data are surface phonological forms from
the CELEX database (Baayen et al., 1995). For each
of 3 languages, we run 5 experiments, by observ-
ing the surface forms of 100 to 500 words and run-
ning EP to infer the underlying forms of their mor-
phemes. Each of the 15 factor graphs has≈ 150–700
latent variables, joined by 500–2200 edges to 200–
1200 factors of degree 1–3. Variables representing
suffixes can have extremely high degree (> 100).

We compare PEP with other approximate infer-
ence methods. As our main baseline, we take the
approximation scheme actually used by Cotterell et
al. (2015), which restricts the domain of a belief to
that of the union of 20-best strings of its incoming
messages (section 5).We also compare to unpenal-
ized EP with unigram, bigram, and trigram features.

We report both speed and accuracy for all meth-
ods. Speed is reported in seconds. Judging accuracy
is a bit trickier. The best metric would to be to mea-
sure our beliefs’ distance from the true marginals or
even from the beliefs computed by vanilla loopy BP.
Obtaining these quantities, however, would be ex-
tremely expensive—even Gibbs sampling is infeasi-
ble in our setting, let alone 100-way WFSA intersec-
tions. Luckily, Cotterell et al. (2015) provide gold-
standard values for the latent variables (underlying
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forms). Figure 3 shows the negated log-probabilities
of these gold strings according to our beliefs, aver-
aged over variables in a given factor graph. Our ac-
curacy is weaker than Cotterell et al. (2015) because
we are doing inference with their initial (untrained)
parameters, a more challenging problem.

Each update to θV consisted of a single step of
(proximal) gradient descent: starting at the current
value, improve (2) with a gradient step of size η =
0.05, then (in the adaptive case) apply the proximal
operator of (9) with λ = 0.01. We chose these
values by preliminary exploration, taking η small
enough to avoid backtracking (section 6.1).

We repeatedly visit variables and factors (sec-
tion 4.4) in the forward-backward order used by Cot-
terell et al. (2015). For the first few iterations, when
we visit a variable we make K = 20 passes over its
incoming messages, updating them iteratively to en-
sure that the high probability strings in the initial ap-
proximations are “in the ballpark”. For subsequent
iterations of message passing we take K = 1. For
similar reasons, we constrained PEP to use only un-
igram features on the first iteration, when there are
still many viable candidates for each morph.

7.1 Results
The results show that PEP is much faster than the
baseline pruning method, as described in Figure 3
and its caption. It mainly achieves better cross-
entropy on English and Dutch, and even though it
loses on German, it still places almost all of its prob-
ability mass on the gold forms. While EP with un-
igram and bigram approximations are both faster
than PEP, their accuracy is poor. Trigram EP is
nearly as accurate but even slower than the base-
line. The results support the claim that PEP has
achieved a “Goldilocks number” of n-grams in its
approximation—just enough n-grams to approxi-
mate the message well while retaining speed.

Figure 4 shows the effect of λ on the speed-
accuracy tradeoff. To compare apples to apples, this
experiment fixed the set of µF→V messages for each
variable. Thus, we held the set of beliefs fixed, but
measured the size and accuracy of different approx-
imations to these beliefs by varying λ.

These figures show only the results from gradient-
based approximation. Closed-form approximation is
faster and comparably accurate: see Appendix C.

102 103

Number of Features (log-scale)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

C
ro

ss
-E

nt
ro

py
of

G
ol

d
St

an
da

rd
(b

it
s)

λ = 0.01

λ = 0.01

λ = 0.5

λ = 0.5
λ = 1.0

λ = 1.0

Figure 4: Increasing λ will greatly reduce the number
of selected features in a belief—initially without harming
accuracy, and then accuracy degrades gracefully. (Num-
ber of features has 0.72 correlation with runtime, and is
shown on a log scale on the x axis.)

Each point shows the result of using PEP to approxi-
mate the belief at some latent variable V , using µF→V

messages from running the baseline method on German.
Lighter points use larger λ. Orange points are affixes
(shorter strings), blue are stems (longer strings). Large
circles are averages over all points for a given λ.

8 Conclusion and Future Work

We have presented penalized expectation propaga-
tion (PEP), a novel approximate inference algo-
rithm for graphical models, and developed specific
techniques for string-valued random variables. Our
method integrates structured sparsity directly into
inference. Our experiments show large speedups
over the strong baseline of Cotterell et al. (2015).

In future, instead of choosing λ, we plan to re-
duce λ as PEP runs. This serves to gradually refine
the approximations, yielding an anytime algorithm
whose beliefs approach the BP beliefs. Thanks to
(7), the coarse messages from early iterations guide
the choice of finer-grained messages at later itera-
tions. In this regard, “Anytime PEP” resembles other
coarse-to-fine architectures such as generalized A*
search (Felzenszwalb and McAllester, 2007).

As NLP turns its attention to lower-resource lan-
guages and social media, it is important to model the
rich phonological, morphological, and orthographic
processes that interrelate words. We hope that the
introduction of faster inference algorithms will in-
crease the use of graphical models over strings. We
are releasing our code package (see Appendix D).
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Abstract

Machine transliteration is often referred to
as phonetic translation. We show that
transliterations incorporate information from
both spelling and pronunciation, and pro-
pose an effective model for joint transliter-
ation generation from both representations.
We further generalize this model to include
transliterations from other languages, and en-
hance it with reranking and lexicon features.
We demonstrate significant improvements in
transliteration accuracy on several datasets.

1 Introduction

Transliteration is the conversion of a text from one
script to another. When a new name like Ey-
jafjallajökull appears in the news, it needs to be
promptly transliterated into dozens of languages.
Computer-generated transliterations can be more ac-
curate than those created by humans (Sherif and
Kondrak, 2007). When the names in question origi-
nate from languages that use the same writing script
as the target language, they are likely to be copied
verbatim; however, their pronunciation may still be
ambiguous. Existing transliterations and transcrip-
tions can help in establishing the correct pronuncia-
tion (Bhargava and Kondrak, 2012).

Transliteration is often defined as phonetic trans-
lation (Zhang et al., 2012). In the idealized model
of Knight and Graehl (1997), a bilingual expert pro-
nounces a name in the source language, modifies the
pronunciation to fit the target language phonology,
and writes it down using the orthographic rules of
the target script. In practice, however, it may be dif-
ficult to guess the correct pronunciation of an unfa-
miliar name from the spelling.

Phonetic-based models of transliteration tend to
achieve suboptimal performance. Al-Onaizan and
Knight (2002) report that a spelling-based model
outperforms a phonetic-based model even when pro-
nunciations are extracted from a pronunciation dic-
tionary. This can be attributed to the importance
of the source orthography in the transliteration pro-
cess. For example, the initial letters of the Russian
transliterations of the names Chicano ([tSIkAno]) and
Chicago ([SIkAgo]) are identical, but different from
Shilo ([SIlo]). The contrast is likely due to the id-
iosyncratic spelling of Chicago.

Typical transliteration systems learn direct ortho-
graphic mapping between the source and the tar-
get languages from parallel training sets of word
pairs (Zhang et al., 2012). Their accuracy is lim-
ited by the fact that the training data is likely to con-
tain names originating from different languages that
have different romanization rules. For example, the
Russian transliterations of Jedi, Juan, Jenins, Jelto-
qsan, and Jecheon all differ in their initial letters.
In addition, because of inconsistent correspondences
between letters and phonemes in some languages,
the pronunciation of a word may be difficult to de-
rive from its orthographic form.

We believe that transliteration is not simply pho-
netic translation, but rather a process that combines
both phonetic and orthographic information. This
observation prompted the development of several
hybrid approaches that take advantage of both types
of information, and improvements were reported on
some test corpora (Al-Onaizan and Knight, 2002;
Bilac and Tanaka, 2004; Oh and Choi, 2005). These
models, which we discuss in more detail in Sec-
tion 2.1, are well behind the current state of the art
in machine transliteration.
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In this paper, we conduct experiments that show
the relative importance of spelling and pronuncia-
tion. We propose a new hybrid approach of joint
transliteration generation from both orthography and
pronunciation, which is based on a discriminative
string transduction approach. We demonstrate that
our approach results in significant improvements in
transliteration accuracy. Because phonetic transcrip-
tions are rarely available, we propose to capture the
phonetic information from supplemental transliter-
ations. We show that the most effective way of
utilizing supplemental transliterations is to directly
include their original orthographic representations.
We show improvements of up to 30% in word accu-
racy when using supplemental transliterations from
several languages.

The paper is organized as follows. We discuss
related work in Section 2. Section 3 describes our
hybrid model and a generalization of this model
that leverages supplemental transliterations. Sec-
tion 4 and 5 present our experiments of joint genera-
tion with supplemental transcriptions and transliter-
ations, respectively. Section 6 presents our conclu-
sions and future work.

2 Related work

In this section, we focus on hybrid transliteration
models, and on methods of leveraging supplemen-
tal transliterations.

2.1 Hybrid models

Al-Onaizan and Knight (2002) present a hybrid
model for Arabic-to-English transliteration, which
is a linear combination of phoneme-based and
grapheme-based models. The hybrid model is
shown to be superior to the phoneme-based model,
but inferior to the grapheme-based model.

Bilac and Tanaka (2004) propose a hybrid model
for Japanese-to-English back-transliteration, which
is also based on linear interpolation, but the interpo-
lation is performed during the transliteration genera-
tion process, rather than after candidate target words
have been generated. They report improvement over
the two component models on some, but not all, of
their test corpora.

Oh and Choi (2005) replace the fixed linear inter-
polation approach with a more flexible model that

takes into account the correspondence between the
phonemes and graphemes during the transliteration
generation process. They report superior perfor-
mance of their hybrid model over both component
models. However, their model does not consider the
coherence of the target word during the generation
process, nor other important features that have been
shown to significantly improve machine translitera-
tion (Li et al., 2004; Jiampojamarn et al., 2010).

Oh et al. (2009) report that their hybrid models
improve the accuracy of English-to-Chinese translit-
eration. However, since their focus is on investigat-
ing the influence of Chinese phonemes, their hybrid
model is again a simple linear combination of basic
models.

2.2 Leveraging supplemental transliterations

Previous work that explore the idea of taking advan-
tage of data from additional languages tend to em-
ploy supplemental transliterations indirectly, rather
than to incorporate them directly into the generation
process.

Khapra et al. (2010) propose a bridge approach of
transliterating low-resource language pair (X,Y ) by
pivoting on an high-resource language Z, with the
assumption that the pairwise data between (X,Z)
and (Y,Z) is relatively large. Their experiments
show that pivoting on Z results in lower accuracy
than directly transliterating X into Y . Zhang et al.
(2010) and Kumaran et al. (2010) combine the pivot
model with a grapheme-based model, which works
better than either of the two approaches alone. How-
ever, their model is not able to incorporate more than
two languages.

Bhargava and Kondrak (2011) propose a rerank-
ing approach that uses supplemental translitera-
tions to improve grapheme-to-phoneme conversion
of names. Bhargava and Kondrak (2012) generalize
this idea to improve transliteration accuracy by uti-
lizing either transliterations from other languages,
or phonetic transcriptions in the source language.
Specifically, they apply an SVM reranker to the top-
n outputs of a base spelling-based model. However,
the post-hoc property of reranking is a limiting fac-
tor; it can identify the correct transliteration only if
the base model includes it in its output candidate list.
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3 Joint Generation

In this section, we describe our approach of the joint
transduction of a transliteration T from a source or-
thographic string S and a source phonemic string P
(Figure 1). We implement our approach by modi-
fying the DIRECTL+ system of Jiampojamarn et al.
(2010), which we describe in Section 3.1. In the fol-
lowing sections, we discuss other components of our
approach, namely alignment (3.2), scoring (3.3), and
search (3.4). In Section 3.5 we generalize the joint
model to accept multiple input strings.

3.1 DirecTL+
DIRECTL+ (Jiampojamarn et al., 2010) is a dis-
criminative string transducer which learns to con-
vert source strings into target strings from a set of
parallel training data. It requires pairs of strings to
be aligned at the character level prior to training.
M2M-ALIGNER (Jiampojamarn et al., 2007), an un-
supervised EM-based aligner, is often used to gener-
ate such alignments. The output is a ranked list of
candidate target strings with their confidence scores.
Below, we briefly describe the scoring model, the
training process, and the search algorithm.

The scoring model assigns a score to an aligned
pair of source and target strings (S, T ). Assum-
ing there are m aligned substrings, such that the ith
source substring generates the ith target substring,
the score is computed with the following formula:

m∑
i

α · Φ(i, S, T ) (1)

where α is the weight vector, and Φ is the feature
vector.

There are four sets of features. Context features
are character n-grams within the source word. Tran-
sition features are character n-grams within the tar-
get word. Linear-chain features combine context
features and transition features. Joint n-gram fea-
tures further capture the joint information on both
sides.

The feature weights α are learned with the Maxi-
mum Infused Relaxed Algorithm (MIRA) of Cram-
mer and Singer (2003). MIRA aims to find the
smallest change in current weights so that the new
weights separate the correct target strings from in-
correct ones by a margin defined by a loss func-

Figure 1: Triple alignment between the source phonemes,
source graphemes, and the target graphemesアロン (A-
RO-N).

tion. Given the training instance (S, T ) and the cur-
rent feature weights αk−1, the update of the feature
weights can be described as the following optimiza-
tion problem:

min
αk

‖αk − αk−1‖ s.t. ∀T̂ ∈ Tn :

αk · (Φ(S, T )− Φ(S, T̂ )) ≥ loss(T, T̂ )

where T̂ is a candidate target in the n-best list Tn
found under the current model parameterized by
αk−1. The loss function is the Levenshtein distance
between T and T̂ .

Given an unsegmented source string, the search
algorithm finds a target string that achieves the high-
est score according to the scoring model. It searches
through all the possible segmentations of the source
string and all possible target substrings using the fol-
lowing dynamic programming formulation:

Q(0, $) = 0

Q(j, t) = max
t′,t,j−N≤j′<j

α · φ(Sjj′+1, t
′, t) +Q(j′, t′)

Q(J + 1, $) = max
t′

α · φ($, t′, $) +Q(J, t′)

Q(j, t) is defined as the maximum score of the tar-
get sequence ending with target substring t, gener-
ated by the letter sequence S1...Sj . φ describes the
features extracted from the current generator sub-
string Sjj′+1 of target substring t, with t′ to be the
last generated target substring. N specifies the max-
imum length of the source substring. The $ sym-
bols are used to represent both the start and the end
of a string. Assuming that the source string con-
tains J characters, Q(J+1, $) gives the score of the
highest scoring target string, which can be recovered
through backtracking.

945



Figure 2: Three pairwise alignments between the En-
glish word abbey, its transcription [abi], and the Japanese
transliterationアベイ (A-BE-I).

3.2 Multi-alignment

M2M-ALIGNER applies the EM algorithm to align
sets of string pairs. For the purpose of joint gener-
ation, we need to align triples S, P and T prior to
training. The alignment of multiple strings is a chal-
lenging problem (Bhargava and Kondrak, 2009). In
general, there is no obvious way of merging three
pairwise alignments. Figure 2 shows an example
of three pairwise alignments that are mutually in-
consistent: the English letter e is aligned to the
phoneme [i] and to the graphemeベ(BE), which are
not aligned to each other

Our solution is to select one of the input strings
as the pivot for aligning the remaining two strings.
Specifically, we align the pivot string to each of
the other two strings through one-to-many align-
ments, where the maximum length of aligned sub-
strings in the pivot string is set to one. Then we
merge these two pairwise alignments according to
the pivot string. Since the source phoneme string
may or may not be available for a particular train-
ing instance, we use the source orthographic string
as the pivot. The one-to-many pairwise alignments
between the graphemes and phonemes, and between
the graphemes and the transliterations are generated
with M2M-ALIGNER. Figure 3 provides an exam-
ple of this process.

An alternative approach is to pivot on the tar-
get string. However, because the target string is
not available at test time, we need to search for the
highest-scoring target string, given an unsegmented
source string S and the corresponding unsegmented
phoneme string P . We can generalize the original
search algorithm by introducing another dimension
into the dynamic-programming table for segmenting
P , but it substantially increases the time complexity
of the decoding process. Our development experi-
ments indicated that pivoting on the target string not

Figure 3: Obtaining a triple alignment by pivoting on the
source word.

only requires more time, but also results in less ac-
curate transliterations.

3.3 Scoring Model

The scoring formula (1) is extended to compute
a linear combination of features of three aligned
strings (S, P, T ):

m∑
i

α · [Φ(i, S, T ),Φ(i, P, T )] (2)

The transition features on T are only computed
once, because they are independent of the input
strings. We observed no improvement by including
features between S and P in our development exper-
iments.

3.4 Search

Our search algorithm finds the highest-scoring target
string, given a source string and a phoneme string.
Since we pivot on the source string to achieve mul-
tiple alignment, the input to the search algorithm
is actually one-to-many aligned pair of the source
string and the phoneme string. The search space is
therefore the same as that of DirecTL+, i.e. the prod-
uct of all possible segmentations of the source string
and all possible target substrings. However, since
we apply one-to-many alignment, there is only one
possible segmentation of the source string, which is
obtained by treating every letter as a substring. We
apply the same dynamic programming search as Di-
recTL+, except that we extend the feature extraction
function φ(Sjj′+1, t

′, t) in the original formulation

to [φ(Sjj′+1, t
′, t), φ(P kk′+1, t

′, t)] so that features be-
tween the current phoneme substring P kk′+1 and the
target substrings are taken into consideration. The
time complexity of this search is only double of the
complexity of DIRECTL+, and is independent of the
length of the phoneme string.
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3.5 Generalization

Since we may need to leverage information from
other sources, e.g., phonemes of supplemental
transliterations, each training instance can be com-
posed of a source word, a target word, and a list of
supplemental strings. The size of the list is not fixed
because we may not have access to some of the sup-
plemental strings for certain source words.

We first align all strings in each training instance
by merging one-to-many pairwise alignments be-
tween the source word and every other string in the
instance, as described in Section 3.2. The general-
ization of training is straightforward. For the scoring
model, we extract the same set of features as before
by pairing each supplemental string with the target
word. Since the alignment is performed beforehand,
the time complexity of the generalized search only
increases linearly in the number of input strings with
respect to the original complexity.

4 Leveraging transcriptions

In this section, we describe experiments that involve
generating transliterations jointly from the source
orthography and pronunciation. We test our method
on the English-to-Hindi and English-to-Japanese
transliteration data from the NEWS 2010 Machine
Transliteration Shared Task (Li et al., 2010). We ex-
tract the corresponding English pronunciations from
the Combilex Lexicon (Richmond et al., 2009). We
split each transliteration dataset into 80% for train-
ing, 10% for development, 10% for testing. We limit
the datasets to contain only transliterations that have
phonetic transcriptions in Combilex, so that each en-
try is composed of a source English word, a source
transcription, and a target Japanese or Hindi word.
The final results are obtained by joining the train-
ing and development sets as the final training set.
The final training/test sets contain 8,264/916 entries
for English-to-Japanese, and 3,503/353 entries for
English-to-Hindi.

4.1 Gold transcriptions

We compare three approaches that use differ-
ent sources of information: (a) graphemes only;
(b) phonemes only; and (c) both graphemes and
phonemes. The first two approaches use DI-
RECTL+, while the last approach uses our joint

Model En→Ja En→Hi
Graphemes only 58.0 42.6
Phonemes only 52.4 39.4
Joint 63.6 46.1

Table 1: Transliteration word accuracy depending on the
source information.

model described in Section 3. We evaluate each ap-
proach by computing the word accuracy.

Table 1 presents the transliteration results. Even
with gold-standard transcriptions, the phoneme-
based model is worse than the grapheme-based
model. This demonstrates that it is incorrect to refer
to the process of transliteration as phonetic transla-
tion. On the other hand, our joint generation ap-
proach outperforms both single-source models on
both test sets, which confirms that transliteration re-
quires a joint consideration of orthography and pro-
nunciation.

It is instructive to look at a couple of exam-
ples where outputs of the models differ. Consider
the name Marlon, pronounced [mArl@n], which is
transliterated into Japanese as マロン(MA-RO-N)
(correct), andマレン(MA-RE-N) (incorrect), by the
orthographic and phonetic approaches, respectively.
The letter bigram lo is always transliterated intoロ
in the orthographic training data, while the phoneme
bigram /l@/ has multiple correspondences in the pho-
netic training data. In this case, the unstressed vowel
reduction process in English causes a loss of the or-
thographic information, which needs to be preserved
in the transliteration.

In the joint model, the phonetic information
sometimes helps disambiguate the pronunciation of
the source word, thus benefiting the transliteration
process. For example, the outputs of the three
models for haddock, pronounced [had@k], are ハダ
ク(HA-DA-KU) (phonetic), ハドドック(HA-DO-
DO-K-KU) (orthographic), and ハドック(HA-DO-
K-KU) (joint, correct). The phonetic model is again
confused by the reduced vowel [@], while the ortho-
graphic model mistakenly replicates the rendering
of the consonant d, which is pronounced as a single
phoneme.
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Model En→Ja En→Hi
Graphemes only 63.1 43.5
Joint (gold phon.) 67.4 48.0
Joint (generated phon.) 65.8 46.1

Table 2: Transliteration accuracy improvement with gold
and generated phonetic transcriptions.

4.2 Generated Transcriptions

The training entries that have no corresponding tran-
scriptions in our pronunciation lexicon were ex-
cluded from the experiment described above. When
we add those entries back to the datasets, we can
no longer apply the phonetic approach, but we can
still compare the orthographic approach to our joint
approach, which can handle the lack of a phonetic
transcription in some of the training instances. The
training sets are thus larger in the experiments de-
scribed in this section: 30,190 entries for English-
to-Japanese, and 12,070 for English-to-Hindi. The
test sets are the same as in Section 4.1. The results
in the first two rows in Table 2 show that the joint ap-
proach outperforms the orthographic approach even
when most training entries lack the pronunciation in-
formation.1

Gold transcriptions are not always available, espe-
cially for names that originate from other languages.
Next, we investigate whether we can replace the
gold transcriptions with transcriptions that are au-
tomatically generated from the source orthography.
We adopt DIRECTL+ as a grapheme-to-phoneme
(G2P) converter, train it on the entire Combilex lexi-
con, and include the generated transcriptions instead
of the gold transcriptions in the transliteration train-
ing and test sets for the joint model. The test sets are
unchanged.

The third row in Table 2 shows the result of lever-
aging generated transcriptions. We still see improve-
ment over the orthographic approach, albeit smaller
than with the gold transcriptions. However, we need
to be careful when interpreting these results. Since
our G2P converter is trained on Combilex, the gen-

1The improvement is statistically significant according to
the McNemar test with p < 0.05. The differences in the base-
line results between Table 1 and Table 2 are due to the differ-
ences in the training sets. The matching value of 46.1 across
both tables is a coincidence. The comparison of results within
any given table column is fair.

Model En→Ja En→Hi
Graphemes only 53.3 46.4
Phonemes only 19.2 10.4
Joint (suppl. phonemes) 54.8 50.0

Table 3: Transliteration accuracy with transcriptions gen-
erated from third-language transliterations.

erated transcriptions of words in the test set are quite
accurate. When we test the joint approach only
on words that are not found in Combilex, the im-
provement over the orthographic approach largely
disappears. We interpret this result as an indication
that the generated transcriptions help mostly by cap-
turing consistent grapheme-to-phoneme correspon-
dences in the pronunciation lexicon.

5 Leveraging transliterations

In the previous section, we have shown that pho-
netic transcriptions can improve the accuracy of the
transliteration process by disambiguating the pro-
nunciation of the source word. Unfortunately, pho-
netic transcriptions are rarely available, especially
for words which originate from other languages, and
generating them on the fly is less likely to help.
However, transliterations from other languages con-
stitute another potential source of information that
could be used to approximate the pronunciation in
the source language. In this section, we present ex-
periments of leveraging such supplemental translit-
erations through our joint model.

5.1 Third-language transcriptions
An intuitive way of employing transliterations from
another language is to convert them into phonetic
transcriptions using a G2P model, which are then
provided to our joint model together with the source
orthography. We test this idea on the data from
the NEWS 2010 shared task. We select Thai as
the third language, because it has the largest num-
ber of the corresponding transliterations. We re-
strict the training and test sets to include only words
for which Thai transliterations are available. The
resulting English-to-Japanese and English-to-Hindi
training/test sets contain 12,889/1,009, and 763/250
entries, respectively. We adopt DIRECTL+ as a
G2P converter, and train it on 911 Thai spelling-
pronunciation pairs extracted from Wiktionary. Be-
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Language Acc. Data size
Thai 15.2 911
Hindi 25.9 819
Hebrew 21.3 475
Korean 40.9 3181

Table 4: Grapheme-to-phoneme word accuracy on the
Wiktionary data.

cause of the small size of the training data, it can
only achieve about 15% word accuracy in our G2P
development experiment.

Table 3 shows the transliteration results. The ac-
curacy of the model that uses only supplemental
transcriptions (row 2) is very low, but the joint model
obtains an improvement even with such inaccurate
third-language transcriptions. Note that the Thai
pronunciation is often quite different from English.
For instance, the phoneme sequence [waj] obtained
from the Thai transliteration of Whyte, helps the
joint model correctly transliterate the English name
into Japanese ホワイト(HO-WA-I-TO), which is
better than ホイト(HO-I-TO) produced by the or-
thographic model.

5.2 Multi-lingual transcriptions
Transcriptions obtained from a third language are
not only noisy because of the imperfect G2P con-
version, but often also lossy, in the sense of miss-
ing some phonetic information present in the source
pronunciation. In addition, supplemental transliter-
ations are not always available in a given third lan-
guage. In this section, we investigate the idea of
extracting phonetic information from multiple lan-
guages, with the goal of reducing the noise of gen-
erated transcriptions.

We first train G2P converters for several lan-
guages on the pronunciation data collected from
Wiktionary. Table 4 shows the sizes of the G2P
datasets, and the corresponding G2P word accuracy
numbers, which are obtained by using 90% of the
data for training, and the rest for testing.2 For the
highly-regular Japanese Katakana, we instead cre-
ate a rule-based converter. Then we convert sup-
plemental transliterations from those languages into

2We use the entire datasets to train G2P converters for the
transliteration experiments, but their accuracy is unlikely to im-
prove much due to a small increase in the training data.

Model En→Ja En→Hi
Graphemes only 54.5 46.1
Joint (suppl. phonemes) 58.6 46.4

Table 5: Transliteration accuracy with transcriptions gen-
erated from multiple transliterations.

noisy phonetic transcriptions. In order to obtain rep-
resentative results, we also include transliteration
pairs without supplemental transliterations, which
results in different datasets than in the previous ex-
periments. The sets for English-to-Japanese and
English-to-Hindi now contain 30,190/17,557/1,886
and 12,070/3,777/380 entries, where the sizes refer
to (1) the entire training set, (2) the subset of training
entries that have at least one supplemental transcrip-
tion, and (3) the test set (in which all entries have
supplemental transcriptions).

An interlingual approach holds the promise
of ultimately replacing n2 pairwise grapheme-
grapheme transliteration models involving n lan-
guages with 2n grapheme-phoneme and phoneme-
grapheme models based on a unified phonetic rep-
resentation. In our implementation, we merge dif-
ferent phonetic transcriptions of a given word into
a single abstract vector representation. Specifically,
we replace each phoneme with a phonetic feature
vector according to a phonological feature chart,
which includes features such as labial, voiced, and
tense. After merging the vectors by averaging their
weights, we incorporate them into the joint model
described in Section 3.3 by modifying Φ(i, P, T ).
Unfortunately, the results are disappointing. It ap-
pears that the vector merging process compounds
the information loss, which offsets the advantage of
incorporating multiple transcriptions.

Another way of utilizing supplemental transcrip-
tions is to provide them directly to our generalized
joint model described in Section 3.5, which can
handle multiple input strings. Table 5 presents the
results on leveraging transcriptions generated from
supplemental transliterations. We see that the joint
generation from multiple transcriptions significantly
boosts the accuracy on English-to-Japanese, but the
improvement on English-to-Hindi is minimal.
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Model En→Ja Ja→En En→Hi Hi→En
DIRECTL+ 51.5 19.7 43.4 42.6
Reranking 56.8 30.3 50.8 48.9
Joint 56.4 38.8 51.6 51.1
Joint + Reranking 57.0 44.6 53.0 57.2
+ Lexicon - 53.1 - 61.7

Table 6: Transliteration accuracy with supplemental information.

5.3 Multi-lingual transliterations

The generated transcriptions of supplemental
transliterations discussed in the previous section are
quite inaccurate because of small and noisy G2P
training data. In addition, we are prevented from
taking advantage of supplemental transliterations
from other languages by the lack of the G2P train-
ing data. In order to circumvent these limitations,
we propose to directly incorporate supplemental
transliterations into the generation process. Specif-
ically, we train our generalized joint model on the
graphemes of the source word, as well as on the
graphemes of supplemental transliterations.

The experiments that we have conducted so far
suggest two additional methods of improving the
transliteration accuracy. We have observed that n-
best lists produced by our joint model contain the
correct transliteration more often than the baseline
models. Therefore, we follow the joint genera-
tion with a reranking step, in order to boost the
top-1 accuracy. We apply the reranking algorithm
of Bhargava and Kondrak (2011), except that our
joint model is the base system for reranking. In or-
der to ensure fair comparison, the held-out sets for
training the rerankers are subtracted from the origi-
nal training sets.

Another observation that we aim to exploit is that
a substantial number of the outputs generated by our
joint model are very close to gold-standard translit-
erations. In fact, news writers often use slightly
different transliterations of the same name, which
makes the model’s task more difficult. Therefore,
we rerank the model outputs using a target-language
lexicon, which is a list of words together with their
frequencies collected from a raw corpus. We fol-
low Cherry and Suzuki (2009) in extracting lexicon
features for a given word according to coarse bins,
i.e., [< 2000], [< 200], [< 20], [< 2], [< 1]. For

example, a word with the frequency 194 will cause
the features [< 2000] and [< 200] to fire.

We conduct our final experiment on forward and
backward transliteration. We utilize supplemen-
tal transliterations from all eight languages in the
NEWS 2010 dataset. The English-Japanese and
English-Hindi datasets contain 33,540 and 13,483
entries, of which 23,613 and 12,131 have at least one
supplemental transliteration, respectively. These
sets are split into training/development/test sets.
The entries that have no supplemental translitera-
tions are removed from the test sets, which results
in 2,321 and 1,226 test entries. In addition, we
extract an English lexicon comprising 7.5M word
types from the English gigaword monolingual cor-
pus (LDC2012T21) for the back-transliteration ex-
periments.

We evaluate the following models: (1) the
baseline DIRECTL+ model trained on source
graphemes; (2) the reranking model of Bhargava and
Kondrak (2011)3, with DIRECTL+ as the base sys-
tem; (3) our joint model described in Section 3.5; (4)
“combination”, which is a reranking model with our
joint model as the base system; and (5) a reranking
model that uses the English target lexicon and model
(4) as the base system.

Table 6 present the results. We see that our joint
model performs much better by directly incorporat-
ing the supplemental transliterations than by using
the corresponding phonetic transcriptions. This is
consistent with our experiments in Section 4 that
show the importance of the orthographic informa-
tion. We also observe that our joint model achieves
substantial improvements over the baseline on the
back-transliteration tasks from Japanese and Hindi
into English. This result suggests the orthographic
information from the supplemental transliterations is

3Code from http://www.cs.toronto.edu/˜aditya/g2p-tl-rr/
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particularly effective in recovering the information
about the pronunciation of the original word which
is often obfuscated by the transliteration into a dif-
ferent language.

Our joint model is more effective in utilizing
supplemental transliterations than the reranking ap-
proach of Bhargava and Kondrak (2011), except on
English-to-Japanese. The combination of these two
approaches works better than either of them, partic-
ularly on the back-transliteration tasks. Finally, the
incorporation of a target-lexicon brings additional
gains.

Back-transliteration from Japanese to English is
more challenging than in the forward direction,
which was already noted by Knight and Graehl
(1997). Most of the names in the dataset origi-
nate from English, and Japanese phonotactics re-
quire introduction of extra vowels to separate con-
sonant clusters. During back-transliteration, it is of-
ten unclear which vowels should be removed and
which preserved. Our approach is able to dramati-
cally improve the quality of the results by recovering
the original information from multiple supplemental
transliterations.

6 Conclusion

We have investigated the relative importance of
the orthographic and phonetic information in the
transliteration process. We have proposed a novel
joint generation model that directly utilizes both
sources of information. We have shown that a gener-
alized joint model is able to achieve substantial im-
provements over the baseline represented by a state-
of-the-art transliteration tool by directly incorporat-
ing multiple supplemental transliterations. In the fu-
ture, we would like to further explore the idea of
using interlingual representations for transliteration
without parallel training data.
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Abstract
It is well known that prosodic information is
used by infants in early language acquisition.
In particular, prosodic boundaries have been
shown to help infants with sentence and word-
level segmentation. In this study, we extend
an unsupervised method for word segmen-
tation to include information about prosodic
boundaries. The boundary information used
was either derived from oracle data (hand-
annotated), or extracted automatically with
a system that employs only acoustic cues
for boundary detection. The approach was
tested on two different languages, English and
Japanese, and the results show that boundary
information helps word segmentation in both
cases. The performance gain obtained for two
typologically distinct languages shows the ro-
bustness of prosodic information for word seg-
mentation. Furthermore, the improvements
are not limited to the use of oracle informa-
tion, similar performances being obtained also
with automatically extracted boundaries.

1 Introduction

Prosodic information is thought to play a fundamen-
tal role in early language acquisition, and provide
infants with rich structural information about their
language (Christophe et al., 1997). In particular,
prosody has been claimed to help infants find word
boundaries (Christophe and Dupoux, 1996). New-
borns are able discriminate between disyllables that
contains vs. does not contain a phonological phrase
boundary (Christophe et al., 1994; Christophe et al.,
2001), showing that they are able to encode the cor-
responding prosodic cues. Nine-month olds show

evidence of parsing utterances into prosodic units,
and show ’surprise’ when a pause is inappropriately
inserted inside as opposed to between these units
(Jusczyk et al., 1992; Gerken et al., 1994). Ten to 13
month olds show evidence of using prosodic units to
parse utterances into words, as they fail to recognize
a familiar word if it appears to straddle a prosodic
boundary (Gout et al., 2004).

Curiously enough, however, prosody is not used
very much in unsupervised models of language ac-
quisition, and in particular, in models of word seg-
mentation. Most such models use text as input, and
apply some form of lexical optimization. For in-
stance, Brent and Cartwright (1996) used a Min-
imal Description Length Principle to optimize the
size of the description of a corpus. State of the art
systems use hierarchical Bayesian models (Goldwa-
ter et al., 2009) which parse a corpus into words
or other linguistic units with a bias to reuse pre-
viously parsed elements. Adaptor Grammars is a
generic framework which enables to formulate such
Bayesian models within an overarching architecture
based on probabilistic context free grammars (John-
son et al., 2007). Such models have been used to
study the role of linguistic information such as syl-
labic structure (Johnson and Goldwater, 2009), mor-
phology (Johnson, 2008), function words (Johnson
et al., 2014), as well as the role of non-linguistic
context (Synnaeve et al., 2014). To our knowledge,
only one paper studied the role of prosodic informa-
tion (Börschinger and Johnson, 2014). In this study,
the authors used the role of word stress in constrain-
ing word segmentation (as in stress languages, there
is only one main stress per word).
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Here, we test whether prosodic boundaries could
directly help symbolic word segmentation by pro-
viding some word boundaries ’for free’, as this was
already shown to be true in the case of signal-based
term discovery systems (Ludusan et al., 2014). Be-
ing a feasibility study, we will use gold prosodic
boundaries in order to quantify what is the maxi-
mum gain we can expect using this type of informa-
tion. In addition to that, we test whether prosodic
boundaries automatically derived from the speech
signal (Ludusan and Dupoux, 2014) could also pro-
vide a performance gain. As this study relies on
the existence of prosodic information (either gold,
or derived from speech), we did not use the standard
corpora used in these studies (the Bernstein-Ratner
corpus), but introduced three new corpora, two in
English and one in Japanese.

The paper is structured as follows: In the next
sections we introduce the systems employed in this
study - the prosodic boundary detection system in
section 2 and the word segmentation procedure in
section 3. Next, we present the datasets used in the
experiments, with the results obtained being illus-
trated in section 5. The paper will conclude with a
general discussion and some final remarks.

2 Prosodic annotation

There are numerous studies in the speech process-
ing literature focusing on the detection of prosodic
boundaries (e.g. Wightman and Ostendorf (1991),
Ananthakrishnan and Narayanan (2008), Huang et
al. (2008), Jeon and Liu (2009), just to name a
few). While the approaches taken vary between
these studies, they tend to use either supervised
learning, thus needing large, prosodically annotated
corpora, or higher level information (syntactic, lex-
ical, etc) which would also require further annota-
tions. Since unsupervised word segmentation is a
process that requires low resources (only symbolic
transcription), we have decided to use for the auto-
matic detection of prosodic boundaries a previously
proposed method which employs only acoustic cues
that can be extracted from the speech signal (Ludu-
san and Dupoux, 2014).

The algorithm takes into consideration four
acoustic cues which had been shown, in the lan-
guage acquisition literature, to be used by young in-

fants for the recognition of prosodic boundaries. The
cues correspond to the following phenomena that
occur next to prosodic breaks: silent pauses, final
lengthening, initial strengthening and F0 reset. The
acoustic cues were extracted at the syllable level and
they include: the duration of the pause following the
syllable (pause cue), the syllable nucleus duration
(nucleus cue), the distance between the nucleus on-
set of the current syllable and that of the following
one (onset cue) and the difference between the F0
end value of the current syllable and the F0 begin-
ning value of the following syllable (F0 reset cue).
The nucleus and onset cues are computed for all the
syllables, the later being a combination of the nu-
cleus cue, pause cue and the onset of the following
syllable, which is the domain of the initial strength-
ening phenomenon. The pause cue is set to 0 for
syllables not followed by a silence pause, while F0
reset is only computed for syllables which are at a
local minimum for F0, otherwise it is set to 0. Then,
for each individual cue function except pause, we
considered only the values which were local max-
ima, the other values being set to 0.

Once a numerical value for each of the cues is ob-
tained, they are standardized between 0 and 1 and
combined in a detector function, by summing them
up. The local maxima of the detector function are
then obtained and the syllables corresponding to the
maxima will be considered as prosodic boundary
candidates. Next, a thresholding of these values is
applied and all the right-hand boundaries of the syl-
lables greater or equal to this threshold are marked
as prosodic boundaries. This operation is followed
by a second step in which prosodic boundaries are
marked based on a different rule, rule that we would
call conjunction of cues. This rule was inspired by
the results of several studies in the infant literature
(Seidl, 2007; Wellmann et al., 2012) showing that
most prosodic boundaries tend to be marked by more
than one acoustic cue. Taking these findings into ac-
count, we could also mark as prosodic boundaries all
syllables which are signalled by at least two differ-
ent cues, regardless of the value of these cues. Thus,
by employing the conjunction of cues we can give a
higher weight to a group of cues which, by appear-
ing together, mark more reliably the presence of a
boundary, in the hope that it would increase recall
without decreasing too much the precision.
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Figure 1: Speech waveform and corresponding detector function employed for prosodic boundary detection of the
phrase: “My tape machine records well, but the knobs are too small, the buttons are flimsy and the counter misplaced”
(for details, see (Ludusan and Dupoux, 2014)).

The parameters of the algorithm: the combination
of cues, the cut-off threshold and the combination
of conjunction of cues are obtained on a hold-out
set, by aiming to maximize the performance of the
system on that particular set.

The prosodic boundary detection procedure is il-
lustrated in Figure 1 for the following utterance:
“My tape machine records well, but the knobs are
too small, the buttons are flimsy and the counter
misplaced”. The waveform of the speech signal is
shown in the upper panel, with prosodic boundaries
marked with dashed lines. In the lower panel are the
values of the computed detector function, for each
syllable, and the contribution of each of the cues to-
wards the value of the function (the asterisk denotes
the position of the syllable nucleus). The syllables
corresponding to local maxima of the detector func-
tion (syllables 2, 4, 7, 10, 13, 17, 19, 21 and 25)
would be considered as possible candidates for the
position of a prosodic boundary. Provided that their
value is higher than the decision threshold, they will
be marked as actual boundaries. For example, if the
threshold is set to the first percentile of the function,
all the candidates will be kept, for the 50th percentile
only syllables 10, 13, 17 and 25 will be considered,

while a threshold equal to the value of the 100th per-
centile will leave only syllable 13 to be marked as a
boundary. If we also use what we called conjunc-
tion of cues, and we set the cues to be the nucleus
and the onset, syllables 10, 13, 22 and 25 will be
marked as boundary placeholders, regardless of the
fact they are or not a local maximum or they pass or
not over the decision threshold.

3 Word segmentation models

3.1 Adaptor grammars

Adaptor Grammars (AGs) are an extension of prob-
abilistic context-free grammars (PCFGs) that learn
probability of entire subtrees as well as probabil-
ities of rules (Johnson et al., 2007). A PCFG
(N,W,R, S, θ) consists of a start symbol S, N and
W disjoints sets of nonterminals and terminal sym-
bols respectively. R is a set of rules producing ele-
ments of N or W . Finally, θ is a set of distributions
over the rules RX ,∀X ∈ N (RX are the rules that
expand X). An AG (N,W,R, S, θ, A,C) extends
the above PCFG with a subset (A ⊆ N ) of adapted
nonterminals, each of them (X ∈ A) having an as-
sociated adaptor (CX ∈ C). An AG defines a dis-
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tribution over trees GX ,∀X ∈ N ∪W . If X /∈ A,
then GX is defined exactly as for a PCFG:

GX =
∑

X→Y1...Yn
∈RX

θX→Y1...Yn TDX(GY1 . . . GYn)

With TDX(G1 . . . Gn) the distribution over trees
with root node X and each subtree ti ∼ Gi i.i.d.
If X ∈ A, then there is an additional indirection
(composition) with the distribution HX :

GX =
∑

X→Y1...Yn
∈RX

θX→Y1...Yn TDX(HY1 . . . HYn)

HX ∼ CX(GX)

We used CX adaptors following the Pitman-Yor
process (PYP) (Perman et al., 1992; Teh, 2006) with
parameters a and b. The PYP generates (Zipfian)
type frequencies that are similar to those that oc-
cur in natural language (Goldwater et al., 2011).
Metaphorically, if there are n customers and m ta-
bles, the n+ 1th customer is assigned to table zn+1

according to (δk is the Kronecker delta function):

zn+1|z1 . . . zn ∼ ma+ b

n+ b
δm+1 +

m∑
k=1

nk − a
n+ b

δk

For an AG, this means that adapted non-terminals
(X ∈ A) either expand to a previously generated
subtree (T (X)k) with probability proportional to
how often it was visited (nk), or to a new subtree
(T (X)m+1) generated through the PCFG with prob-
ability proportional to ma+ b.

3.2 Grammars including prosodic information
The baseline that we are using is commonly called
the “Colloc3-Syll” model (Johnson and Goldwater,
2009) and is reported at 87% token F-score on the
standard Brent version of the Bernstein-Ratner cor-
pus corpus. It posits that sentences are composed of
3 hierarchical levels of collocations, the lower level
being collocations of words, and words are com-
posed of syllables. Goldwater et al. (2009) showed
how an assumption of independence between words
(a unigram model) led to under-segmentation. So,
above the Word level, we take the collocations (co-
occurring sequences) of words into account.

Sentence→ Colloc3+

Colloc3→ Colloc2+

Colloc2→ Colloc1+

Colloc1→Word+

Word→ StructSyll

where the rule Colloc2 → Colloc1+ is imple-
mented by:

Colloc2→ Collocs1
Collocs1→ Colloc1
Collocs1→ Colloc1 Collocs1

Word splits into general syllables and initial- or
final- specific syllables in StructSyll. In English,
syllables consist of onsets or codas (producing con-
sonants), and nuclei (vowels). Onsets, nuclei and
codas are adapted, thus allowing this model to mem-
orize sequences or consonants or sequences of vow-
els, dependent on their position in the word. Conso-
nants and vowels are the pre-terminals, their deriva-
tion is specified in the grammar into phonemes of
the language. In Japanese, syllables are adapted and
are composed either of (Consonant-)Vowel(-Nasal)
or Nasal. Phonemes are annotated either as conso-
nant, vowel, or nasal (the moraic nasal /N/).

To allow for these grammars to use the prosodic
information, we modify them so that prosodic
boundaries are considered as breaks at a given level
of collocations (or words). For instance we describe
below how we change a Colloc3-Syll grammar to
make use of the prosodic boundaries information at
the lower level of collocations (Colloc1), by using
the terminal symbols “|” (the rest is unchanged):

Colloc2→ Collocs1
Collocs1→ Colloc1
Collocs1→ Colloc1 | Collocs1
Collocs1→ Colloc1 Collocs1
Colloc1→Word+

We produced and tested grammars which incor-
porated these prosodic boundary annotations at dif-
ferent levels, from Collocs3 down to Word level.
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Figure 2: Colloc3-Syll based grammars scores on the BU and CSJ datasets. We show the best results without prosodic
annotation, with hand-annotated prosody information (oracle), and with automatically derived annotations that maxi-
mize either F-score, precision, or recall of prosodic boundaries.

4 Materials

The experiments were performed on two distinct
languages: English and Japanese. For English, we
have chosen the Boston University radio news (BU)
corpus (Ostendorf et al., 1995) and the LUCID cor-
pus (Baker and Hazan, 2010). The first one, the
BU corpus, consists of broadcast news recorded by
professional speakers and is widely used in speech
prosody research. Here, we only used the prosody
annotated portion of the corpus, containing about 3
hours of recordings, labelled for accent tones and
prosodic breaks following the ToBI standard for
American English (Silverman et al., 1992). Level 3
and level 4 break indices, corresponding to interme-
diate and intonational phrase boundaries, were con-
sidered in this work. The recordings belonging to 6
speakers were used for the experiments, while those
belonging to one speaker were employed as a devel-
opment set, for setting the parameters of the auto-
matic boundary detection algorithm. The evaluation
set was divided into utterances, at pauses longer or
equal to 200 ms, giving in total 2,273 utterances hav-
ing 27,980 tokens.

While the BU corpus has the advantage of being
annotated for prosodic boundaries, and thus being
able to provide us with an upper bound of the perfor-
mance increase that the prosodic information could
bring, it is not large enough to give state-of-the-art
results using AG. For this, we have taken a large
corpus of spontaneous interactions, the LUCID cor-

pus, and used it in connection to automatically de-
tected prosodic boundaries. Due to the more spon-
taneous nature of these materials, we have defined
utterances as being stretches of speech bounded by
pauses at least 500 ms long. Since durational infor-
mation is needed for the detection of the prosodic
boundaries, the corpus was force aligned using the
UPenn aligner (Yuan and Liberman, 2008). From
the utterances obtained we have excluded all utter-
ances containing hesitations or words not present in
the dictionary of the aligner. Thus, a total of 21,649
utterances were eventually used in the experiments,
corresponding to 118,640 tokens.

For Japanese, a subpart of the core of the Corpus
of Spontaneous Japanese (CSJ) was used (Maekawa,
2003). It contains more than 18 hours of academic
recordings from 70 speakers and it was annotated
for prosodic boundaries using the X-JToBI standard
(Maekawa et al., 2002). Oracle level 2 and level 3
prosodic breaks (accentual and intonational phrases)
were used in this study as well as automatically ob-
tained boundaries. The data set aside for the setting
of parameters belongs to 5 speakers, with the record-
ings of the rest of the speakers used for the evalua-
tion. We used the utterance markings provided with
the corpus, the evaluation set containing 21,974 ut-
terances and 195,744 tokens.

While previous studies on word segmentation
have focused on infant-directed speech (IDS), we
employ here corpora of adult-directed speech. The
reason behind this choice is the fact that IDS corpora
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Model F-score Precision Recall
maxFscore .608 .705 .535
maxPrecision .391 .986 .244
maxRecall .496 .377 .724

Table 1: Automatic prosodic boundary annotation perfor-
mance on the BU corpus.

are not, generally, annotated for prosody. We would
expect that experiments on ADS would improve less
over the baseline, when compared to those run on
IDS, due to its less exaggerated prosody and its re-
duced number of prosodic boundaries. Thus, any
improvement found on ADS, would be found also
on IDS.

The corpora used have all been transcribed pho-
netically, but, for the purpose of this paper, we have
transformed this phonetic annotation into a phone-
mic one. For the English databases the mappings
proposed by Lee and Hon (1989) were employed,
with two notable exceptions: vowels /er/ and /axr/
were mapped to the phonemes /ah/ and /r/, while the
syllabic consonants /el/, /em/ and /en/ were mapped
to the label /ah/ and their corresponding consonant
(/l/, /m/ or /n/). For Japanese, we employed the same
mappings used by Boruta (2011).

5 Results

The prosodic boundary procedure on the BU and the
CSJ used oracle segmental (phonetic) information,
while phonemes were force-aligned from word-level
annotation for the LUCID. The prosodic boundaries
were evaluated with the classic measurements: pre-
cision, recall and F-score. The word segmentation
token F-scores were obtained every 10 epochs (for
less correlation due to the sampler) during the 100
epochs (BU corpus), or the 200 epochs (LUCID and
CSJ corpora) centered around the point of conver-
gence, and their mean and standard deviation com-
puted. The convergence point was determined by
smoothing the prior probability of the grammar with
a sliding window and choosing the epoch where the
negative log probability was the lowest.

5.1 English
The best parameters of the prosodic boundary detec-
tion system were searched for on the development
set left aside for this purpose. The F-score of the

Figure 3: Colloc3-Syll based grammars scores on the
BU dataset, comparing results without prosodic annota-
tion, with those obtained by automatic prosodic bound-
aries that maximize F-score, added at different levels in
the grammar.

system was maximized and the best combination of
cues and conjunction of cues were pause+onset and
pause+nucleus, respectively. For these settings,
we then determined the threshold values which gave
the best F-score, precision and recall for boundary
detection, which were further used to run the algo-
rithm on the evaluation set. The results obtained on
the evaluation set for the systems trying to maximize
F-score (maxFscore), precision (maxPrecision)
or recall (maxRecall) are presented in Table 1.

The word segmentation method was then run with
the grammars defined in section 3.2, with and with-
out prosodic boundary information. For the prosody
enhanced cases, both oracle and automatic bound-
aries were employed. The best results obtained on
the BU corpus, for each of the five settings, are il-
lustrated on the left side of Figure 2. It appears that
all cases that employ prosodic information improve
over the baseline, with oracle boundaries giving a
7% absolute performance gain.

Next, we looked in more detail at the behaviour
of the best system that uses automatic boundaries
(maxFscore). We present the token F-score ob-
tained by this system for the different levels of the
grammar where the prosodic information is added.

Although we obtained improvements on the BU
corpus, for all cases when prosodic information was
used, the overall results are far from state-of-the art
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Figure 4: Colloc3-Syll based grammars scores on the
LUCID dataset, comparing results without prosodic an-
notation, with those obtained by automatic prosodic
boundaries that maximize precision, added at different
levels in the grammar.

performance, due to the relatively small size of the
corpus. For this reason, we chose to test on a big-
ger English corpus, LUCID. While this corpus is
indeed larger, it has the disadvantage of not being
prosodically annotated. Thus, we investigated only
the cases when automatically determined prosodic
boundaries are employed. The detection of prosodic
boundaries used the same parameters obtained on
the BU corpus but, since no prosodic annotation ex-
ists, we were not able to perform the same evaluation
of the boundaries, as we did for BU.

The token F-scores for the best prosodic bound-
ary setting (maxPrecision) are displayed in Figure
4. These results are closer to the state-of-the-art for
English, which stand at 87% token F-score. Con-
trary to the results on the BU corpus, the prosody
enhanced system improves over the baseline only
when the boundary information is added at Colloc2
or Colloc3 level (best gain: 0.8% absolute value).
While the improvements brought here tend to be
quite small, compared to those obtained for BU, we
are closer to ceiling value on LUCID and also the
quality of the automatic boundaries might be lower,
due to the different type of speech on which the pa-
rameters of the model were found.

With the Adaptor Grammar tending to slightly
over-segment the results, the inclusion of prosody
at Word or Colloc1 has increased the precision

Model F-score Precision Recall
maxFscore .469 .533 .418
maxPrecision .398 .781 .267
maxRecall .431 .353 .552

Table 2: Automatic prosodic boundary annotation perfor-
mance on the CSJ corpus.

slightly, at the expense of a significantly lower re-
call, and thus a lower overall F-score. This over-
segmentation trait was instead much more pro-
nounced for the BU corpus, where the increase in
precision was accompanied only by a slight decrease
in recall, brought the two measures closer together,
and thus has maximized the F-score.

5.2 Japanese

The same procedure for parameter detection as for
the BU corpus was applied and the best cues ob-
tained were pause+ onset, while the best combi-
nation of conjunction of cues was pause+f0Reset.
Table 2 illustrates the prosodic boundary results ob-
tained on the CSJ evaluation set, for the systems
maximizing F-score, precision and recall, respec-
tively.

Since oracle prosodic information was available
for this corpus, we were able to compare the perfor-
mance of the baseline to that of the oracle and au-
tomatic boundaries enhanced system. This compar-
ison is displayed in Figure 2, right hand side. Hav-
ing a sizable corpus, the results are more similar to
the state-of-the-art for Japanese, reported in (Four-
tassi et al., 2013) (55%). Increases in performance
can be observed when hand-labelled prosody is in-
troduced (12.3% absolute value), and also when au-
tomatic boundaries (maxPrecision) are employed
(10% absolute value).

Similarly to the previous experiments, we display
in Figure 5 the comparison between the baseline and
the best system employing automatic boundaries
(maxPrecision), for the different levels where the
information is added. It shows that prosody helps,
regardless of the level where prosody is used, al-
though it appears to favour the lower collocation lev-
els.
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Figure 5: Colloc3-Syll based grammars scores on the
CSJ dataset, comparing results without prosodic annota-
tion, with those obtained by automatic prosodic bound-
aries that maximize precision, added at different levels in
the grammar.

6 Discussion and Conclusions

We have investigated the use of prosodic bound-
ary information for unsupervised word discovery in
a multilingual setting. We showed that prosodic
boundaries can improve word segmentation across
both languages even when automatically determined
boundaries are used. We also illustrated that the way
in which to integrate prosody into word segmen-
tation is not homogeneous across corpora, both in
terms of the level of collocation where these bound-
aries are introduced, and in terms of the balance be-
tween precision and recall, when it comes to using
automatic boundaries.

For the first issue, the results on BU suggest that
Word or Colloc1 would be the best level, those on
LUCID show that either Colloc2 or Colloc3 would
give the best performance, while the scores on CSJ
favors Colloc1 or Colloc2. But, if we were to
discard the results on BU, due to its heavy over-
segmentation and its small size, and use the collo-
cation level giving the most balanced scores on the
other two datasets, it appears that Colloc2 would
be the common denominator. Besides giving the
most balanced token scores it also gives the most
balanced boundary scores, striking a good compro-
mise between the under-segmentation produced by
adding the prosody at lower levels and the over-
segmentation tendency for boundaries introduced at

higher levels.
To investigate the second issue, a closer look to

the tables presenting the evaluation of the automatic
boundaries (Table 1 and Table 2) is needed. The best
word segmentation scores on BU were obtained for
the maxFscore system, but we can observe that the
condition also has a high precision (.705). At the
same time, the best score on CSJ was obtained for
the maxPrecision system, the maxFscore sys-
tem (with a precision of .533) giving no improve-
ment over the baseline (see Figure 2). Furthermore,
maxRecall, which has very low precisions, seems
to behave similar to, or below the baseline, for both
datasets. Thus, it appears that a relatively high preci-
sion for the prosodic boundaries is needed to obtain
improvements in word segmentation and, once this
condition is fulfilled, any increase in recall would
increase the gain over the baseline.

Further evidence supporting this can be found
when performing a word-based evaluation of the
automatic prosodic boundaries obtained. For the
BU and CSJ corpora, we computed the percentage
of word boundaries found, out of the total word
boundaries in the corpora, and the proportion of
incorrect word boundaries from the total number
of boundaries found (see Table 3). It shows that
the systems that bring improvements over the base-
line (maxFscore and maxPrecision for BU, and
maxPrecision for CSJ) have a relatively low rate
of false alarms (lower than 6%). At the same
time, the increase in performance can be obtained
even without a high coverage of the corpus, the
maxPrecision models achieving this with a cov-
erage lower than 10%.

Since all the resuls reported in this paper were
obtained using the state-of-the-art Adaptor Gram-
mar model, Colloc3−Syll, we also verified that
our results are generalizable across different mod-
els. We created several AG models, by varying
the following settings in the grammar: using either
one or three collocation levels, and having knowl-
edge or not of the syllabic structure. This gave us,
besides the already tested Colloc3− Syll model,
three new models: Colloc3−noSyll, Colloc−Syll
and Colloc−noSyll, which were all tested on the
CSJ. When evaluating the token F-score obtained
using these models, we can see improvements for all
the models, regardless of the nature of the prosodic
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Corpus Model % found % incorr

BU

oracle 100 0
maxPrecision 7.0 0.1
maxFscore 20.3 5.7
maxRecall 40.4 34.2

CSJ

oracle 100 0
maxPrec 9.9 0.04
maxFscore 21.0 23.5
maxRecall 32.8 51.3

Table 3: Word boundary-based evaluation of the three
systems used for prosodic boundary detection. We report
the percentage of correct word boundaries found and the
number of incorrect boundaries found, as a percentage of
all boundaries found.

boundaries used.
Before closing, we note that prosody seem to

helps differentially the segmentation of the two lan-
guages we tested. In Japanese we found improve-
ments reaching 10 percentage points in F-score,
whereas the improvements in English were more
modest (5 points for the BU, 1 point for the LU-
CID), when automatic boundaries are used. This
could be due to differences in the segmentation
problem across these two languages. Indeed, words
in Japanese are in their majority composed of several
syllables, and many words contain embedded words,
making the segmentation problem intrinsically more
difficult than in English, for which the large majority
of words are monosyllabic (Fourtassi et al., 2013). It
is possible that prosody particularly helps those lan-
guages with a polysyllabic lexicon, by helping pre-
vent over-segmentation.

While the current work examined the use of
prosodic boundaries for word segmentation in two
languages, we would like to extend the study to more
languages. We would expect a similar behaviour
also for other languages, but it would be interest-
ing to investigate the interaction between boundary
information and collocation level for other typolog-
ically distinct languages. Also, we have employed
here oracle segmental information for the automatic
detection of prosodic boundaries. In the future we
plan to completely automatize the process, by em-
ploying segmental durations obtained with signal-
based methods for speech segmentation. Finally,
prosody was introduced here by way of a discrete

symbol, forcing us to make a binary decision. A
more integrated model would enable to associate
prosodic break with a probability distribution, over
acoustic features, thereby achieving the joint learn-
ing of segmentation and prosody.
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Börschinger, Mark Johnson, and Emmanuel Dupoux.
2014. Unsupervised word segmentation in context. In
Proceedings of COLING 2014, the 25th International
Conference on Computational Linguistics: Technical
Papers, pages 2326–2334.

Yee Whye Teh. 2006. A hierarchical Bayesian language
model based on Pitman-Yor processes. In Proceedings
of the 21st International Conference on Computational
Linguistics and the 44th annual meeting of the Associ-
ation for Computational Linguistics, pages 985–992.

962



Caroline Wellmann, Julia Holzgrefe, Hubert Trucken-
brodt, Isabell Wartenburger, and Barbara Höhle. 2012.
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Abstract

We introduce the challenge of detecting se-
mantically compatible words, that is, words
that can potentially refer to the same thing (cat
and hindrance are compatible, cat and dog are
not), arguing for its central role in many se-
mantic tasks. We present a publicly available
data-set of human compatibility ratings, and a
neural-network model that takes distributional
embeddings of words as input and learns alter-
native embeddings that perform the compati-
bility detection task quite well.

1 Introduction

Vectors encoding distributional information ex-
tracted from large text corpora provide very effective
estimates of semantic similarity or, more generally,
relatedness between words (Clark, 2015; Erk, 2012;
Turney and Pantel, 2010). Semantic relatedness is
undoubtedly a core property of word understand-
ing, and indeed current vector-based distributional
semantic models (DSMs) provide an impressive ap-
proximation to human judgments in many tasks (Ba-
roni et al., 2014). However, relatedness alone is
too general a notion to truly capture the nuances of
human conceptual knowledge. The terms animal,
puppy, and cat are all closely related to dog, but the
nature of their relation is very different, each afford-
ing different inferences: If you tell me that Fido is
a dog, I will also conclude that he’s an animal, that
he is not a cat, and that he might or might not be a
puppy.

The previous examples hint at a fundamental se-
mantic property that is only partially linked to relat-

edness, namely compatibility, that we define, for our
current purposes, as follows: Linguistic expressions
w1 and w2 are compatible iff, in a reasonably nor-
mal state of affairs, they can both truthfully refer to
the same thing. If they cannot, then they are incom-
patible. We realize that the notion of a “reasonably
normal sate of affairs” is dangerously vague, but we
want to exclude science-fiction scenarios in which
dogs mutate into cats. And we use thing as a catch-
all term for anything words (or other linguistic ex-
pressions) can refer to (entities, events, collections,
etc.).

The notions of compatibility and incompatibility
have been introduced in theoretical semantics before
(Cruse, 1986; Murphy, 2010). The definition that
we give here for compatibility is related, but differ-
ent from the one by Cruse. For example, subsuming
pairs are out of the scope of compatibility under his
definition, whereas we include them. Murphy de-
fines incompatibility similarly to us, but she does not
define compatibility. We are not aware, on the other
hand, of any earlier systematic attempt to study the
phenomenon empirically, nor to model it computa-
tionally.

In general, compatible terms will be semantically
related (dog and animal). However, relatedness does
not suffice: many semantically related, even very
similar terms are not compatible (dog and cat). Re-
latedness is not even a necessary condition: A hus-
band can be a hindrance in an all-too-normal state of
affairs, but the concepts of husband and hindrance
are not semantically close. Moreover, compatibil-
ity does not reduce to (a set of) more commonly
studied semantic relations. While it relates to hy-
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pernymy, synonymy and co-hyponymy, there are
cases, such as husband/hindrance, that do not nat-
urally map to any of these relations. Also, although
many incompatibles among closely related pairs are
co-hyponyms, this is not necessarily the case: You
cannot be both a dog and a cat, but you can be a
violinist and a drummer.

We argue that, since knowing what’s compatible
plays a central role in human semantic reasoning, al-
gorithms that determine compatibility automatically
will help in many domains that require human-like
semantic knowledge. Most obviously, compatibil-
ity is a necessary (although not sufficient) prerequi-
site for coreference. Dog and puppy could belong
to the same coreference chain, whereas dog and cat
do not. We conjecture that the relatively disappoint-
ing performance of DSMs in support of coreference
resolution (Poesio et al., 2010) is at least partially
due to the inability of standard DSMs to distinguish
compatible and incompatible terms. Compatibility
is also central to recognizing entailment (and contra-
diction): Standard DSMs are of relatively little use
in recognizing entailment as they treat antonymous,
contradictory words such as dead and alive as highly
related (Adel and Schütze, 2014; Mohammad et al.,
2013), with catastrophic results for the inferences
that can be drawn (antonyms are just the tip of the in-
compatibility iceberg: dog and cat are not antonyms,
but one still contradicts the other). Knowing what’s
compatible might also help in tasks that require rec-
ognizing (distant) paraphrases, such as question an-
swering, document summarization or even machine
translation (the violinist also played the drum might
corefer with the drummer also played the violin,
whereas the dog was killed and the cat was killed
must refer to different events). Other applications
could include modeling semantic plausibility of a
nominal phrase (Vecchi et al., 2011; Lynott and
Connell, 2009), where the goal is to accept expres-
sions like coastal mosquito, but reject parlamentary
tomato. Finally, the notion of incompatibility relates
to (certain kinds of) negation. Negation is notori-
ously difficult to model with DSMs (Hermann et al.,
2013), and compatibility might offer a new angle
into it.

In this paper, we introduce a new, large bench-
mark to evaluate computational models on com-
patibility detection. We then present a supervised

neural-network based model that takes distributional
semantic vectors as input and embeds them into a
space that is optimized for compatibility detection.
The model performs significantly better than direct
DSM relatedness, and achieves high scores in abso-
lute terms.

2 The compatibility benchmark

We started the benchmark construction by manually
assembling a list of 299 words including mostly con-
crete, basic-level concepts picked from categories
where taxonomically close terms tend to be incom-
patible (e.g., biological classes such as animals and
vegetables), as well as from categories that are more
compatibility-prone (kinship terms, professions), or
somewhere in the middle (tools, places). The list
also included category names at different levels of
abstraction (creature, animal, carnivore. . . ), as well
as some terms that were expected to be of high
general compatibility (hindrance, expert, compan-
ion. . . ). By randomly coupling words from this list,
we generated pairs that should reflect a wide range
of compatibility patterns (compatible and incompat-
ible coordinate terms, words in an entailment rela-
tion, dissimilar but compatible, dissimilar and in-
compatible, etc.).1 We generated about 18K such
random pairs.

We used a subset of about 3K pairs in a pilot study
on the CrowdFlower2 crowd-sourcing platforms, in
which we asked participants to annotate them for
compatibility either as a yes/no judgment accompa-
nied by a confidence rating, or on a 7-point scale.
Correlation between mean binary and ordinal ratings
was extremely high (>0.95), so we decided to adopt
the potentially more precise, albeit more noisy, 7-
point scale. Confidence judgments (median: 6.6/7),
participant agreement and sanity checks on obvious
cases confirmed that the raters understood the task
well and produced the expected judgments consis-
tently.

We thus launched a larger CrowdFlower survey,

1We realize that the resulting pairs might not resemble the
natural distribution of compatibility decisions that an average
person might encounter in daily life. However, the fact that
(as we show below) subjects were highly consistent in judging
the items proves that the data reflect genuine shared semantic
knowledge a computational model should be able to capture.

2http://www.crowdflower.com
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asking participants to rate pairs on a 7-point scale
by answering the following question: “How much
do you agree with the statement that <word1> and
<word2> can refer to the same thing, animal or per-
son?” We asked the judges to consider real-life sce-
narios and fairly ordinary circumstances; in case of
ambiguity, they were asked to choose the sense that
would make the pair compatible, as long as it was
sufficiently common. 20 control items with obvious
choices (e.g. drummer/ant - writer/father) were in-
serted to exclude raters that did not perform the task
seriously. We paid close attention to contributors’
feedback, correcting dubious controls. For exam-
ple, we removed bucket/chair, since one contribu-
tor pointed out that you could turn a bucket upside
down and use it as a chair.3 In this way, we obtained
usable annotation for 17973 pairs, each rated by 10
participants4. The average standard deviation was as
as low as 0.70, compared to the standard deviation
of a uniformly distributed multinomial distribution,
which amounts to 1.8. As expected, ratings were
highly skewed as most random pairs are incompati-
ble: the median is 1.10 (with a standard deviation of
1.81). Yet, the overall distribution is bimodal, peak-
ing at the two ends of the scale.

In order to be able to phrase (in)compatibility de-
tection not only in continuous terms, but also as
dichotomous tasks, we further produced a list of
unambiguously (in)compatible pairs from the ends
of the rating scale. Specifically, we manually in-
spected a subset of the list (before any computa-
tional simulation was run), and picked a mean 3.7
rating (exclusive) as minimum value for compatible
pairs, and 1.6 (inclusive) as maximum score for in-
compatible ones. The number of problematic cases
above/below these thresholds was absolutely negli-
gible. We thus coded the data set by classifying the
2,933 pairs above the first threshold as compatible
(e.g., expert/criminal, hill/obstacle, snake/vermin),
the 12,669 pairs below the second as incompatible
(e.g., bottle/plate, cheetah/queen), and the remain-

3We also were surprised to learn that drummer ants actually
exist. Yet, in that case we decided to keep the control item since,
under the most common sense of drummer, and in ordinary cir-
cumstances, ants cannot be drummers.

4The guidlienes provided to the participants and the col-
lected data set are available at: http://clic.cimec.
unitn.it/composes/

(a) 2L direct (b) 2L interaction (c) 2L interaction
direct

(d) 1L direct (e) 1L interaction (f) 1L interaction
direct

Figure 1: Schematic representation of the models

der as neither.

3 Models

We take DSM vectors as input, since they provide
us with semantically rich word representations, and
seek to induce a compatibility measure by learning
the parameters of a model in a supervised manner.
In particular, we used the word vectors publicly
available at http://clic.cimec.unitn.
it/composes/semantic-vectors.html.
These vectors, extracted with the word2vec toolkit
(Mikolov et al., 2013) from a 3B token corpus,
were shown by Baroni et al. (2014) to produce
near-state-of-the-art performance on a variety of
semantic tasks.

We hypothesized that the interaction between a
simple set of features (induced from the distribu-
tional ones) should account for a large portion of
compatibility patterns. For example, human roles
would typically be compatible (classmate/friend),
whereas two animals would probably be incompat-
ible (iguana/zebra). The model should thus be able
to learn features associated to such classes, and com-
patibility rules associated to their interaction (e.g.,
if both w1 and w2 have large values for a human
feature, compatibility is more likely). We incorpo-
rated this insight into the 2L interaction neural net-
work illustrated in Figure 1b. This network takes the
distributional representations of the words in a pair,
transforms them into new feature vectors by means
of a mapping that is shared by both inputs, con-
structs the vector of pairwise interactions between
the induced features, and finally uses the weighted
combination of the latter to produce a real-number
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score.
We considered then some variations of the 2L

interaction model, to investigate the importance of
each of its components. In 2L direct (Figure 1a),
we removed the interaction layer, making the model
score a weighted combination of the mapped vec-
tors. The 2L interaction direct model (Figure 1c)
computes the final score through a weighted combi-
nation of both the mapped representations and their
interaction vector. The 1L models (Figures 1d, 1e
and 1f) are analogous to the corresponding 2L mod-
els, but removing the feature mapping layer, thus op-
erating directly on the distributional vectors.

4 Experiments

Since compatibility is a symmetric relation, we first
duplicated each pair in the benchmark by swapping
the two words. We then split it into training, test-
ing and development sections. To make the task
more challenging, we enforced disjoint vocabularies
in each of them. For example, drummer only occurs
in the training set, while ant, only in the test set.
We use about 1/10th of the vocabulary (29 words)
on the development set and the rest was split equally
between train and test (135 words each). The result-
ing partitions contain 7,228 (train), 7,336 (test) and
312 (development) pairs, respectively.

To train the models, we used the scores they gen-
erate in three sub-tasks: approximation of average
ratings, classification of compatibles and classifica-
tion of incompatibles. We used mean square error as
cost function for the first sub-task, cross-entropy for
the latter two.

We implemented the models in Torch7 (Col-
lobert et al., 2011).5 We trained them for 120
epochs with adagrad, with a batch size of 150 items
and adopting an emphasizing scheme (LeCun et
al., 2012), where compatibles, incompatibles and
middle-ground items appear in equal proportions.
We fixed hidden-layer size to 100 dimensions, while
we tuned a coefficient for a L2-norm regularization
term on the development data.

We evaluated the models ability to predict human
compatibility ratings as well as to detect compatible
and incompatible items.

5We make the code available at https://github.com/
germank/compatibility-naacl2015

corr. comp. incomp.
Model r P R F1 P R F1
1L direct 50 59 55 57 80 83 72
1L interaction 51 50 61 55 80 77 79
1L int. direct 49 52 57 54 80 79 80
2L direct 49 51 58 54 81 79 80
2L interaction 72 76 58 66 84 90 87
2L int. direct 67 71 58 64 82 85 84
1L mono 35 31 57 41 79 77 78
2L mono 35 32 64 43 80 72 76
Cosine 36 29 58 38 78 71 74

Table 1: Experimental results. Correlation
with human ratings measured by Pearson r.
(In)compatibility detection scored by the F1 mea-
sure.

We compared the supervised measures to the co-
sine of pairs directly represented by their DSM vec-
tors (with thresholds tuned on the training set). We
expected this baseline to fare relatively well on in-
compatibility detection, since many of our randomly
generated pairs were both incompatible and dissim-
ilar (e.g., bag/bus).

Also, we controlled for the portion of the data that
can be accounted just by looking at one of the words
of the relation (for example, the presence of a word
might indicate that the relation is incompatible). To
this end, we included two models that look at only
one of the words in the pair. 1L mono is a logis-
tic regression model that only looks at the first word
of the pair while 2L mono is an analogous neural
network with one hidden layer.

Results are reported in Table 1. As it can be seen,
all the supervised models from Figure 1 strongly
outperform the cosine (that, as expected, is never-
theless quite good at detecting incompatibles). Also,
they outperform the mono models (with the only ex-
ception of 1L direct on incompatibility), showing
that the data they account for cannot be reduced to
properties of individual lexical items. Importantly,
the 2L interaction model is way ahead of all other
models, confirming our expectations.

To gain some insight into the features learned by
the best model, we labeled the words of our input
vocabulary with one of the following general cat-
egory tags: animal, artefact, general-function, hu-
man, organic-and-food and place. The distribution
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(a) Input
vectors

(b) Mapped
vectors

(c) Categories

Figure 2: Heatmap visualization of original DSM
features and features learned by the mapping func-
tion of the 2L interaction model.

of the vocabulary across the labels is shown in Fig-
ure 2c. If we plot the input distributional vectors so
that words tagged with the same category are adja-
cent to each other, and categories arranged as in Fig-
ure 2c, we obtain the heatmap in Figure 2a, where no
obvious pattern emerges. If instead we plot the out-
put vectors of 2L interaction mapping in the same
way, we obtain the heatmap in Figure 2b. It is evi-
dent that the mapping produces vectors that are sim-
ilar within most categories, and very different across
them. Thus, the 2L interaction model clearly learned
the relevance of general categories in capturing com-
patibility judgments. The fact that this model pro-
duced the best results hints at the importance of ex-
ploiting this source of information, confirming the
intuition we used in designing it, that compatibility
can be characterized by a combination of general re-
latedness and category-specific cues.

Finally, we explored to what extent the data can
be accounted by co-hyponymy, an idea briefly in-
troduced in the introductory discussion of Section
1. For simplicity purposes, we take the same cate-
gory tags we just introduced as a word’s hypernym.
Classifying co-hyponyms as incompatibles and non-
cohyponyms as compatibles performs very poorly (7
and 18 F1-scores for compatibility and incompati-
bility, respectively). On the other hand, the oppo-
site strategy – co-hyponyms as compatibles and non-
cohyponyms as incompatibles – works much better
(62 and 84 F1), even outperforming many super-
vised models. Yet, this strategy does not suffice. For
example, all animal pairs would be treated as com-

patibles, whereas 54% of them are actually incom-
patible. By contrast the L2 interaction model gets
78% of these incompatible pairs right.

5 Conclusion

We have introduced the challenge of modeling com-
patibility to the computational linguistics commu-
nity. To this end, we collected a data set, and pro-
duced a model that satisfactorily captures a large
portion of the data, that cannot be accounted for by
simple semantic relatedness. Finally, we have ex-
plored the features learned by the model, confirming
that high-order category information is relevant for
producing compatibility judgements.

Computational models of compatibility could
help in many semantic tasks, such as coreference
resolution, question answering, modeling plausibil-
ity and negation. Future lines of research will ex-
plore the contributions that accounting for compati-
bility can make to these tasks.
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Abstract

Distributional representations of words have
been recently used in supervised settings for
recognizing lexical inference relations be-
tween word pairs, such as hypernymy and en-
tailment. We investigate a collection of these
state-of-the-art methods, and show that they
do not actually learn a relation between two
words. Instead, they learn an independent
property of a single word in the pair: whether
that word is a “prototypical hypernym”.

1 Introduction

Inference in language involves recognizing infer-
ence relations between two words (x and y), such
as causality (flu → fever), hypernymy (cat →
animal), and other notions of lexical entailment.
The distributional approach to automatically recog-
nize these relations relies on representing each word
x as a vector ~x of contextual features: other words
that tend to appear in its vicinity. Such features are
typically used in word similarity tasks, where cosine
similarity is a standard similarity measure between
two word vectors: sim(x, y) = cos(~x, ~y).

Many unsupervised distributional methods of rec-
ognizing lexical inference replace cosine similarity
with an asymmetric similarity function (Weeds and
Weir, 2003; Clarke, 2009; Kotlerman et al., 2010;
Santus et al., 2014). Supervised methods, reported
to perform better, try to learn the asymmetric opera-
tor from a training set. The various supervised meth-
ods differ by the way they represent each candidate
pair of words (x, y): Baroni et al. (2012) use con-
catenation ~x ⊕ ~y, others (Roller et al., 2014; Weeds

et al., 2014; Fu et al., 2014) take the vectors’ differ-
ence ~y − ~x, and more sophisticated representations,
based on contextual features, have also been tested
(Turney and Mohammad, 2014; Rimell, 2014).

In this paper, we argue that these supervised meth-
ods do not, in fact, learn to recognize lexical infer-
ence. Our experiments reveal that much of their pre-
viously perceived success stems from lexical mem-
orizing. Further experiments show that these super-
vised methods learn whether y is a “prototypical hy-
pernym” (i.e. a category), regardless of x, rather
than learning a concrete relation between x and y.

Our mathematical analysis reveals that said meth-
ods ignore the interaction between x and y, explain-
ing our empirical findings. We modify them ac-
cordingly by incorporating the similarity between
x and y. Unfortunately, the improvement in per-
formance is incremental. We suspect that methods
based solely on contextual features of single words
are not learning lexical inference relations because
contextual features might lack the necessary infor-
mation to deduce how one word relates to another.

2 Experiment Setup

Due to various differences (e.g. corpora, train/test
splits), we do not list previously reported results,
but apply a large space of state-of-the-art supervised
methods and review them comparatively. We ob-
serve similar trends to previously published results,
and make the dataset splits available for replication.1

1http://u.cs.biu.ac.il/~nlp/resources/
downloads/
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Dataset #Instances #Positive #Negative
Kotlerman 2010 2,940 880 2,060

Bless 2011 14,547 1,337 13,210
Baroni 2012 2,770 1,385 1,385
Turney 2014 1,692 920 772
Levy 2014 12,602 945 11,657

Table 1: Datasets evaluated in this work.

2.1 Word Representations
We built 9 word representations over Wikipedia (1.5
billion tokens) using the cross-product of 3 types of
contexts and 3 representation models.

2.1.1 Context Types
Bag-of-Words Uses 5 tokens to each side of the tar-
get word (10 context words in total). It also employs
subsampling (Mikolov et al., 2013a) to increase the
impact of content words.
Positional Uses only 2 tokens to each side of the
target word, and decorates them with their position
(relative to the target word); e.g. the−1 is a common
positional context of cat (Schütze, 1993).
Dependency Takes all words that share a syntactic
connection with the target word (Lin, 1998; Padó
and Lapata, 2007; Baroni and Lenci, 2010). We used
the same parsing apparatus as in (Levy and Gold-
berg, 2014).

2.1.2 Representation Models
PPMI A word-context positive pointwise mutual in-
formation matrix M (Niwa and Nitta, 1994).
SVD We reduced M ’s dimensionality to k = 500
using Singular Value Decomposition (SVD).2

SGNS Skip-grams with negative sampling (Mikolov
et al., 2013b) with 500 dimensions and 5 nega-
tive samples. SGNS was trained using a modified
version of word2vec that allows different context
types (Levy and Goldberg, 2014).3

2.2 Labeled Datasets
We used 5 labeled datasets for evaluation. Each
dataset entry contains two words (x, y) and a label
whether x entails y. Note that each dataset was cre-
ated with a slightly different goal in mind, affecting
word-pair generation and annotation. For example,

2Following Caron (2001), we used the square root of the
eigenvalue matrix Σk for representing words: Mk = Uk

√
Σk.

3http://bitbucket.org/yoavgo/word2vecf

both of Baroni’s datasets are designed to capture hy-
pernyms, while other datasets try to capture broader
notions of lexical inference (e.g. causality). Table 1
provides metadata on each dataset, and the descrip-
tion below explains how each one was created.
(Kotlerman et al., 2010) Manually annotated lexi-
cal entailment of distributionally similar nouns.
(Baroni and Lenci, 2011) a.k.a. BLESS. Created
by selecting unambiguous word pairs and their se-
mantic relations from WordNet. Following Roller et
al. (2014), we labeled noun hypernyms as positive
examples and used meronyms, noun cohyponyms,
and random noun pairs as negative.
(Baroni et al., 2012) Created in a similar fashion
to BLESS. Hypernym pairs were selected as posi-
tive examples from WordNet, and then permutated
to generate negative examples.
(Turney and Mohammad, 2014) Based on a
crowdsourced dataset of 79 semantic relations (Ju-
rgens et al., 2012). Each semantic relation was lin-
guistically annotated as entailing or not.
(Levy et al., 2014) Based on manually anno-
tated entailment graphs of subject-verb-object tuples
(propositions). Noun entailments were extracted
from entailing tuples that were identical except for
one of the arguments, thus propagating the exis-
tence/absence of proposition-level entailment to the
noun level. This dataset is the most realistic dataset,
since the original entailment annotations were made
in the context of a complete proposition.

2.3 Supervised Methods

We tested 4 compositions for representing (x, y) as
a feature vector: concat (~x⊕~y) (Baroni et al., 2012),
diff (~y − ~x) (Roller et al., 2014; Weeds et al., 2014;
Fu et al., 2014), only x (~x), and only y (~y). For each
composition, we trained two types of classifiers, tun-
ing hyperparameters with a validation set: logistic
regression with L1 or L2 regularization, and SVM
with a linear kernel or quadratic kernel.

3 Negative Results

Based on the above setup, we present three nega-
tive empirical results, which challenge the claim that
the methods presented in §2.3 are learning a rela-
tion between x and y. In addition to our setup, these
results were also reproduced in preliminary exper-
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Dataset Lexical +Contextual ∆
Kotlerman 2010 .346 .437 .091

Bless 2011 .960 .960 .000
Baroni 2012 .638 .802 .164
Turney 2014 .644 .747 .103
Levy 2014 .302 .370 .068

Table 2: The performance (F1) of lexical versus contex-
tual feature classifiers on a random train/test split with
lexical overlap.

iments by applying the JoBimText framework4 for
scalable distributional thesauri (Biemann and Riedl,
2013) using Google’s syntactic N-grams (Goldberg
and Orwant, 2013) as a corpus.

Lexical Memorization is the phenomenon in
which the classifier learns that a specific word in a
specific slot is a strong indicator of the label. For
example, if a classifier sees many positive examples
where y = animal, it may learn that anything that
appears with y = animal is likely to be positive,
effectively memorizing the word animal.

The following experiment shows that supervised
methods with contextual features are indeed mem-
orizing words from the training set. We randomly
split each dataset into 70% train, 5% validation, and
25% test, and train lexical-feature classifiers, using a
one-hot vector representation of y as input features.
By definition, these classifiers memorize words from
the training set. We then add contextual-features (as
described in §2.1), on top of the lexical features,
and train classifiers analogously. Table 2 compares
the best lexical- and contextual-feature classifiers on
each dataset. The performance difference is under
10 points in the larger datasets, showing that much
of the contextual-feature classifiers’ success is due
to lexical memorization. Similar findings were also
reported by Roller et al. (2014) and Weeds et al.
(2014), supporting our memorization argument.

To prevent lexical memorization in our following
experiments, we split each dataset into train and test
sets with zero lexical overlap. We do this by ran-
domly splitting the vocabulary into “train” and “test”
words, and extract train-only and test-only subsets of
each dataset accordingly. About half of each original
dataset contains “mixed” examples (one train-word
and one test-word); these are discarded.

4http://jobimtext.org

Dataset Best Supervised Only ~y Unsupervised
Kotlerman 2010 .408 .375 .461

Bless 2011 .665 .637 .197
Baroni 2012 .774 .663 .788
Turney 2014 .696 .649 .642
Levy 2014 .324 .324 .231

Table 3: A comparison of each dataset’s best supervised
method with: (a) the best result using only y composi-
tion; (b) unsupervised cosine similarity cos(~x, ~y). Perfor-
mance is measured by F1. Uses lexical train/test splits.

Supervised vs Unsupervised While supervised
methods were reported to perform better than un-
supervised ones, this is not always the case. As a
baseline, we measured the “vanilla” cosine similar-
ity of x and y, tuning a threshold with the validation
set. This unsupervised symmetric method outper-
forms all supervised methods in 2 out of 5 datasets
(Table 3).

Ignoring x’s Information We compared the per-
formance of only y to that of the best configuration
in each dataset (Table 3). In 4 out of 5 datasets, the
difference in performance is less than 5 points. This
means that the classifiers are ignoring most of the
information in x. Furthermore, they might be over-
looking the compatibility (or incompatibility) of x to
y. Weeds et al. (2014) reported a similar result, but
did not address the fundamental question it beckons:
if the classifier cannot capture a relation between x
and y, then what is it learning?

4 Prototypical Hypernyms

We hypothesize that the supervised methods exam-
ined in this paper are learning whether y is a likely
“category” word – a prototypical hypernym – and,
to a lesser extent, whether x is a likely “instance”
word. This hypothesis is consistent with our previ-
ous observations (§3).

Though the terms “instance” and “category” per-
tain to hypernymy, we use them here in the broader
sense of entailment, i.e. as “tends to entail” and
“tends to be entailed”, respectively. We later show
(§4.2) that this phenomenon indeed extends to other
inference relations, such as meronymy.

4.1 Testing the Hypothesis
To test our hypothesis, we measure the performance
of a trained classifier on mismatched instance-
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Dataset Top Positional Contexts of y
Kotlerman 2010 grave−1, substances+2, lend-lease−1, poor−2, bureaucratic−1, physical−1, dry−1, air−1, civil−1

Bless 2011 other−1, resembling+1, such+1, assemblages+1,magical−1, species+1, any−2, invertebrate−1

Baroni 2012 any−1, any−2, social−1, every−1, this−1, kinds−2, exotic−1,magical−1, institute−2, important−1

Turney 2014 of+1, inner−1, including+1, such+1, considerable−1, their−1, extra−1, types−2, different−1, other−1

Levy 2014 psychosomatic−1, unidentified−1, auto-immune+2, specific−1, unspecified−1, treatable−2, any−1

Table 4: Top positional features learned with logistic regression over concat. Displaying positive features of y.

category pairs, e.g. (banana, animal). For each
dataset, we generate a set of such synthetic exam-
ples S, by taking the positive examples from the test
portion T+, and extracting all of its instance words
T+
x and category words T+

y .

T+
x = {x|(x, y) ∈ T+} T+

y = {y|(x, y) ∈ T+}

We then define S as all the in-place combinations of
instance-category word pairs that did not appear in
T+, and are therefore likely to be false.

S =
(
T+
x × T+

y

) \ T+

Finally, we test the classifier on a sample of S (due to
its size). Since all examples are assumed to be false,
we measure the false positive rate as match error
– the error of classifying a mismatching instance-
category pair as positive.

According to our hypothesis, the classifier can-
not differentiate between matched and mismatched
examples (T+ and S, respectively). We therefore
expect it to classify a similar proportion of T+ and
S as positive. We validate this by comparing recall
(proportion of T+ classified as positive) to match er-
ror (proportion of S classified as positive). Figure 1
plots these two measures across all configurations
and datasets, and finds them to be extremely close
(regression curve: match error = 0.935 · recall),
thus confirming our hypothesis.

4.2 Prototypical Hypernym Features

A qualitative way of analyzing our hypothesis is to
look at which features the classifiers tend to con-
sider. Since SVD and SGNS features are not eas-
ily interpretable, we used PPMI with positional con-
texts as our representation, and trained a logistic re-
gression model with L1 regularization using concat
over the entire dataset (no splits). We then observed
the features with the highest weights (Table 4).

Figure 1: The correlation of recall (positive rate on T+)
with match error (positive rate on S) compared to perfect
correlation (green line).

Many of these features describe dataset-specific
category words. For example, in Levy’s medical-
domain dataset, many words entail “symptom”,
which is captured by the discriminative feature
psychosomatic−1. Other features are domain-
independent indicators of category, e.g. any−1,
every−1, and kinds−2. The most striking features,
though, are those that occur in Hearst (1992) pat-
terns: other−1, such+1, including+1, etc. These
features appear in all datasets, and their analogues
are often observed for x (e.g. such−2). Even quali-
tatively, many of the dominant features capture pro-
totypical or dataset-specific hypernyms.

As mentioned, the datasets examined in this work
also contain inference relations other than hyper-
nymy. In Turney’s dataset, for example, 77 %
of positive pairs are non-hypernyms, and y is of-
ten a quality (coat → warmth) or a component
(chair → legs) of x. Qualities and components
can often be detected via possessives, e.g. of+1 and
their−1. Other prominent features, such as extra−1
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and exotic−1, may also indicate qualities. These ex-
amples suggest that our hypothesis extends beyond
hypernymy to other inference relations as well.

5 Analysis of Vector Composition

Our empirical findings show that concat and diff are
clearly ignoring the relation between x and y. To un-
derstand why, we analyze these compositions in the
setting of a linear SVM. Given a test example, (x, y)
and a training example that is part of the SVM’s sup-
port (xs, ys), the linear kernel function yields Equa-
tions (1) for concat and (2) for diff.

K (~x⊕ ~y, ~xs ⊕ ~ys) = ~x · ~xs + ~y · ~ys (1)

K (~y − ~x, ~ys − ~xs) = ~x · ~xs + ~y · ~ys − ~x · ~ys − ~y · ~xs (2)

Assuming all vectors are normalized (as in our ex-
periments), the kernel function of concat is actually
the similarity of the x-words plus the similarity of
the y-words. Two dis-similarity terms are added to
diff’s kernel, preventing the x of one pair from being
too similar to the other pair’s y (and vice versa).

Notice the absence of the term ~x · ~y. This means
that the classifier has no way of knowing if x and y
are even related, let alone entailing. This flaw makes
the classifier believe that any instance-category pair
(x, y) is in an entailment relation, even if they are
unrelated, as seen in §4. Polynomial kernels also
lack ~x · ~y, and thus suffer from the same flaw.

6 Adding Intra-Pair Similarity

Using an RBF kernel with diff slightly mitigates this
issue, as it factors in ~x · ~y, among other similarities:

KRBF (~y − ~x, ~ys − ~xs) = e−
1
σ2 |(~y−~x)−( ~ys− ~xs)|2

= e−
1
σ2 (~x~y+ ~xs ~ys+~x ~xs+~y ~ys−~x ~ys−~y ~xs−2) (3)

A more direct approach of incorporating ~x · ~y is to
create a new kernel, which balances intra-pair simi-
larities with inter-pair ones:

KSIM ((~x, ~y) , ( ~xs, ~ys)) = (~x~y · ~xs ~ys)
α
2 (~x ~xs · ~y ~ys)

1−α
2 (4)

While these methods reduce match error –
match error = 0.618 · recall versus the previous
regression curve of match error = 0.935 · recall
– their overall performance is only incrementally
better than that of linear methods (Table 5). This
improvement is also, partially, a result of the non-
linearity introduced in these kernels.

Dataset LIN(concat) LIN(diff) RBF(diff) SIM
Kotlerman 2010 .367 .187 .407 .332

Bless 2011 .634 .665 .636 .687
Baroni 2012 .745 .769 .848 .859
Turney 2014 .696 .694 .691 .641
Levy 2014 .229 .219 .252 .244

Table 5: Performance (F1) of SVM across kernels. LIN
refers to the linear kernel (equations (1) and (2)), RBF to
the Gaussian kernel (equation (3)), and SIM to our new
kernel (equation (4)). Uses lexical train/test splits.

7 The Limitations of Contextual Features

In this work, we showed that state-of-the-art su-
pervised methods for recognizing lexical inference
appear to be learning whether y is a prototypical
hypernym, regardless of its relation with x. We
tried to factor in the similarity between x and y,
yet observed only marginal improvements. While
more sophisticated methods might be able to extract
the necessary relational information from contextual
features alone, it is also possible that this informa-
tion simply does not exist in those features.

A (de)motivating example can be seen in §4.2. A
typical y often has such+1 as a dominant feature,
whereas x tends to appear with such−2. These fea-
tures are relics of the Hearst (1992) pattern “y such
as x”. However, contextual features of single words
cannot capture the joint occurrence of x and y in that
pattern; instead, they record only this observation
as two independent features of different words. In
that sense, contextual features are inherently hand-
icapped in capturing relational information, requir-
ing supervised methods to harness complementary
information from more sophisticated features, such
as textual patterns that connect xwith y (Snow et al.,
2005; Turney, 2006).
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Abstract

This paper presents the first attempt to use
word embeddings to predict the composition-
ality of multiword expressions. We consider
both single- and multi-prototype word em-
beddings. Experimental results show that, in
combination with a back-off method based
on string similarity, word embeddings out-
perform a method using count-based distribu-
tional similarity. Our best results are com-
petitive with, or superior to, state-of-the-art
methods over three standard compositionality
datasets, which include two types of multi-
word expressions and two languages.

1 Introduction

Multiword expressions (MWEs) are word combina-
tions that display some form of idiomaticity (Bald-
win and Kim, 2009), including semantic idiomatic-
ity, wherein the semantics of the MWE (e.g. ivory
tower) cannot be predicted from the semantics of
the component words (e.g. ivory and tower). Re-
cent NLP work on semantic idiomaticity has focused
on the task of “compositionality prediction”, in the
form of a regression task whereby a given MWE is
mapped onto a continuous-valued compositionality
score, either for the MWE as a whole or for each of
its component words (Reddy et al., 2011; Schulte im
Walde et al., 2013; Salehi et al., 2014b).

Separately in NLP, there has been a recent surge
of interest in learning distributed representations
of word meaning, in the form of “word embed-
dings” (Collobert and Weston, 2008; Mikolov et al.,

2013a) and composition over distributed representa-
tions (Socher et al., 2012; Baroni et al., 2014).

This paper is the first attempt to bring together the
work on word embedding-style distributional analy-
sis with compositionality prediction of MWEs. In
the context of compositionality prediction, our pri-
mary research questions here are:

RQ1: Are word embeddings superior to conven-
tional count-based models of distributional
similarity?

RQ2: How sensitive to parameter optimisation are
different word embedding approaches?

RQ3: Are multi-prototype word embeddings empir-
ically superior to single-prototype word em-
beddings?

We explore these questions relative to three compo-
sitionality prediction datasets spanning two MWE
construction types (noun compounds and verb par-
ticle constructions) and two languages (English and
German), and arrive at the following conclusions:
(1) consistent with recent work over other NLP
tasks, word embeddings are superior to count–
based models of distributional similarity (and also
translation-based string similarity); (2) the results
are relatively stable under parameter optimisation
for a given word embedding learning approach; and
(3) based on two simple approaches to composition,
single word embeddings are empirically slightly su-
perior to multi-prototype word embeddings overall.
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2 Related Work

Recent work on distributed approaches to distri-
butional semantics has demonstrated their utility
in a wide range of NLP tasks, including identi-
fying various morphosyntactic and semantic rela-
tions (Mikolov et al., 2013a), dependency parsing
(Bansal et al., 2014), sentiment analysis (Socher et
al., 2013), named-entity recognition (Collobert and
Weston, 2008; Passos et al., 2014), and machine
translation (Zou et al., 2013; Devlin et al., 2014).
Despite the wealth of research applying word em-
beddings within NLP, they have not yet been consid-
ered for predicting the compositionality of MWEs.

Much prior work on MWEs has been tailored
to specific kinds of MWEs in particular languages
(e.g. English verb–noun combinations (Fazly et al.,
2009)). There has however been recent interest in
approaches to MWEs that are more broadly applica-
ble to a wider range of languages and MWE types
(Brooke et al., 2014; Salehi et al., 2014b; Schneider
et al., 2014). Word embeddings could form the basis
for such an approach to predicting MWE composi-
tionality.

3 Methodology

In this work, we estimate the compositionality of
an MWE based on the similarity between the ex-
pression and its component words in vector space.
We use three different vector-space models: (1) a
simple count-based model of distributional similar-
ity; (2) word embeddings based on WORD2VEC; and
(3) a multi-sense skip-gram model that, unlike the
previous two models, is able to learn multiple em-
beddings per target word (or MWE). For all three
models, we first greedily pre-tokenise the corpus to
represent each MWE as a single token, similarly to
Baldwin et al. (2003). In this, we apply the con-
straint that no language-specific pre-processing can
be applied to the training corpus, in order to make
the method maximally language independent. As
such, we cannot perform any form of lemmatisation,
and MWE identification takes the form of simple
string match for concatenated instances of the com-
ponent words, naively assuming that all occurrences
of that word combination are MWEs. We detail each
of the distributional similarity methods below.

3.1 Count-Based Distributional Similarity

Our first method for building vectors is that of Salehi
et al. (2014b): the top 50 most-frequent words in
the training corpus are considered to be stopwords
and discarded, and words with frequency rank 51–
1051 are considered to be the content-bearing words,
which form the dimensions for our vectors, in the
manner of Schütze (1997). To measure the similarity
of the MWE vector and the component word vectors,
we considered two different approaches.

The first approach is based on Reddy et al. (2011)
and Schulte im Walde et al. (2013). The similar-
ity between the MWE and each of its components
is measured, and the overall compositionality of
the MWE is computed by combining the similarity
scores for the two components as follows:

comp1(MWE) = αsim(MWE,C1)

+(1− α)sim(MWE,C2)

where MWE is the vector associated with the
MWE, Ci is the vector associated with the ith com-
ponent word of the MWE, sim is a vector similarity
function, and α ∈ [0, 1] is a weight parameter.

We also experimented with the approach from
Mitchell and Lapata (2010), where MWE is com-
pared directly with a composed vector of the com-
ponent words, based on vector addition:1

comp2(MWE) = sim(MWE,C1 + C2)

For both comp1 and comp2, we used cosine sim-
ilarity as our similarity measure sim .

3.2 WORD2VEC

Our second method is based on the recurrent neu-
ral network language model (RNNLM) approach to
learning word embeddings of Mikolov et al. (2013a)
and Mikolov et al. (2013b), using the WORD2VEC

package.2 WORD2VEC uses a log-linear model in-
spired by the original RNNLM approach of Mikolov
et al. (2010), in two forms: (1) a continuous bag-
of-words (“CBOW”) model, whereby all words in
a context window are averaged in a single projec-
tion layer; and (2) a continuous skip-gram model

1We also experimented with vector multiplication, but found
it to perform poorly compared to the other approaches.

2https://code.google.com/p/word2vec/
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(“C-SKIP”), whereby a given word in context is pro-
jected onto a projection layer, and used to predict its
immediate context (preceding and following words).
WORD2VEC generates a vector of fixed dimension-
ality d for each pre-tokenised word/MWE type with
frequency above a certain threshold in the training
corpus. We again use comp1 and comp2 to estimate
compositionality from these vectors.

3.3 Multi-Sense Skip-gram Model
One potential shortcoming of WORD2VEC is that it
generates a single word embedding for each word,
irrespective of the relative polysemy of the word.
Neelakantan et al. (2014) proposed a method moti-
vated by WORD2VEC, which efficiently learns mul-
tiple embeddings per word/MWE. We refer to this
approach as the multi-sense skip-gram (MSSG)
model. We once again compose the resultant vec-
tors with comp1 and comp2, but modify the for-
mulation slightly to handle the variable number of
vectors for each word/MWE, by searching over the
cross-product of vectors in each sim calculation and
taking the maximum in each case. We initially set
the number of embeddings to 2 in our MSSG exper-
iments — in keeping with the findings in Neelakan-
tan et al. (2014) — but come back to examine the
impact of the number of embeddings on composi-
tionality prediction in Section 5.

4 Datasets

We evaluate our methods over three datasets:3 (1)
English noun compounds (“ENCs”, e.g. spelling
bee and swimming pool); (2) English verb parti-
cle constructions (“EVPCs”, e.g. stand up and give
away); and (3) German noun compounds (“GNCs”,
e.g. ahornblatt “maple leaf” and eidechse “lizard”).

The ENC dataset consists of 90 binary English
noun compounds, and is annotated on a continu-
ous [0, 5] scale for both overall compositionality and
the component-wise compositionality of each of the
modifier and head noun (Reddy et al., 2011). The
state-of-the-art method for this dataset (Salehi et
al., 2014b) is a supervised support vector regression

3We also considered using the dataset from the DisCo shared
task (Biemann and Giesbrecht, 2011), but ultimately excluded
it because it includes different types of MWEs without indica-
tion of the syntactic type of a given MWE, preventing us from
carrying out construction-specific parameter tuning.

model, trained over the distributional method from
Section 3.1 as applied to both English and 51 target
languages (under word and MWE translation).

The EVPC dataset consists of 160 English verb
particle constructions, and is manually annotated for
compositionality on a binary scale for each of the
head verb and particle (Bannard, 2006). In order to
translate the dataset into a regression task, we cal-
culate the overall compositionality as the number of
annotations of entailment for the verb, divided by
the total number of verb annotations for that VPC.
The state-of-the-art method for this dataset (Salehi
et al., 2014b) is a linear combination of: (1) the dis-
tributional method from Section 3.1; (2) the same
method applied to 10 target languages (under word
and MWE translation, selecting the languages us-
ing supervised learning); and (3) the string similarity
method of Salehi and Cook (2013).

The GNC dataset consists of 246 German noun
compounds, and is annotated on a continuous
[1, 7] scale (von der Heide and Borgwaldt, 2009;
Schulte im Walde et al., 2013). The state-of-the-art
method for this dataset is a distributional similarity
method applied to part-of-speech tagged and lem-
matised data (Schulte im Walde et al., 2013).

5 Experiments

For all experiments, we train our models over raw
text Wikipedia corpora for either English or Ger-
man, depending on the language of the dataset.
The raw English and German corpora were prepro-
cessed using the WP2TXT toolbox4 to eliminate
XML and HTML tags and hyperlinks, and punctu-
ation was removed. Finally, word-tokenisation was
performed based on simple whitespace delimitation,
after which we greedily identified all string occur-
rences of the MWEs in each of our datasets and com-
bined them into a single token.5

The word embedding approaches are unable to
generate vector representations for tokens which oc-
cur with frequency below a fixed cutoff.6 In order to

4http://wp2txt.rubyforge.org/
5For English, a single model was trained over a corpus con-

taining both ENC and EVPC tokens.
6For a frequency threshold of 15, the total numbers of

ENCs, EVPCs and GNCs for which we were unable to gener-
ate word embeddings were 3, 0 and 25, respectively, in the latter
case, largely as a result of our simple tokenisation strategy and

979



Dataset Method comp1 comp1 +SS comp2 comp2 +SS

ENC

WORD2VEC

(d = 500,C-SKIP) .628 .761 .632 .761
(d = 500,CBOW) .696 .786 .710 .791
(d = 1000,C-SKIP) .636 .764 .648 .767
(d = 1000,CBOW) .717 .789 .736 .796

MSSG
(d = 300, w = 5) .640 .764 .624 .759
(d = 600, w = 5) .615 .758 .594 .758
(d = 600, w = 10) .614 .749 .631 .756

Distributional similarity .714
String similarity .644
State-of-the-art .744

EVPC

WORD2VEC

(d = 500,C-SKIP) .289 .496 — —
(d = 500,CBOW) .293 .486 — —
(d = 1000,C-SKIP) .289 .504 — —
(d = 1000,CBOW) .289 .489 — —

MSSG
(d = 300, w = 5) .309 .506 — —
(d = 600, w = 5) .294 .498 — —
(d = 600, w = 10) .273 .494 — —

Distributional similarity .165
String similarity .385
State-of-the-art .417

GNC

WORD2VEC

(d = 500,C-SKIP) .393 .442 .321 .415
(d = 500,CBOW) .400 .439 .361 .423
(d = 1000,C-SKIP) .341 .411 .282 .394
(d = 1000,CBOW) .371 .414 .349 .411

MSSG
(d = 300, w = 5) .181 .320 .122 .295
(d = 600, w = 5) .202 .335 .146 .303
(d = 600, w = 10) .155 .310 .101 .282

Distributional Similarity .140
String Similarity .372
State-of-the-art .450

Table 1: Pearson’s correlation (r) for the different methods over the three datasets; the state-of-the-art for each dataset
is described in Section 4

generate a compositionality prediction back-off for
the small numbers of MWEs in this category, we as-
sign a default value, which is the mean of computed
compositionality scores for other instances.7

As a baseline, we use the translation string simi-
larity approach of Salehi and Cook (2013), including
the cross-validation-based method for selecting the
10 best languages to use for each dataset. We further
include a linear combination of the string similarity
method with each of the various approaches based
on word embeddings.

Table 1 shows the results for the various methods,

lack of lemmatisation.
7We also experimented with using the string similarity ap-

proach as a back-off, which resulted in marginally lower results
than what is reported in Table 1.

over a range of hyper-parameter settings for each
of WORD2VEC (vector dimensionality d; we also
present results for CBOW vs. C-SKIP) and MSSG
(vector dimensionality d and window size w), in-
formed by the experimental results in the respective
publications. Note that for EVPC, we don’t use the
vector for the particle, in keeping with Salehi et al.
(2014b); as such, there are no results for comp2. For
comp1, α is set to 1.0 for EVPC, and 0.7 for both
ENC and GNC, also based on the findings of Salehi
et al. (2014b).

The results indicate that the approaches using
both WORD2VEC and MSSG outperform simple
distributional and string similarity by a substantial
margin. Further, over a variety of parameteriza-
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Figure 1: The effect of the number of prototypes on the
results with MSSG

tions, they surpass the state-of-the-art methods for
ENC and EVPC; in the case of GNC, the best-
performing method (WORD2VEC with d = 500 and
C-SKIP) roughly matches the state-of-the-art. Note
that in each case, the state-of-the-art is achieved
using varying levels of supervision over labelled
data (ENC and EVPC) or language-specific pre-
processing (GNC), whereas the word embedding
methods use no labelled data. As such, the answer
to RQ1 would appear to be a resounding yes.

Looking to RQ2, the models are remarkably
insensitive to hyper-parameter optimisation for
EVPC, but there are slight deviations in the re-
sults for ENC and GNC. Having said that, they
are largely between the different word embedding
approaches, and the results for a given approach
under different parameter settings is relatively sta-
ble. A large part of the cause of the drop in re-
sults and greater parameter sensitivity over GNC
is the lower token frequencies, through a combina-
tion of the Wikipedia corpus being markedly smaller
and our naive tokenisation strategy having low recall
over German due to the richer morphology. As such,
the answer would appear to be a tentative “relatively
insensitive, assuming high token frequencies”.

Finally, looking to RQ3, there was little separat-
ing WORD2VEC and MSSG over ENC, but over the
other two datasets, WORD2VEC had a clear advan-
tage. Given the high levels of polysemy observed
in high frequency English verb particle construc-

tions (Salehi et al., 2014a), this result for EVPC was
particularly surprising, and suggests that, at least
under our two basic forms of composition, multi-
prototype word embeddings are at best equal to, and
in many cases, inferior to, single-prototype word
embeddings.

According to the results, the string similar-
ity approach complements all word-embedding ap-
proaches. We hypothesise that this is because it is
not based on any corpus, and is thus not biased by
the frequency of token instances in the corpus.

In Table 1, the number of embeddings for MSSG
was set to 2 prototypes, based on the default rec-
ommendations of Neelakantan et al. (2014). To in-
vestigate the impact of this parameter on our results,
we retrained MSSG over the range [1, 6] and reran
our experiments for each set of embeddings over the
three datasets (without string similarity, to isolate
the effect of the number of embeddings), as shown
in Figure 1. For both English datasets (ENC and
EVPC), setting the number of prototypes to a value
higher than 2 boosts the results slightly, with 5 pro-
totypes appearing to be the optimal value. For the
German dataset (GNC), on the other hand, the best
results are actually achieved for a single prototype.
Further research is required to better understand this
effect.

6 Conclusions

We presented the first approach to using word em-
beddings to predict the compositionality of MWEs.
We showed that this approach, in combination with
information from string similarity, surpassed, or
was competitive with, the current state-of-the-art on
three compositionality datasets. In future work we
intend to explore the contribution of information
from word embeddings of a target expression and its
component words under translation into many lan-
guages, along the lines of Salehi et al. (2014b).
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Abstract

This paper proposes a novel approach to train
word embeddings to capture antonyms. Word
embeddings have shown to capture synonyms
and analogies. Such word embeddings, how-
ever, cannot capture antonyms since they de-
pend on the distributional hypothesis. Our
approach utilizes supervised synonym and
antonym information from thesauri, as well
as distributional information from large-scale
unlabelled text data. The evaluation results on
the GRE antonym question task show that our
model outperforms the state-of-the-art sys-
tems and it can answer the antonym questions
in the F-score of 89%.

1 Introduction

Word embeddings have shown to capture synonyms
and analogies (Mikolov et al., 2013b; Mnih and
Kavukcuoglu, 2013; Pennington et al., 2014). Word
embeddings have also been effectively employed
in several tasks such as named entity recogni-
tion (Turian et al., 2010; Guo et al., 2014), adjectival
scales (Kim and de Marneffe, 2013) and text classi-
fication (Le and Mikolov, 2014). Such embeddings
trained based on distributional hypothesis (Harris,
1954), however, often fail to recognize antonyms
since antonymous words, e.g. strong and weak, oc-
cur in similar contexts. Recent studies focuses on
learning word embeddings for specific tasks, such
as sentiment analysis (Tang et al., 2014) and de-
pendency parsing (Bansal et al., 2014; Chen et al.,
2014). These motivate a new approach to learn word
embeddings to capture antonyms.

Recent studies on antonym detection have shown
that thesauri information are useful in distinguishing
antonyms from synonyms. The state-of-the-art sys-
tems achieved over 80% in F-score on GRE antonym
tests. Yih et al. (2012) proposed a Polarity Induc-
ing Latent Semantic Analysis (PILSA) that incor-
porated polarity information in two thesauri in con-
structing a matrix for latent semantic analysis. They
additionally used context vectors to cover the out-of-
vocabulary words; however, they did not use word
embeddings. Recently, Zhang et al. (2014) pro-
posed a Bayesian Probabilistic Tensor Factorization
(BPTF) model to combine thesauri information and
existing word embeddings. They showed that the
usefulness of word embeddings but they used pre-
trained word embeddings.

In this paper, we propose a novel approach
to construct word embeddings that can capture
antonyms. Unlike the previous approaches, our ap-
proach directly trains word embeddings to represent
antonyms. We propose two models: a Word Em-
bedding on Thesauri information (WE-T) model and
a Word Embeddings on Thesauri and Distributional
information (WE-TD) model. The WE-T model re-
ceives supervised information from synonym and
antonym pairs in thesauri and infers the relations
of the other word pairs in the thesauri from the su-
pervised information. The WE-TD model incorpo-
rates corpus-based contextual information (distribu-
tional information) into the WE-T model, which en-
ables the calculation of the similarities among in-
vocabulary and out-of-vocabulary words.
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Figure 1: Overview of our approach. When we use the thesauri directly, disperse and garner are known to be antony-
mous and disperse and scatter are known to be synonymous, but the remaining relations are unknown. WE-T infers
indirect relations among words in thesauri. Furthermore, WE-TD incorporates distributional information, and the
relatedness among in-vocabulary and out-of-vocabulary words (nucleate here) are obtained.

2 Word embeddings for antonyms

This section explains how we train word embed-
dings from synonym and antonym pairs in thesauri.
We then explain how to incorporate distributional in-
formation to cover out-of-vocabulary words. Fig-
ure 1 illustrates the overview of our approach.

2.1 Word embeddings using thesauri
information

We first introduce a model to train word embeddings
using thesauri information alone, which is called the
WE-T model. We embed vectors to words in the-
sauri and train vectors to represent synonym and
antonym pairs in the thesauri. More concretely, we
train the vectors by maximizing the following objec-
tive function:∑

w∈V

∑
s∈Sw

log σ(sim(w, s))

+α
∑
w∈V

∑
a∈Aw

log σ(−sim(w, a))
(1)

V is the vocabulary in thesauri. Sw is a set of syn-
onyms of a word w, and Aw is a set of antonyms of
a word w. σ(x) is the sigmoid function 1

1+e−x . α is
a parameter to balance the effects of synonyms and
antonyms. sim(w1, w2) is a scoring function that
measures a similarity between two vectors embed-
ded to the corresponding words w1 and w2. We use
the following asymmetric function for the scoring

function:

sim(w1, w2) = vw1 · vw2 + bw1 (2)

vw is a vector embedded to a word w and bw is a
scalar bias term corresponding to w. This similarity
score ranges from minus infinity to plus infinity and
the sigmoid function in Equation (1) scales the score
into the [0, 1] range.

The first term of Equation (1) denotes the sum of
the similarities between synonym pairs. The second
term of Equation (1) denotes the sum of the dissimi-
larities between antonym pairs. By maximizing this
objective, synonym and antonym pairs are tuned to
have high and low similarity scores respectively, and
indirect antonym pairs, e.g., synonym of antonym,
will also have low similarity scores since the em-
beddings of the words in the pairs will be dissimi-
lar. We use AdaGrad (Duchi et al., 2011) to maxi-
mize this objective function. AdaGrad is an online
learning method using a gradient-based update with
automatically-determined learning rate.

2.2 Word embeddings using thesauri and
distributional information

Now we explain a model to incorporate corpus-
based distributional information into the WE-T
model, which is called the WE-TD model.

We hereby introduce Skip-Gram with Negative
Sampling (SGNS) (Mikolov et al., 2013a), which
the WE-TD model bases on. Levy and Goldberg
(2014) shows the objective function for SGNS can
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be rewritten as follows.∑
w∈V

∑
c∈V

{#(w, c) log σ(sim(w, c))

+ k#(w)P0(c) log σ(−sim(w, c))}
(3)

The first term represents the co-occurrence pairs
within a context window of C words preceding and
following target words. #(w, c) stands for the num-
ber of appearances of a target word w and its con-
text c. The second term represents the negative sam-
pling. k is a number of negatively sampled words for
each target word. #p(w) is the number of appear-
ances of w as a target word, and its negative context
c is sampled from a modified unigram distribution
P0 (Mikolov et al., 2013a). We employ the subsam-
pling (Mikolov et al., 2013a), which discards words
according to the probability of P (w) = 1 −

√
t

p(w) .

p(w) is the proportion of occurrences of a word w
in the corpus, and t is a threshold to control the dis-
card. When we use a large-scale corpus directly, the
effects of rare words are dominated by the effects of
frequent words. Subsampling alleviates this prob-
lem by discarding frequent words more often than
rare words.

To incorporate the distributional information into
the WE-T model, we propose the following objec-
tive function, which simply adds this objective func-
tion to Equation 1 with an weight β:

β{
∑
w∈V

∑
s∈Sw

log σ(sim(w, s))

+α
∑
w∈V

∑
a∈Aw

log σ(−sim(w, a))}

+
∑
w∈V

∑
c∈V

{#(w, c) log σ(sim(w, c))

+k#(w)P0(c) log σ(−sim(w, c))}

(4)

This function can be further arranged as∑
w∈V

∑
c∈V

{Aw,c log σ(sim(w, c))

+ Bw,c log σ(−sim(w, c))}
(5)

Here, the coefficients Aw,c and Bw,c are sums of cor-
responding coefficients in Equation 4. These terms
can be pre-calculated by using the number of ap-
pearances of contextual word pairs, unigram distri-
butions, and synonym and antonym pairs in thesauri.

The objective is maximized by using AdaGrad.
We skip some updates according to the coefficients
Aw,c and Bw,c to speed up the computation; we
ignore the terms with extremely small coefficients
(< 10−5) and we sample the terms according to the
coefficients when the coefficients are less than 1.

3 Experiments

3.1 Evaluation settings

This section explains the task setting, resource for
training, parameter settings, and evaluation metrics.

3.1.1 GRE antonym question task
We evaluate our models and compare them with

other existing models using GRE antonym ques-
tion dataset originally provided by Mohammad et
al. (2008). This dataset is widely used to evaluate
the performance of antonym detection. Each ques-
tion has a target word and five candidate words, and
the system has to choose the most contrasting word
to the target word from the candidate words (Mo-
hammad et al., 2013). All the words in the questions
are single-token words. This dataset consists of two
parts, development and test, and they have 162 and
950 questions, respectively. Since the test part con-
tains 160 development data set, We will also report
results on 790 (950-160) questions following Mo-
hammad et al. (2013).

In evaluating our models on the questions, we first
calculated similarities between a target word and its
candidate words. The similarities were calculated
by averaging asymmetric similarity scores using the
similarity function in Equation 2. We then chose a
word which had the lowest similarity among them.
When the model did not contain any words in a ques-
tion, the question was left unanswered.

3.1.2 Resource for training
For supervised dataset, we used synonym and

antonym pairs in two thesauri: WordNet (Miller,
1995) and Roget (Kipfer, 2009). These pairs were
provided by Zhang et al. (2014)1. There were 52,760
entries (words), each of which had 11.7 synonyms
on average, and 21,319 entries, each of which had
6.5 antonyms on average.

1https://github.com/iceboal/
word-representations-bptf
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Dev. Set Test Set (950) Test Set (790)
Prec. Rec. F Prec. Rec. F Prec. Rec. F

Encarta lookup† 0.65 0.61 0.63 0.61 0.56 0.59 — — —
WordNet & Roget lookup¶ 1.00 0.49 0.66 0.98 0.45 0.62 0.98 0.45 0.61
WE-T 0.92 0.71 0.80 0.90 0.72 0.80 0.90 0.72 0.80
WordNet + Affix heuristics

0.79 0.66 0.72 — — — 0.77 0.63 0.69
+ Adjacent category annotation§

WE-D 0.09 0.08 0.09 0.08 0.07 0.07 0.07 0.07 0.07
Encarta PILSA

0.88 0.87 0.87 0.81 0.80 0.81 — — —
+ S2Net + Embedding†

WordNet & Roget BPTF‡ 0.88 0.88 0.88 0.82 0.82 0.82 — — —
WE-TD 0.92 0.91 0.91 0.90 0.88 0.89 0.89 0.87 0.88

Table 1: Results on the GRE antonym question task. † is from Yih et al. (2012), ‡ is from Zhang et al. (2014), and §

is from Mohammad et al. (2013). ¶ slightly differs from the result in Zhang et al. (2014) since thesauri can contain
multiple candidates as antonyms and the answer is randomly selected for the candidates.

Error Type Description
# Example

Errors Target Gold Predicted

Contrasting
Predicted answer is contrasting,

7
reticence loquaciousness storm

but not antonym. dussuade exhort extol

Degree
Both answers are antonyms, but gold

3 postulate verify reject
has a higher degree of contrast.

Incorrect gold Gold answer is incorrect. 2 flinch extol advance
Wrong Gold and predicted answers are

1 hapless fortunate happy
expansion both in the expanded thesauri.
Incorrect Predicted answer is not contrasting. 1 sessile obile ceasing

Total 14 — — —

Table 2: Error types by WE-TD on the development set.

We obtained raw texts from Wikipedia on Novem-
ber 2013 for unsupervised dataset. We lowercased
all words in the text.

3.1.3 Parameter settings

The parameters were tuned using the development
part of the dataset. In training the WE-T model, the
dimension of embeddings was set to 300, the num-
ber of iteration of AdaGrad was set to 20, and the
initial learning rate of AdaGrad was set to 0.03. α
in Equation 1 were set to 3.2, according to the pro-
portion of the numbers of synonym and antonym
pairs in the thesauri. In addition to these parameters,
when we trained the WE-TD model, we added the
top 100,000 frequent words appearing in Wikipedia
into the vocabulary. The parameter β was set to 100,

the number of negative sampling k was set as 5, the
context window size C was set to 5, the threshold
for subsampling2 was set to 10−8.

3.1.4 Evaluation metrics

We used the F-score as a primary evaluation met-
ric following Zhang et al. (2014). The F-score is the
harmonic mean of precision and recall. Precision is
the proportion of correctly answered questions over
answered questions. Recall is the proportion of cor-
rectly answered questions over the questions.

2This small threshold is because this was used to balance the
effects of supervised and unsupervised information.
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3.2 Results

Table 1 shows the results of our models on the GRE
antonym question task. This table also shows the
results of previous systems (Yih et al., 2012; Zhang
et al., 2014; Mohammad et al., 2013) and models
trained on Wikipedia without thesauri (WE-D) for
the comparison.

The low performance of WE-D illuminates the
problem of distributional hypothesis. Word em-
beddings trained by using distributional information
could not distinguish antonyms from synonyms.

Our WE-T model achieved higher performance
than the baselines that only look up thesauri. In
the thesauri information we used, the synonyms and
antonyms have already been extended for the origi-
nal thesauri by some rules such as ignoring part of
speech (Zhang et al., 2014). This extension con-
tributes to the larger coverage than the original syn-
onym and antonym pairs in the thesauri. This im-
provement shows that our model not only captures
the information of synonyms and antonyms pro-
vided by the supervised information but also infers
the relations of other word pairs more effectively
than the rule-based extension.

Our WE-TD model achieved the highest score
among the models that use both thesauri and distri-
butional information. Furthermore, our model has
small differences in the results on the development
and test parts compared to the other models.

3.3 Error Analysis

We analyzed the 14 errors on the development set,
and summarized the result in Table 2.

Half of the errors (i.e., seven errors) were caused
in the case that the predicted word is contrasting to
some extent but not antonym (“Contrasting”). This
might be caused by some kind of semantic drift. In
order to predict these gold answers correctly, con-
straints of the words, such as part of speech and se-
lectional preferences, need to be used. For example,
“venerate” usually takes “person” as its object, while
“magnify” takes “god.” Three of the errors were
caused by the degree of contrast of the gold and the
predicted answers (“Degree”). The predicted word
can be regarded as an antonym but the gold answer
is more appropriate. This is because our model does
not consider the degree of antonymy, which is out of

our focus. One of the questions in the errors had an
incorrect gold answer (“Incorrect gold”). We found
that in one case both gold and predicted answers are
in the expanded antonym dictionary (“Wrong expan-
sion”). In expanding dictionary entries, the gold and
predicted answers were both included in the word
list of an antonym entries. In one case, the predicted
answer was simply wrong (“Incorrect”).

4 Conclusions

This paper proposed a novel approach that trains
word embeddings to capture antonyms. We pro-
posed two models: WE-T and WE-TD models. WE-
T trains word embeddings on thesauri information,
and WE-TD incorporates distributional information
into the WE-T model. The evaluation on the GRE
antonym question task shows that WE-T can achieve
a higher performance over the thesauri lookup base-
lines and, by incorporating distributional informa-
tion, WE-TD showed 89% in F-score, which out-
performed the conventional state-of-the-art perfor-
mances. As future work, we plan to extend our ap-
proaches to obtain word embeddings for other se-
mantic relations (Gao et al., 2014).
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Abstract 

Vectorial representations of words derived 
from large current events datasets have been 
shown to perform well on word similarity 
tasks. This paper shows vectorial representa-
tions derived from substantially smaller ex-
planatory text datasets such as English 
Wikipedia and Simple English Wikipedia pre-
serve enough lexical semantic information to 
make these kinds of category judgments with 
equal or better accuracy.  

1 Introduction 

Vectorial representations derived from large cur-
rent events datasets such as Google News have 
been shown to perform well on word similarity 
tasks (Mikolov, 2013; Levy & Goldberg, 2014).  
This paper shows vectorial representations derived 
from substantially smaller explanatory text datasets 
such as English Wikipedia and Simple English 
Wikipedia preserve enough lexical semantic in-
formation to make these kinds of category judg-
ments with equal or better accuracy. Analysis 
shows these results may be driven by a prevalence 
of commonsense facts in explanatory text.  These 
positive results for relatively small datasets suggest 
vectors derived from slower but more accurate 
analyses of these resources may be practical for 
lexical semantic applications. 

2 Background 

2.1 Wikipedia 

Wikipedia is a free Internet encyclopedia website 
and the largest general reference work over the 

Internet.1 As of December 2014, Wikipedia con-
tained over 4.6 million articles2 and 1.6 billion 
words. Wikipedia as a corpus has been heavily 
used to train various NLP models. Features of 
Wikipedia are well exploited in research like se-
mantic web (Lehmann et al, 2014) and topic mod-
eling (Dumais, 1988; Gabrilovich, 2007), but more 
importantly Wikipedia has been a reliable source 
for word embedding training because of its sheer 
size and coverage (Qiu, 2014), as recent word em-
bedding models (Mikolov et al, 2013; Pennington 
et al, 2014) all use Wikipedia as an important cor-
pus to build and evaluate their algorithms for word 
embedding creation. 

2.2 Simple English Wikipedia 

Simple English Wikipedia3 is a Wikipedia database 
where all articles are written using simple English 
words and grammar. It is created to help adults and 
children who are learning English to look for ency-
clopedic information. Compared with full English 
Wikipedia, Simple English Wikipedia is much 
smaller. It contains around 120,000 articles and 20 
million words, which is almost one fortieth the 
number of articles and one eightieth the number of 
words compared to full English Wikipedia, so the 
average length of articles is also shorter. Simple 
English Wikipedia is often used in simplification 
research (Coster, 2011; Napoles, 2010) where sen-
tences from full English Wikipedia are matched to 
sentences from Simple English Wikipedia to ex-
plore techniques to simplify sentences. It would be 

                                                             
1 See https://en.wikipedia.org/wiki/Wikipedia 
2 See 
http://en.wikipedia.org/wiki/Wikipedia:Size_of_
Wikipedia 
3 See http://simple.wikipedia.org/wiki/Main_Page 
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reasonable to expect that the small vocabulary size 
of Simple English Wikipedia may be disadvanta-
geous when trying to create word embeddings us-
ing co-occurrence information, but it may also be 
true that despite the much smaller vocabulary size 
and overall size, because of the explanatory nature 
of its text, Simple English Wikipedia would still 
preserve enough information to allow the perfor-
mance of models trained with Simple English Wik-
ipedia to be comparable to models trained on full 
Wikipedia, and perform equally well or better than 
non-explanatory texts like the Google News corpus. 

2.3 Word2Vec 

The distributed representation of words, or word 
embeddings, has gained significant attention in the 
research community, and one of the more dis-
cussed works is Mikolov’s (2013) word representa-
tion estimation research. Mikolov proposed two 
neusral network based models for word representa-
tion: Continuous Bag-of-Words (CBOW) and 
Skip-gram. CBOW takes advantage of context 
words surrounding a given word to predict the 
word by summing all the context word vectors to-
gether to represent the word; whereas Skip-gram 
uses the word to predict the context word vectors 
for skip-gram positions, therefore making the 
model sensitive to positions of context words. Both 
of the models scale well to large quantities of train-
ing data, however it is noted by Mikolov that Skip-
gram works well with small amounts of training 
data and provides good representations for rare 
words, and CBOW would perform better and have 
higher accuracy for frequent words if trained on 
larger corpora. The purpose of this paper is not to 
compare the models, but to use the models to com-
pare training corpora to see how different ar-
rangement of information may impact the quality 
of the word embeddings. 

3 Task Description 

To evaluate the effectiveness of full English Wik-
ipedia and Simple English Wikipedia as training 
corpora for word embeddings, the word similarity-
relatedness task described by Levy & Goldberg 
(2014) is used. As pointed out by Agirre et al 
(2009) and Levy & Goldberg (2014), relatedness 
may actually be measuring topical similarity and 
be better predicted by a bag-of-words model, and 
similarity may be measuring functional or syntactic 

similarity and be better predicted by a context-
window model. However, when the models are 
constant, the semantic information of the test 
words in the training corpora is crucial to allowing 
the model to build semantic representations for the 
words. It may be argued that when the corpus is 
explanatory, more semantic information about the 
target words is present; whereas when the corpus is 
non-explanatory, information around the words is 
merely related to the words. The WordSim353 
(Agirre, 2009) dataset is used as the test dataset. 
This dataset contains pairs of words that are decid-
ed by human annotators to be either similar or re-
lated, and a similarity or relatedness gold standard 
score is also given to every pair of words. There 
are 100 similar word pairs, 149 related pairs and 
104 pairs of words with very weak or no relation. 
In the evaluation task, the unrelated word pairs are 
discarded from the dataset. 

The objective of the task is to rank the similar 
word pairs higher than related ones. The retriev-
al/ranking procedure is as follows. First, the cosine 
similarity scores are calculated using word embed-
dings from a certain model; then the scores are 
sorted from the highest to the lowest. The retrieval 
step is then carried out by locating the last pair of 
the first n% of the pairs of similar words in the 
sorted list of scores and determining the percentage 
of similar word pairs in the sub-list delimited by 
the last pair of similar words. In other words, the 
procedure treats similar word pairs as successful 
retrievals and determines the accuracy rate when 
the recall rate is n%. Because the accuracy rate 
would always fall to the percentage of similar word 
pairs in all word pairs, it is expected that the later 
and more suddenly it falls, the better the model is 
performing in this task. 

4 Models 

The word2vec python implementation provided by 
gensim (Rehurek et al, 2010) package is used to 
train all the word2vec models. For Skip-gram and 
CBOW, a 5-word window size is used to allow 
them to get the same amount of raw information, 
also words appearing 5 times or fewer are filtered 
out. The dimensions of the word embeddings from 
Skip-gram and CBOW are all 300. Both full Eng-
lish Wikipedia and Simple English Wikipedia are 
used as training corpora with minimal prepro-
cessing procedures: XML tags are removed and 
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infoboxes are filtered out, thus yielding four mod-
els: Full English Wikipedia – CBOW(FW-CBOW), 
Full English Wikipedia – Skip-gram(FW-SG), 
Simple English Wikipedia – CBOW(SW-CBOW) 
and Simple English Wikipedia – Skip-gram(SW-
SG). The pre-trained Google News skip-gram 
model with 300-dimensional vectors (GN-SG) is 
also downloaded from the Google word2vec web-
site for comparison. This model is trained on the 
Google News dataset with 100 billion words, 
which is 30 times as large as the full English Wik-
ipedia and 240 times as large as Simple English 
Wikipedia. 

5 Results 

Table 1 shows the accuracy rate at every recall rate 
point, with the sum of all the accuracy rates as the 
cumulative score. It is shown that GN-SG, alt-
hough not far behind, is not giving the best per-
formance despite being trained on the largest 
dataset. In fact, it is clear that it never excels at any 
given recall rate point. It outperforms various 
models at certain recall rate points by a small mar-
gin, but there is no obvious advantage gained from 
training using a much larger corpus even when 
compared with the models trained on Simple Eng-
lish Wikipedia, despite the greater risk of sparse 
data problems on this smaller data set. 
    For models trained on Simple English Wikipedia 
and full English Wikipedia, it is also interesting to 
see that the models almost perform equally well. 
The FW-CBOW trained on full English Wikipedia 
performs the best among the models overall, but 
for the first few recall rate points, it performs 
equally well or slightly worse than either SW-
CBOW or SW-SG trained on Simple English Wik-
ipedia. At the later points, it is also clear that alt-
hough FW-CBOW is generally better than all the 
other models most of the time, the margin could be 
considered narrow and furthermore it is equally as 
good as SW-CBOW at the first two recall points. 

Comparing FW-SG with SW-SG and SW-
CBOW, there is almost no sign of performance 
gain from training using full Wikipedia instead of 
the much smaller Simple Wikipedia. FW-SG per-
forms equally well or often slightly worse than 
both Simple Wikipedia models. 

The main observation in this paper is that Goog-
le News is not out-performing other systems sub-
stantially and that full Wikipedia systems are not 
out-performing Simple Wikipedia substantially 
(that is, comparing the CBOW models to one an-
other and the Skip-gram models to one another). 
The main result from the table is not that smaller 
training datasets yield better systems, but that sys-
tems trained using significantly smaller training 
datasets of explanatory text have very close per-
formances in this task compared with systems 
trained on very large datasets, despite the big train-
ing data size difference.  

6 Analysis 

As mentioned previously, similarity may be better 
predicted by a context-window model because it 
measures functional or syntactic similarity. How-
ever, it is not clear in these models that the syntac-
tic information is a major component in the word 
embeddings. Instead, it may be that the main factor 
for the performance level of the models is the gen-
eral explanatory content of the Wikipedia articles, 
as opposed to the current events content of Google 
News. 
    For similar words such as synonyms or hypo-
nyms, the crucial information making them similar 
is shared general semantic features of the words. 
For example, for the word pair physics : chemistry, 
the shared semantic features might be that they are 
both academic subjects, both studied in institutions 
and both composed of different subfields, as shown 
in Table 2. The ‘@’ sign in table 2 connects a con-
text word with its position relative to the word in 
the center of the window. These shared properties 

Model	  
10%	  
Recall	  
Rate	  

20%	  
Recall	  
Rate	  

30%	  
Recall	  
Rate	  

40%	  
Recall	  
Rate	  

50%	  
Recall	  
Rate	  

60%	  
Recall	  
Rate	  

70%	  
Recall	  
Rate	  

80%	  
Recall	  
Rate	  

90%	  
Recall	  
Rate	  

100%	  
Recall	  
Rate	  

Cumulative	  
Score	  

FW-‐CBOW	   0.91	   0.95	   0.89	   0.83	   0.72	   0.74	   0.61	   0.51	   0.46	   0.40	   7.03	  
SW-‐CBOW	   0.91	   0.95	   0.78	   0.75	   0.72	   0.70	   0.56	   0.50	   0.46	   0.40	   6.74	  
FW-‐SG	   0.91	   0.95	   0.79	   0.75	   0.63	   0.61	   0.53	   0.49	   0.43	   0.40	   6.50	  
SW-‐SG	   0.91	   0.95	   0.91	   0.70	   0.62	   0.57	   0.54	   0.45	   0.42	   0.40	   6.47	  
GN-‐SG	   0.85	   0.84	   0.82	   0.79	   0.70	   0.64	   0.57	   0.48	   0.43	   0.40	   6.51	  

Table 1: Performance of Different Models at Different Recall Rate Points 
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of the core semantic identities for these words may 
contribute greatly to the similarity judgments for 
humans and machines alike, and these shared  
properties may be considered general knowledge 
about the words. For the related words, for exam-
ple computer : keyboard, it may be difficult to pin-
point the semantic overlap between the 
components which build up the core semantic 
identities of these words, and none is observed in 
the data. 
    General knowledge of a certain word may be 
found in explanatory texts about the word like dic-
tionaries or encyclopedias, but rarely found in texts 
other than that. It would be assumed by the writers 
of informative non-explanatory texts like news 
articles that the readers are well acquainted with all 
the basic semantic information about the words, 
therefore repetition of such information would be 
unnecessary. For a similarity/relatedness judgment 
task where basic and compositional semantic in-
formation may prove to be useful, using a corpus 
like Google News, where information or context 
for a particular word assumes one is already con-

versant with it, would not be as effective as using a 
corpus like Wikipedia where general knowledge 
about a word may be available and repeated. Also, 
the smaller vocabulary size of Wikipedia compared 
with Google News would suggest that general 
knowledge may be conveyed more efficiently with 
less data sparsity. 

In the Simple Wikipedia vs. full Wikipedia case, 
both corpora are explanatory texts. Despite the 
much smaller size, the general semantic overlap 
between each pair of similar words seems as evi-
dent in Simple Wikipedia as in full Wikipedia. For 
measurements like cosine similarity where large 
values in the same dimensions are favored, the ba-
sic semantic components which contribute to the 
similarity judgments for the words are the same 
comparatively across two different corpora. This 
may not be surprising because although more in-
formation may be present in full Wikipedia, be-
cause of its explanatory nature, the core semantic 
components which make a concept distinct still 
dominate over new and sparser information added 
to it. In Simple Wikipedia, the size of the articles 

Word Pair COAST SHORE PHYSICS CHEMISTRY 
Simple 
Wikipedia 

east@-1 164 
west@-1 137 
south@-1 75 
north@-1 64 
Africa@2 63 
Sea@4 55 
Atlantic@-1 53 
western@-1 52 
northern@-1 52 
eastern@-1 50 
North@2 46 
Australia@2 43 
southern@-1 40 
Pacific@-1 37 
America@3 33 
city@-4 33 
island@3 30 

Lake@2 39 
eastern@-1 25 
north@-1 17 
south@-1 17 
Sea@4 14 
western@-1 14 
northern@-1 12 
southern@-1 11 
lake@3 10 
River@4 8 
close@-2 7 
Michigan@3 6 
washed@-3 5 
west@-1 5 
island@3 5 
sea@-1 5 
Texas@-1 4 

particle@-1 34 
chemistry@2 29 
quantum@-1 28 
nuclear@-1 23 
theoretical@-1 21 
University@3 21 
laws@-2 21 
mathematical@-1 16 
chemistry@-2 16 
professor@-2 14 
mathematics@2 13 
mathematics@-2 13 
classical@-1 13 
atomic@-1 13 
modern@-1 11 
Nobel@-3 10 
physics@3 10 

organic@-1 86 
physics@-2 29 
physical@-1 21 
used@-3 20 
supramolecular@-1 18 
chemistry@3 17 
chemistry@-3 17 
theoretical@-1 16 
physics@2 16 
placed@3 14 
biology@2 14 
analytical@-1 12 
University@3 12 
quantum@-1 12 
Organic@-1 11 
computational@-1 11 
professor@-2 11 

Full Wik-
ipedia 

west@-1 16279 
east@-1 13662 
south@-1 4574 
Atlantic@-1 3741 
north@-1 3497 
Pacific@-1 3383 
western@-1 2802 
southern@-1 2783 
eastern@-1 2771 
Sea@-1 2463 
America@3 2446 
northern@-1 2383 
Island@3 2333 
North@2 2280 
Africa@2 2254 
located@-4 2177 
island@3 1966 

Lake@2 3700 
north@-1 2718 
eastern@-1 2567 
along@-3 2229 
western@-1 2163 
located@-4 1955 
south@-1 1908 
southern@-1 1810 
Lake@3 1645 
northern@-1 1628 
batteries@1 1162 
lake@3 1121 
Bay@3 1050 
River@4 875 
east@-1 800 
west@-1 785 
bombardment@1 664 

particle@-1 2898 
theoretical@-1 2366 
University@3 2053 
mathematics@-2 1929 
chemistry@2 1864 
nuclear@-1 1745 
laws@-2 1686 
quantum@-1 1443 
chemistry@-2 1192 
professor@-2 1192 
mathematical@-1 1136 
mathematics@2 1032 
matter@-1 786 
degree@-2 741 
state@-1 737 
University@4 706 
studied@-1 679 

organic@-1 2733 
physics@-2 1864 
University@3 1267 
physics@2 1192 
physical@-1 1080 
professor@-2 977 
biology@-2 886 
biology@2 756 
studied@-1 667 
analytical@-1 633 
inorganic@-1 575 
degree@-2 559 
quantum@-1 554 
University@4 517 
chemistry@3 418 
chemistry@-3 418 
computational@-1 396 

Table 2: Top 17 Context Words that Co-occur with the Sample Similar Word Pairs 
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and vocabulary may restrict it to be basic and pre-
cise to explain a certain concept with fewer pre-
sumptions of what the readers already know, and it 
is suggested by the analysis that such style is also 
reflected in full Wikipedia, leading to the domina-
tion of general knowledge over specific facts. 

7 Conclusion 

This paper has shown vectorial representations 
derived from substantially smaller explanatory text 
datasets such as Wikipedia and Simple Wikipedia 
preserve enough lexical semantic information to 
make these kinds of category judgments with equal 
or better accuracy than news corpora. Analysis 
shows these results may be driven by a prevalence 
of commonsense facts in explanatory text.  These 
positive results for small datasets suggest vectors 
derived from slower but more accurate analysis of 
these resources may be practical for lexical seman-
tic applications, and we hope by providing this re-
sult, future researchers may be more aware of 
the viability of smaller-scale resources like Simple 
English Wikipedia (or presumably Wikipedia in 
other languages which are substantially smaller in 
size than English Wikipedia), that can still produce 
high quality vectors despite a much smaller size. 
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Abstract

This paper addresses the problem of mor-
phological modeling in statistical speech-to-
speech translation for English to Iraqi Ara-
bic. An analysis of user data from a real-time
MT-based dialog system showed that generat-
ing correct verbal inflections is a key problem
for this language pair. We approach this prob-
lem by enriching the training data with mor-
phological information derived from source-
side dependency parses. We analyze the per-
formance of several parsers as well as the ef-
fect on different types of translation models.
Our method achieves an improvement of more
than a full BLEU point and a significant in-
crease in verbal inflection accuracy; at the
same time, it is computationally inexpensive
and does not rely on target-language linguistic
tools.

1 Introduction

SMT from a morphologically poor language like En-
glish into a language with richer morphology con-
tinues to be a problem, in particular when training
data is sparse and/or the SMT system has insufficient
modeling capabilities for morphological variation
in the target language. Most previous approaches
to this problem have utilized a translate-and-inflect
method, where a first-pass SMT system is trained
on lemmatized forms, and the correct inflection for
every word is predicted in a second pass by statis-
tical classifiers trained on a combination of source
and target language features. This paper looks at
morphological modeling from a different perspec-
tive, namely to improve SMT in a real-time speech-

to-speech translation system. Our focus is on resolv-
ing those morphological translation errors that are
most likely to cause confusions and misunderstand-
ings in machine-translation mediated human-human
dialogs. Due to the constraints imposed by a real-
time system, previous approaches that rely on elabo-
rate feature sets and multi-pass processing strategies
are unsuitable for this problem. The language pair
of interest in this study is English and Iraqi Arabic
(IA). The latter is a spoken dialect of Arabic with
few existing linguistic resources. We therefore de-
velop a low-resource approach that relies on source-
side dependency parses only. We analyze its perfor-
mance in combination with different types of parsers
and different translation models. Results show a sig-
nificant improvement in translation performance in
both automatic and manual evaluations. Moreover,
the proposed method is sufficiently fast for a real-
time system.

2 Prior Work

Much work in SMT has addressed the issue of
translating from morphologically-rich languages by
preprocessing the source and/or target data by
e.g., stemming and morphological decomposition
(Popovic and Ney, 2004; Goldwater and McClosky,
2005), compound splitting (Koehn and Knight,
2003), or various forms of tokenization (Lee, 2004;
Habash and Sadat, 2006). In (Minkov et al., 2007;
Toutanova et al., 2008) morphological generation
was applied as a postprocessing step for translation
into morphologically-rich languages. A maximum-
entropy Markov model was trained to predict the
correct inflection for every stemmed word in the
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machine translation output from a first-pass sys-
tem, conditioned on a set of lexical, morphological
and syntactic features. More recently, (Chahuneau
et al., 2013) applied a similar translate-and-inflect
approach, utilizing unsupervised in addition to su-
pervised morphological analyses. Inflection gen-
eration models were also used by (Fraser et al.,
2012; Weller et al., 2013) for translation into Ger-
man, and by (El Kholy and Habash, 2012) for Mod-
ern Standard Arabic. (Sultan, 2011) added both
syntactic information on the source side that was
used in filtering the phrase table, plus postprocess-
ing on the target side for English-Arabic translation.
Still other approaches enrich the translation system
with morphology-aware feature functions or specific
agreement models (Koehn and Hoang, 2007; Green
and DeNero, 2012; Williams and Koehn, 2011).

In contrast to the above studies, which have con-
centrated on text translation, this paper focuses
on spoken language translation within a bilingual
human-human dialog system. Thus, our main goal
is not to predict the correct morphological form of
every word, but to prevent communication errors re-
sulting from the mishandling of morphology. The
intended use in a real-time dialog system imposes
additional constraints on morphological modeling:
any proposed approach should not add a signifi-
cant computational burden to the overall system that
might result in delays in translation or response gen-
eration. Our goal is also complicated by the fact that
our target language is a spoken dialect of Arabic, for
which few linguistic resources (training data, lexi-
cons, morphological analyzers) exist. Lastly, Arabic
written forms are morphologically highly ambigu-
ous due to the lack of short vowel markers that signal
grammatical categories.

3 Dialog System and Analysis

The first step in the dialog system used for this study
consists of an automatic speech recognition (ASR)
component that produces ASR hypotheses for the
user’s speech input. Several error detection modules
then identify likely out-of-vocabulary and misrecog-
nized words. This information is used by a clarifi-
cation module that asks the user to rephrase these
error segments; another module then combines the
user’s answers into a merged, corrected representa-

1	  

LanguageA	  
ASR	  

ASR	  Error	  
Detec1on	  

OOV/Name	  
Detec1on	  

Dialog	  Manager	  	  

LanguageB	  
TTS	  

LanguageA	  
TTS	  

Answer	  
Merging	  	  

Error	  
Processing	  

Clarify	  

User	  A	  

User	  B	  

Needs	  
Clarifica-‐
1on?	  

Play	  Transla2on	  

SLU	  

Sense	  
Detec1on	   MT	  

MT	  Error	  
Detec1on	  

Parser	  

Figure 1: Dialog system used in this work.

tion before sending it to the translation engine. A
machine translation error detection module analyzes
the translation to check for errors, such as unknown
words. If an error is found, another clarification sub-
dialog is initiated; otherwise, the translation is sent
to a text-to-speech engine to produce the acoustic
output in the other language. A schematic represen-
tation is shown in Figure 1. More details about the
system can be found in (et al., 2013). The system
was evaluated in live mode with native IA speakers
as part of the DARPA BOLT Phase-II benchmark
evaluations. The predefined scenarios included mil-
itary and humanitarian assistance/disaster relief sce-
narios as well as general topics. All system interac-
tions were logged and evaluated by bilingual human
assessors.

During debriefing sessions with the users, some
users voiced dissatisfaction with the translation
quality, and a subsequent detailed error analysis was
conducted on the logs of 30 interactions. Similar
to previous studies (Condon et al., 2010) we found
that a frequently recurring problem was wrong mor-
phological verb forms in the IA output. Some ex-
amples are shown in Table 1. In Example 1, to
make sure should be translated by a first-person plu-
ral verb but it is translated by a second-person plural
form, changing the meaning to (you (pl.) make sure).
The desired verb form would be ntAkd. Similarly, in
Example 2 the translation of transport should agree
with the translations of someone and the preceding
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1 you need to tell the locals to evacuate the area so we can secure the area to make sure no one gets hurt
lAzm tqwl Alhm AhAly AlmnTqp bAlAxlA’ AlmnTqp HtY nqdr nwmn AlmnTqp Elmwd ttAkdwn Anh mHd ytAY

2 do you have someone that can transport you to the nearest american base
Endk wAHd yqdr nqlk lAqrb qAEdp Amrykyp

Table 1: Examples of mistranslated morphology: English ASR hypotheses and IA translation hypotheses.

auxiliary verb can (yqdr). The correct form would
be yqlk (he/she transports you) instead of nqlk (we
transport you). Such translation errors are confus-
ing to users as they affect the understanding of ba-
sic semantic roles. They tend to occur when trans-
lating English infinitival constructions (to+verb) or
other syntactic constructions where English base
verb forms need to be translated by a finite verb in
IA. In these cases, explicit morphological features
like person and number are required in Arabic but
they are lacking in the English input.

4 Approach

An analysis of the SMT component showed that
morphological translation errors primarily occur
when a head word and its dependent (such as a ver-
bal head and its subject noun dependent) are trans-
lated as part of different phrases or rules. In that
case, insufficient context is available to produce the
correct translation. Our approach is to annotate syn-
tactic dependencies on the source side using a sta-
tistical parser. Based on the resulting dependency
structures the source-side data is then tagged with
explicit morphological verbal features using deter-
ministic rules (e.g., subject nouns assign their per-
son/number features to their verbal heads), and a
new translation model is trained on this data. Our
assumption is that words tagged with explicit mor-
phological features will be aligned with their cor-
rect translations during training and will thus pro-
duce correctly inflected forms during testing even
when the syntactic context is not available in the
same phrase/rule. For instance, the input sentence
in Example 1 in Table 1 would be annotated as:
you need-2sg to tell-2sg the locals to evacuate-3pl
the area so we can-1pl secure-1pl the area to make-
1pl sure no one gets-3sg hurt.
This approach avoids the costly extraction of multi-
ple features, subsequent statistical classification, and
inflection generation during run time; moreover, it

does not require target-side annotation tools, an ad-
vantage when dealing with under-resourced spoken
dialects. There are, however, several potential issues
with this approach. First, introducing tags fragments
the training data: the same word may receive multi-
ple different tags, either due to genuine ambiguity or
because of parser errors. As a result, word alignment
and phrase extraction may suffer from data spar-
sity. Second, new word-tag combinations in the test
data that were not observed in the training data will
not have an existing translation. Third, the perfor-
mance of the model is highly dependent on the accu-
racy of the parser. Finally, we make the assumption
that the expression of person and number categories
are matched across source and target language – in
practice, we have indeed seen very few mismatched
cases where e.g., a singular noun phrase in English is
translated by a plural noun phrase in IA (see Section
6 below).

To address the first point the morph-tagged trans-
lation model can be used in a backoff procedure
rather than as an alternative model. In this case the
baseline model is used by default, and the morph-
tagged model is only used whenever heads and de-
pendents are translated as part of different phrases.
Unseen translations for particular word-tag com-
binations in the test set could in principle be ad-
dressed by using a morphological analyzer to gen-
erate novel word forms with the desired inflections.
However, this would require identifying the correct
stem for the word in question, generating all pos-
sible morphological forms, and either selecting one
or providing all options to the SMT system, which
again increases system load. We analyzed unseen
word-tag combination in the test data but found that
their percentage was very small (< 1%). Thus, for
these forms we back off to the untagged counterparts
rather than generating new inflected forms. To ob-
tain better insight into the effect of parsing accuracy
we compared the performance of two parsers in our

997



annotation pipeline: the Stanford parser (de Marn-
effe et al., 2006) (version 3.3.1) and the Macaon
parser (Nasr et al., 2014). The latter is an im-
plementation of graph-based parsing (McDonald et
al., 2005) where a projective dependency tree max-
imizing a score function is sought in the graph of
all possible trees using dynamic programming. It
uses a 1st-order decoder, which is more robust to
speech input as well as out-of-domain training data.
The features implemented reflect those of (Bohnet,
2010) (based on lexemes and part-of-speech tags).
The parser was trained on Penn-Treebank data trans-
formed to match speech (lower-cased, no punctu-
ation), with one iteration of self-training on the
Transtac training set. We also use the combination
of both parsers, where source words are only tagged
if the tags derived independently from each parser
agree with each other.

5 Data and Baseline Systems

Development experiments were carried out on the
Transtac corpus of dialogs in the military and medi-
cal domain. The number of sentence pairs is 762k
for the training set, 6.9k for the dev set, 2.8k for
eval set 1, and 1.8k for eval set 2. Eval set 1 has
one reference per sentence, eval set 2 has four ref-
erences. For the development experiments we used
a phrase-based Moses SMT system with a hierarchi-
cal reordering model, tested on Eval set 1. The lan-
guage model was a backoff 6-gram model trained
using Kneser-Ney discounting and interpolation of
higher- and lower-order n-grams. In addition to au-
tomatic evaluation we performed manual analyses of
the accuracy of verbal features in the IA translations
on a subset of 65 sentences (containing 143 verb
forms) from the live evaluations described above.
This analysis counts a verb form as correct if its mor-
phological features for person and number are cor-
rect, although it may have the wrong lemma (e.g.,
wrong word sense). The development experiments
were designed to identify the setup that produces the
highest verbal inflection accuracy. For final testing
we used a more advanced SMT engine on Eval set
2.This system is the one used in the real-time dialog
system; it contains a hierarchical phrase-based trans-
lation model, sparse features, and a neural network
joint model (NNJM) (Devlin et al., 2014).

BLEU Acc (%)
Parser std bo std bo

Baseline 16.8 N/A 37.1 N/A
Stanford 16.9 17.0 60.1 59.4
Macaon 17.0 17.1 67.1 62.9

Combined 17.1 17.1 59.4 57.3

Table 2: BLEU scores on Transtac eval set 1 and accuracy
of verbal morphological features on manual eval set. std
= standard, bo = backed-off system.

6 Experiments and Results

Results in Table 2 show the comparison between the
baseline, different parsers, and the combined sys-
tem. We see that verbal inflection accuracy increases
substantially from the baseline performance and is
best for the Macaon parser. Improvements over
the baseline system without morphology are statisti-
cally significant; differences between the individual
parsers are not (not, however, that the sample size
for manual evaluation was quite small).

BLEU is not affected negatively but even in-
creases slightly - thus, data fragmentation does not
seem to be a problem overall. This may be due
to the nature of the task and domain, which is re-
sults in fairly short, simple sentence constructions
that can be adequately translated by a concatena-
tion of shorter phrases rather than requiring longer
phrases. Back-off systems (indicated by bo) and
the combined system improve BLEU only trivially
while decreasing verbal inflection accuracy by vary-
ing amounts. For testing within the dialog system
we thus choose the Macaon parser and utilize a stan-
dard translation model rather than a backoff model.
An added benefit is that the Macaon parser is already
used in other components in the dialog system. Us-
ing this setup we ran two experiments with dialog
system’s SMT engine: first, we re-extracted phrases
and rules based on the morph-tagged data and re-
optimized the feature weights. In the second ex-
periment, we additionally applied the NNJM to the
morph-tagged source text. To this end we include
all the morphological variants of the original vocab-
ulary that was used for the NNJM in the untagged
baseline system. Table 3 shows the results. The
morph-tagged data improves the BLEU score un-
der both conditions: in Experiment 1, the improve-
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ment is almost a full BLEU point (0.91); in Experi-
ment 2 the improvement is even larger (1.13), even
though the baseline performance is stronger. Both
results are statistically significant at p = 0.05, using
a paired bootstrap resampling test. The combina-
tion of morph-tagged data and the more advanced
modeling options (sparse features, NNJM) in this
system seem to be beneficial. Improved translation
performance may also be captured by the four ref-
erence translations as opposed to one in Eval set
1. In order to assess the added computation cost

System no NNJM with NNJM
Baseline 34.38 36.17

Morph tags 35.29 37.30

Table 3: BLEU on Eval set 2 using dialog system’s SMT
engine.

of our procedure we computed the decoding speed
of the MT component in the dialog system for both
the baseline and the morpho-tag systems. In the
baseline MT system (with NNJM) without morpho-
tags, decoding takes 0.01572 seconds per word or
0.15408 seconds per sentence – these numbers were
obtained on a Dell Precision M4800 Laptop with a
quad-core Intel i7-4930MX Processor and 32GB of
RAM. Morpho-tagging only adds 0.00031 seconds
per word or 0.0024 seconds per sentence. Thus, our
procedure is extremely efficient.

An analysis of the remaining morphological
translation errors not captured by our approach
showed that in about 34% of all cases these were due
to part-of-speech tagging or parser errors, i.e. verbs
were mistagged as nouns rather than verbs and thus
did not receive any morphological tags, or the parser
hypothesized wrong dependency relations. In 53%
of the cases the problem is the lack of more extensive
discourse or contextual knowledge. This includes
constructions where there is no overt subject for a
verb in the current utterance, and the appropriate un-
derlying subject must be inferred from the preceding
discourse or from knowledge of the situational con-
text. This is an instance of the more general problem
of control (see e.g.,(Landau, 2013) for an overview
of research in this area). It is exemplified by cases
such as the following:
1. The first step is to make sure that all personnel

are in your debrief.
Here, the underlying subject of “to make sure” could
be a range of different candidates (I, you, we, etc.)
and must be inferred from context.
2. I can provide up to one platoon to help you guys
cordon off the area.
In this case the statistical parser identified I as the
subject of help, but platoon is more likely to be the
controller and was in fact identified as the underly-
ing subject by the annotator. Such cases could po-
tentially be resolved during the parsing step by in-
tegrating semantic information, e.g. as in (Bansal et
al., 2014). However, initial investigations with se-
mantic features in the Macaon parser resulted in a
significant slow-down of the parser. In other cases,
more sophisticated modeling of the entities and their
relationships in the situational context will be re-
quired. This clearly is an area for future study.

Finally, in 13% of the cases, mistranslations are
caused by a mismatch of number features across lan-
guages (e.g. number features for nouns such as fam-
ily or people).

7 Conclusion

We have shown that significant gains in BLEU and
verbal inflection accuracy in speech-to-speech trans-
lation for English-IA can be achieved by incor-
porating morphological tags derived from depen-
dency parse information in the source language.
The proposed method is fast, low-resource, and can
easily be incorporated into a real-time dialog sys-
tem. It adds negligible computational cost and does
not require any target-language specific annotation
tools. Possible areas for future study include the
use of discourse or and other contextual information
to determine morphological agreement, application
to other languages pairs/morphological agreement
types, and learning the annotation rules from data.
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Abstract

This paper gives a detailed experiment feed-
back of different approaches to adapt a sta-
tistical machine translation system towards a
targeted translation project, using only small
amounts of parallel in-domain data. The
experiments were performed by professional
translators under realistic conditions of work
using a computer assisted translation tool. We
analyze the influence of these adaptations on
the translator productivity and on the overall
post-editing effort. We show that significant
improvements can be obtained by using the
presented adaptation techniques.

1 Introduction

Language service providers (LSP) and human pro-
fessional translators currently use machine transla-
tion (MT) technology as a tool to increase their pro-
ductivity. For this, MT is closely integrated into
computer-assisted translation (CAT) tool. The MT
system suggests an automatic translation of the in-
put sentence which is then post-edited by the hu-
man professional translators. They generally work
on a project-based pace, i.e. a set of documents (the
project) have to be translated in a certain period of
time. It is well know that an MT system has to
be adapted to the target task and domain in order
to achieve the best performances. This process of
adaptation can be separated into two different steps.
First, an adaptation is performed before the begin-
ning of the translation process,. This aims to spe-
cialize the system to the targeted domain: we will to
this adaptation as domain adaptation.

Then, another adaptation is performed during the
translation process with the aim of iteratively inte-
grating users’ feedback into the MT system. The
adaptation can be performed at two different fre-
quencies: (i) the system can continuously learn from
post-edited segments, the models being immediately
updated, or (ii) all the available project-specific data
is used after each day of work to adapt the MT en-
gine. This scheme is more related to document level
adaptation; we will refer to it as project adaptation.
The experimental work described in this paper fits
into the latter adaptation scheme.

As part of the MATECAT project1, we analyze
project adaptation performed over several days. All
experiments were performed with professional hu-
man translators under realistic conditions of work.
The motivations of this work are detailed in section 2
and related work is discussed. In sections 3 and 4 we
present both the experimental protocol and frame-
work before presenting the corresponding results in
section 5.

2 Motivations

This work is a continuation of earlier research on
adaptation of a statistical MT (SMT) system Cet-
tolo et al., 2014). More precisely, it was motivated
by remaining opened questions. First, what does
the learning curve look like for an iterative usage
of the daily adaptation procedure? Even if the ef-
ficiency of the project adaptation scheme has been
established, it has not been tested yet over multiple
days. Does it reaches a plateau or do the translation

1www.matecat.com
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quality continue to improve? What are the causes
for the observed gains? Are they due to the famil-
iarization of the users with both the system and the
task, or are they due to real efficiency of the adap-
tation scheme? In previous work, the protocol did
not allow to clearly measure the adaptation perfor-
mance. In order to avoid this issue, a specific ex-
perimental protocol has been defined as described in
section 3. Moreover, in addition to answer these new
questions, we assessed a project adaptation scheme
which take advantage of continuous space language
modeling (CSLM) as explained in section 4. As far
as we know, this is the first time that a neural net-
work LM is integrated into a professional environ-
ment workflow, and that adaptation in such an ap-
proach is considered.

3 Evaluation Protocol

We defined an adaptation protocol with the goal
to assess the same task with and without adapta-
tion procedure. Like in (Guerberof, 2009; Plitt
and Masselot, 2010), three professional translators
were involved in a two parts experiment: during the
first part, translators receive MT suggestions from
a state-of-the-art domain-adapted engine built with
the Moses toolkit (Koehn et al., 2007), without be-
ing adapted with the data generated during the trans-
lation of the project.For the second part, the MT sug-
gestions are provided by a MT system which was
previously adapted to the current project using the
human translations of prior working days. Since we
asked the same translators to post-edit the same doc-
ument twice (i.e. with and without MT adaptation),
the second run was launched after a sufficient delay:
the human memory impact is reduced since transla-
tors worked on other projects in between.

To measure the user productivity, we considered
two performance indicators: (i) the post-editing ef-
fort measured with TER (Snover et al., 2006) which
corresponds to the number of edits made individu-
ally by each translator, (ii) the time-to-edit rate ex-
pressed in number of translated words per hour. In
addition to these two key indicators, we evaluated
the translation quality using an automatic measure,
namely BLEU score (Papineni et al., 2002). This
measure is used to make sure that no regression in
the translation quality is observed after several days

of work due to overfitting of the project adaptation
(since previous working days are used to adapt the
models).

Moreover, in order to respect realistic working
conditions, we decided to set up a unique user-
specific Moses engine per translator. By these
means, any inter-user side-effects due to personal
choices or stylistic edits are avoided. In addition, we
obtain multiple references for assessing the results
of the test. Consequently, it was required for the as-
sessment that human translators work in a synchro-
nized manner, i.e. the same amount of data is trans-
lated every day by each translator. The systems are
then adapted, individually for each translator, using
previous days of work, and used by the translators
during the next day, and so on.

4 Experimental framework

We ran contrastive experiments by asking the trans-
lators to post-edit translations of a Legal document
from English into French (about 15k words) over
five days (i.e. about 3k words/day). An in-domain
adapted (DA) system was used as baseline system
for the first day, before project adapted (PA) systems
have taken over.

4.1 Domain adapted system

Before the human translator starts working, our DA
system is trained using an extracted subset of bilin-
gual training data that is mostly relevant to our spe-
cific domain. The extraction process, widely known
as data selection, is applied using cross-entropy
difference algorithm proposed by (Axelrod et al.,
2011)2. In order to augment the amount of train-
ing data3 (about 22M words) we also select a bilin-
gual subset from Europarl, JRC-Acquis, news com-
mentary, software manuals of the OPUS corpus,
translation memories and the United Nations cor-
pus. About 700M additional newspaper monolin-
gual data selected from WMT evaluation campaign
are also used for language modeling.

4.2 Project adapted system

Our project-adaptation scenario, which is repeated
iteratively during the lifetime of the translation

2We used the XenC tool for data selection
3DGT+ECB corpora (see http://opus.lingfil.uu.se)
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project, is achieved as follows: the new daily amount
of specific data is added to the development set, and
new monolingual and bilingual data selections are
performed with it. The new SMT system built on
these selected data is then optimized on the new de-
velopment set.

When performing project adaptation of an SMT
system, we assume that the documents of a project
are quite close and then, adapting the SMT system
using the n-th days could be helpful to translate the
n + 1 day. However, we need to be careful to not
overfit to a particular day of the project. This is par-
ticularly risky since the daily amount of specific data
is relatively small (about 3k words). Therefore, we
chose to add three times the daily data to our existing
in-domain development set. This factor of three was
empirically determined during prior lab tests. Also,
all the previous days are used, i.e. when we adapt af-
ter three days of work, we used all the data from the
first three days.

4.3 Continuous Space Language Model
Over the last years, there has been significantly in-
creasing interest in using neural networks in SMT.
As mentioned above, we used this technology into
our project adaptation scheme. Fully integrated to
the MT systems, it was used by our three SMT sys-
tems dedicated to the translators.

A continuous space LM (CSLM) (Schwenk,
2010; Schwenk, 2013) is trained on the same data
than a classical n-gram back-off LM and is used to
rescore the n-best list. In our case, and after each
day of work, the daily generated data (3k words) is
used to perform the adaptation of the CSLM by con-
tinuing its training (see (Ter-Sarkisov et al., 2014)
for details). An important advantage of this ap-
proach is that the adaptation can be performed in a
couple of minutes.

5 Experimental results and discussion

All the results presented in this section have been ex-
tracted from the edit logs provided by the MATECAT

CAT tool.

5.1 Post-editing effort
In terms of post-editing effort, the results for each
translator according to several SMT systems are
shown in Table 1. Several TER scores are computed

between the SMT system output and various sets of
references. This score reveals the number of edits
performed by the translator in order to obtain a suit-
able translation. The first column indicates the day
of the experiment. The second column represents
three SMT systems, namely: the baseline system
adapted to the domain (DA), the same system with
a CSLM (DA+CSLM) and the project adapted sys-
tem (all models were updated, including the CSLM)
noted “PA+CSLM-adapt”. The third, fourth and
fifth columns represent respectively the TER scores
for the three translators. The first score is calcu-
lated using the reference produced by the translator
himself. It could be considered as HTER (Snover
et al., 2009). The second score (in parenthesis) is
calculated using the three references produced by
the translators. The third score (in brackets) is cal-
culated according to an official “generic” reference
provided by the European Commission. By these
additional results, we aim to assess whether their is
a tendency of the systems to adapt strongly to the
particular style of one translator, or whether they still
perform well with respect to independent references.
On day 1, only the DA and DA+CSLM systems are
presented since the project adaptation can only start
after the first working day.

First of all, we can notice that the use of CSLM
significantly decrease the TER scores for all trans-
lators. We can also remark that the third translator
has a much higher TER than the two other trans-
lators during the first two days. Then, the sys-
tem seems to learn his style and the TER reaches
a comparable level at day 3. We can observe that
project adaptation always lowers the TER with re-
spect to the individual reference. The only excep-
tion can be observed for the first translator for days
2, 4 and 5. However, the project-adapted system
is better or identical in most cases when multiple
references are used. It is also interesting to note
that our adaptation procedure improves the post-
editing effort with respect to the independent refer-
ence translation in nine out of twelve cases. Overall,
it can be clearly seen that the adaptation scheme is
very effective. The difference between the baseline
system (DA+CSLM) and the fully adapted system
(PA+CSLM-adapt) reaches 9 TER points in some
conditions.

A quite similar tendency can be observed when
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day method translator 1 translator 2 translator 3
1 DA 33.34 (28.10) [54.59] 32.99 (28.10) [54.59] 48.62 (28.10) [54.59]

DA+CSLM 31.13 (25.73) [54.94] 31.43 (25.73) [54.94] 48.50 (25.73) [54.94]
2 DA 35.33 (30.73) [56.63] 37.44 (30.73) [56.63] 49.03 (30.73) [56.63]

DA+CSLM 33.06 (28.86) [56.30] 36.24 (28.86) [56.30] 49.12 (28.86) [56.30]
PA+CSLM-adapt 34.31 (29.07) [56.18] 30.48 (27.21) [56.30] 47.29 (29.62) [56.53]

3 DA 30.76 (26.68) [55.49] 35.09 (26.68) [55.49] 38.05 (26.68) [55.49]
DA+CSLM 27.87 (24.70) [55.09] 33.86 (24.70) [55.09] 36.72 (24.70) [55.09]
PA+CSLM-adapt 25.24 (20.04) [54.13] 27.48 (20.40) [54.16] 27.42 (20.99) [53.77]

4 DA 33.01 (29.07) [55.90] 38.31 (29.07) [55.90] 41.96 (29.07) [55.90]
DA+CSLM 29.79 (27.12) [56.78] 37.92 (27.12) [56.78] 41.03 (27.12) [56.78]
PA+CSLM-adapt 30.47 (25.87) [55.21] 30.15 (25.53) [56.12] 32.70 (24.03) [55.86]

5 DA 31.34 (26.31) [54.78] 34.38 (26.31) [54.78] 39.41 (26.31) [54.78]
DA+CSLM 29.52 (24.88) [52.59] 33.94 (24.88) [54.74] 38.85 (24.88) [54.74]
PA+CSLM-adapt 31.52 (24.43) [53.08] 26.19 (22.34) [53.16] 30.46 (23.71) [54.31]

Table 1: TER scores for English-French data of the Legal domain for the three translators over 5 days. Parenthesized
scores are calculated using the references of all three translators, while scores in brackets are calculated using a generic
reference provided by the European Commission.

analyzing translation quality in terms of BLEU score
(results not presented here). Like for the prior TER
results, the BLEU scores for translator 3 are much
worse than the scores of the two other ones. After
the third day, the scores reach the same level. Again,
this could indicate that the adaptation process has
learned his particular style.

5.2 Translation speed

Table 2 reports, for each translator, the translation
speed, expressed in number of post-edited words per
hour. The results are given for the two conditions of
our experiment, along with the percentage of relative
improvement. We can observe a very high produc-
tivity gain for all translators between the two ses-
sions of our test, from 18.5% to 38.3%. The huge

User Translation speed (words/hour)
ID DA+CSLM PA+CSLM-adapt ∆
T1 928 1283 38.3%
T2 1533 1816 18.5 %
T3 308 704 128.5%

Table 2: Overall translation speed for all translators.
Measurements are taken on post-edits performed with
the domain-adapted MT system (DA+CSLM) and the
project-adapted MT system (PA+CSLM-adapt).

gain for translator T3 could be biased by the low
working speed of the translator, even if we had con-
firmed that all the translators are experts with the
post-editing process. We assume that either T3 had
some difficulties with the legal domain or he had
just taken his time to perform the test, or both. This
could partially explain the huge improvement in pro-
ductivity which is doubled.

6 Conclusion

Several studies have also shown that the close in-
tegration of MT into a CAT tool can increase the
productivity of human translators. In this work, we
extended these works in several aspects. We have
observed systematic improvements of the translation
quality and speed when adapting the systems with
data generated during the translation project (span-
ning several days). The MT system does not only
adapt to the style of the human translator who post-
edit the automatic translations. In all cases, we ob-
served improved translation quality with respect to
an independent reference translation. Finally, we
have shown that neural network LMs can be used
in an operational SMT system and that they can be
adapted very quickly to small amount of data. Al-
though the use of neural networks in SMT is draw-
ing a lot of attention, we are not aware at any other
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deployment in real applications.
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Abstract

Word embedding has been found to be high-
ly powerful to translate words from one lan-
guage to another by a simple linear transfor-
m. However, we found some inconsistence
among the objective functions of the embed-
ding and the transform learning, as well as
the distance measurement. This paper propos-
es a solution which normalizes the word vec-
tors on a hypersphere and constrains the lin-
ear transform as an orthogonal transform. The
experimental results confirmed that the pro-
posed solution can offer better performance
on a word similarity task and an English-to-
Spanish word translation task.

1 Introduction

Word embedding has been extensively studied in re-
cent years (Bengio et al., 2003; Turian et al., 2010;
Collobert et al., 2011; Huang et al., 2012). Fol-
lowing the idea that the meaning of a word can be
determined by ‘the company it keeps’ (Baroni and
Zamparelli, 2010), i.e., the words that it co-occurs
with, word embedding projects discrete words to a
low-dimensional and continuous vector space where
co-occurred words are located close to each other.
Compared to conventional discrete representations
(e.g., the one-hot encoding), word embedding pro-
vides more robust representations for words, partic-
ulary for those that infrequently appear in the train-
ing data. More importantly, the embedding encodes

syntactic and semantic content implicitly, so that re-
lations among words can be simply computed as
the distances among their embeddings, or word vec-
tors. A well-known efficient word embedding ap-
proach was recently proposed by (Mikolov et al.,
2013a), where two log-linear models (CBOW and
skip-gram) are proposed to learn the neighboring re-
lation of words in context. A following work pro-
posed by the same authors introduces some modifi-
cations that largely improve the efficiency of model
training (Mikolov et al., 2013c).

An interesting property of word vectors learned
by the log-linear model is that the relations among
relevant words seem linear and can be computed by
simple vector addition and substraction (Mikolov et
al., 2013d). For example, the following relation ap-
proximately holds in the word vector space: Paris -
France + Rome = Italy. In (Mikolov et al., 2013b),
the linear relation is extended to the bilingual sce-
nario, where a linear transform is learned to project
semantically identical words from one language to
another. The authors reported a high accuracy on a
bilingual word translation task.

Although promising, we argue that both the word
embedding and the linear transform are ill-posed,
due to the inconsistence among the objective func-
tion used to learn the word vectors (maximum like-
lihood based on inner product), the distance mea-
surement for word vectors (cosine distance), and the
objective function used to learn the linear transform
(mean square error). This inconsistence may lead to
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suboptimal estimation for both word vectors and the
bilingual transform, as we will see shortly.

This paper solves the inconsistence by normaliz-
ing the word vectors. Specifically, we enforce the
word vectors to be in a unit length during the learn-
ing of the embedding. By this constraint, all the
word vectors are located on a hypersphere and so the
inner product falls back to the cosine distance. This
hence solves the inconsistence between the embed-
ding and the distance measurement. To respect the
normalization constraint on word vectors, the linear
transform in the bilingual projection has to be con-
strained as an orthogonal transform. Finally, the co-
sine distance is used when we train the orthogonal
transform, in order to achieve full consistence.

2 Related work

This work largely follows the methodology and ex-
perimental settings of (Mikolov et al., 2013b), while
we normalize the embedding and use an orthogonal
transform to conduct bilingual translation.

Multilingual learning can be categorized in-
to projection-based approaches and regularization-
based approaches. In the projection-based ap-
proaches, the embedding is performed for each lan-
guage individually with monolingual data, and then
one or several projections are learned using multi-
lingual data to represent the relation between lan-
guages. Our method in this paper and the linear
projection method in (Mikolov et al., 2013b) both
belong to this category. Another interesting work
proposed by (Faruqui and Dyer, 2014) learns linear
transforms that project word vectors of all languages
to a common low-dimensional space, where the cor-
relation of the multilingual word pairs is maximized
with the canonical correlation analysis (CCA).

The regularization-based approaches involve the
multilingual constraint in the objective function for
learning the embedding. For example, (Zou et al.,
2013) adds an extra term that reflects the distances
of some pairs of semantically related words from
different languages into the objective funtion. A
similar approach is proposed in (Klementiev et al.,

2012), which casts multilingual learning as a multi-
task learning and encodes the multilingual informa-
tion in the interaction matrix.

All the above methods rely on a multilingual lex-
icon or a word/pharse alignment, usually from a
machine translation (MT) system. (Blunsom et al.,
2014) proposed a novel approach based on a join-
t optimization method for word alignments and the
embedding. A simplified version of this approach is
proposed in (Hermann and Blunsom, 2014), where
a sentence is represented by the mean vector of the
words involved. Multilingual learning is then re-
duced to maximizing the overall distance of the par-
allel sentences in the training corpus, with the dis-
tance computed upon the sentence vectors.

3 Normalized word vectors

Taking the skip-gram model, the goal is to predict
the context words with a word in the central position.
Mathematically, the training process maximizes the
following likelihood function with a word sequence
w1, w2...wN :

1
N

N∑
i=1

∑
−C≤j≤C,j 6=0

logP (wi+j |wi) (1)

where C is the length of the context in concern, and
the prediction probability is given by:

P (wi+j |wi) =
exp(cTwi+j

cwi)∑
w exp(cTwcwi)

(2)

where w is any word in the vocabulary, and cw de-
notes the vector of word w. Obviously, the word
vectors learned by this way are not constrained and
disperse in the entire M -dimensional space, where
M is the dimension of the word vectors. An in-
consistence with this model is that the distance mea-
surement in the training is the inner product cTwcw′ ,
however when word vectors are applied, e.g., to esti-
mate word similarities, the metric is often the cosine
distance cTwcw′

||cw||||cw′ || . A way to solve this consistence
is to use the inner product in applications, however
using the cosine distance is a convention in natural
language processing (NLP) and this measure does
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show better performance than the inner product in
our experiments.

We therefore perform in an opposite way, i.e., en-
forcing the word vectors to be unit in length. The-
oretically, this changes the learning of the embed-
ding to an optimization problem with a quadratic
constraint. Solving this problem by Lagrange multi-
pliers is possible, but here we simply divide a vector
by its l-2 norm whenever the vector is updated. This
does not involve much code change and is efficient
enough.1

The consequence of the normalization is that all
the word vectors are located on a hypersphere, as il-
lustrated in Figure 1. In addition, by the normaliza-
tion, the inner product falls back to the cosine dis-
tance, hence solving the inconsistence between the
embedding learning and the distance measurement.
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Figure 1: The distributions of unnormalized (left)
and normalized (right) word vectors. The red cir-
cles/stars/diamonds represent three words that are em-
bedded in the two vector spaces respectively.

4 Orthogonal transform

The bilingual word translation provided
by (Mikolov et al., 2013b) learns a linear transform
from the source language to the target language by
the linear regression. The objective function is as
follows:

min
W

∑
i

||Wxi − zi||2 (3)

1For efficiency, this normalization can be conducted every
n mini-batches. The performance is expected to be not much
impacted, given that n is not too large.

where W is the projection matrix to be learned, and
xi and zi are word vectors in the source and target
language respectively. The bilingual pair (xi, zi) in-
dicates that xi and zi are identical in semantic mean-
ing. A high accuracy was reported on a word trans-
lation task, where a word projected to the vector s-
pace of the target language is expected to be as close
as possible to its translation (Mikolov et al., 2013b).
However, we note that the ‘closeness’ of words in
the projection space is measured by the cosine dis-
tance, which is fundamentally different from the Eu-
ler distance in the objective function (3) and hence
causes inconsistence.

We solve this problem by using the cosine dis-
tance in the transform learning, so the optimization
task can be redefined as follows:

max
W

∑
i

(Wxi)T zi. (4)

Note that the word vectors in both the source and tar-
get vector spaces are normalized, so the inner prod-
uct in (4) is equivalent to the cosine distance. A
problem of this change, however, is that the project-
ed vector Wxi has to be normalized, which is not
guaranteed so far.

To solve the problem, we first consider the case
where the dimensions of the source and target vec-
tor spaces are the same. In this case, the normal-
ization constraint on word vectors can be satisfied
by constraining W as an orthogonal matrix, which
turns the unconstrained problem (4) to a constrained
optimization problem. A general solver such as SQP
can be used to solve the problem. However, we seek
a simple approximation in this work. Firstly, solve
(4) by gradient descendant without considering any
constraint. A simple calculation shows that the gra-
dient is as follows:

5W =
∑
i

xiy
T
i , (5)

and the update rule is simply given by:

W = W + α5W (6)
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where α is the learning rate. After the update, W is
orthogonalized by solving the following constrained
quadratic problem:

min
W̄
||W − W̄ || s.t. W̄ T W̄ = I. (7)

One can show that this problem can be solved by
taking the singular value decomposition (SVD) of
W and replacing the singular values to ones.

For the case where the dimensions of the source
and target vector spaces are different, the normaliza-
tion constraint upon the projected vectors is not easy
to satisfy. We choose a pragmatic solution. First, we
extend the low-dimensional vector space by padding
a small tunable constant at the end of the word vec-
tors so that the source and target vector spaces are in
the same dimension. The vectors are then renormal-
ized after the padding to respect the normalization
constraint. Once this is done, the same gradient de-
scendant and orthognalization approaches are ready
to use to learn the orthogonal transform.

5 Experiment

We first present the data profile and configurations
used to learn monolingual word vectors, and then
examine the learning quality on the word similari-
ty task. Finally, a comparative study is reported on
the bilingual word translation task, with Mikolov’s
linear transform and the orthogonal transform pro-
posed in this paper.

5.1 Monolingual word embedding

The monolingual word embedding is conducted
with the data published by the EMNLP 2011 SMT
workshop (WMT11)2. For an easy comparison, we
largely follow Mikolov’s settings in (Mikolov et al.,
2013b) and set English and Spanish as the source
and target language, respectively. The data prepa-
ration involves the following steps. Firstly, the text
was tokenized by the standard scripts provided by
WMT113, and then duplicated sentences were re-
moved. The numerical expressions were tokenized

2http://www.statmt.org/wmt11/
3http://www.statmt.org

as ’NUM’, and special characters (such as !?,:) were
removed.

The word2vector toolkit4 was used to train the
word embedding model. We chose the skip-gram
model and the text window was set to 5. The train-
ing resulted in embedding of 169k English tokens
and 116k Spanish tokens.

5.2 Monolingual word similarity

The first experiment examines the quality of the
learned word vectors in English. We choose the
word similarity task, which tests to what extent the
word similarity computed based on word vectors a-
grees with human judgement. The WordSimilarity-
353 Test Collection5 provided by (Finkelstein et al.,
2002) is used. The dataset involves 154 word pairs
whose similarities are measured by 13 people and
the mean values are used as the human judgement.
In the experiment, the correlation between the co-
sine distances computed based on the word vectors
and the humane-judged similarity is used to measure
the quality of the embedding. The results are shown
in Figure 2, where the dimension of the vector s-
pace varies from 300 to 1000. It can be observed
that the normalized word vectors offer a high corre-
lation with human judgement than the unnormalized
counterparts.
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Figure 2: Results on the word similarity task with the nor-
malized and unnormalized word vectors. A higher corre-
lation indicates better quality.

4https://code.google.com/p/word2vec
5http://www.cs.technion.ac.il/ gabr/resources/data/wordsim353/
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5.3 Bilingual word translation

The second experiment focuses on bilingual word
translation. We select 6000 frequent words in En-
glish and employ the online Google’s translation ser-
vice to translate them to Spanish. The resulting 6000
English-Spanish word pairs are used to train and test
the bilingual transform in the way of cross valida-
tion. Specifically, the 6000 pairs are randomly di-
vided into 10 subsets, and at each time, 9 subsets
are used for training and the rest 1 subset for testing.
The average of the results of the 10 tests is reported
as the final result. Note that not all the words trans-
lated by Google are in the vocabulary of the target
language; the vocabulary coverage is 99.5% in our
test.

5.3.1 Results with linear transform
We first reproduce Mikolov’s work with the linear

transform. A number of dimension settings are ex-
perimented with and the results are reported in Ta-
ble 1. The proportions that the correct translations
are in the top 1 and top 5 candidate list are reported
as P@1 and P@5 respectively. As can be seen, the
best dimension setting is 800 for English and 200
for Spanish, and the corresponding P@1 and P@5
are 35.36% and 53.96%, respectively. These results
are comparable with the results reported in (Mikolov
et al., 2013b).

D-EN D-ES P@1 P@5

300 300 30.43% 49.43%
500 500 25.76% 44.29%
700 700 20.69% 39.12%
800 200 35.36% 53.96%

Table 1: Performance on word translation with unnor-
malized embedding and linear transform. ‘D-EN’ and
‘D-ES’ denote the dimensions of the English and Spanish
vector spaces, respectively.

5.3.2 Results with orthogonal transform
The results with the normalized word vectors and

the orthogonal transform are reported in Table 2.
It can be seen that the results with the orthogonal

transform are consistently better than those reported
in Table1 which are based on the linear transform.
This confirms our conjecture that bilingual transla-
tion can be largely improved by the normalized em-
bedding and the accompanied orthogonal transform.

D-EN D-ES P@1 P@5

300 300 38.99% 59.16%
500 500 39.91% 59.82%
700 700 41.04% 59.38%
800 200 40.06% 60.02%

Table 2: Performance on word translation with normal-
ized embedding and orthogonal transform. ‘D-EN’ and
‘D-ES’ denote the dimensions of the English and Span-
ish vector spaces, respectively.

6 Conclusions

We proposed an orthogonal transform based on nor-
malized word vectors for bilingual word translation.
This approach solves the inherent inconsistence in
the original approach based on unnormalized word
vectors and a linear transform. The experimental re-
sults on a monolingual word similarity task and an
English-to-Spanish word translation task show clear
advantage of the proposal. This work, however, is
still preliminary. It is unknown if the normalized
embedding works on other tasks such as relation
prediction, although we expect so. The solution to
the orthogonal transform between vector spaces with
mismatched dimensions is rather ad-hoc. Neverthe-
less, locating word vectors on a hypersphere opens a
door to study the properties of the word embedding
in a space that is yet less known to us.
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Abstract
We propose the use of neural networks to
model source-side preordering for faster and
better statistical machine translation. The neu-
ral network trains a logistic regression model
to predict whether two sibling nodes of the
source-side parse tree should be swapped in
order to obtain a more monotonic parallel
corpus, based on samples extracted from the
word-aligned parallel corpus. For multiple
language pairs and domains, we show that this
yields the best reordering performance against
other state-of-the-art techniques, resulting in
improved translation quality and very fast de-
coding.

1 Introduction

Preordering is a pre-processing task in translation
that aims to reorder the source sentence so that it
best resembles the order of the target sentence. If
done correctly, it has a doubly beneficial effect: it
allows a better estimation of word alignment and
translation models which results in higher transla-
tion quality for distant language pairs, and it speeds
up decoding enormously as less word movement is
required.

Preordering schemes can be automatically learnt
from source-side parsed, word-aligned parallel cor-
pora. Recently Jehl et al (2014) described a scheme
based on a feature-rich logistic regression model
that predicts whether a pair of sibling nodes in the
source-side dependency tree need to be permuted.
Based on the node-pair swapping probability pre-
dictions of this model, a branch-and-bound search
returns the best ordering of nodes in the tree.

We propose using a neural network (NN) to es-
timate this node-swapping probability. We find that
this straightforward change to their scheme has mul-
tiple advantages:
1. The superior modeling capabilities of NNs

achieve better performance at preordering and
overall translation quality when using the same
set of features.

2. There is no need to manually define which feature
combinations are to be considered in training.

3. Preordering is even faster as a result of the previ-
ous point. Our results in translating from English
to Japanese, Korean, Chinese, Arabic and Hindi
support these findings by comparing against two
other preordering schemes.

1.1 Related Work
There is a strong research and commercial in-
terest in preordering, as reflected by the exten-
sive previous work on the subject (Collins et al.,
2005; Xu et al., 2009; DeNero and Uszkor-
eit, 2011; Neubig et al., 2012). We are inter-
ested in practical, language-independent preorder-
ing approaches that rely only on automatic source-
language parsers (Genzel, 2010). The most recent
work in this area uses large-scale feature-rich dis-
riminative models, effectively treating preordering
either as a learning to rank (Yang et al., 2012), multi-
classification (Lerner and Petrov, 2013) or logistic
regression (Jehl et al., 2014) problem. In this paper
we incorporate NNs into the latter approach.

Lately an increasing body of work that uses NNs
for various NLP tasks has been published, includ-
ing language modeling (Bengio et al., 2003), POS
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tagging (Collobert et al., 2011), or dependency pars-
ing (Chen and Manning, 2014). In translation, NNs
have been used for improved word alignment (Yang
et al., 2013; Tamura et al., 2014; Songyot and Chi-
ang, 2014), to model reordering under an ITG gram-
mar (Li et al., 2013), and to define additional feature
functions to be used in decoding (Sundermeyer et
al., 2014; Devlin et al., 2014). End-to-end transla-
tion systems based on NNs have also been proposed
(Kalchbrenner and Blunsom, 2013; Sutskever et al.,
2014; Bahdanau et al., 2014).

Despite the gains reported, only the approaches
that do not dramatically affect decoding times can
be directly applied to today’s commercial SMT sys-
tems. Our paper is a step towards this direction, and
to the best of our knowledge, it is the first one to
describe the usage of NNs in preordering for SMT.

2 Preordering as node-pair swapping

Jehl et al (2014) describe a preordering scheme
based on a logistic regression model that predicts
whether a pair of sibling nodes in the source-side de-
pendency tree need to be permuted in order to have
a more monotonically-aligned parallel corpus. Their
method can be briefly summarised by the pseudo-
code of Figure 1.

LetN be the set of nodes in the source tree, and let
Cn be the set of children nodes of node n. For each
node with at least two children, first extract the node
features (lines 1-2). Then, for each pair of its chil-
dren nodes: extract their respective features (lines
4-5), produce all relevant feature combinations (line
6), and store the node-pair swapping probability pre-
dicted by a logistic regression model based on all
available features (line 7). Once all pair-wise proba-
bilities are stored, search for the best global permu-
tation and sort Cn accordingly (lines 9-10).

As features, Jehl et al (2014) use POS tags and de-
pendency labels, as well as the identity and class of
the head word (for the parent node) or the left/right-
most word (for children nodes). These are combined
into conjunctions of 2 or 3 features to create new
features. For logistic regression, they train a L1-
regularised linear model using LIBLINEAR (Fan
et al., 2008). The training samples are either pos-
itive/negative depending on whether swapping the
nodes reduces/increases the number of crossed links

PREORDERPARSETREE

1 for each node n ∈ N, |Cn| > 1
2 F ← GETFEATURES(n)
3 for each pair of nodes i, j ∈ Cn, i 6= j
4 F ← F ∪ GETFEATURES(i)
5 F ← F ∪ GETFEATURES(j)
6 Fc ← FEATURECOMBINATIONS(F )
7 pn(i, j) = LOGREGPREDICT(F, Fc)
8 end for
9 πn ← SEARCHPERMUTATION(pn)

10 SORT(Cn, πn)

Figure 1: Pseudocode for the preordering scheme of Jehl
et al (2014)

in the aligned parallel corpus.

2.1 Applying Neural Networks
“A (feedforward) neural network is a series of logis-
tic regression models stacked on top of each other,
with the final layer being either another logistic re-
gression model or a linear regression model” (Mur-
phy, 2012).

Given this, we propose a straightforward alterna-
tive to the above framework: replace the linear logis-
tic regression model by a neural network (NN). This
way a superior modeling performance of the node-
swapping phenomenon is to be expected. Addition-
ally, feature combination need not be engineered
anymore because that is learnt by the NN in train-
ing (line 6 in Figure 1 is skipped).

Training the neural network requires the same la-
beled samples that were used by Jehl et al (2014).
We use the NPLM toolkit out-of-the-box (Vaswani
et al., 2013). The architecture is a feed-forward neu-
ral network (Bengio et al., 2003) with four layers.
The first layer i contains the input embeddings. The
next two hidden layers (h1, h2) use rectified linear
units; the last one is the softmax layer (o). We did
not experiment with deeper NNs.

For our purposes, the input vocabulary of the NN
is the set of all possible feature indicator names
that are used for preordering1. There are no OOVs.
Given the sequence of ∼ 20 features seen by the

1Using a vocabulary of the 5K top-frequency English words,
50 word classes, approximately 40 POS tags and 50 depen-
dency labels, the largest input vocabulary in our experiments
is roughly 30,000.
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preorderer, the NN is trained to predict whether the
nodes should be reordered or not, i.e. |o| = 2. For
the rest of the layers, we use |i| = 50, |h1| = 100,
|h2| = 50. We set the learning rate to 1, the mini-
batch size to 64 and the number of epochs to 20.

3 Experiments

3.1 Data and setup

We report translation results in English into
Japanese, Korean, Chinese, Arabic and Hindi. For
each language pair, we use generic parallel data ex-
tracted from the web. The number of words is about
100M for Japanese and Korean, 300M for Chinese,
200M for Arabic and 9M for Hindi.

We use two types of dev/test sets: in-domain and
mix-domain. The in-domain sets have 2K sentences
each and were created by randomly extracting par-
allel sentences from the corpus, ensuring no repe-
titions remained. The mix-domain sets have about
1K sentences each and were created to evenly rep-
resent 10 different domains, including world news,
chat/SMS, health, sport, science, business, and oth-
ers.

Additionally, we report results on the English-to-
Hindi WMT 2014 shared task (Bojar et al., 2014a)
using the data provided2. The dev and test sets
have 520 and 2507 sentences each. All dev and
test sets have one single reference. We use SVM-
Tool (Giménez and Màrquez, 2004) for POS Tag-
ging, and MaltParser (Nivre et al., 2007) for depen-
dency parsing.

3.2 Intrinsic reordering evaluation

We evaluate the intrinsic preordering task on a ran-
dom 5K-sentence subset of the training data which is
excluded from model estimation. We report the nor-
malized crossing score c/s, where c is the number
of crossing links (Genzel, 2010; Yang et al., 2012)
in the aligned parallel corpus, and s is the number
of source (e.g. English) words. Ideally we would
like this metric to be zero, meaning a completely
monotonic parallel corpus3; the more monotonic the

2HindEndCorp v0.5 (Bojar et al., 2014b)
3However this may not be achievable given the alignment

links and parse tree available. In this approach, only permuta-
tions of sibling nodes in the single source parse tree are permit-
ted.

Figure 2: Normalized crossing score for English into
Japanese, Korean, Hindi, Chinese, Arabic, Spanish and
Portuguese.

corpus, the better the translation models will be and
the faster decoding will run as less distortion will be
needed.

Normalizing over the number of source words
allows us to compare this metric across language
pairs, and so the potential impact of preordering in
translation performance becomes apparent. See Fig-
ure 2 for results across several language pairs. In all
cases our proposed NN-based preorderer achieves
the lowest normalized crossing score among all pre-
ordering schemes.

3.3 Translation performance

For translation experiments, we use a phrase-based
decoder that incorporates a set of standard features
and a hierarchical reordering model (Galley and
Manning, 2008). The decoder stack size is set to
1000. Weights are tuned using MERT to optimize
BLEU on the dev set. In English-to-Japanese and
Chinese we use character-BLEU instead. To min-
imise optimization noise, we tune all our systems
from flat parameters three times and report average
BLEU score and standard deviation on the test set.

Table 1 contrasts the performance obtained by
the system when using no preordering capabilities
(baseline), and when using three alternative pre-
ordering schemes: the rule-based approach of Gen-
zel (2010), the linear-model logistic-regression ap-
proach of Jehl et al (2014) and our NN-based pre-
orderer. We report two baselines: one with distortion
limit d = 10 and another with d = 3. For systems
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d system speed eng-jpn eng-kor
ratio in mixed in mixed

10 baseline 1x 54.5 ±0.2 26.2 ±0.2 33.5 ±0.3 9.7 ±0.2
3 baseline 3.2x 50.9 ±0.2 25.0 ±0.2 28.7 ±0.1 8.2 ±0.1
3 Genzel (2010) 2.7x 54.0 ±0.1 26.4 ±0.2 30.5 ±0.2 9.8 ±0.2
3 Jehl et al (2014) 2.3x 55.0 ±0.1 26.9 ±0.2 33.1 ±0.1 10.4 ±0.1
3 this work 2.7x 55.6 ±0.2 27.2 ±0.1 33.4 ±0.1 10.6 ±0.2

d system eng-chi eng-ara eng-hin
in mixed in mixed mixed wmt14

10 baseline 46.9 ±0.5 18.4 ±0.6 25.1 ±0.1 22.7 ±0.2 10.1 ±0.3 11.7 ±0.1
3 baseline 44.8 ±0.7 18.3 ±0.4 24.6 ±0.1 21.9 ±0.2 8.3 ±0.2 9.3 ±0.3
3 Genzel (2010) 45.4 ±0.2 17.9 ±0.2 24.8 ±0.1 21.6 ±0.3 9.6 ±0.2 11.4 ±0.3
3 Jehl et al (2014) 45.8 ±0.1 18.5 ±0.3 25.1 ±0.2 22.4 ±0.2 10.0 ±0.1 12.7 ±0.3
3 this work 46.5 ±0.4 19.2 ±0.2 25.5 ±0.2 22.6 ±0.1 10.6 ±0.1 12.6 ±0.3

best WMT14 constrained system 11.1

Table 1: Translation performance for various language pairs using no preordering (baseline), and three alternative
preordering systems. Average test BLEU score and standard deviation across 3 independent tuning runs. Speed ratio
is calculated with respect to the speed of the slower baseline that uses a d = 10. Stack size is 1000. For eng-jpn and
eng-chi, character-based BLEU is used.

with preordering we only report d = 3, as increasing
d does not improve performance.

As shown, our preorderer obtains the best BLEU
scores for all reported languages and domains, prov-
ing that the neural network is modeling the depen-
dency tree node-swapping phenomenon more accu-
rately, and that the reductions in crossing score re-
ported in the previous section have a positive impact
in the final translation performance.

The bottom right-most column reports results on
the WMT 2014 English-to-Hindi task. Our system
achieves better results than the best score reported
for this task4. In this case, the two logistic regression
preorderers perform similarly, as standard deviation
is higher, possibly due to the small size of the dev
set.

3.4 Decoding Speed

The main purpose of preordering is to find a better
translation performance in fast decoding conditions.
In other words, by preordering the text we expect to
be able to decode with less distortion or phrase re-
ordering, resulting in faster decoding. This is shown
in Table 1, which reports the speed ratio between
each system and the speed of the top-most baseline,

4Details at matrix.statmt.org/matrix/systems list/1749

as measured in English-to-Japanese in-domain5. We
find that decoding with a d = 3 is about 3 times
faster than for d = 10.

We now take this further by reducing the stack
size from 1000 to 50; see results in Table 2. As ex-
pected, all systems accelerate with respect to our ini-
tial baseline. However, this usually comes at a cost
in BLEU with respect to using a wider beam, unless
preordering is used. In fact, the logistic regression
preorderers achieve the same performance while de-
coding over 60 times faster than the baseline.

Interestingly, the NN-based preorderer turns out
to be slightly faster than any of the other preordering
approaches. This is because there is no need to ex-
plicitly create thousands of feature combinations for
each node pair; simply performing the forward ma-
trix multiplications given the input sequence of ∼20
features is more efficient. Similar observations have
been noted recently in the context of dependency
parsing with NNs (Chen and Manning, 2014). Note
also that, on average, only 25 pair-wise probabili-
ties are queried to the logistic regression model per
source sentence. Overall, we incorporate the bene-
fits of neural networks for preordering at no compu-

5Similar speed ratios were observed for other language pairs
(not reported here for space)
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d system speed eng-jpn eng-kor eng-chi
w/ stack=50 ratio in mixed in mixed mixed

10 baseline 22x 53.6 (-0.9) 25.4 (-0.8) 32.8 (-0.7) 9.3 (-0.4) 17.9 (-0.5)
3 baseline 66x 50.5 (-0.4) 24.8 (-0.2) 28.8 (+0.1) 8.1 (-0.1) 18.0 (-0.3)
3 Genzel (2010) 64x 53.8 (-0.2) 26.3 (-0.1) 30.4 (-0.1) 9.8 (0.0) 18.1 (+0.2)
3 Jehl et al (2014) 61x 55.0 (0.0) 26.5 (-0.4) 33.0 (-0.1) 10.4 (0.0) 18.3 (-0.2)
3 this work 65x 55.7 (+0.1) 27.2 (0.0) 33.2 (-0.2) 10.8 (+0.2) 19.1 (-0.1)

Table 2: Translation performance for maximum stack size of 50. The figures in parentheses indicate the difference
in BLEU scores due to using a smaller stack size, that is, compared to the same systems in Table 1. Speed ratio is
calculated with respect to the speed of the slower baseline that uses a stack of 1000, eg. the first row in Table 1.

tational cost.
Currently, our preorderer takes 6.3% of the to-

tal decoding time (including 2.6% for parsing and
3.7% for actually preordering). We believe that fur-
ther improvements in preordering will result in more
translation gains and faster decoding, as the distor-
tion limit is lowered.

4 Conclusions

To the best of our knowledge, this is the first paper to
describe the usage of NNs in preordering for SMT.
We show that simply replacing the logistic regres-
sion node-swapping model with an NN model im-
proves both crossing scores and translation perfor-
mance across various language pairs. Feature com-
bination engineering is avoided, which also results
in even faster decoding times.
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Abstract

We present APRO, a new method for machine
translation tuning that can handle large feature
sets. As opposed to other popular methods
(e.g., MERT, MIRA, PRO), which involve ran-
domness and require multiple runs to obtain a
reliable result, APRO gives the same result on
any run, given initial feature weights. APRO
follows the pairwise ranking approach of PRO
(Hopkins and May, 2011), but instead of rank-
ing a small sampled subset of pairs from the k-
best list, APRO efficiently ranks all pairs. By
obviating the need for manually determined
sampling settings, we obtain more reliable re-
sults. APRO converges more quickly than PRO
and gives similar or better translation results.

1 Introduction

Machine translation tuning seeks to find feature
weights that maximize translation quality. Recent
efforts have focused on methods that scale to large
numbers of features (Cherry and Foster, 2012), and
among these, PRO has gained popularity (Pairwise
Ranking Optimization, Hopkins and May (2011)).

PRO’s goal is to find feature weights such that the
resulting k-best list entries are ranked in the same
way that an evaluation function (e.g., BLEU, Pap-
ineni et al. (2002)) ranks them. To do this, it labels
pairs of translations for each sentence as positive or
negative, depending on the gold ranking of the two
pair elements given by BLEU. A binary classifier is
trained on these labeled examples, resulting in new
feature weights, and the procedure is iterated. This

∗Markus Dreyer is now at Amazon, Inc., Seattle, WA.

procedure would ordinarily be too expensive since
there areO(k2) pairs per sentence, where both k and
the number of sentences can be in the thousands, so
billions of training examples would be produced per
iteration. Therefore, Hopkins and May (2011) use
subsampling to consider a small percentage of all
pairs per sentence.

We present APRO (All-Pairs Ranking Optimiza-
tion), a tuning approach that, like PRO, uses pair-
wise ranking for tuning. Unlike PRO, it is not lim-
ited to optimizing a small percentage of pairs per
sentence. Based on an efficient ranking SVM for-
mulation (Airola et al. (2011), Lee and Lin (2014)),
we find, in each iteration, feature weights that min-
imize ranking errors for all pairs of translations per
sentence. This tuning method inherits all the ad-
vantages of PRO—it is scalable, effective, easy to
implement—and removes its limitations. It does not
require meta-tuning of sampling parameters since no
sampling is used; it does not need to be run multi-
ple times to obtain reliable results, like MERT (Och,
2003), PRO, MIRA (Chiang et al., 2008) and others,
since it uses global optimization and is determin-
istic given initial feature weights; and it converges
quickly.

2 Notation and Definitions

For both PRO and APRO, we use the following def-
initions: A tuning dataset contains S source sen-
tences x1, . . . , xS . Let Ys be the space of all transla-
tions of xs. It contains one or more known reference
translations ys+. Each translation ysi ∈ Ys has a fea-
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ture representation1 f(xs, ysi ), or for short, f si , and
a linear classification score hsi = wTf si , where w
is a feature weight vector. Given a source sentence
xs, a translation decoder can search (often a subset
of) Ys and return the k translations ys1, . . . , y

s
k with

the highest classification scores. A k-best list is the
list of ys1, . . . , y

s
k,∀s. For each translation ysi we can

obtain an evaluation score b(ysi ,y
s
+), or for short,

bsi , which can be the BLEU+1 score (Lin and Och,
2004).2 For a given source sentence xs, let (i, j) de-
note a pair of translations (ysi , y

s
j ).

3 PRO

We now describe PRO, before constrasting it with
our new approach, APRO. For each iteration t from
t = 1 . . . T , PRO performs the following steps:

1. Given current feature weights wt, obtain a k-
best list, as defined above, from the translation de-
coder. For each xs, add to its k-best entries the k-
best entries from previous iterations, so that xs now
has ks translations; the overall list is called an accu-
mulated k-best list.

2. For each source sentence xs, first sample up
to Γ candidate pairs from its translations in the k-
best list. Less similar pairs are more likely to be-
come candidate pairs. Similarity in a pair (i, j) here
means a small absolute difference dsij between bsi
and bsj . The most similar pairs (dsij < β) are dis-
carded. Then select the Ξ least similar pairs among
the remaining candidate pairs.

3. For each pair (i, j) from the Ξ selected pairs,
add the difference vector (f si−f sj) with class label
1 if bsi > bsj , otherwise add it with class label −1.
Also add (f sj−f si ) with the opposite label.

4. Train any classifier on the labeled data, re-
sulting in a new weights vector w′. Set wt+1 =
Ψ·w′+(1−Ψ)·wt.

Dependencies between tuning iterations are intro-
duced by the use of accumulated k-best lists and
the interpolation of weight vectors in step 4, using
an interpolation factor Ψ. Translation quality varies
with different choices for Γ, Ξ, β, Ψ, see Figure 1.
The quality varies even when PRO is run multiple
times with the same parameters, due to the sampling

1For simplicity, we leave out nuisance variables like align-
ments, segmentations, or parse trees, from this description,
which may be part of the feature space.

2But see Nakov et al. (2013) for variants.
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Figure 1: PRO versus APRO (eng-swe) for 3 settings of Ψ.
PRO: 8 sampling settings per Ψ setting.4 APRO: no sam-
pling. Vertical line indicates settings from H&M (2011).
Not shown: PRO outlier with BLEU =7.9 at Ψ = 0.5.

step. Practitioners would have to perform an expen-
sive grid search multiple times to be sure to obtain
good results. APRO seeks to remedy this problem.
One could try to improve PRO by experimenting
with other pair selection heuristics; APRO circum-
vents the problem by efficiently selecting all pairs.

4 APRO

Our method APRO is, like PRO, a ranking method.
We believe that learning to rank is a suitable method
for MT tuning because it matches the test-time re-
quirements of correctly predicting the best transla-
tions or correctly ranked k-best lists of translations.

Compared to PRO, we simplify the procedure
by removing sampling and labeling steps 2 and 3,
thereby removing some of PRO’s implementation
complexity and manually set parameters. We run
only two steps, corresponding to PRO’s steps 1 and
4: In each tuning iteration, we obtain an accumu-
lated k-best list, then directly find a new w′ that min-
imizes the loss on that k-best list, which corresponds
to PRO’s running of a classifier. APRO’s classifica-
tion model is an efficient ranking SVM (Airola et al.
(2011), Lee and Lin (2014)), described as follows.

4.1 Model

For each sentence xs, we define the set of preference
pairs as the set of ordered translation pairs for which
the evaluation score prefers the first element:

Ps = {(i, j) : bsi > bsj} (1)

4PRO settings: Γ = {5k, 8k} = {small, large}, Ξ =
{50, 100} = {light, dark}, β = {.03, .05} = {no dot, dot}.
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Following Lee and Lin (2014), we define the loss
(or, error) of any sentence s as the sum of its pair-
wise squared hinge losses:

Lsw =
∑

(i,j)∈Ps

max(0, 1−hsi+hsj)2 (2)

That is, no loss is contributed by preference pairs
for which the classification score correctly prefers
the first element by a large-enough margin, i.e.,
hsi ≥ hsj+1; all other preference pairs contribute
some loss. We seek to find a weight vector that min-
imizes the regularized overall loss:

w′ = argmin
w

Rw+ C · 1
N

∑
s

Lsw (3)

where Rw = 1
2w

Tw is a Gaussian regularizer
to prevent overfitting and C a constant controlling
the relative regularization amount. We divide by
N =

∑
s ks to account for the increasing sizes of

accumulated k-best lists between tuning iterations,
which leads to increased sentence losses. If this
were not done, the relative amount of regularization
would decrease in subsequent iterations of tuning.

Any gradient-based optimization method can be
used to find w′. Since the loss is convex, the weights
we find given a particular k-best list are optimal.
This is different from PRO and Bazrafshan et al.
(2012), where the resulting weights depend on the
pairs sampled; MIRA, where they depend on the or-
der of sentences processed; and MERT, where opti-
mization is greedy and depends on initial weights.

4.2 Efficient Computation

How do we efficiently compute Lsw per sentence? In
this and the following subsection, we leave out all
sentence indices s for ease of notation; it is under-
stood that we operate on a given sentence.

A straightforward algorithm to compute Lw

would iterate over all preference pairs (i, j) ∈ P
and add up their losses (Joachims, 2002). However,
since there are O(k2) pairs per sentence, with po-
tentially thousands of sentences, this would be ex-
tremely inefficient. PRO’s solution to this problem
is subsampling. The alternative solution we apply is
to make the sums over translation pairs efficient by
carefully rearranging the terms of the sentence loss,

making use of quantities that can be precomputed ef-
ficiently (Airola et al. (2011), Lee and Lin (2014)).

Definitions. Let us define those quantities. For a
given sentence s, let the set Q contain all members
of P that contribute a positive loss to the overall loss
term:

Q = {(i, j) : (i, j) ∈ P ∧ (1−hi+hj > 0)} (4)

We also define an index notation into Q:

Qi• = {(i, j) ∈ Q,∀j} qi• = |Qi•| (5)

Q•j = {(i, j) ∈ Q, ∀i} q•j = |Q•j | (6)

ri• =
∑

(i,j)∈Qi•

hj (7)

The bullet (•) can be read as any. Example: Q•3
contains pairs ∈ Q whose second element is transla-
tion 3. qi• and q•j denote corresponding set sizes.

Rearrangement. We use these definitions to ex-
press the loss as a sum over only O(k) elements.

First, we simplify the loss expression by summing
only over elements from Q, i.e., pairs from P that
contribute a positive loss, so the max becomes un-
necessary:

Lw =
∑

(i,j)∈P
max(0, 1−hi+hj)2 (8)

=
∑

(i,j)∈Q
(1−hi+hj)2 (9)

=
∑

(i,j)∈Q
h2
i−2hi+1+h2

j+2hj−2hihj (10)

We then use the precomputed quantities defined
above to rewrite the sum over O(k2) pairs to a sum
over just O(k) elements:

Lw =
k∑
i=1

qi•(h2
i−2hi+1)+q•i(h2

i +2hi)

−2 ri• hi (11)

This step is described in detail below. Our new
formulation is simpler but equivalent to Lee and Lin
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(2014). Using order statistics trees (Cormen et al.,
2001), the quantities qi•, q•i, and ri• can be precom-
puted in O(k log k) time (see details in Lee and Lin
(2014)). This precomputation, together with the re-
arranged loss, allows APRO to make efficient weight
updates without having to subsample.

Detailed derivation. We explain how to derive
Equation 11 from Equation 10.
First, let us define the following equalities:∑

(1,j)∈Q
h1 = q1• ·h1∑

(2,j)∈Q
h2 = q2• ·h2

. . .
If we do not fix the first pair element to a particu-

lar value, we have:∑
(i,j)∈Q

hi =
∑
i

qi• ·hi (12)

Similarly: ∑
(j,1)∈Q

h1 = q•1 ·h1∑
(j,2)∈Q

h2 = q•2 ·h2

. . .
If we do not fix the second element of each pair to

a particular value, we have:∑
(j,i)∈Q

hi =
∑
i

q•i ·hi (13)

We split Equation 10 into separate sums and per-
form a change of variables in the second sum:

Lw =
∑

(i,j)∈Q
h2
i−2hi+1+

∑
(j,i)∈Q

h2
i +2hi

−2
∑

(i,j)∈Q
hihj

(14)

We introduce one more equality, where (16) fol-
lows from the definition of ri• in Equation 7:

∑
(i,j)∈Q

hihj =
∑
i

hi

 ∑
(i,j)∈Qi•

hj

 (15)

Lang. Train Dev Test
Ara-Eng 14.4M 66K 37K
Chi-Eng 142.9M 61K 29K
Eng-Swe 100.1M 21K 22K
Eng-Fra 100.0M 63K 20K
Ita-Eng 102.8M 21K 20K
Pol-Eng 90.5M 21K 19K

Table 1: Number of words in the used data sets.

=
∑
i

hi ri• (16)

We now use equalities 12, 13, and 16 to arrive at
Equation 11:

Lw =
∑
i

qi•(h2
i−2hi+1)+

∑
i

q•i(h2
i +2hi)

−2
∑
i

ri• hi

=
∑
i

qi•(h2
i−2hi+1)+q•i(h2

i +2hi)

−2ri• hi

5 Experiments

5.1 Experimental Setup

We validate APRO on 6 diverse language pairs. For
each one, we perform HMM-based word alignment
(Vogel et al., 1996) and phrase rule extraction on the
training data. We use 20 standard features, incl. 8 re-
ordering features, plus the sparse features listed for
PBTM systems in Hopkins and May (2011).5

For Ara-Eng and Chi-Eng, we use BOLT Y2 data
sets.6 For all other languages, we sample train, dev,
and test sets from in-house data. Table 1 describes
the different data set sizes. We use 5-gram LMs
trained on the target side of the training data; for
Ara-Eng and Chi-Eng, we add 2 LMs trained on En-
glish Gigaword and other sources.

We tune on dev data. In each tuning run, we use
k = 500, except for Ara-Eng (k = 1500). We use
the same weight initialization for every tuning run,
where most features are initialized to 0 and some
dense features are initialized to 1 or -1. During tun-
ing, we use case-insensitive BLEU+1. We tune for

5We use the 500 most frequent words for word pair features.
6For ara-eng, a subset of the training data was chosen whose

source side has maximum similarity to the test source side.
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PRO APRO
BLEU LR BLEU LR

Ara-Eng (29.3) 30.7 (0.93) 0.97 (30.3) 30.8 (0.98) 0.99
Chi-Eng (15.4) 20.8 (0.78) 0.98 (19.2) 20.8 (1.01) 0.98
Eng-Fra (30.9) 33.0 (0.95) 0.97 (32.7) 33.3 (1.00) 0.99
Eng-Swe (22.2) 22.4 (1.00) 1.01 (23.1) 23.0 (1.00) 1.00
Ita-Eng (25.6) 25.3 (1.00) 1.00 (25.2) 25.6 (1.00) 1.00
Pol-Eng (22.4) 23.0 (0.95) 0.99 (23.3) 23.3 (1.00) 0.99

Table 2: PRO versus APRO after 10 iterations (small in
parentheses) and at convergence (≤ 30 iterations). Good
results after 10 iterations indicate fast convergence. PRO:
mean over 2 runs (average BLEU standard deviation was
0.1); APRO: single run. LR: length ratio.

up to 30 iterations,7 where we reset the accumu-
lated k-best list after 10 iterations.8 For PRO, we
use Γ=5000, Ξ=50, β=0.05, Ψ=0.1, and (MegaM)
regularization strength λ=1 as described in Hopkins
and May (2011). For APRO, we use regulariza-
tion strength C=0.01 and Ψ=1, which effectively re-
moves the weight interpolation step. We repeat each
PRO tuning twice and report the mean of length ra-
tios and case-sensitive BLEU scores on test data. For
APRO, no repeated runs are necessary; it gives the
same result on any run given initial feature weights.

For APRO, we optimize using the implementa-
tion by Lee and Lin, which uses a truncated Newton
method.9

5.2 Results
We measure the runtime of PRO and APRO. For
an accumulated k-best list containing s=2,748 sen-
tences with an average ks=3,600 translation, PRO

and APRO take 13 and 8 minutes, respectively. Ta-
ble 2 shows translation quality after 10 iterations
and at convergence. We observe that APRO con-
verges quickly: After running for 10 iterations, it
gives higher BLEU scores and better length ratios
than PRO for five out of six language pairs. At con-
vergence, PRO has caught up, but for all language

7Like Hopkins and May (2011), we stop earlier when the
accumulated k-best list does not change anymore.

8This removes bad translations from early iterations and pro-
vides good initial weights for the last 20 iterations. This did not
decrease but sometimes increase final performance.

9See http://goo.gl/CVmnoZ. No change to the soft-
ware is necessary; but in each iteration it must be called with
C′ = C

N
, see Equation 3. We have also experimented with a

change to the software that scales the loss of each sentence by
the number of translation pairs for that sentence; this did not
give reliable BLEU improvements over Equation 3.

pairs APRO performs similar or better.
One of APRO’s advantages are stable results: Fig-

ure 1 compares PRO and APRO for 3 values of Ψ:
For each value, we run PRO eight times with dif-
ferent sampling settings and APRO once. We ob-
serve that the different PRO settings result in differ-
ent BLEU scores. Cherry and Foster (2012) report
that they could not find one PRO setting that worked
across all language pairs. This suggests that practi-
tioners may have to run expensive grid searches to
find optimal PRO performance; this is not necessary
with APRO. While PRO performs best with Ψ = 0.1,
APRO gets good results for Ψ=1, which is the reason
for its fast convergence (Table 2).

6 Conclusions

We have presented APRO, a new tuning method for
machine translation. Like PRO, APRO is a batch
pairwise ranking method, and as such, it inherits
PRO’s advantages of being effective, scalable to
large feature sets and easy to fit into the standard
batch MT tuning framework. We remove PRO’s
sampling step and learn a pairwise ranking over the
whole k-best list inO(k log k) time. We have shown
that PRO’s different sampling settings result in dif-
ferent final results; by removing these settings we
get more reliable results. We find that PRO’s weight
interpolation is not necessary for APRO, resulting in
faster convergence. At convergence, APRO’s trans-
lation quality was found to be similar or better than
PRO’s. APRO’s use of global optimization and the
lack of randomness lead to more stable tuning with
deterministic results.
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Abstract

Supervised morphological paradigm learning
by identifying and aligning the longest com-
mon subsequence found in inflection tables
has recently been proposed as a simple yet
competitive way to induce morphological pat-
terns. We combine this non-probabilistic strat-
egy of inflection table generalization with a
discriminative classifier to permit the recon-
struction of complete inflection tables of un-
seen words. Our system learns morphological
paradigms from labeled examples of inflection
patterns (inflection tables) and then produces
inflection tables from unseen lemmas or base
forms. We evaluate the approach on datasets
covering 11 different languages and show that
this approach results in consistently higher ac-
curacies vis-à-vis other methods on the same
task, thus indicating that the general method
is a viable approach to quickly creating high-
accuracy morphological resources.

1 Introduction

Use of detailed and sophisticated morphological fea-
tures has been found to be crucial for many down-
stream NLP tasks, including part-of-speech tag-
ging and parsing (Tseng et al., 2005; Spoustová et
al., 2007). However, creating an accurate wide-
coverage morphological analyzer for a new lan-
guage that can be used in tandem with other higher-
level analyses is an arduous task.

Learning word inflection patterns by organizing
related word-forms into morphological paradigms
based on the longest common subsequence (LCS)
found in an inflection table has recently been

proposed as a method for supervised and semi-
supervised induction of morphological processing
tools from labeled data (Ahlberg et al., 2014). Also,
the argument that the LCS shared by different in-
flected forms of a word—even if discontinuous
within a word—corresponds strongly to a cross-
linguistic notion of a ‘stem’ has later been advanced
independently on grounds of descriptive economy
and minimum description length (Lee and Gold-
smith, 2014).

We used this idea in (Ahlberg et al., 2014) to
create a relatively simple-to-implement system that
learns paradigms from example inflection tables and
is then able to reconstruct inflection tables for un-
seen words by comparing suffixes of new base forms
to base forms seen during training. The system
performs well on available datasets and results in
human-readable and editable output. The longest
common subsequence strategy itself shows little bias
toward any specific morphological process such as
prefixation, suffixation, or infixation. Using the
model, we argued, a selection of ready-inflected ta-
bles could be quickly provided by a linguist, allow-
ing rapid development of morphological resources
for languages for which few such resources exist.

Potentially, however, the model’s commitment to
a simple suffix-based learner is a weakness. To
assess this, we evaluate a similar LCS-based gen-
eralization system with a more refined discrimina-
tive classifier that takes advantage of substrings in
the example data and performs careful feature se-
lection. We show that much higher accuracies can
be achieved by combining the LCS paradigm gen-
eralization strategy with such a feature-based classi-
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fier that assigns unknown words to the LCS-learned
paradigm based on substring features taken from
word edges. This holds in particular for languages
where paradigmatic behavior is triggered by mate-
rial in the beginning of a word (e.g. German verbs).

We present experiments on 18 datasets in 11 lan-
guages varying in morphological complexity. In all
the experiments, the task is to reconstruct a com-
plete inflection table from a base form, which usu-
ally corresponds to the lemma or dictionary form of
a noun, verb, or adjective. The experiments are di-
vided into two sets. In the first, we use an earlier
dataset (Durrett and DeNero, 2013) of Finnish, Ger-
man, and Spanish to compare against other methods
of paradigm learning. In the second, we use a more
comprehensive and complex dataset we have devel-
oped for 8 additional languages. This new dataset
is less regular and intended to be more realistic in
that it also features defective or incomplete inflec-
tion tables and inflection tables containing various
alternate forms, naturally making the classification
task substantially more difficult.1

Overall, supervised and semi-supervised learning
of morphology by generalizing patterns from inflec-
tion tables is an active research field. Recent work
sharing our goals includes Toutanova and Cherry
(2009), Dreyer and Eisner (2011), which works with
a fully Bayesian model, Dinu et al. (2012), Eskan-
der et al. (2013), which attempts to learn lexicons
from morphologically annotated corpora, and Dur-
rett and DeNero (2013), who train a discriminative
model that learns transformation rules between word
forms. We directly compare our results against the
last using the same dataset.

The paper is organized as follows: section 2 con-
tains the experimental setup, section 3 the datasets,
and section 4 the results and discussion.

2 Method

As a first step, our system converts inflection tables
into paradigms using a procedure given in Hulden
(2014). The system generalizes concrete inflection
tables by associating the common symbol subse-
quences shared by the words (the LCS) with vari-

1The data and the code is available at our website
https://svn.spraakbanken.gu.se/clt/naacl/
2015/extract

gjöf
gjöf
gjöf
gjafar
gjafir
gjafir
gjöfum
gjafa

höfn
höfn
höfn
hafnar
hafnir
hafnir
höfnum
hafna

x1 ö x2

x1 ö x2

x1 ö x2

x1 a x2 ar 
x1 a x2 ir 
x1 a x2 ir 
x1 ö x2 um 
x1 a x2 a 

gjöf?

generalize
classify &
reconstruct

in�ection tables paradigms in�ection table

Figure 1: General overview of the system, exempli-
fied using Icelandic nouns. First, a large number of in-
flection tables are generalized into a smaller number of
paradigms; the generalization of the table for höfn ‘har-
bor’ into a paradigm is illustrated here. At classifica-
tion time, an unknown base form is classified into one
of the learned paradigms and its inflection table is recon-
structed, illustrated here by gjöf ‘present’.

ables. These variables represent abstractions that at
table reconstruction time can correspond to any se-
quence of one or more symbols. As many inflec-
tion tables of different words are identical after as-
signing the common parts to ‘variables,’ this pro-
cedure results in a comparatively small number of
paradigms after being input a large number of in-
flection tables. The process is illustrated in Figure 1.
During generalization, the forms that gave rise to
a particular paradigm are stored and later used for
training a classifier to assign unknown base forms
to paradigms. Having a number of paradigms at our
disposal by this generalization method, the task of
reconstructing an inflection table for an unseen base
form in effect means picking the correct paradigm
from among the ones generalized, a standard classi-
fication task of choosing the right/best paradigm.

After seeing a number of inflection tables gener-
alized into abstract paradigms as described above,
the task we evaluate is how well complete inflection
tables can be reconstructed from only seeing an un-
known base form. To this end, we train a “one-vs-
the-rest” linear multi-class support vector machine
(SVM).2 For each example base form wbi that is a
member of paradigm pj , we extract all substrings
fromwbi from the left and right edges, and use those
as binary features corresponding to the paradigm pj .

2Using LIBLINEAR (Fan et al., 2008) with L2-
regularization.
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For example, during training, the German verb lesen
would have the following binary features activated:
{#l, #le, #les, #lese, #lesen, #lesen#, lesen#, esen#,
sen#, en#, n#}.

Before applying the classifier to an unseen base
form and reconstructing the corresponding inflection
table, many competing paradigms can be ruled out
as being ill-matched simply by inspecting the base
form. For example, the infinitive for the paradigm
containing the English verb sing is generalized as
x1+i+x2. At classification time of a verb like run,
this paradigm can be ruled out due to incompatibil-
ity, as there is no i in run, and so the infinitive cannot
be generated. Likewise, the Icelandic paradigm seen
in Figure 1 can be ruled out for the base form hest
‘horse’, as the base form does not contain ö. The
SVM-classifier may indeed suggest such paradigm
assignments, but such classifications are ignored and
the highest scoring compatible paradigm is selected
instead. These additional constraints on possible
base form-paradigm pairings are a general feature of
the LCS-strategy and are not at all tied to the classi-
fication method here.

2.1 Feature selection

In order to eliminate noise features, we performed
feature selection using the development set. We si-
multaneously tuned the SVM soft-margin penalty
parameter C, as well as the length and type (pre-
fix/suffix) of substrings to include as features. More
concretely, we explored the values using a grid
search over C = 0.01 . . . 5.0, with a growing se-
quence gap (Hsu et al., 2003), as well as tuning the
maximum length of anchored substring features to
use (3 . . . 9), and whether to include prefix-anchored
substrings at all (0/1). In the second experiment,
where cross-validation was used, we performed the
same tuning procedure on each fold’s development
set.

3 Data

For the first experiment, we use the datasets pro-
vided by Durrett and DeNero (2013). This dataset
contains complete inflection tables for German
nouns and verbs (DE-NOUNS, DE-VERBS), Finnish
verbs and nouns combined with adjectives (FI-
VERBS, FI-NOUNADJ), and Spanish verbs (ES-

VERBS). The number of inflection tables in this
set ranges from 2,027 (DE-VERBS) to 7,249 (FI-
VERBS). From these tables, 200 were held out for
development and 200 for testing, following the splits
that previous authors have used (Durrett and DeN-
ero, 2013; Ahlberg et al., 2014) to ensure a fair base-
line.3

For the second experiment, we collected addi-
tional inflection tables from Catalan (CA), English
(EN), French (FR), Galician (GL), Italian (IT), Por-
tuguese (PT), Russian (RU) (all from the FreeLing
project (Padró and Stanilovsky, 2012)) and Maltese
(MT) (Camilleri, 2013).4 These inflection tables are
often incomplete or defective and some contain very
rarely occurring grammatical forms. Many alternate
forms are also given. To avoid having to account for
rare or historical forms, we filtered out grammatical
forms (slots) that occur in less than ∼1% of all in-
flection tables. We also performed an independent
cross-check with Wiktionary and removed some in-
flection table slots that did not appear in that re-
source. We further limited the number of inflection
tables to 5,000. In the second experiment, we also
split each dataset into 5 folds for cross-validation
(maximally 4,000 tables for training, 500 for devel-
opment and 500 for testing for each fold).

4 Results and discussion

In the main results tables 1, 2, and 3 we report
the per table accuracy and per form accuracy in re-
constructing complete inflection tables from unseen
base forms. The per table accuracy is the percentage
of inflection tables that are perfectly reconstructed
from the base form. The per form accuracy is the
percentage of correct forms in the reconstructed ta-
ble. The associated oracle scores, which indepen-
dently provide a measure of generalization power of
the LCS-method, represent the maximal percentage
achievable by an oracle classifier that always picks

3The development and test data for the first experiment had
been filtered to not contain any of the 200 most frequently
occurring forms in the language (Durrett and DeNero, 2013);
this may result in an easier classification task because the
maneuver in effect ensures that words belonging to irregular
paradigms—i.e. those which would otherwise be difficult to
classify correctly—are never evaluated against.

4The FreeLing data also included Russian verbs. However,
this data set was deemed too incomplete to be useful and was
left out.

1026



Data Per table accuracy Per form accuracy Oracle acc.
per form (table)

SVM AFH14 D&DN13 SVM AFH14 D&DN13

DE-VERBS 91.5 68.0 85.0 98.11 97.04 96.19 99.70 (198/200)
DE-NOUNS 80.5 76.5 79.5 89.88 87.81 88.94 100.00 (200/200)
ES-VERBS 99.0 96.0 95.0 99.92 99.52 99.67 100.00 (200/200)
FI-VERBS 94.0 92.5 87.5 97.14 96.36 96.43 99.00 (195/200)
FI-NOUNS-ADJS 85.5 85.0 83.5 93.68 91.91 93.41 100.00 (200/200)

Table 1: Results on experiment 1. Here AFH14 stands for Ahlberg et al. (2014) and D&DN for Durrett and DeNero
(2013). The SVM-columns show the results of the current method.

the best learned paradigm for an unseen base form.
In experiment 2, where the correct forms may con-
sist of several alternatives, we only count a form as
correct if all alternatives are given and all are correct.
For example, the verb dream in English lists two
alternative past participles, dreamed and dreamt,
which both must be reconstructed for the past par-
ticiple form to count as being correct.

Experiment 1
The accuracies obtained on the first three-language
comparison experiment are shown in Table 1. Here,
we see a consistent improvement upon the max-
suff -strategy (AFH14) that simply picks the longest
matching suffix among the base forms seen and as-
signs the unseen word to the same paradigm (break-
ing ties by paradigm frequency), as well as improve-
ment over other learning strategies (D&DN13). Par-
ticularly marked is the improved accuracy on Ger-
man verbs. We assume that this is because German
verb prefixes, which are ignored in a suffix-based
classifier, contain information that is useful in clas-
sifying verb behavior. German verbs that contain so-
called inseparable prefixes like miss-, ver-, wider-
do not prefix a ge- in the past participle form. For ex-
ample: kaufen∼ gekauft, brauchen∼ gebraucht,
legen ∼ gelegt, but verkaufen ∼ verkauft, wider-
legen ∼ widerlegt, missbrauchen ∼ missbraucht,
reflecting the replacement of the standard ge- by the
inseparable prefix. There are many such inseparable
prefixes that immediately trigger this behavior (al-
though some prefixes only occasionally show insep-
arable behavior), yet this information is lost when
only looking at suffixes at classification time. This
analysis is supported by the fact that, during feature

selection, German verbs was the only dataset in this
first experiment where word prefixes were not re-
moved by the feature selection process.

Experiment 2
The results of the second experiment are given in
tables 2 (per table accuracy) and 3 (per form ac-
curacy). The tables contain information about how
many inflection tables were input on average over
5 folds to the learner (#tbl), how many paradigms
this reduced to (#par), and how many forms (slots)
each paradigm has (#forms). The mfreq column is
a baseline where the classifier always picks the most
populated paradigm, i.e. the paradigm that resulted
from combining the largest number of different in-
flection tables by the LCS process. The AFH14
shows the performance of a maximal suffix match-
ing classifier, identical to that used in Ahlberg et al.
(2014).

Discussion
Overall, the results support earlier claims that the
LCS-generalization appears to capture paradigmatic
behavior well, especially if combined with care-
ful classification into paradigms. There is a clear
and consistent improvement over baselines that use
the same data sets. In addition, the SVM-classifier
yields results comparable, and in many cases bet-
ter, to using a maximum suffix classifier and addi-
tionally having access to raw corpus data in the lan-
guage, a semi-supervised experiment reported sepa-
rately in Ahlberg et al. (2014). In this work we have
not attempted to extend the current method to such
a semi-supervised scenario, although such an exten-
sion seems both interesting and possible.
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Data #tbl #par mfreq AFH14 SVM Oracle

DE-N 2,210 66 18.99 76.09 77.68 98.99
DE-V 1,621 125 52.77 65.02 83.59 95.45
ES-V 3,243 90 70.42 92.25 93.48 96.59
FI-N&A 4,000 233 26.52 83.20 82.84 98.12
FI-V 4,000 204 43.04 91.88 91.64 94.76

MT-V 826 200 10.68 18.83 38.64 85.63

CA-N 4,000 49 44.12 94.00 94.92 99.44
CA-V 4,000 164 60.44 90.76 93.40 98.48
EN-V 4,000 161 77.12 89.40 90.00 97.40
FR-N 4,000 57 92.16 91.60 93.96 98.72
FR-V 4,000 95 81.52 93.72 96.48 98.80
GL-N 4,000 24 88.36 90.48 95.08 99.80
GL-V 3,212 101 45.21 58.92 60.87 98.95
IT-N 4,000 39 83.84 92.32 93.76 99.40
IT-V 4,000 115 63.96 89.68 91.56 98.68
PT-N 4,000 68 74.52 88.12 90.88 99.04
PT-V 4,000 92 62.00 76.96 80.20 99.20
RU-N 4,000 260 15.76 64.12 66.36 96.80

Table 2: Per table accuracy results on the second exper-
iment. 5-fold cross-validation is used throughout. The
#tbl-column shows the number of inflection tables input
to the LCS-learner and the #par column shows the num-
ber of resulting unique paradigms. The mfreq-column il-
lustrates a baseline of simply picking the most frequent
paradigm, while AFH14 is the strategy of finding the
longest suffix match to the base forms in the training data
(Ahlberg et al., 2014). The SVM-column shows the re-
sults discussed in this paper.

Data #forms mfreq AFH14 SVM Oracle

DE-N 8 57.36 89.72 90.25 99.69
DE-V 27 87.35 96.12 95.28 99.20
ES-V 57 93.80 98.72 98.83 99.47
FI-N&A 233 52.15 91.03 91.06 98.95
FI-V 54 70.38 95.27 95.22 96.76

MT-V 16 39.75 54.66 61.15 95.49

CA-N 2 71.30 96.89 97.33 97.93
CA-V 53 86.89 98.18 98.89 99.77
EN-V 6 91.43 95.93 96.16 99.28
FR-N 2 93.24 92.48 94.68 99.08
FR-V 51 91.47 97.09 98.33 99.02
GL-N 2 91.92 92.82 95.38 99.78
GL-V 70 94.89 98.48 98.32 99.67
IT-N 3 89.36 93.38 94.59 97.44
IT-V 51 89.51 97.76 98.21 99.64
PT-N 4 83.35 89.78 91.97 98.60
PT-V 65 92.62 96.81 97.20 99.68
RU-N 12 25.16 88.19 89.35 99.15

Table 3: Per form accuracy results on the second exper-
iment. 5-fold cross-validation is used throughout. The
#forms-column shows the number of different slots in the
paradigms. Other columns are as in table 2.

In some cases, we see a significant drop between
the per-form and the per-table accuracy. For exam-
ple, in the case of Russian nouns, per table accu-
racy is at 66.36%, while the per-form accuracy is
89.35%. This effect is explained—not only in the
Russian case but in many others—by the existence
of similar paradigms that differ only in very few
forms. If the classifier picks an incorrect, but closely
related paradigm, most forms may be produced cor-
rectly although the entire reconstructed table counts
as wrong if even a single form is incorrect.

A few outliers remain. The Maltese verbs, which
exhibit Semitic interdigitation in some paradigms,
seem to generalize fairly well, and have a per form
oracle score of 95.49 (shown in table 3). However,
this is not reflected in the relatively low per form
accuracy (61.15), which warrants further analysis. It
may be an indication of that the correct paradigm is
simply difficult to ascertain based only on the lemma
form, or that additional features could be developed,
perhaps ones that are discontinuous in the word.

An obvious extension to the current method is to
inspect a suggested reconstructed table holistically,
i.e., not relying only on base form features. That is,
one could avoid making a commitment to a particu-
lar paradigm based solely on the features of the base
form, and instead also include features from all the
forms that a paradigm would generate. Such fea-
tures are of course available in the training data in
the various forms in an inflection table. Features
from the seen forms could be used to rate compat-
ibility since an incorrect reconstruction of an inflec-
tion table may likely be identified by its tendency to
produce phonotactic patterns rarely or never seen in
the training data.

With relatively few paradigms learned from col-
lections of word forms, one can achieve fairly high
coverage on unseen data. In principle, for example,
the 13 most frequently used paradigms of Spanish
verbs suffice to cover 90% of all verbs (per token).
A useful application of this is rapid language re-
source development—one can elicit from a speaker
a small number of well-chosen inflection tables, e.g.
all forms of specific nouns, verbs, adjectives; gener-
alize these inflection tables into paradigms; and use
this information to deduce the possible morphologi-
cal classes for a majority of unseen word forms.

1028



References
Malin Ahlberg, Markus Forsberg, and Mans Hulden.

2014. Semi-supervised learning of morphological
paradigms and lexicons. In Proceedings of the 14th
Conference of the European Chapter of the Associ-
ation for Computational Linguistics, pages 569–578,
Gothenburg, Sweden. Association for Computational
Linguistics.

John J. Camilleri. 2013. A computational grammar and
lexicon for Maltese. Master’s thesis, Chalmers Uni-
versity of Technology. Gothenburg, Sweden.

Liviu P Dinu, Vlad Niculae, and Octavia-Maria Şulea.
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bec, and Pavel Květoň. 2007. The best of two worlds:
Cooperation of statistical and rule-based taggers for
Czech. In Proceedings of the Workshop on Balto-
Slavonic Natural Language Processing, pages 67–74.

Kristina Toutanova and Colin Cherry. 2009. A global
model for joint lemmatization and part-of-speech pre-
diction. In Proceedings of the Joint Conference of the
47th Annual Meeting of the ACL and the 4th Interna-
tional Joint Conference on Natural Language Process-
ing of the AFNLP: Volume 1-Volume 1, pages 486–
494. Association for Computational Linguistics.

Huihsin Tseng, Daniel Jurafsky, and Christopher Man-
ning. 2005. Morphological features help POS tagging
of unknown words across language varieties. In Pro-
ceedings of the fourth SIGHAN workshop on Chinese
language processing, pages 32–39.

1029



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1030–1035,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Shift-Reduce Constituency Parsing with Dynamic Programming
and POS Tag Lattice

Haitao Mi†
†T.J. Watson Research Center

IBM
hmi@us.ibm.com

Liang Huang‡†
‡Queens College & Graduate Center

City University of New York
liang.huang.sh@gmail.com

Abstract

We present the first dynamic programming
(DP) algorithm for shift-reduce constituency
parsing, which extends the DP idea of Huang
and Sagae (2010) to context-free grammars.
To alleviate the propagation of errors from
part-of-speech tagging, we also extend the
parser to take a tag lattice instead of a fixed tag
sequence. Experiments on both English and
Chinese treebanks show that our DP parser
significantly improves parsing quality over
non-DP baselines, and achieves the best accu-
racies among empirical linear-time parsers.

1 Introduction

Incremental parsing has gained popularity in both
dependency (Nivre, 2004; Zhang and Clark, 2008)
and constituency parsing (Zhu et al., 2013; Wang
and Xue, 2014). However, the greedy or beam
search algorithms used in these parsers can only ex-
plore a tiny fraction of trees among exponentially
many candidates. To alleviate this problem, Huang
and Sagae (2010) propose a dynamic programming
(DP) algorithm, reducing the search space to a poly-
nomial size by merging equivalent states. This idea
has been extended by Kuhlmann et al. (2011) and
Cohen et al. (2011) to other dependency parsing
paradigms.

In constituency parsing, however, DP has not yet
been applied to incremental parsing, and the big-
ger search space in constituency parsing suggests a
potentially even bigger advantage by DP. However,
with unary rules and more-than-binary branchings,
constituency parsing presents challenges not found
in dependency parsing that must be addressed be-
fore applying DP. Thus, we first present an odd-even

shift-reduce constituency parser which always fin-
ishes in same number of steps, eliminating the com-
plicated asynchronicity issue in previous work (Zhu
et al., 2013; Wang and Xue, 2014), and then de-
velop dynamic programming on top of that. Sec-
ondly, to alleviate the error propagation from POS
tagging, we also extends the algorithm to take a tag-
ging sausage lattice as input, which is a compromise
between pipeline and joint approaches (Hatori et al.,
2011; Li et al., 2011; Wang and Xue, 2014).

Our DP parser achieves state-of-the-art perfor-
mances on both Chinese and English treebanks (at
90.8% on PTB and 83.9% on CTB, the latter being
the highest in literature).

2 Odd-Even Shift-Reduce CFG Parser

One major challenge in constituency parsing is
unary rules. Unlike dependency parsing where shift-
reduce always finishes in 2n−1 steps, existing incre-
mental constituency parsers (Zhu et al., 2013; Wang
and Xue, 2014) reach the goal state (full parse tree)
in different steps due to different number of unary
rules. So we propose a new, synchronized, “odd-
even” system to reach the goal in the same 4n − 2
steps. A state is notated p = 〈S,Q〉, where S is a
stack of trees ..., s1, s0, and Q is a queue of word-
tag pairs. At even steps (when step index is even)
we can choose one of the three standard actions

• sh: shift the head of Q, a word-tag pair (t, w),
onto S as a singleton tree t(w);

• rex
x: combine the top two trees on the stack and

replace them with a new tree x(s1, s0), x being
the root nonterminal, headed on s0;

• rex
y: similar to rex

x but headed on s1;

and at odd steps we can choose two new actions:

1030



input (t1, w1) ... (tn, wn)

axiom 0 : 〈ε, (t1, w1) ... (tn, wn)〉 : 0

sh
l : 〈S, (t, w)|Q〉 : c

l+1 : 〈S|t(w), Q〉 : c+csh
l is even

rex
x

l : 〈S|s1|s0, Q〉 : c
l+1 : 〈S|x(s1, s0), Q〉 : c+crexx

l is even

unx
l : 〈S|s0, Q〉 : c

l+1 : 〈S|x(s0), Q〉 : c+cunx
l is odd

st
l : 〈S|s0, Q〉 : c

l+1 : 〈S|s0, Q〉 : c+cst
l is odd

goal 2(2n− 1) : 〈s0, ε〉 : c

Figure 1: Shift-reduce system, omitting rexy. c is the
model score, and csh, crexx , etc. are the action scores.

• unx : replace s0 with a new tree x(s0) with x
being the root nonterminal;

• st: no action.

Figure 1 shows the deductive system. Note that
we alternate between standard shift-reduce actions
in even steps and unary actions (unx or st) in odd
steps, and the first action must be sh, followed by a
unx or st, and followed by another sh. Continuing
this procedure, we can always achieve the goal in
2(2n− 1) steps.

In practice, we have larger than two-way rules and
multi-level unary rules, so we binarize them and col-
lapse multi-level unary rules into one level, for ex-
ample,

NP

S

VP

PPNPV

=⇒

NP+S

VP

PPVP′

NPV

Following Huang and Sagae (2010), we represent
feature templates as functions f(·, ·) on stack S and
queue Q. Table 1 shows the 43 feature templates we
use in this paper, all adopted from Zhu et al. (2013).
They are combinations of the 32 atomic features
f̃(S,Q) (e.g. s0.t and s0.c denote the head tag and

sh
l : 〈S, (t, w)|Q〉 : (c, v)

l+1 : 〈S|t(w), Q〉 : (c+csh, 0)
l is even

rex
x

state p:
l′ :〈S′|s′1, Q′〉 : (c′, v′)

state q:
l :〈S|s1|s0, Q〉 : (c, v)

l+1 : 〈S′|x(s′1, s0), Q〉 : (c′+v+δ, v′+v+δ)
l and l′ are even, p ∈ π(q)

unx
l : 〈S|s0, Q〉 : (c, v)

l+1 : 〈S|x(s0), Q〉 : (c+cunx , v + cunx )
l is odd

Figure 2: DP shift-reduce, omitting rexy and st. c and v
are prefix and inside scores, and δ = csh(p) + crexx(q).
State equivalence is defined below in Section 3.

syntactic category of tree s0, resp., and s0.lc.w is the
head word of its leftmost child).

3 Dynamic Programming

The key idea towards DP is the merging of equiva-
lent states, after which the stacks are organized in a
“graph-structured stack” (GSS)(Tomita, 1988). Fol-
lowing Huang and Sagae (2010), “equivalent states”
∼ in a same beam are defined by the atomic features
f̃(S,Q) and the span of s0:

〈S,Q〉 ∼ 〈S′, Q′〉
⇔ f̃(S,Q) = f̃(S′, Q′) and s0.span = s′0.span.

Similarly, for each state p, π(p) is a set of predictor
states, each of which can be combined with p in a
rex

x or rex
y action. For each action, we have differ-

ent operations on π(p). If a state pmakes a sh action
and generates a state p′, then π(p′) = {p}. If two
shifted states p′ and p′′ are equivalent, p′ ∼ p′′, we
merge π(p′) and π(p′′). If a state p makes a reduce
(rex

x or rex
y) action, p tries to combine with every

p′ ∈ π(p), and each combination generates a state r
with π(r) = π(p′). If two reduced states are equiva-
lent, we only keep one predictor states, as their pre-
dictor states are identical. If a state p fires an unx or
a st action resulting in a state u, we copy the predic-
tor states π(u) = π(p). Similar to reduce actions, if
two resulting states after applying an unx or a st ac-
tion are equivalent, we only keep the best one with
highest score (the recombined ones are only useful
for searching k-best trees).
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feature templates f(S,Q)
unigrams s0.t ◦ s0.c s0.w ◦ s0.c s1.t ◦ s1.c s1.w ◦ s1.c s2.t ◦ s2.c s2.w ◦ s2.c

s3.t ◦ s3.c q0.w ◦ q0.t q1.w ◦ q1.t q2.w ◦ q2.t q3.w ◦ q3.t s0.lc.w ◦ s0.lc.c
s0.rc.w ◦ s0.rc.c s0.u.w ◦ s0.u.c s1.lc.w ◦ s1.lc.c s1.rc.w ◦ s1.rc.c s1.u.w ◦ s1.u.c

bigrams s0.w ◦ s1.w s0.w ◦ s1.c s0.c ◦ s1.w s0.c ◦ s1.c s0.w ◦ q0.w s0.w ◦ q0.t
s0.c ◦ q0.w s0.c ◦ q0.t q0.w ◦ q1.w q0.w ◦ q1.t q0.t ◦ q1.w q0.t ◦ q1.t
s1.w ◦ q0.w s1.w ◦ q0.t s1.c ◦ q0.w s1.c ◦ q0.t
s0.c ◦ s0.lc.c ◦ s0.rc.c ◦ s1.c s0.c ◦ s0.lc.c ◦ s0.rc.c ◦ s1.c

trigrams s0.c ◦ s1.c ◦ s2.c s0.w ◦ s1.c ◦ s2.c s0.c ◦ s1.w ◦ q0.t
s0.c ◦ s1.c ◦ s2.w s0.c ◦ s1.c ◦ q0.t s0.w ◦ s1.c ◦ q0.t
s0.c ◦ s1.w ◦ q0.t s0.c ◦ s1.c ◦ q0.w

Table 1: All feature templates (43 templates based on 32 atomic features), taken from Zhu et al. (2013). si.c, si.w and
si.t denote the syntactic label, the head word, and the head tag of si. si.lc.w means the head word of the left child of
si. si.u.w means the head word of the unary root si. qi.w and qi.t denote the word and the tag of qi.

input (T1, w1)...(Tn, wn)

axioms 0 : 〈ε, (t, w1)...(Tn, wn)({</s>}, </s>)〉 : 0,∀ t ∈ T1

sh
l : 〈S, (t, w)|(T ′, w′)|Q〉 : (c, v)

l+1 : 〈S|t(w), (t′, w′)|Q〉 : (c+csh, 0)
t′ ∈ T ′,
l is even

Figure 3: Extended shift-reduce deductive system with
tagging sausage lattice, only showing sh.

In order to compute all the scores in GSS, for each
state p, we calculate the prefix score, c, which is the
total cost of the best action sequence from the initial
state to the end of state p, and the inside score v,
which is the score since the last shift (Figure 2).

The new mechanism beyond Huang and Sagae
(2010) is the non-trivial dynamic programming
treatment of unary actions (unx and st), which is not
found in dependency parsing. Note that the score
calculation is quite different from shift in the sense
that unary actions are more like reduces.

4 Incorporating Tag Lattices

It is easy to extend our deductive system to take tag-
ging sausage lattices as input. The key difference
is that the tag t associated with each word in the
input sequence becomes a set of tags T . Thus, in
the sh action, we split the state with all the possible
tags t′ in the tagset T ′ for the second word on the
queue. Figure 3 shows the deductive system, where
we only change the sh action, input and axiom. For
simplicity reasons we only present one word look
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Figure 4: The learning curves of non-DP and DP parsers
on the development set. DP achieves the best perfor-
mance at 11th iteration with 89.8%, while non-DP gets
its optimal iteration at 15th with a lower F1 89.5%.

ahead (we just need to know the tag of the first word
on the queue), but in practice, we use a look ahead of
4 words (q0..q3, see Table 1), so each shift actually
splits the tagset of the 5th word on the queue (q4).

5 Experiments

We evaluate our parsers on both Penn English Tree-
bank (PTB) and Chinese Treebank (CTB). For PTB,
we use sections 02-21 as the training, section 24 as
the dev set, and section 23 as the test. For CTB,
we use the version of 5.1, articles 001-270 and 440-
1151 as the training data, articles 301-325 as the dev
set, and articles 271-300 as the test set.

Besides training with gold POS tags, we add
k-best automatic tagging results to the training
set using a MaxEnt model with ten-way jackknif-
ing (Collins, 2000). And we automatically tag the
dev and test sets with k-best tagging sequences us-
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Figure 5: The F1 curves of non-DP and DP parsers (train
and test consistently) on the dev set.

ing the MaxEnt POS tagger (at 97.1% accuracy on
English, and 94.5% on Chinese) trained on the train-
ing set. We set k to 20 for English. And we run two
sets of experiments, 1-best vs. 20-best, for Chinese
to address the tagging issue. We train our parsers us-
ing “max-violation perceptron” (Huang et al., 2012)
(which has been shown to converge much faster than
“early-update” of Collins and Roark (2004)) with
minibatch parallelization (Zhao and Huang, 2013)
on the head-out binarized and unary-collapsed train-
ing set. We finally debinarize the trees to recover the
collapsed unary rules.

We evaluate parser performance with EVALB in-
cluding labeled precision (LP), labeled recall (LR),
and bracketing F1. We use a beam size of 32, and
pick the optimal iteration number based on the per-
formances on the dev set.

Our baseline is the shift-reduce parser without
state recombination (henceforth “non-DP”), and our
dynamic programming parser (henceforth “DP”) is
the extension of the baseline.

5.1 Learning Curves and Search Quality

Figure 4 shows the learning curves on the PTB dev
set. With a same beam width, DP parser achieves a
better performance (89.8%, peaking at the 11th it-
eration) and converges faster than non-DP. Picking
the optimal iterations for DP and non-DP models,
we test each with various beam size, and plot the F1
curves in Figure 5. Again, DP is always better than
non-DP, with 0.5% difference at beam of 64.

LR LP F1 comp.
Collins (1999) 88.1 88.3 88.2 O(n5)

Charniak (2000) 89.5 89.9 89.5 O(n5) †

Carreras (2008) 90.7 91.4 91.1 O(n4) ‡

Petrov (2007) 90.1 90.2 90.1 O(n3) †

Ratnaparkhi (1997) 86.3 87.5 86.9
O(n)Sagae (2006) 87.8 88.1 87.9

Zhu (2013) 90.2 90.7 90.4
non-DP 90.3 90.4 90.3

O(n)DP 90.7 90.9 90.8

Table 2: Final Results on English (PTB) test set (sec23).
†The empirical complexities for Charniak and Petrov are
O(n2.5) andO(n2.4), resp., ‡but Carreras is exactO(n4).

LR LP F1 POS
Charniak (2000) 79.6 82.1 80.8 -

Petrov (2007) 81.9 84.8 83.3 -
Zhu (2013) 82.1 84.3 83.2 -

Wang (2014) (1-best POS) 80.3 80.0 80.1 94.0
Wang (2014) (joint) 82.9 84.2 83.6 95.5

non-DP (1-best POS) 80.7 80.5 80.6 94.5
non-DP (20-best POS) 83.3 83.2 83.2 95.5

DP (20-best POS) 83.6 84.2 83.9 95.6

Table 3: Results on Chinese (CTB) 5.1 test set.

5.2 Final Results on English

Table 2 shows the final results on the PTB test set.
The last column shows the empirical time com-
plexity. Our baseline parser achieves a competitive
score, which is higher than Berkeley even with a lin-
ear time complexity, and is comparable to Zhu et al.
(2013). Our DP parser improves the F1 score by
0.5 points over the non-DP, and achieves the best F1
score among empirical linear-time parsers.

5.3 Sausage Lattice Parsing

To alleviate the propagation of errors from POS tag-
ging, we run sausage lattice parsing on both Chinese
and English, where Chinese tagging accuracy signif-
icantly lag behind English.

Table 3 shows the F1 score and POS tagging ac-
curacy of all parsing models on the Chinese 5.1 test
set. Our MaxEnt POS tagger achieves an accuracy
of 94.5% on 1-best outputs, and an oracle score of
97.1% on 20-best results. The average number of
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tags for each word in the 20-best list is 1.1.
The joint tagging and parsing approach of Wang

and Xue (2014) improves the F1 score from 80.1%
to 83.6% (see lines 4 and 5). We instead use sausage
lattices, a much cheaper way. The non-DP (1-best
POS) and non-DP (20-best POS) lines show the ef-
fectiveness of using sausage lattices (+1.1 for tag-
ging and +2.6 for parsing). As Wang and Xue (2014)
is a non-DP model, it is comparable to our non-DP
results. With the help of 20-best tagging lattices, we
achieve the same tagging accuracy at 95.5%, but still
0.4 worse on the F1 score than the joint model. It
suggests that we need a larger k to catch up the gap.
But our DP model boosts the performance further to
the best score at 83.9% with a similar set of features.

The last two lines (non-DP and DP) in Table 2
show our English lattice parsing results. So we run
another baseline with the non-DP English parser on
1-best POS tags, and the baseline achieves a tagging
accuracy at 97.11 and an F1 score at 90.1. Com-
paring to the tagging accuracy (97.15) and F1 score
(90.3) of our non-DP lattice parser, sausage lattice
parsing doesn’t help the tagging accuracy, but helps
parsing a little by 0.2 points. The statistics show that
2 percent of POS tags in the lattice parsing result
are different from the baseline, and those differences
lead to a slight improvement on parsing.

6 Conclusions

In this paper, we present a dynamic programming al-
gorithm based on graph-structured stack (GSS) for
shift-reduce constituency parsing, and extend the al-
gorithm to take tagging sausage lattices as input. Ex-
periments on both English and Chinese treebanks
show that our DP parser outperforms almost all other
parsers except of Carreras et al. (2008), which runs
in a much higher time complexity.
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Abstract

Transcribing documents from the printing
press era, a challenge in its own right, is
more complicated when documents interleave
multiple languages—a common feature of
16th century texts. Additionally, many of
these documents precede consistent ortho-
graphic conventions, making the task even
harder. We extend the state-of-the-art his-
torical OCR model of Berg-Kirkpatrick et al.
(2013) to handle word-level code-switching
between multiple languages. Further, we en-
able our system to handle spelling variabil-
ity, including now-obsolete shorthand systems
used by printers. Our results show average rel-
ative character error reductions of 14% across
a variety of historical texts.

1 Introduction

Transcribing documents printed on historical print-
ing presses poses a number of challenges for OCR
technology. Berg-Kirkpatrick et al. (2013) presented
an unsupervised system, called Ocular, that han-
dles the types of noise that are characteristic of pre-
20th century documents and uses a fixed monolin-
gual language model to guide learning. While this
approach is highly effective on English documents
from the 18th and 19th centuries, problems arise
when it is applied to older documents that feature
code-switching between multiple languages and ob-
solete orthographic characteristics.

In this work, we address these issues by devel-
oping a new language model for Ocular. First, to
handle multilingual documents, we replace Ocular’s
simple n-gram language model with an unsuper-
vised model of intrasentential code-switching that

allows joint transcription and word-level language
identification. Second, to handle orthographic vari-
ation, we provide an interface that allows individ-
uals familiar with relevant languages to guide the
language model with targeted orthographic informa-
tion. As a result, our system handles inconsistent
spelling, punctuation, and diacritic usage, as well as
now-obsolete shorthand conventions used by print-
ers.

We evaluate our model using documents from the
Primeros Libros project, a digital archive of books
printed in the Americas prior to 1601 (Dolan, 2012).
These texts, written in European and indigenous lan-
guages, often feature as many as three languages
on a single page, with code-switching occurring on
the chapter, sentence, and word level. Orthographic
variations are pervasive throughout, and are particu-
larly difficult with indigenous languages, for which
writing systems were still being developed.

Our results show improvements across a range of
documents, yielding an average 14% relative charac-
ter error reduction over the previous state-of-the-art,
with reductions as high as 27% on particular texts.

2 Data

Writing during the early modern period in Europe
was characterized by increasing use of vernacu-
lar languages alongside Latin, Greek, and Hebrew.
In the colonies, this was matched by the develop-
ment of grammars and alphabetic writing systems
for indigenous languages (see Eisenstein (1979) and
Mignolo (1995)). In all cases, orthographies were
regionally variable and subject to the limited re-
sources of the printing houses; this is particularly
true in the Americas, where resources were scarce,
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ligature diacritic

non-standard character obsolete
spelling elision character

Input:
Language model: praesertim urgente causa

Figure 1: An example OCR input showing the origi-
nal image and an example of an equivalent modern-
ized text similar to data used to train the LM.

and where indigenous-language orthographies were
first being developed (Baddeley and Voeste, 2013).

The 349 digital facsimiles in the Primeros Li-
bros collection are characteristic of this trend. Pro-
duced during the first century of Spanish coloniza-
tion, they represent the introduction of printing tech-
nology into the Americas, and reflect the (sometimes
conflicted) priorities of the nascent colony, from re-
ligious orthodoxy to conversion and education.

For our experiments, we focus on multilingual
documents in three languages: Spanish, Latin, and
Nahuatl. As Berg-Kirkpatrick et al. (2013) show, a
language model built on contemporaneous data will
perform better than modern data. For this reason, we
collected 15–17th century texts from Project Guten-
berg,1 producing Spanish and Latin corpora of more
than one million characters each. Due to its relative
scarcity, we augmented the Nahuatl corpus with a
private collection of transcribed colonial documents.

3 Baseline System

The starting point for our work is the Ocular system
described by Berg-Kirkpatrick et al. (2013). The
fonts used in historical documents are usually un-
known and can vary drastically from document to
document. Ocular deals with this problem by learn-
ing the font in an unsupervised fashion – directly
from the input historical document. In order to ac-
complish this, the system uses a specialized gener-
ative model that reasons about the main sources of
variation and noise in historical printing. These in-
clude the shapes of the character glyphs, the hor-
izontal spacing between characters, and the verti-

1http://www.gutenberg.org/

cal offset of each character from a common base-
line. Additionally, since documents exhibit variable
inking levels (where individual characters are often
faded or smeared with blotched ink) the system also
models the amount of ink applied to each type piece.

The generative process operates as follows. First,
a sequence of character tokens is generated by a
character n-gram language model. Then, bounding
boxes for each character token are generated, con-
ditioned on the character type, followed by verti-
cal offsets and inking levels. Finally, the pixels in
each bounding box are generated, conditioned on the
character types, vertical offsets, and inking levels.
In this work, we focus on improving the language
model, and leave the rest of the generative process
untouched.

4 Language Model

We present a new language model for Ocular that is
designed to handle issues that are characteristic of
older historical documents: code-switching and or-
thographic variability. We extend the conventional
character n-gram language model and its training
procedure to deal with each of these problems in
turn.

4.1 Code-Switching

Because Ocular’s character n-gram language
model (LM) is fixed and monolithic, even when it is
trained on corpora from multiple languages, it treats
all text as a single “language”—a multilingual blur
at best. As a result, the system cannot model the fact
that different contiguous blocks of text correspond
to specific languages and thus follow specific statis-
tical patterns. In order to transcribe documents that
feature intrasentential code-switching, we replace
Ocular’s simple n-gram LM with one that directly
models code-switching by representing language
segmentation as a latent variable.

Our code-switching LM generates a sequence of
pairs (ei,`i) where ei is the current character and `i is
the current language. The sequence of languages `i
specifies the segmentation of generated text into lan-
guage regions. Our LM is built from several compo-
nent models: First, for each language type `, we in-
corporate a standard monolingual character n-gram
model trained on data from language `. The com-
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ponent model corresponding to language ` is called
P CHAR
` . Second, our LM also incorporates a model

that governs code-switching between languages. We
call this model P LANG. The generative process for
our LM works as follows. For the ith character posi-
tion, we first generate the current language `i condi-
tioned on the previous character ei−1 and the previ-
ous language `i−1 using P LANG. Then, conditioned
on the current language li and the previous n − 1
characters, we generate the current character ei us-
ing P CHAR

`i
. This means that the probability of pair

(ei,`i) given its context is computed as:

P LANG(`i | ei−1, `i−1) · P CHAR
`i

(ei | ei−1 ... ei−n+1)

We parameterize P LANG in a way that enforces
two constraints. First, to ensure that each word is
assigned a single language, we only allow language
transitions for characters directly following whites-
pace (a space character or a page margin, unless the
character follows a line-end hyphen). Second, to
resist overly frequent code-switching (and encour-
age longer spans), we let a Bernoulli parameter κ
specify the probability of choosing to draw a new
language at a word boundary (instead of determin-
istically staying in the same language). By setting
κ low, we indicate a strong belief that language
switches should be infrequent, while still allowing a
switch if sufficient evidence is found in the image.2

Finally, we parameterize the frequency of each lan-
guage in the text. Specifically, for each language `,
a multinomial parameter θ` specifies the probability
of transitioning to ` when you draw a new language.
We learn this group of multinomial parameters, θ`
for each language, in an unsupervised fashion, and
in doing so, adapt to the proportions of languages
found in the particular input document. Thus, using
our parameterization, the probability of transitioning
from language ` to `′, given previous character e, is:

P LANG(`′ | e, `) =
(1− κ) + κ · θ`′ if e = space and ` = `′

κ · θ`′ if e = space and ` 6= `′

1 if e 6= space and ` = `′

0 if e 6= space and ` 6= `′

2We use κ = 10−6 across all experiments.

original → replacement
à a
á a

que q̃
per p̃
ce ze
x j
j x

an ã
〈space〉h 〈space〉

be ve
u v
v u

oracion or̃on

Table 1: An example subset of the orthographic re-
placement rules for Spanish.

Finally, because our code-switching LM uses
multiple separate language-specific n-gram models
P CHAR
` , we are able to maintain a distinct set of valid

characters for each language. By restricting each
language’s model to the set of characters in the cor-
pus for that language, we can push the model away
from incompatible languages during transcription if
it is confident about certain rare characters, and limit
the search space by reducing the number of charac-
ter combinations considered for any given position.
We also include, for all languages, a set of punctua-
tion symbols such as ¶ and § that appear in printed
books but not in the LM training data.

4.2 Orthographic Variability

The component monolingual n-gram LMs must be
trained on monolingual corpora in their respective
languages. However, due to the lack of codified
orthographic conventions concerning spelling, dia-
critic usage, and spacing, compounded by the liberal
use of now-obsolete shorthand notations by print-
ers, statistics gleaned from available modern corpora
provide a poor representation of the language used in
the printed documents. Even 16th century texts on
Project Gutenberg tend to be written, for the benefit
of the reader, using modern spellings. The discon-
nect between the orthography of the original docu-
ments and modern texts can be seen in Figure 1. To
address these issues, we introduced an interface for
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author Gante Anunciación Sahagún Rincón Bautista Macro Average
pub. year 1553 1565 1583 1595 1600 WER

CER WER CER WER CER WER CER WER CER WER CER WER w.p.
Ocular 13.7 55.9 15.7 53.6 10.8 44.3 11.6 38.4 9.7 25.7 12.3 43.6 56.6
+code-switch 12.8 55.0 14.6 53.8 9.6 38.7 10.7 35.4 8.8 24.5 11.3 41.5 53.5
+orth. var. 13.5 55.3 14.1 51.6 8.4 34.9 9.5 31.0 7.1 18.2 10.5 38.2 51.0

Table 2: Experimental results for each book, and average across all books. Columns show Character Error
Rate (CER) or Word Error Rate (WER; excluding punctuation). The final column gives the average WER

including punctuation (w.p.). The Ocular row is the previous state-of-the-art: Berg-Kirkpatrick et al. (2013).
The second row uses our code-switching model, and the third additionally handles orthographic variability.

Gan. (1553)
Anu. (1565)
Sah. (1583)
Rin. (1595)
Bau. (1600)

Table 3: An example line from each test book.

incorporating orthographic variability into the train-
ing procedure for the component LMs.

For our experiments, we built Latin, Nahuatl, and
Spanish variability rulebanks by asking language ex-
perts to identify spelling anomalies from among sev-
eral sample pages from Primeros Libros documents,
and specify rewrite rules that map modern spellings
back to variant spellings; we also drew on data from
paleographic textbooks. Example rules can be seen
in Table 1. These rules are used to rewrite corpus
text before the LMs are trained; for instance, every
nth occurrence of en in the Spanish corpus might be
rewritten as ẽ. This approach reintroduces histori-
cally accurate orthographic variability into the LM.

5 Experiments

We compare to Ocular, the state of the art for his-
torical OCR.3 Since Ocular only supports monolin-
gual English OCR, we added support for alterna-
tive alphabets, including diacritics and ligatures, and
trained a single mixed-language model on a com-
bined Spanish/Latin/Nahuatl corpus.

We evaluate our model on five different books
from the Primeros Libros collection, representing a
variety of printers, presses, typefaces, and authors
(Table 3). Each book features code-switching be-

3http://nlp.cs.berkeley.edu/projects/ocular.shtml

tween Spanish, Latin, and Nahuatl. For each book, a
font was trained on ten (untranscribed) pages using
unsupervised learning procedure described by Berg-
Kirkpatrick et al. (2013). The font was evaluated on
a separate set of ten pages, manually transcribed.4

6 Results and Analysis

Our overall results (Table 2) show improvements on
every book in our evaluation, achieving as high as
29% relative word-error (WER) reduction.

Replacing Ocular’s single mixed-language LM
with our unsupervised code-switch model results in
immediate improvements. An example of transcrip-
tion output, including the language-assignments
made by the model, can be seen in Figure 2.

Further improvements are seen by handling ortho-
graphic variation. Figure 3 gives an example of how
a single spelling variation can lead to a cascade of
transcription errors. Here, the baseline system, con-
fused by the elision of the letter n in the word mẽtira
(from mentira, “lie”), transcribed it with an entirely
different word (merita, “merit”). When our handling
of alternate spellings is employed, the LM has good
statistics for character sequences including the char-
acter ẽ, and is able to decode the word correctly.

There are several explanations for the differences
in results among the five evaluation books. First, the
two oldest texts, Gante and Anunciación, use Gothic
fonts that are more difficult to read and feature capi-
tal letters that are nearly impossible for the model to
recognize (see Table 3). This contributes to the high
character error rates for those books.

Second, the word error rate metric is complicated
by the inconsistent use of spaces in Nahuatl writ-

4Hyperparameters were set to be consistent with Berg-
Kirkpatrick et al. (2013).
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Ay proprio vocablo de logró, que es tetech -
tlaixtlapanaliztli, tetechtla miec caquixtiliztli,
y para dezir di te a logro? Cuix tetech otitlaix-

Figure 2: A passage with Spanish/Nahuatl code-
switching, and our model’s language-coded output.
(Spanish in blue; Nahuatl in red/italics.)

no variation handling mentira merita
handling variation mentira mẽtira

Figure 3: Two variants of the same word (mentira),
pulled from the same page of text. The form men-
tira appears in the LM training corpus, but the short-
hand mẽtira does not. Without special handling, the
model does not know that mẽtira is valid.

ing, falsely claiming “word” errors when all charac-
ters are correct. Use of spaces is not standardized
across the printed books, or across the digitized LM
training corpora, and is still in fact a contested is-
sue among modern Nahuatl scholars. While it is im-
portant for the transcription process to insert spaces
appropriately into the Spanish and Latin text (even
when the printer left little, as with ypara in Figure 2),
it is difficult to assess what it means for a space to
be “correctly” inserted into Nahuatl text. Rincón and
Bautista contain relatively less Nahuatl text and are
affected less by this problem.

A final source of errors arises when our model
“corrects” the original document to match modern
conventions, as with diacritics, whose usages were
less conventionalized at the time these books were
printed. For example, the string numero is often
transcribed as número, the correct modern spelling.

7 Conclusions and Future Work

We have demonstrated an unsupervised OCR model
that improves upon Berg-Kirkpatrick et al. (2013)’s
state-of-the-art Ocular system in order to effectively
handle the code-switching and orthographic vari-
ability prevalent in historical texts. In addition to

transcribing documents, our system also implicitly
assigns language labels to words, allowing their us-
age in downstream tasks. We have also presented a
new corpus, with transcriptions, for the evaluation
of multilingual historical OCR systems.

Our system, as currently designed, attempts to
faithfully transcribe text. However, for the purposes
of indexability and searchability of these documents,
it may be desirable to also produce canonicalized
transcriptions, for example collapsing spelling vari-
ants to their modern forms. Fortunately, this can
be done in our approach by running the variability
rewrite rules “backward” as a post-processing step.

Further technical improvements may be made by
having the system automatically attempt to boot-
strap the identification of spelling variants, a pro-
cess that could complement our approach through
an active learning setup. Additionally, since even
our relatively simple unsupervised code-switch lan-
guage modeling approach yielded improvements to
OCR performance, it may be justified to attempt the
adaptation of more complex code-switch recogni-
tion techniques (Solorio et al., 2014).

The automatic transcription of the Primeros Li-
bros collection has significant implications for
scholars of the humanities interested in the role that
inscription and transmission play in colonial history.
For example, there are parallels between the way
that the Spanish transformed indigenous languages
into Latin-like writing systems (removing “noise”
like phonemes that do not exist in Latin), and the
way that the OCR tool transforms historical printed
documents into unicode (removing “noise” like arti-
facts of the printing process and physical changes
to the pages); in both instances, arguably impor-
tant information is lost. We present some of these
ideas at the American Comparative Literature As-
sociation’s annual meeting, where we discuss the
relationship between sixteenth century indigenous
orthography and Ocular’s code-switching language
models (Alpert-Abrams and Garrette, 2015).
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Abstract

Citation sentences (citances) to a reference ar-
ticle have been extensively studied for sum-
marization tasks. However, citances might not
accurately represent the content of the cited
article, as they often fail to capture the con-
text of the reported findings and can be af-
fected by epistemic value drift. Following
the intuition behind the TAC (Text Analysis
Conference) 2014 Biomedical Summarization
track, we propose a system that identifies text
spans in the reference article that are related
to a given citance. We refer to this problem
as citance-reference spans matching. We ap-
proach the problem as a retrieval task; in this
paper, we detail a comparison of different ci-
tance reformulation methods and their combi-
nations. While our results show improvement
over the baseline (up to 25.9%), their absolute
magnitude implies that there is ample room for
future improvement.

1 Introduction

The size of scientific literature has increased dra-
matically during recent decades. In biomedical do-
main for example, PubMed – the largest repository
of biomedical literature – contains more than 24 mil-
lion articles. Thus, there is a need for concise pre-
sentation of important findings in the scientific arti-
cles being published. Text summarization of scien-
tific articles is a method for such presentation. One
obvious form of scientific summaries, is the abstract
of the articles. Another type of scientific summaries
relates to citance-based summaries which are sum-
maries created using the set of citations to a refer-
ence article. This kind of summary covers some
aspects of the reference article which might not be
present in its abstract (Elkiss et al., 2008).

Citances often cover important and novel insights
about findings or aspects of a paper that others

Reference Article
(Voorhoeve et al., 2006): “These miRNAs neutralize p53-mediated
CDK inhibition, possibly through direct inhibition of the expression
of the tumor suppressor LATS2.”

Citing Article
(Okada et al., 2011): “Two oncogenic miRNAs, miR-372 and miR-
373, directly inhibit the expression of Lats2, thereby allowing tu-
morigenic growth in the presence of p53 (Voorhoeve et al., 2006).”

Figure 1: Example of epistemic value drift from
(De Waard and Maat, 2012). The claim in (Voorhoeve
et al., 2006) becomes fact in (Okada et al., 2011).

have found interesting; thus, they capture contribu-
tions that had an impact on the research community
(Elkiss et al., 2008; Qazvinian and Radev, 2008).

In the past, many have focused on citance extrac-
tion and citance-based summarization. Example of
citance extraction include (Siddharthan and Teufel,
2007), who used a machine learning approach with
linguistic, lexical, statistical and positional features,
and (Kaplan et al., 2009), who studied a coreference
resolution based approach. Citance extraction has
been also studied in the context of automatic sum-
marization. For example, (Qazvinian and Radev,
2010) proposed a framework based on probabilis-
tic inference to identify citances, while (Abu-Jbara
and Radev, 2011) approached the problem as a clas-
sification task. In the biomedical domain, the use of
citances was first studied by (Nakov et al., 2004).

While useful, citances by themselves lack the ap-
propriate evidence to capture the exact content of
the original paper, such as circumstances, data and
assumptions under which certain findings were ob-
tained. Citance-based summaries might also modify
the epistemic value of a claim presented in the cited
work (De Waard and Maat, 2012); that is, they might
report a preliminary result or a claim as a definite
fact (example in figure 1).

Recently, a new track at TAC has been introduced
to explore ways to generate better citance-based

1042



summaries1. One way to achieve this, is to link ci-
tances to text spans in the reference article to ob-
tain a more informative collection of sentences rep-
resenting the reference article (figure 2). A frame-
work designed to solve such problem requires two
components: (i) a method to identify the most rel-
evant spans of text in the reference text and (ii) a
system to automatically generate a summary given a
set of citances and reference spans.

In this paper, we propose an information retrieval
approach designed to address the first task. We ex-
plore the impact of several query reformulation tech-
niques – some domain independent, others tailored
to biomedical literature – on the performance of the
system. Furthermore, we apply combined refor-
mulations, which yields an additional improvement
over any single method (25% over the baseline).

As a related area, passage retrieval in biomedical
articles has been studied in the context of the ge-
nomics track (Hersh et al., 2006; Hersh et al., 2007)
and in following efforts (Urbain et al., 2008; Urbain
et al., 2009; Chen et al., 2011). In these works, the
goal is to find passages that relate to a given term
or keyword (e.g. GeneRIF). In contrast, our system
considers citances as queries, which are substan-
tially longer than keyword-based queries and have
a syntactical structure.

In summary, our contributions are: (i) A
search-based, unsupervised (thus easily scalable to
other domains) approach to citance-reference spans
matching and (ii) adaptation of various query refor-
mulation techniques for the citatnce-refrence span
matching.

2 Methodology

The goal of the proposed system is to retrieve text
spans from the reference paper that match the find-
ing(s) each citance is referring to. We approach this
problem as a search task. That is we consider the ci-
tance as a query and the reference text spans as doc-
uments. Then, using a retrieval model along with
query reformulation, we find the most relevant text
spans to a given citance. Our methodology consist
of the following steps:

1. Create sentence level index from the reference
article.

1http://www.nist.gov/tac/2014/BiomedSumm/

Citing Article Reference Article
...Indeed, shRNA knockdown of Myc in iKras 
PDAC cells significantly downregulated the 
expression of metabolism genes in the glycolysis, 
HBP, and nonoxidative PPP pathways (Figures 
S7E and S7F). Another possible candidate 
mediator of Kras-induced transcriptional changes 
of metabolism genes was HIF1α. Although there 
was some enrichment of HIF1α promoter 
elements in the Kras transcriptional changes, 
knockdown of HIF1α had only minimal impact 
on metabolic enzyme expression (data not 
shown). Together, our data indicates that the 
MAPK pathway and Myc-directed transcriptional 
control play key roles for KrasG12D-mediated 
metabolic reprogramming in PDAC…

…There has been much interest recently in the 
revival of the suggestion that altered metabolism 
can contribute to, as well as respond to, 
oncogenic transformation. Several elegant studies 
have illustrated the importance of metabolic 
transformation in cancer development (Freed-
Pastor et al., 2012; Locasale et al., 2011; Schafer 
et al., 2009; Ying et al., 2012), although there is 
limited information about how these metabolic 
changes may impact on tumorigenicity in vivo. 
The regulation of glucose metabolism by TIGAR 
may have several important consequences; while 
the contribution of TIGAR to antioxidant activity 
has been shown in several cell systems (Bensaad 
et al., 2006; Li and Jogl, 2009; Wanka et al., 
2012)… 

Citance Article Reference Article

(Cheung et al., 2013) (Ying et al., 2012)

Figure 2: Example of a citance/reference article pair from
the TAC training set1. The text in the red box on the left is
referred to as the citance text, while the text in the green
boxes on the right is referred to as the reference text.

2. Apply query reformulation to the given citance
and retrieve the most relevant spans.

3. Rerank and merge the retrieved spans that cor-
rectly describe the citance.

We will describe each step in the following sections.

2.1 Creating the index
To create an index of spans, each reference arti-

cle is tokenized at a sentence level using the Punkt
tokenize (Kiss and Strunk, 2006). Because each
relevant reference span in the reference text can be
formed by several consecutive sentences (according
to the annotation guidelines, each span can consist
of one up to five consecutive sentences), we index
text spans comprised of one up to five sentences.

2.2 Retrieval model
We evaluated the performance of several retrieval

models during experimentation, i.e. vector space
model (Salton et al., 1975), probabilistic BM25
(Robertson and Zaragoza, 2009), divergence from
randomness (DFR) (Amati and Van Rijsbergen,
2002), and language models (Ponte and Croft, 1998)
with Dirichlet priors. All models showed very sim-
ilar performances (with only DFR constantly under-
performing all other models) and we did not observe
any statistically significant differences between each
set of runs. Therefore, we opted for the vector space
model as our retrieval model.

2.3 Query reformulation
We apply several query reformulation techniques

to the citance to better retrieve the related text
spans. We leverage both general and domain specific
query reformulations for this purpose. Specifically,
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we use biomedical concepts, ontology information,
keyphrases and the syntactic structure of the citance.

2.3.1. Unmodified query (baseline): The citance
after removing stop words, numeric values and cita-
tion markers (i.e. the actual indicator of the citation)
serves as our baseline.

2.3.2. Biomedical concepts (UMLS-reduce): We
remove from the query those terms that do not map
to any medical concept in the UMLS1 metathesaurus.
We use MetaMap (Aronson, 2001) to map biomed-
ical expressions in the citances to UMLS concepts.
More specifically, our heuristic greedily matches the
longest expressions in the citance to concepts in
the UMLS metathesaurus; such strategy was deemed
the most appropriate after experimenting with var-
ious matching approaches. We limited the scope
of UMLS-reduce to SNOMED Clinical Terms (Bos
et al., 2006) collection of UMLS and the “preferred
concepts” (i.e., concepts that are determined by the
National Library of Medicine to provide the best
representation for a concept); terms that are not
mapped to any UMLS concept were removed.

2.3.3. Noun phrases (NP): Citances include many
important biological concepts, often appearing as
noun phrases. For this reason, we reformulate ci-
tance by only keeping noun phrases and filtering out
other parts of speech. We retain noun phrases that
consist of up to 3 terms, as longer phrases were em-
pirically determined to be too specific. Stopwords
are removed from noun phrases.

2.3.4. Keyword based (KW): We consider a statis-
tical measure for identifying key terms in the ci-
tance. Specifically, we computed the idf 2 of the
terms in the citance in a domain-specific corpus to
evaluate their importance. Given the domain of our
dataset, we used the Open Access Subset of PubMed
Central3. We filter out the terms whose idf value is
less than a fixed threshold (after empirical evalua-
tion, this threshold was set to 2.5).

2.3.5. Biomedical expansion (UMLS-expand): The
terminology used by the citing author and the refer-
enced author is not necessarily identical. Multiple
1http://www.nlm.nih.gov/research/umls/
2Inverted Document Frequency
3http://www.ncbi.nlm.nih.gov/pmc/

terms or multi-word expressions can be mapped to
the same concepts and each author might use their
own choice of terms for describing a concept. In this
approach, we add related terminology to the impor-
tant concepts in the citance to solve this issue. Since
our dataset consists of articles from biomedical lit-
erature, we took advantage of the UMLS metathe-
saurus to expand terms or multi-word expressions
with their synonyms. We did not enforce any thresh-
old for the number of terms added by UMLS-expand.
However, in order to prevent query drift, we ex-
panded citances using only UMLS’s ”preferred con-
cepts” and concepts from the ”SNOMED Clinical
Terms” (SNOMED CT) terminology.

2.3.6. Combined reformulation: Due to the nar-
rative structure of citances and their relative long
length, using all citance terms for expansion is likely
to cause query drift. Therefore, we first reduce the
citance using one of previously described reduction
approaches and then apply query expansion. In de-
tail, we evaluated the combination of noun phrases
and UMLS expansion, as well as UMLS reduction and
expansion.

2.4 Combining retrieved spans
Due to our indexing strategy described in sec-

tion 2.1, some text spans retrieved by the search
engine could overlap with each other. Intuitively,
if a span containing multiple contiguous sentences
{s1, . . . , sl} is retrieved alongside any of its con-
stituent sentences si, its relevance score should be
increased to account for the relevance of si.

We exploited such intuition by adding the score
of each span with the score of any of the constituent
sentences or sub-spans retrieved alongside it. Af-
ter the score is updated, the constituent sentences or
sub-spans are removed from the list of retrieved re-
sults. Finally, because the number of reference spans
indicated by the annotators in our data set is at most
three, the system returns the top three results.

It is worth mentioning that we also looked at
some other query reformulation approaches such as
pseudo relevance feedback (Buckley et al., 1995)
and Wikipedia based biomedical term filtering (Co-
han et al., 2014); however, our experimentations
should that these methods performed substantially
worse than the baseline, consequently, we do not re-
port those results nor their relevant discussions.
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Type of agreement Count Average overlap
Full agreement 2 100%
Partial agreement between
all annotators 66 21.7± 15.4%
Partial agreement between
a majority of annotators 121 19.2± 11.4%
Partial agreement between
a minority of annotators 113 27.0± 15.9%
No agreement at all 11 0%

Table 1: Levels of agreement between annotators. The
4 annotators fully agree on just 2 of the 313 annotations.
In most cases, a majority (3 annotators) or a minority (2
annotators) agrees on a portion of reference spans, indi-
cating that the task is not trivial even for domain experts.

3 Evaluation and Dataset

The system was evaluated on TAC 2014 Biomedi-
cal Summarization track training dataset. It consists
of 20 topics, each of which contains between 10 to
20 citing articles and 1 reference article. For each
topic, four domain experts were asked to identify
the appropriate reference spans for each citance in
the reference text. To better understand the dataset,
we analyzed the agreement between annotators (ta-
ble 1). This table shows that the overall agreement
is relatively low.

We used two sets of metrics for evaluation of the
task. The first one is based on the weighted overlaps
between the retrieved spans and the correct spans
designated by annotators and is meant to reward
spans overlapping with the ground truth. Weighted
recall and precision for a system returning span S
with respect to a set of M annotators, consisting of
gold spans G1, ..., GM are defined as follows:

Recall def=
∑M

i=1 |S ∩Gi|∑M
i=1 |Gi|

Prec def=
∑M

i=1 |S ∩Gi|
M × |S| (1)

The overall score of the system is the mean F-1
(harmonic mean of the weighted precision and re-
call) over all the topics.

Based on the weighted F-1 score, a method could
be penalized for retrieving any spans that are not
indicated as gold spans by the annotators. Even
if those spans are semantically similar to the gold
spans, they will not receive any score. This is not
ideal because, as the high disagreement shown in
table 1 implies, gold spans by offset locations are
highly controversial. For this reason, we also con-
sidered ROUGE-L (Lin, 2004) as another evalua-

tion metric, as it rewards a method for retrieving
spans that are similar to the gold spans. Specifically,
ROUGE-L, takes into account the sentence similar-
ity by considering the longest in sequence n-grams
between the retrieved spans and gold spans.

4 Results and discussion

The problem of matching citations with cited spans
in scientific articles is a new task and to the best
of our knowledge, there is no prior work on this
task. Thus to evaluate the effectiveness of our differ-
ent methods, we compared the performance of our
proposed approaches against the unmodified query
baseline. The results are shown in Table 2.

Interestingly, we observe that UMLS-reduce per-
forms worse than the baseline in terms of F-1. This
can be attributed to the fact that multiple expressions
in the biomedical literature can be used to refer to
the same concept. Such diversity is not captured by
UMLS-reduce, as it only performs query reduction.
Moreover, a citance often contains expressions that,
while not mapping to any biomedical concepts, pro-
vide useful context and therefore are fundamental in
conveying the meaning of the citance (we will re-
fer to such expressions as supporting expressions in
the reminder of the paper). These supporting expres-
sions are not captured by UMLS-reduce.

NP outperforms the baseline (+18.8% F-1). This
outcome is expected, as most important biomedical
concepts in the citance are noun phrases. Moreover,
supporting expressions are also captured, as most of
them are noun phrases.

KW also shows promising results (+11.5% F-1
and +15.2% ROUGE-L F-1 improvement), proving
that the idf of the terms in citance over a large
biomedical corpus is a valid measure of their infor-
mativeness for this task.

When comparing KW and NP, we notice that the
former obtains higher precision values than the lat-
ter; this outcome is reversed with respect to recall
(i.e., NP’s recall is higher than KW’s). Such behav-
ior can be motivated by the fact that NP, as it ex-
tracts noun phrases that are likely to appear in the
gold reference span, has a higher chance of retriev-
ing relevant sections of the reference text. However,
NP is more likely to retrieve non-relevant spans, as
the extracted noun phrases, which are often describ-
ing the main findings of the cited paper, are preva-
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Recall Precision F-1 ROUGE-L Recall ROUGE-L Prec ROUGE-L F-1
baseline 0.169 0.152 0.156 0.496 0.200 0.280
UMLS-reduce 0.132 (-22.0%) 0.146 (-4.08%) 0.136 (-12.5%) 0.496 (0.0%) 0.224* (12.0%) 0.293 (4.8%)
KW 0.173* (3.0%) 0.193** (27.6%) 0.174** (11.5%) 0.491 (-0.1%) 0.273** (36.3%) 0.323** (15.2%)
NP 0.199** (18.3%) 0.178** (17.6%) 0.185** (18.8%) 0.550** (11.1 %) 0.211* (5.5 %) 0.280 (0.0%)
UMLS-expand 0.182** (8.1%) 0.148 (-2.1%) 0.160* (3.2 %) 0.498 (0.5%) 0.245** (22.2%) 0.315** (12.3%)

UMLS-reduce +
UMLS-expand 0.201** (19.6%) 0.179** (18.0%) 0.187** (20.0%) 0.558** (12.6 %) 0.209** (4.4 %) 0.293* (4.4%)

NP +
UMLS-expand 0.180* (7.1%) 0.224** (47.8%) 0.196** (25.9%) 0.501 (1.13%) 0.280** (39.9%) 0.333** (18.8%)

Table 2: Results for reference span matching; KW: reduction using KeyWords; NP: reduction using Noun Phrases;
UMLS-expand: expansion using UMLS; UMLS-reduce: reduction using UMLS; * (**) indicates statistical significance
at p < 0.05 (p < 0.01) using student’s t-test over the baseline.

lent throughout the reference article. On the other
hand, KW selects highly discriminative terms which
are highly effective in retrieving some relevant ref-
erence spans, but might not appear in others.

We observe that UMLS-expand, by adding related
concepts to the query, achieves significant improve-
ment over the baseline in terms of recall (+8.1%).
Such improvement is expected, as UMLS-expand
augments the citance with all possible formulations
of the detected biomedical concepts. However, its
precision is only comparable with the baseline, as it
does not remove any noisy terms from the citance.
Interestingly, we notice that its ROUGE-L precision
greatly outperforms the baseline (+22.2%). This be-
havior is motivated by the fact that UMLS-expand,
even when not retrieving all the correct reference
spans, extracts certain parts of the reference articles
that share many biomedical concepts with the gold
spans, thus achieving high structural similarity.

The two combined methods (NP + UMLS-expand
and UMLS-reduce + UMLS-expand) obtain the best
overall performance compared to the baseline.
UMLS-reduce + UMLS-expand obtains the highest
recall among all methods. This outcome directly
depends on the fact that all the synonyms of a cer-
tain biomedical concept are captured using UMLS-
expand. However, unlike UMLS-expand, this com-
bined method also achieves statistically significant
improvement in terms of precision, as UMLS-reduce
removes terms that can cause query drift.

NP + UMLS-expand has the highest overall per-
formance, achieving a 25.9% increase over the base-
line in terms of F-1, and an 18.8% increase in terms
of ROUGE-L F-1. As previously mentioned, noun
phrases are highly effective in identifying relevant
biomedical concepts, as well as supporting expres-

sions. Given the addition of UMLS-expand, syn-
onyms of the extracted noun phrases are also con-
sidered, further increasing the chance of retrieving
relevant reference spans.

The limited performance of all methods in terms
of the overall weighted F-1 and ROUGE-L scores is
expected due to the difficulty of the task, as further
corroborated by the low agreement between annota-
tors. As previously stated, this makes the task partic-
ularly challenging for any system, as identifying the
most appropriate reference spans is highly nontriv-
ial even for domain experts. Nevertheless, while full
agreement between domain experts is not present,
as it is shown in table 1, more than 60% of the time,
annotators agree – at least partially – on the position
of the reference spans. This makes the task worth
exploring.

5 Conclusion

In this paper, we propose an information retrieval
approach for the problem of matching reference text
spans with citances. Our approach takes advan-
tage of several general and domain specific query
reformulation techniques. Our best performing
method obtains a significant increase over the base-
line (25.9% F-1). However, as the absolute perfor-
mance of the system indicates, the task of identify-
ing matching reference spans to a given citance is
highly non trivial. This fact is also reflected by the
high disagreement between domain experts annota-
tions and suggests that further exploration of the task
is needed.
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Abstract

A major opportunity for NLP to have a real-
world impact is in helping educators score stu-
dent writing, particularly content-based writ-
ing (i.e., the task of automated short answer
scoring). A major challenge in this enterprise
is that scored responses to a particular ques-
tion (i.e., labeled data) are valuable for mod-
eling but limited in quantity. Additional in-
formation from the scoring guidelines for hu-
mans, such as exemplars for each score level
and descriptions of key concepts, can also
be used. Here, we explore methods for in-
tegrating scoring guidelines and labeled re-
sponses, and we find that stacked generaliza-
tion (Wolpert, 1992) improves performance,
especially for small training sets.

1 Introduction

Educational applications of NLP have considerable
potential for real-world impact, particularly in help-
ing to score responses to assessments, which could
allow educators to focus more on instruction.

We focus on the task of analyzing short, content-
focused responses from an assessment of read-
ing comprehension, following previous work on
short answer scoring (Leacock and Chodorow, 2003;
Mohler et al., 2011; Dzikovska et al., 2013). This
task is typically defined as a text regression or clas-
sification problem: we label student responses that
consist of one or more sentences with scores on an

∗Work done when Keisuke Sakaguchi was an intern at ETS.
Michael Heilman is now a data scientist at Civis Analytics.

ordinal scale (e.g. correct, partially correct, or in-
correct; 1–5 score range, etc.). Importantly, in ad-
dition to the student response itself, we may also
have available other information such as reference
answers or descriptions of key concepts from the
scoring guidelines for human scorers. Such informa-
tion can be cheap to acquire since it is often gener-
ated as part of the assessment development process.

Generally speaking, most work on short answer
scoring takes one of the following approaches:
• A response-based approach uses detailed fea-

tures extracted from the student response itself
(e.g., word n-grams, etc.) and learns a scoring
function from human-scored responses.
• A reference-based approach compares the stu-

dent response to reference texts, such as ex-
emplars for each score level, or specifications
of required content from the assessment’s scor-
ing guidelines. Various text similarity methods
(Agirre et al., 2013) can be used.

These two approaches can, of course, be com-
bined. However, to our knowledge, the issues of
how to combine the approaches and when that is
likely to be useful have not been thoroughly studied.

A challenge in combining the approaches is that
the response-based approach produces a large set of
sparse features (e.g., word n-gram indicators), while
the reference-based approach produces a small set of
continuous features (e.g., similarity scores between
the response and exemplars for different score lev-
els). A simple combination method is to train a
model on the union of the feature sets (§3.3). How-
ever, the dense reference features may be lost among
the many sparse response features.
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Therefore, we apply stacked generalization (i.e.
stacking) (Wolpert, 1992; Sakkis et al., 2001; Tor-
res Martins et al., 2008) to build an ensemble of the
response- and reference-based approaches. To our
knowledge, there is little if any research investigat-
ing the value of stacking for NLP applications such
as automated scoring.1

The contributions of this paper are as follows:
(1) we investigate various reference-based features
for short answer scoring, (2) we apply stacking
(Wolpert, 1992) in order to combine the reference-
and response-based methods, and (3) we demon-
strate that the stacked combination outperforms
other models, especially for small training sets.

2 Task and Dataset

We conduct our experiments on short-answer ques-
tions that are developed under the Reading for Un-
derstanding (RfU) assessment framework. This
framework is designed to measure the reading com-
prehension skills of students from grades 6 through
9 by attempting to assess whether the reader has
formed a coherent mental model consistent with the
text discourse. A more detailed description is pro-
vided by Sabatini and O’Reilly (2013).

We use 4 short-answer questions based on two
different reading passages. The first passage is a
1300-word short story. A single question (“Q1”
hereafter) asks the reader to read the story and write
a 5–7 sentence synopsis in her own words that in-
cludes all the main characters and action from the
story but does not include any opinions or infor-
mation from outside the story. The second passage
is a 700-word article that describes the experiences
of European immigrants in the late 19th and early
20th centuries. There are 3 questions associated
with this passage: two that ask the reader to summa-
rize one section each in the article (“Q2” and “Q4”)
and a third that asks to summarize the entire article
(“Q3”). These 3 questions ask the reader to restrict
his or her responses to 1–2 sentences each.

Each question includes the following:

1Some applications have used stacking but not analyzed
its value. For example, many participants used stacking in
the ASAP2 competition http://http://www.kaggle.
com/c/asap-sas. Also, Heilman and Madnani (2013) used
stacking for Task 7 of SemEval 2013.

• scored responses: short responses written by
students, scored on a 0 to 4 scale for the first
question, and 0 to 3 for the other 3.
• exemplars: one or two exemplar responses for

each score level, and
• key concepts: several (≤ 10) sentences briefly

expressing key concepts in a correct answer.

The data for each question is split into a training
and testing sets. For each question, we have about
2,000 scored student responses.

Following previous work on automatic scoring
(Shermis and Burstein, 2013), we evaluate perfor-
mance using the quadratically weighted κ (Cohen,
1968) between human and machine scores (rounded
and trimmed to the range of the training scores).

3 Models for Short Answer Scoring

Next, we describe our implementations of the
response- and reference-based scoring methods. All
models use support vector regression (SVR) (Smola
and Schölkopf, 2004), with the complexity parame-
ter tuned by cross-validation on the training data.2

3.1 Response-based
Our implementation of the response-based scoring
approach (“resp” in §4) uses SVR to estimate a
model to predicts human scores for text responses.
Various sparse binary indicators of linguistic fea-
tures are used:
• binned response length (e.g. the length-7

feature fires when the character contains 128-
255 characters.)
• word n-grams from n = 1 to 2
• character n-grams from n = 2 to 5, which

is more robust than word n-gram regarding
spelling errors in student responses
• syntactic dependencies in the form of Parent-

Label-Child (e.g. boy-det-the for “the
boy”)
• semantic roles in the form of PropBank3 style

(e.g. say.01-A0-boy for “(the) boy said”)
2We used the implementation of SVR in scikit-learn (Pe-

dregosa et al., 2011) via SKLL (https://github.com/
EducationalTestingService/skll) version 0.27.0.
Other than the complexity parameter, we used the defaults.

3http://verbs.colorado.edu/˜mpalmer/
projects/ace.html
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The syntactic and semantic features were extracted
using the ClearNLP parser.4 We used the default
models and options for the parser. We treat this
model as a strong baseline to which we will add
reference-based features.

3.2 Reference-based

Our implementation of the reference-based ap-
proach (“ref” in §4) uses SVR to estimate a model
to predict human scores from various measures of
the similarity between the response and information
from the scoring guidelines provided to the human
scorers. Specifically, we use the following infor-
mation from §2: (a) sentences expressing key con-
cepts that should be present in correct responses, and
(b) small sets of exemplar responses for each score
level. For each type of reference, we use the follow-
ing similarity metrics:

• BLEU: the BLEU machine translation metric
(Papineni et al., 2002), with the student response
as the translation hypothesis. When using BLEU
to compare the student response to the (much
shorter) sentences containing key concepts, we
ignore the brevity penalty.
• word2vec cosine: the cosine similarity between

the averages of the word2vec vectors (Mikolov
et al., 2013) of content words in the response and
reference texts (e.g., exemplar), respectively.5,6

• word2vec alignment: the alignment method be-
low with word2vec word similarities.
• WordNet alignment: the alignment method be-

low with the Wu and Palmer (1994) WordNet
(Miller, 1995) similarity score.

The WordNet and word2vec alignment metrics
are computed as follows, where S is a student re-
sponse, R is one of a set of reference texts, Ws and
Wr are content words in S and R, respectively, and
Sim(Ws,Wr) is the word similarity function:

4http://www.clearnlp.com, v2.0.2
5The word2vec model was trained on the English Wikipedia

as of June 2012, using gensim (http://radimrehurek.
com/gensim/) with 100 dimensions, a context window of 5,
a minimum count of 5 for vocabulary items, and the default
skip-gram architecture.

6We define content words as ones whose POS tags begin
with “N” (nouns), “V” (verbs), “J” (adjectives), or “R” (ad-
verbs).

SVR #1

Sparse Features
(response-based)

Char n-gram
Word n-gram
Response length
Dependency
Semantic role

Dense Features
(reference-based)

BLEU
w2v cosine
w2v align
WordNet align

SVR #2

predicted score

Figure 1: Stacking model for short answer scoring

1
len(S)

∑
Ws

max
Wr∈R

Sim(Ws,Wr) (1)

When R is one of a set of reference texts (e.g.,
one of multiple exemplars available for a given score
point), we use the maximum similarity over avail-
able values of R. In our data, there are multiple ex-
emplars per score point, but only one text (usually, a
single sentence) per key concept. In other words, we
select the most similar exemplar response for each
score level.

3.3 Simple Model Combination
One obvious way to combine the response- and
reference-based models is to simply train a single
model that uses both the sparse features of the stu-
dent response and the dense, real-valued similarity
features. Our experiments (§4) include such a model
as a strong baseline, using SVR to estimate feature
weights.

3.4 Model Combination with Stacking
In preliminary experiments with the training data,
we observed no gains for the simple combination
model over the component models. One poten-
tial challenge of combining the two scoring ap-
proaches is that the weights for the dense, reference-
based features may be difficult to properly esti-
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mate due to regularization7 and the large number
of sparse, mostly irrelevant linguistic features from
the response-based approach. In fact, the reference-
based sparse features constitute almost 90% of the
entire feature set, while the response-based dense
features constitute the remaining 10%.

This leads us to explore stacking (Wolpert, 1992),
an ensemble technique where a top-layer model
makes predictions based on predictions from lower-
layer models. Here, we train a lower-layer model to
aggregate the sparse response-based features into a
single “response-based prediction” feature, and then
train an upper-layer SVR model that includes that
feature along with all of the reference-based fea-
tures. Figure 1 shows the details.8

For training our stacking model, we first train the
response-based regression model (SVR #1 in Fig-
ure 1), and then train the reference-based regression
model (SVR #2) with an additional prediction fea-
ture value from the response-based model. Specifi-
cally, the lower-layer model concentrates sparse and
binary features into a single continuous value, which
accords with reference-based dense features in the
upper-layer model. In training the lower-layer SVR
on the training data, computing the response-based
prediction feature (i.e., output of the lower-layer
SVR) from the sparse features is similar to k-fold
cross-validation (k = 10 here): the prediction fea-
ture values are computed for each fold by response-
based SVR models trained on the remaining folds.
In training the upper-layer SVR on the testing data,
this prediction feature is computed by a single model
trained on the entire training set.

4 Experiments

This section describes two experiments: an evalu-
ation of reference-based similarity metrics, and an
evaluation of methods for combining the reference-
and response-based features by stacking. As
mentioned in §2, we evaluate performance using

7Another possible combination approach would be to use
the combination method from §3.3 but apply less regularization
to the reference-based features, or, equivalently, scale them by
a large constant. We only briefly explored this through training
set cross-validation. The stacking approach seemed to perform
at least as well in general.

8It would also be possible to also make a lower-layer model
for the reference-based features, though doing this did not show
benefits in preliminary experiments.

Q1 Q2 Q3 Q4
BLEU .72 .45 .60 .52
word2vec cosine .75 .45 .61 .52
word2vec alignment .76 .47 .61 .51
WordNet alignment .73 .49 .59 .51
All (“ref”) .78 .52 .66 .59
length .68 .42 .59 .51
response-based (“resp”) .82 .72 .75 .74

Table 1: Training set cross-validation performance
of reference-based models, in quadratically weighted
κ, with baselines for comparison. The response-based
(“resp”) model is a stronger baseline as described in §3.3.
Note that each reference-based model includes the length
bin features for a fair comparison to “resp”.

quadratically weighted κ between the human and
predicted scores.

4.1 Similarity Metrics

We first evaluate the similarity metrics from §3.2 us-
ing 10-fold cross-validation on the training data. We
evaluated SVR models for each metric individually
as well as a model combining all features from all
metrics. In all models, we included the response
length bin features (§3.1) as a proxy for response-
based features. We compare to the response-based
model (§3.1) and to a model consisting of only the
response length bin feature.

The results are shown in Table 1. Each simi-
larity metric by itself does not always improve the
performance remarkably from the baseline (i.e., the
response length bin features). However, when we
incorporate all the similarity features, we obtained
substantial gain in all 4 questions. In the subsequent
model combination experiment, therefore, we used
all similarity features to represent the reference-
based approach because it outperformed the other
similarity models.

4.2 Model Combination

Next, we tested models that use both response-
and reference-based features on a held-out test set,
which contains 400 responses per question. We
evaluated the response-based (“resp”, §3.1) and
reference-based (“ref”, §3.2) individual models as
well as the two combination methods (“ref+resp”,
§3.3 and “ref+resp stacking”, §3.4). We also eval-
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Figure 2: Test set results for various models trained on differently sized random samples of the training data. Each
point represents an average over 20 runs, except for the rightmost points for each question, which correspond to
training on the full training set. Note that the “resp” and “ref+resp” lines mostly overlap.

uated models trained on differently sized subsets of
the training data. For each subset size, we averaged
over 20 samples. The results are in Figure 2.

The performance of all models increased as train-
ing data grew, though there were diminishing returns
(note the logarithmic scale). Also, the models with
response-based features outperform those with just
reference-based features, as observed previously by
Heilman and Madnani (2013).

Most importantly, while all models with response-
based features perform about the same with 1,000
training examples or higher, the stacked model
tended to outperform the other models for cases
where the number of training examples was very
limited.9 This indicates that stacking enables learn-
ing better feature weights than a simple combination
when the feature set contains a mixture of sparse as
well as dense features, particularly for smaller data
sizes.

5 Conclusion

In this paper, we explored methods for using dif-
ferent sources of information for automatically scor-
ing short, content-based assessment responses. We

9We are not aware of an appropriate significance test for ex-
periments where subsets of the training data are used. How-
ever, the benefits of stacking seem unlikely to be due to chance.
For all 4 items, stacking outperformed the non-stacking combi-
nation for 18 or more of the 20 200-response training subsets
(note that under a binomial test, this would be significant with
p < 0.001). Also, for the 100-response training subsets, stack-
ing was better for 16 or more of the 20 subsets (p < 0.01).

combined a response-based method that uses sparse
features (e.g., word and character n-grams) with a
reference-based method that uses a small number of
features for the similarity between the response and
information from the scoring guidelines (exemplars
and key concepts).

On four reading comprehension assessment ques-
tions, we found that a combined model using stack-
ing outperformed a non-stacked combination, par-
ticularly for the most practically relevant cases
where training data was limited. We believe that
such an approach may be useful for dealing with di-
verse feature sets in other automated scoring tasks
as well as other NLP tasks.

As future work, it might be interesting to explore a
more sophisticated model where the regression mod-
els in different layers are trained simultaneously by
back-propagating the error of the upper-layer, as in
neural networks.
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Abstract

Existing timeline generation systems for com-
plex events consider only information from
traditional media, ignoring the rich social con-
text provided by user-generated content that
reveals representative public interests or in-
sightful opinions. We instead aim to gen-
erate socially-informed timelines that con-
tain both news article summaries and selected
user comments. We present an optimization
framework designed to balance topical cohe-
sion between the article and comment sum-
maries along with their informativeness and
coverage of the event. Automatic evaluations
on real-world datasets that cover four com-
plex events show that our system produces
more informative timelines than state-of-the-
art systems. In human evaluation, the asso-
ciated comment summaries are furthermore
rated more insightful than editor’s picks and
comments ranked highly by users.

1 Introduction

Social media sites on the Internet provide increas-
ingly more, and increasingly popular, means for
people to voice their opinions on trending events.
Traditional news media — the New York Times and
CNN, for example — now provide online mecha-
nisms that allow and encourage readers to share re-
actions, opinions, and personal experiences relevant
to a news story. For complex emerging events, in
particular, user comments can provide relevant, in-
teresting and insightful information beyond the facts
reported in the news. But their large volume and
tremendous variation in quality make it impossible

* Comment A: The “Crimean 
Parliament”, headed by an ethnic 
Russian separatist who was 
elected leader of parliament 
AFTER pro-Russian armed forces 
occupied the parliamentary 
chambers, has voted for Crimea to 
be annexed into Russia…

* Comment B: Does the West and 
US have a policy at all? The 
Obama administration has 
warned of “increasingly harsh 
sanctions”, but it is unlikely that 
Europe will comply…

* Comment C: Sanctions are 
effective and if done in unison 
with the EU…

- Crimeans vote in a referendum to rejoin 
Russia or return to its status under the 1992 
constitution.

March 16th, 2014

- The Crimean parliament officially 
declared independence and requested full 
accession to the Russian Federation.
- Obama declared sanctions on Russian 
officials considered responsible for the crisis.
- The leader of the pro-Russian 
organization “Youth Unity” was arrested.

- President Obama warned Vladimir Putin 
that further provocations by Russia could 
isolate and diminish its influence.
- One pro-Russian soldier was killed in the 
Simferopol incident.

March 17th, 2014

March 18th, 2014

… summaries for other dates …

Figure 1: A snippet of the event timeline on Ukraine Cri-
sis is displayed on the left. On the right, we display a set
of representative comments addressing the article sum-
mary of March 17th. Comment A (underlined) brings a
perspective on “Crimean parliament passes declaration of
independence” (the article sentence is also underlined on
the left). Comments B and C focus on Obama’s sanctions
on Ukrainian and Russian officials. Sentences linked by
edges belong to the same event thread, which is centered
on the entities with the same color.

for readers to efficiently digest the user-generated
content, much less integrate it with reported facts
from the dozens or hundreds of news reports pro-
duced on the event each day.

In this work, we present a socially-informed time-
line generation system that jointly generates a news
article summary and a user comment summary for
each day of an ongoing complex event. A sample
(gold standard) timeline snippet for Ukraine Crisis
is shown in Figure 1. The event timeline is on the
left; the comment summary for March 17th is on the
right.
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While generating timelines from news articles and
summarizing user comments have been studied as
separate problems (Yan et al., 2011; Ma et al., 2012),
their joint summarization for timeline generation
raises new challenges. Firstly, there should be a tight
connection between the article and comment por-
tion of the timeline. By definition, users comment
on socially relevant events. So the important part of
articles and insightful comments should both cover
these events. Moreover, good reading experience re-
quires that the article summary and comment sum-
mary demonstrate evident connectivity. For exam-
ple, Comment C in Figure 1 (“Sanctions are effec-
tive and if done in unison with the EU”) is obscure
without knowing the context that “sanctions are im-
posed by U.S”. Simply combining the outputs from
a timeline generation system and a comment sum-
marization system may lead to timelines that lack
cohesion. On the other hand, articles and comments
are from intrinsically different genres of text: arti-
cles emphasize facts and are written in a professional
style; comments reflect opinions in a less formal
way. Thus, it could be difficult to recognize the con-
nections between articles and comments. Finally, it
is also challenging to enforce continuity in timelines
with many entities and events.

To address the challenges mentioned above, we
formulate the timeline generation task as an opti-
mization problem, where we maximize topic cohe-
sion between the article and comment summaries
while preserving their ability to reflect important
concepts and subevents, adequate coverage of men-
tioned topics, and continuity of the timeline as it is
updated with new material each day. We design a
novel alternating optimizing algorithm that allows
the generation of a high quality article summary and
comment summary via mutual reinforcement. We
demonstrate the effectiveness of our algorithm on
four disparate complex event datasets collected over
months from the New York Times, CNN, and BBC.
Automatic evaluation using ROUGE (Lin and Hovy,
2003) and gold standard timelines indicates that our
system can effectively leverage user comments to
outperform state-of-the-art approaches on timeline
generation. In a human evaluation via Amazon Me-
chanical Turk, the comment summaries generated
by our method were selected as the best in terms
of informativeness and insightfulness in 66.7% and

51.7% of the evaluations (vs. 26.7% and 30.0% for
randomly selected editor’s-picks).

Especially, our optimization framework relies on
two scoring functions that estimate the importance
of including individual article sentences and user
comments in the timeline. Based on the observa-
tion that entities or events frequently discussed in
the user comments can help with identify summary-
worthy content, we show that the scoring functions
can be learned jointly by utilizing graph-based reg-
ularization. Experiments show that our joint learn-
ing model outperforms state-of-the-art ranking algo-
rithms and other joint learning based methods when
evaluated on sentence ranking and comment rank-
ing. For example, we achieve an NDCG@3 of
0.88 on the Ukraine crisis dataset, compared to 0.77
from Yang et al. (2011) which also conducts joint
learning between articles and social context using
factor graphs.

Finally, to encourage continuity in the gener-
ated timeline, we propose an entity-centered event
threading algorithm. Human evaluation demon-
strates that users who read timelines with event
threads write more informative answers than users
who do not see the threads while answering the same
questions. This implies that our system constructed
threads can help users better navigate the timelines
and collect relevant information in a short time.

For the rest of the paper, we first describe data
collection (Section 2). We then introduce the
joint learning model for importance prediction (Sec-
tion 3). The full timeline generation system is pre-
sented in Section 4, which is followed by evaluations
(Section 5). Related work and conclusion are in Sec-
tions 6 and 7.

2 Data Collection and Preprocessing

We crawled news articles from New York Times
(NYT), CNN, and BBC on four trending events: the
missing Malaysia Airlines Flight MH370 (MH370),
the political unrest in Ukraine (Ukraine), the Israel-
Gaza conflict (Israel-Gaza), and the NSA surveil-
lance leaks (NSA). For each event, we select a set
of key words (usually entities’ name), which are
used to filter out irrelevant articles. We collect com-
ments for NYT articles through NYT community
API, and comments for CNN articles via Disqus
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API. 1 NYT comments come with information on
whether a comment is an editor’s-pick. The statis-
tics on the four datasets are displayed in Table 1.2

Time Span # Articles # Comments
MH370 03/08 - 06/30 955 406,646
Ukraine 03/08 - 06/30 3,779 646,961
Israel-Gaza 07/20 - 09/30 909 322,244
NSA 03/23 - 06/30 145 60,481

Table 1: Statistics on the four event datasets.

We extract parse trees, dependency trees, and
coreference resolution results of articles and com-
ments with Stanford CoreNLP (Manning et al.,
2014). Sentences in articles are labeled with times-
tamps using SUTime (Chang and Manning, 2012).

We also collect all articles with comments from
NYT in 2013 (henceforth NYT2013) to form a
training set for learning importance scoring func-
tions on articles sentences and comments (see Sec-
tion 3). NYT2013 contains 3, 863 articles and
833, 032 comments.

3 Joint Learning for Importance Scoring

We first introduce a joint learning method that uses
graph-based regularization to simultaneously learn
two functions — a SENTENCE scorer and a COM-
MENT scorer — that predict the importance of in-
cluding an individual news article sentence or a par-
ticular user comment in the timeline.

We train the model on the aforementioned
NYT2013 dataset, where 20% of the articles and
their comments are reserved for parameter tuning.
Formally, the training data consists of a set of ar-
ticles D = {di}|D|−1

i=0 . Each article di contains a
set of sentences xsdi

= {xsdi
,j}|sdi

|−1

j=0 and a set of

associated comments xcdi
= {xcdi

,k}|cdi
|−1

k=0 , where
|sdi | and |cdi | are the numbers of sentences and com-
ments for di. For simplicity, we use xs or xc to de-
note a sentence or a comment wherever there is no
ambiguity.

In addition, each article has a human-written ab-
stract. We use the ROUGE-2 (Lin and Hovy, 2003)
score of each sentence computed against the associ-
ated abstract as its gold-standard importance score.

1BBC comment volume is low, so we do not collect it.
2The datasets are available at http://www.cs.

cornell.edu/˜luwang/data.html.

Each comment is assigned a gold-standard value of
1.0 if it is an editor’s pick, or 0.0 otherwise.

The SENTENCE and COMMENT scorers rely on
two classifiers, each designed to handle the special
characteristics of news and user comments, respec-
tively; and a graph-based regularizing constraint that
encourages similarity between selected sentences
and comments. We describe each component below.

Article SENTENCE Importance. Each sentence
xs in a news article is represented as a k-dimensional
feature vector xs ∈ Rk, with a gold-standard label
ys. We denote the training set as a feature matrix
X̃s, with a label vector Ỹs. To produce the SEN-
TENCE scoring function fs(xs) = xs · ws, we use
ridge regression to learn a vector ws that minimizes
||X̃sws − Ỹs||22 + βs · ||ws||22. Features used in the
model are listed in Table 2. We also impose the
following position-based regularizing constraint to
encode the fact that the first sentence in a news arti-
cle usually conveys the most essential information:
λs ·

∑
di

∑
xsdi

,j ,j 6=0 ||(xsdi
,0 − xsdi

,j) ·ws − (ysdi
,0 −

ysdi
,j)||22 , where xsdi

,j is the j-th sentence in doc-
ument di. Term (xsdi

,0 − xsdi
,j) · ws measures the

difference in predicted scores between the first sen-
tence and any other sentence. This value is expected
be close to the true difference. We further construct
X̃′s to contain all difference vectors (xsdi

,0 − xsdi
,j),

with Ỹ′s as label difference vector. The objective
function to minimize becomes

Js(ws) =

||X̃sws − Ỹs||22 + λs · ||X̃′sws − Ỹ′s||22 + βs · ||ws||22
(1)

User COMMENT Importance. Similarly, each
comment xc is represented as an l−dimensional fea-
ture vector xc ∈ Rl, with label yc. Comments in the
training data are denoted with a feature matrix X̃c

with a label vector Ỹc. Likewise, we learn fc(xc) =
xc ·wc by minimizing ||X̃cwc − Ỹc||22 + βc · ||wc||22.
Features are listed in Table 3. We apply a pairwise
preference-based regularizing constraint (Joachims,
2002) to incorporate a bias toward editor’s picks:
λc ·
∑
di

∑
xcdi

,j∈Edi
,xcdi

,k /∈Edi
||(xcdi

,j−xcdi
,k) ·wc−

1||22 , where Edi
are the editor’s picks for di. Term

(xcdi
,j − xcdi

,k) · wc enforces the separation of ed-
itor’s picks from regular comments. We further
construct X̃′c to contain all the pairwise differences
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(xcdi
,j − xcdi

,k). Ỹ′c is a vector of same size as X̃′c
with each element as 1. Thus, the objective function
to minimize is:

Jc(wc) =

||X̃cwc − Ỹc||22 + λc · ||X̃′cwc − Ỹ′c||22 + βc · ||wc||22
(2)

Graph-Based Regularization. The regularizing
constraint is based on two mutually reinforcing hy-
potheses: (1) the importance of a sentence depends
partially on the availability of sufficient insightful
comments that touch on topics in the sentence; (2)
the importance of a comment depends partially on
whether it addresses notable events reported in the
sentences. For example, we want our model to bias
ws to predict a high score for a sentence with high
similarity to numerous insightful comments.

We first create a bipartite graph from sentences
and comments on the same articles, where edge
weights are based on the content similarity between
a sentence and a comment (TF-IDF similarity is
used). Let R̃ be an N ×M adjacency matrix, where
N and M are the numbers of sentences and com-
ments. Rsc is the similarity between sentence xs and
comment xc. We normalize R̃ by Q̃ = D̃−

1
2 R̃D̃′

− 1
2 ,

where D̃ and D̃′ are diagonal matrices: D̃ ∈ RN×N ,
Di,i =

∑M
j=1Ri,j ; D̃′ ∈ RM×M , D′j,j =

∑N
i=1Ri,j .

The interplay between the two types of data is en-
coded in the following regularizing constraint:

Js,c(ws,wc) =

λsc ·
∑
di

∑
xs∈xsdi

,xc∈xcdi

Qxs,xc
· (xs ·ws − xc ·wc)2

(3)

Full Objective Function. Thus, the full objective
function consists of the three parts discussed above:

J(ws,wc) = Js(ws) + Jc(wc) + Js,c(ws,wc) (4)

Furthermore, using the following notation,

X̃ =
[
X̃s 0
0 X̃c

]
Ỹ =

[
Ỹs

Ỹc

]
X̃′ =

[
X̃′s 0
0 X̃′c

]
Ỹ′ =

[
Ỹ′s
Ỹ′c

]

β̃ =
[
βsIk 0
0 βcIl

]
λ̃ =

[
λsI|X′

s| 0
0 λcI|X′

c|

]

L̃ =
[
λscI|Xs| −λscQ̃
−λscQ̃T λscI|Xc|

]
w =

[
ws

wc

]

we can show a closed form solution to Equation 4
as follows:

ŵ =

(X̃TL̃X̃ + X̃TX̃ + X̃′Tλ̃X̃′ + β̃)−1(X̃TỸ + X̃′Tλ̃Ỹ′)
(5)

Basic Features Social Features
- num of words - avg/sum frequency of
- absolute/relative position words appearing in comment
- overlaps with headline - avg/sum frequency of
- avg/sum TF-IDF scores dependency relations
- num of NEs appearing in comment

Table 2: Features used for sentence importance scoring.

Basic Features Readability Features
- num of words - Flesch-Kincaid Readability
- num of sentences - Gunning-Fog Readability
- avg num of words Discourse Features

per sentence - num/proportion of connectives
- num of NEs - num/proportion of hedge words
- num/proportion of Article Features

capitalized words - TF/TF-IDF simi with article
- avg/sum TF-IDF - TF/TF-IDF simi with comments
- contains URL - JS/KL divergence (div) with article
- user rating (pos/neg) - JS/KL div with comments
Sentiment Features
- num /proportion of positive/negative/neutral words (MPQA
(Wilson et al., 2005), General Inquirer (Stone et al., 1966))
- num /proportion of sentiment words

Table 3: Features used for comment importance scoring.

4 Timeline Generation

Now we present an optimization framework for
timeline generation. Formally, for each day, our sys-
tem takes as input a set of sentences Vs and a set of
comments Vc to be summarized, and the (automati-
cally generated) timeline T (represented as threads)
for days prior to the current day. It then identifies
a subset S ⊆ Vs as the article summary and a subset
C ⊆ Vc as the comment summary by maximizing the
following function:

Z(S,C; T ) = Squal(S; T )+Cqual(C)+δX (S,C) (6)

where Squal(S; T ) measures the quality of the article
summary S in the context of the historical timeline
represented as event threads T ; Cqual(C) computes
the quality of the comment summary C; and X (S,C)
estimates the connectivity between S and C.

We solve this maximization problem using an al-
ternating optimization algorithm which is outlined
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in Section 4.4. In general, we alternately search
for a better article summary S with hill climbing
search and a better comment summary C with Ford-
Fulkerson algorithm until convergence.

In the rest of this section, we first describe an
entity-centered event threading algorithm to con-
struct event threads T which are used to boost article
timeline continuity. Then we explain how to com-
pute Squal(S; T ) and Cqual(C) in Section 4.2, fol-
lowed by X (S,C) in Section 4.3.

4.1 Entity-Centered Event Threading

We present an event threading process where each
thread connects sequential events centered on a
set of relevant entities. For instance, the following
thread connects events about Obama’s action
towards the annexation of Crimea by Russia:
Day 1: Obama declared sanctions on Russian officials.
Day 2: President Obama warned Russian.
Day 3: Obama urges Russian to move back its troops.
Day 4: Obama condemns Russian aggression in Ukraine.

We first collect relation extractions as (entity, re-
lation, entity) triples from OLLIE (Mausam et al.,
2012), a dependency relation based open informa-
tion extraction system. We retain extractions with
confidence scores higher than 0.5. We further de-
sign syntactic patterns based on Fader et al. (2011)
to identify relations expressed as a combination of a
verb and nouns. Each relation contains at least one
event-related word (Ritter et al., 2012).

The entity-centered event threading algorithm
works as follows: on the first day, each sentence in
the summary becomes an individual cluster; there-
after, each sentence in the current day’s article sum-
mary either gets attached to an existing thread or
starts a new thread. The updated threads then be-
come the input to next day’s summary generation
process. On day n, we have a set of threads T = {τ :
s1, s2, · · · , sn−1} constructed from previous n − 1
days, where si represents the set of sentences at-
tached to thread τ from day i. The cohesion between
a new sentence s ∈ S and a thread τ is denoted as
cohn(s, τ). s is attached to τ̂ if there exists τ̂ =
maxτ∈T cohn(s, τ) and cohn(s, τ̂) > 0.0. Otherwise,
s becomes a new thread. We define cohn(s, τ) =
minsi∈τ,si 6=∅ tfsimi(si, s), where tfsimi(si, s) mea-
sures the TF similarity between si and s. We con-

sider unigrams/bigrams/trigrams generated from the
entities of our event extractions.

4.2 Summary Quality Measurement
Recall that we learned two separate importance scor-
ing functions for sentences and comments, which
will be denoted here as imps(s) and impc(c). With
an article summary S and threads T = {τi}, the ar-
ticle summary quality function Squal(S; T ) has the
following form:
Squal(S; T ) =

∑
s∈S imp(s)

+θcov
∑
s′∈Vs

min(
∑
s∈S tfidf(s, s′), α

∑
ŝ∈Vs

tfidf(ŝ, s′))

+ θcont
∑
τ∈T maxsk∈S cohn(sk, τ)

tfidf(·, ·) is the TF-IDF similarity function.
Squal(S; T ) captures three desired qualities of an ar-
ticle summary: importance (first item), coverage
(second item), and the continuity of the current sum-
mary to previously generated summaries. The cov-
erage function has been used to encourage summary
diversity and reduce redundancy (Lin and Bilmes,
2011; Wang et al., 2014). The continuity function
considers how well article summary S can be at-
tached to each event thread, thus favors summaries
that can be connected to multiple threads.

Parameters θcov and α are tuned on multi-
document summarization dataset DUC 2003 (Over
and Yen, 2003). Experiments show that system per-
formance peaks and is stable for θcont ∈ [1.0, 5.0].
We thus fix θcont to 1.0. We discard sentences with
more than 80% of content words covered by histor-
ical summaries. We use BASIC to denote a system
that only optimizes on importance and coverage (i.e.
first two items in Squal(S; T )). The system optimiz-
ing Squal(S; T ) is henceforth called THREAD.

The comment summary quality function simply
takes the form Cqual(C) =

∑
c∈C impc(c).

4.3 Connectivity Measurement
We encode two objectives in the connectivity func-
tion X (S,C): (1) encouraging topical cohesion (i.e.
connectivity) between article summary and com-
ment summary; and (2) favoring comments that
cover diversified events.

Let conn(s, c) measure content similarity between
a sentence s ∈ S and a comment c ∈ C. Connectivity
between article summary S and comment summary
C is computed as follows. We build a bipartite graph
G between S and C with edge weight as conn(s, c).
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We then find an edge setM, the best matching of G.
X (S,C) is defined as the sum over edge weights in
M, i.e. X (S,C) =

∑
e∈M weight(e). An example is

illustrated in Figure 2.

C0: The “Crimean Parliament”, 
headed by an ethnic Russian 
separatist, has voted for Crimea to 
be annexed into Russia…

S0: The Crimean 
parliament officially 
declared independence 
and requested full 
accession to the 
Russian Federation.

Article Summary Comment Summary

C1: The Obama administration has 
warned of "increasingly harsh 
sanctions", but it is unlikely that 
Europe will comply…

C2: Sanctions are effective and if 
done in unison with the EU…

S1: Obama declared 
sanctions on Russian 
officials considered 
responsible for the crisis.

0.8

0.1
0.1

0.3
0.8

0.5

Figure 2: An example on computing the connectivity
between an article summary (left) and a comment sum-
mary (right) via best matching in bipartite graph. Num-
ber on each edge indicates the content similarity between
a sentence and a comment. Solid lines are edges in the
best matching graph. For this example, the connectivity
X (S,C) is 0.8 + 0.8 = 1.6.

We consider two options for conn(s, c). One is
lexical similarity which is based on TF-IDF vec-
tors. Another is semantic similarity. Let Rs =
{(as, rs, bs)} and Rc = {(ac, rc, bc)} be the sets of
dependency relations in s and c. conn(s, c) is calcu-
lated as:∑

(as,rs,bs)∈Rs
max(ac,rc,bc)∈Rc

rs=rc

simi(as, ac)× simi(bs, bc)
where simi(·, ·) is a word similarity function.
We experiment with shortest path based similar-
ity defined on WordNet (Miller, 1995) and Co-
sine similarity with word vectors trained on Google
news (Mikolov et al., 2013). Systems using the three
metrics that optimize Z(S,C; T ) are henceforth
called THREAD+OPTTFIDF, THREAD+OPTWordNet
and THREAD+OPTWordVec.

4.4 An Alternating Optimization Algorithm
To maximize the full objective function Z(S,C; T ),
we design a novel alternating optimization algorithm
(Alg. 1) where we alternately find better S and C.

We initialize S0 by a greedy algorithm (Lin and
Bilmes, 2011) with respect to Squal(S; T ). Notice
that Squal(S; T ) is a submodular function, so that
the greedy solution is a 1 − 1/e approximation to
the optimal solution of Squal(S; T ). Fixing S0, we
model the problem of finding C0 that maximizes
Cqual(C) + δX (S0, C) as a maximum-weight bipar-

tite graph matching problem. This problem can be
reduced to a maximum network flow problem, and
then be solved by Ford-Fulkerson algorithm (de-
tails are discussed in (Kleinberg and Tardos, 2005)).
Thereafter, for each iteration, we alternately find a
better St with regard to Squal(S; T ) + δX (S,Ct−1)
using hill climbing, and an exact solution Ct to
Cqual(C)+δX (St, C) with Ford-Fulkerson algorithm.
Iteration stops when the increase of Z(S,C) is below
threshold ε (set to 0.01). System performance is sta-
ble when we vary δ ∈ [1.0, 10.0], so we set δ = 1.0.

Input : sentences Vs, comments Vc, threads T , δ,
threshold ε, functions Z(S,C; T ),
Squal(S; T ), Cqual(C), X (S,C)

Output: article summary S, comment summary C
/* Initialize S and C by greedy algorithm

and Ford-Fulkerson algorithm */
S0 ←maxS Squal(S; T );
C0 ← maxC Cqual(C) + δX (S0, C);
t← 1;
∆Z ←∞;
while ∆Z > ε do

/* Step 1: Hill climbing algorithm */

St ← maxS Squal(S; T ) + δX (S,Ct−1);
/* Step 2: Ford-Fulkerson algorithm */

Ct ← maxC Cqual(C) + δX (St, C);
∆Z = Z(St, Ct; T )−Z(St−1, Ct−1; T );
t← t+ 1;

end
Algorithm 1: Generate article summary and com-
ment summary for a given day via alternating opti-
mization .

Algorithm 1 is guaranteed to find a solution at
least as good as S0 and C0. It progresses only if Step
1 finds St that improves upon Z(St−1, Ct−1; T ), and
Step 2 finds Ct where Z(St, Ct; T ) ≥ Z(St, Ct−1; T ).

5 Experimental Results

5.1 Evaluation of SENTENCE and COMMENT

Importance Scorers
We test importance scorers (Section 3) on single
document sentence ranking and comment ranking.

For both tasks, we compare with two previ-
ous systems on joint ranking and summarization of
news articles and tweets. Yang et al. (2011) em-
ploy supervised learning based on factor graphs to
model content similarity between the two types of
data. We use the same features for this model.
Gao et al. (2012) summarize by including the
complementary information between articles and
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tweets, which is estimated by an unsupervised topic
model.3 We also consider two state-of-the-art
rankers: RankBoost (Freund et al., 2003) and Lamb-
daMART (Burges, 2010). Finally, we use a position
baseline that ranks sentences based on their position
in the article, and a rating baseline that ranks com-
ments based on positive user ratings.

We evaluate using normalized discounted cumu-
lative gain at top 3 returned results (NDCG@3).
Sentences are considered relevant if they have
ROUGE-2 scores larger than 0.0 (computed against
human abstracts), and comments are considered rel-
evant if they are editor’s picks.4 Figure 3 demon-
strates that our joint learning model uniformly out-
performs all the other comparisons for both rank-
ing tasks. In general, supervised learning based ap-
proaches (e.g. our method, Yang et al. (2011), Rank-
Boost, and LambdaMART) produce better results
than unsupervised method (e.g. Gao et al. (2012)).5

Figure 3: Evaluation of sentence and comment ranking
on the four datasets by using normalized discounted cu-
mulative gain at top 3 returned results (NDCG@3). Our
joint learning based approach uniformly outperforms all
the other comparisons.

5.2 Leveraging User Comments
In this section, we test if our system can leverage
comments to produce better article-based summaries
for event timelines. We collect gold-standard time-
lines for each of the four events from the corre-
sponding Wikipedia page(s), NYT topic page, or
BBC news page.

We consider two existing timeline creation sys-
tems that only utilize news articles, and a timeline
generated from single-article human abstracts: (1)
CHIEU AND LEE (2004) select sentences with high

3We thank Zi Yang and Peng Li for providing the code.
4We experiment with all articles for sentence ranking, and

NYT comments (with editor’s picks) for comment ranking.
5Similar results are obtained with mean reciprocal rank.

“interestingness” and “burstiness” using a likelihood
ratio test to compare word distributions of sentences
with articles in neighboring days. (2) YAN ET AL.
(2011) design an evolutionary summarization sys-
tem that selects sentences based on on coverage, co-
herence, and diversity. (3) We construct a timeline
from the human ABSTRACTs provided with each ar-
ticle: we sort them chronologically according to arti-
cle timestamps and add abstract sentences into each
daily summary until reaching the word limit.

We test on five variations of our system. The
first two systems generate article summaries
with no comment information by optimizing
Squal(S; T ) using a greedy algorithm: BASIC ignores
event threading; THREAD considers the threads.
THREAD+OPTTFIDF, THREAD+OPTWordNet and
THREAD+OPTWordVec (see Section 4.3) leverage
user comments to generate article summaries as
well as comment summaries based on alternating
optimization of Equation 3. Although comment
summaries are generated, they are not used in the
evaluation.

For all systems, we generate daily article sum-
maries of at most 100 words, and select 5 com-
ments for the corresponding comment summary. We
employ ROUGE (Lin and Hovy, 2003) to automat-
ically evaluate the content coverage (in terms of
ngrams) of the article-based timelines vs. gold-
standard timelines. ROUGE-2 (measures bigram
overlap) and ROUGE-SU4 (measures unigram and
skip-bigrams separated by up to four words) scores
are reported in Table 4. As can be seen, under the al-
ternating optimization framework, our systems, em-
ploying both articles and comments, consistently
yield better ROUGE scores than the three baseline
systems and our systems that do not leverage com-
ments. Though constructed from single-article ab-
stracts, baseline ABSTRACT is found to contain re-
dundant information and thus limited in content cov-
erage. This is due to the fact that different media
tend to report on the same important events.

5.3 Evaluating Socially-Informed Timelines

We evaluate the full article+comment-based time-
lines on Amazon Mechanical Turk. Turkers are
presented with a timeline consisting of five con-
secutive days’ article summaries and four vari-
ations of the accompanying comment summary:
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MH370 Ukraine Israel-Gaza NSA
R-2 R-SU4 R-2 R-SU4 R-2 R-SU4 R-2 R-SU4

CHIEU AND LEE 6.43 10.89 4.64 8.87 3.38 7.32 6.14 9.73
YAN ET AL. 6.37 10.35 4.57 8.67 2.39 5.78 3.99 7.73
ABSTRACT 6.16 10.62 3.85 8.40 2.21 5.42 7.03 8.65
- Greedy Algorithm
BASIC 6.59 9.80 5.31 9.23 3.15 6.20 3.81 7.58
THREAD 6.55 10.86 5.73 9.75 3.16 6.16 6.29 10.09
- Alternating Optimization (leveraging comments)
THREAD+OPTTFIDF 8.74 11.63 9.10 12.59 3.78 6.45 8.07 10.31
THREAD+OPTWordNet 8.73 11.87 8.67 12.10 4.11 6.64 8.63 11.12
THREAD+OPTWordVec 9.29 11.63 9.16 12.72 3.75 6.38 8.29 10.36

Table 4: ROUGE-2 (R-2) and ROUGE-SU4 (R-SU4)
scores (multiplied by 100) for different timeline gener-
ation approaches on four event datasets. Systems that
statistically significantly outperform the three baselines
(p < 0.05, paired t−test) are in italics. Numbers in bold
are the highest score for each column.

RANDOMly selected comments, USER’S-PICKS

(ranked by positive user ratings), randomly selected
EDITOR’S-PICKS and timelines produced by the
THREAD+OPTWordVec version of OUR SYSTEM. We
also include one noisy comment summary (i.e. irrel-
evant to the question) to avoid spam. We display two
comments per day for each system.6

Turkers are asked to rank the comment summary
variations according to informativeness and insight-
fulness. For informativeness, we ask the Turkers
to judge based only on knowledge displayed in the
timeline, and to rate each comment summary based
on how much relevant information they learn from it.
For insightfulness, Turkers are required to focus on
insights and valuable opinions. They are requested
to leave a short explanation of their ranking.

15 five-day periods are randomly selected. We so-
licit four distinct Turkers located in the U.S. to eval-
uate each set of timelines. An inter-rater agreement
of Krippendorff’s α of 0.63 is achieved for infor-
mativeness ranking and α is 0.50 for insightfulness
ranking.

Table 5 shows the percentage of times a partic-
ular method is selected as producing the best com-
ment portion of the timeline, as well as the micro-
average rank of each method, for both informative-
ness and insightfulness. Our system is selected as
the best in 66.7% of the evaluations for informative-
ness and 51.7% for insightfulness. In both cases, we
statistically significantly outperform (p < 0.05 us-
ing a Wilcoxon signed-rank test) the editor’s-picks

6For our system, we select the two comments with highest
importance scores from the comment summary.

Informativeness Insightfulness
% Best Avg Rank % Best Avg Rank

Random 1.7% 3.67 3.3% 3.58
User’s-picks 5.0% 2.83 15.0% 2.55
Editor’s-picks 26.7% 2.05 30.0% 2.22
Our system 66.7% 1.45 51.7% 1.65

Table 5: Human evaluation results on the comment por-
tion of socially-informed timelines. Boldface indicates
statistical significance vs. other results in the same col-
umn using a Wilcoxon signed-rank test (p < 0.05). On
average, the output from our system is ranked higher than
all other alternatives.

and user’s-picks. Turkers’ explanations indicate that
they prefer our comment summaries mainly because
they are “very informative and insightful to what
was happening”, and “show the sharpness of the
commenter”. Turkers sometimes think the sum-
maries randomly selected from editor’s-picks “lack
connection”, and characterize user’s-picks as “the
information was somewhat limited”.

Figure 4 shows part of the timeline generated by
our system for the Ukraine crisis.

Article Summary Comment Summary
2014-03-17 Obama administra-
tion froze the U.S. assets of seven
Russian officials, while similar
sanctions were imposed on four
Ukrainian officials. . . .

Theodore Roosevelt said that the
worst possible thing you can do in
diplomacy is “soft hitting”. That
is what the US and the EU are
doing in these timid “sanctions”
against people without any over-
seas accounts. . .

2014-03-18 Ukraine does not rec-
ognize a treaty signed in Moscow
on Tuesday making its Crimean
peninsula a part of Russia. . .

Though there were many in
Crimea who supported annexa-
tion, there were certainly some
who did not. what about those
people?. . .

2014-03-19 The head of NATO
warned on Wednesday that Rus-
sian President Vladimir Putin
may not stop with the annexation
of Crimea . . .

If you look at a real map , Crimea
is an island and has always been
more connected to Russia than to
Ukraine. . .

2014-03-20 The United States on
Thursday expanded its sanctions
on Russians. . .

The US and EU should follow up
economic sanctions with concrete
steps to strengthen NATO. . .

Figure 4: A snippet of timeline generated by our sys-
tem THREAD+OPTWordVec for the Ukraine crisis. Due to
space limitations, we only display partial summaries.

5.4 Human Evaluation of Event Threading
Here we evaluate on the utility of event threads for
high-level information access guidance: can event
threads allow users to easily locate and absorb in-
formation with a specific interest in mind?

We first sample a 10-day timeline for each dataset
from those produced by the THREAD+OPTWordVec
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variation of our system. We designed one ques-
tion for each timeline. Sample questions are: “de-
scribe the activities for searching for the missing
flight MH370”, and “describe the attitude and action
of Russian Government on Eastern Ukraine”. We re-
cruited 10 undergraduate and graduate students who
are native speakers of English. Each student first
read one question and its corresponding timeline for
5 minutes. The timeline was then removed, and the
student wrote down an answer for the question. We
asked each student to answer the question for each
of four timelines (one for each event dataset). Two
timelines are displayed with threads, and two with-
out threads. We presented threads by adding a thread
number in front of each sentence.

We then used Amazon Mechanical Turk to evalu-
ate the informativeness of students’ answers. Turk-
ers were asked to read all 10 answers for the same
question, with five answers based on timelines with
threads and five others based on timelines without
threads. After that, they rated each answer with an
informativeness score on a 1-to-5 rating scale (1 as
“not relevant to the query”, and 5 as “very informa-
tive”). We also added two quality control questions.
Table 6 shows that the average rating for answers
written after reading timelines with threads is 3.29
(43% are rated≥ 4), higher than the 2.58 for the time-
lines with no thread exhibited (30% are rated ≥ 4).

Answer Type Avg ± STD Rated 5 (%) Rated 4 (%)
No Thread 2.58 ± 1.20 7% 23%
With Threads 3.29 ± 1.28 17% 26%

Table 6: Human evaluation on the informativeness of
answers written after reading timelines with threads vs.
with no thread. Answers written with access to threads
are rated higher (3.29) than the ones with no thread
(2.58).

6 Related Work

There is a growing interest in generating article
summaries informed by social context. Existing
work focuses on learning users’ interests from com-
ments and incorporates the learned information into
a news article summarization system (Hu et al.,
2008). Zhao et al. (2013) instead estimate word dis-
tributions from tweets, and bias a Page Rank algo-
rithm to give higher restart probability to sentences
with similar distributions. Generating tweet+article
summaries has been recently investigated in Yang et

al. (2011). They propose a factor graph to allow sen-
tences and tweets to mutually reinforce each other.
Gao et al. (2012) exploit a co-ranking model to iden-
tify sentence-tweet pairs with complementary infor-
mation estimated from a topic model. These efforts
handle a small number of documents and tweets,
while we target a larger scale of data.

In terms of timeline summarization, the Chieu
and Lee (2004) system ranks sentences according
to “burstiness” and “interestingness” estimated by a
likelihood ratio test. Yan et al. (2011) explore an op-
timization framework that maximizes the relevance,
coverage, diversity, and coherence of the timeline.
Neither system has leveraged the social context. Our
event threading algorithm is also inspired by work
on topic detection and tracking (TDT) (Allan et al.,
1998), where efforts are made for document-level
link detection and topic tracking. Similarly, Nalla-
pati et al. (2004) investigate event threading for ar-
ticles, where they predict linkage based on causal
and temporal dependencies. Shahaf et al. (2012) in-
stead seek for connecting articles into one coherent
graph. To the best of our knowledge, we are the first
to study sentence-level event threading.

7 Conclusion

We presented a socially-informed timeline gener-
ation system, which constructs timelines consist-
ing of article summaries and comment summaries.
An alternating optimization algorithm is designed
to maximize the connectivity between the two sets
of summaries as well as their importance and infor-
mation coverage. Automatic and human evaluations
showed that our system produced more informative
timelines than state-of-the-art systems. Our com-
ment summaries were also rated as very insightful.
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Abstract

In this paper we study the task of movie
script summarization, which we argue could
enhance script browsing, give readers a rough
idea of the script’s plotline, and speed up read-
ing time. We formalize the process of gen-
erating a shorter version of a screenplay as
the task of finding an optimal chain of scenes.
We develop a graph-based model that selects
a chain by jointly optimizing its logical pro-
gression, diversity, and importance. Human
evaluation based on a question-answering task
shows that our model produces summaries
which are more informative compared to com-
petitive baselines.

1 Introduction

Each year, about 50,000 screenplays are registered
with the WGA1, the Writers Guild of America. Only
a fraction of these make it through to be considered
for production and an even smaller fraction to the
big screen. How do producers and directors navigate
through this vast number of scripts available? Typ-
ically, production companies, agencies, and studios
hire script readers, whose job is to analyze screen-
plays that come in, sorting the hopeful from the
hopeless. Having read the script, a reader will gen-
erate a coverage report consisting of a logline (one
or two sentences describing the story in a nutshell),
a synopsis (a two- to three-page long summary of
the script), comments explaining its appeal or prob-
lematic aspects, and a final verdict as to whether the
script merits further consideration. A script excerpt

1The WGA is a collective term representing US TV and film
writers.

We can’t get a good glimpse of his face, but
his body is plump, above average height; he
is in his mid 30’s. Together they easily
lift the chair into the truck.

MAN (O.S.)
Let’s slide it up, you mind?

CUT TO:

INT. THE PANEL TRUCK - NIGHT

He climbs inside the truck, ducking under a
small hand winch, and grabs the chair. She
hesitates again, but climbs in after him.

MAN
Are you about a size 14?

CATHERINE
(surprised)

What?

Suddenly, in the shadowy dark, he clubs her
over the back of her head with his cast.

Figure 1: Excerpt from “The Silence of the Lambs”.
The scene heading INT. THE PANEL TRUCK - NIGHT
denotes that the action takes place inside the panel truck
at night. Character cues (e.g., MAN, CATHERINE) preface
the lines the actors speak. Action lines describe what the
camera sees (e.g., We can’t get a good glimpse of
his face, but his body. . . ).

from “Silence of the Lambs”, an American thriller
released in 1991, is shown in Figure 1.

Although there are several screenwriting tools for
authors (e.g., Final Draft is a popular application
which automatically formats scripts to industry stan-
dards, keeps track of revisions, allows insertion of
notes, and writing collaboratively online), there is a
lack of any kind of script reading aids. Features of
such a tool could be to automatically grade the qual-
ity of the script (e.g., thumbs up or down), generate
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synopses and loglines, identify main characters and
their stories, or facilitate browsing (e.g., “show me
every scene where there is a shooting”). In this pa-
per we explore whether current NLP technology can
be used to address some of these tasks. Specifically,
we focus on script summarization, which we con-
ceptualize as the process of generating a shorter ver-
sion of a screenplay, ideally encapsulating its most
informative scenes. The resulting summaries can
be used to enhance script browsing, give readers a
rough idea of the script’s content and plotline, and
speed up reading time.

So, what makes a good script summary? Accord-
ing to modern film theory, “all films are about noth-
ing — nothing but character” (Monaco, 1982). Be-
yond characters, a summary should also highlight
major scenes representative of the story and its pro-
gression. With this in mind, we define a script sum-
mary as a chain of scenes which conveys a narrative
and smooth transitions from one scene to the next.
At the same time, a good chain should incorporate
some diversity (i.e., avoid redundancy), and focus
on important scenes and characters. We formalize
the problem of selecting a good summary chain us-
ing a graph-theoretic approach. We represent scripts
as (directed) bipartite graphs with vertices corre-
sponding to scenes and characters, and edge weights
to their strength of correlation. Intuitively, if two
scenes are connected, a random walk starting from
one would reach the other frequently. We find a
chain of highly connected scenes by jointly optimiz-
ing logical progression, diversity, and importance.

Our contributions in this work are three-fold: we
introduce a novel summarization task, on a new text
genre, and formalize scene selection as the problem
of finding a chain that represents a film’s story; we
propose several novel methods for analyzing script
content (e.g., identifying important characters and
their interactions); and perform a large-scale human
evaluation study using a question-answering task.
Experimental results show that our method produces
summaries which are more informative compared to
several competitive baselines.

2 Related Work

Computer-assisted analysis of literary text has a long
history, with the first studies dating back to the

1960s (Mosteller and Wallace, 1964). More re-
cently, the availability of large collections of dig-
itized books and works of fiction has enabled re-
searchers to observe cultural trends, address ques-
tions about language use and its evolution, study
how individuals rise to and fall from fame, perform
gender studies, and so on (Michel et al., 2010). Most
existing work focuses on low-level analysis of word
patterns, with a few notable exceptions. Elson et al.
(2010) analyze 19th century British novels by con-
structing a conversational network with vertices cor-
responding to characters and weighted edges corre-
sponding to the amount of conversational interac-
tion. Elsner (2012) analyzes characters and their
emotional trajectories, whereas Nalisnick and Baird
(2013) identify a character’s enemies and allies in
plays based on the sentiment of their utterances.
Other work (Bamman et al., 2013, 2014) automat-
ically infers latent character types (e.g., villains or
heroes) in novels and movie plot summaries.

Although we are not aware of any previous ap-
proaches to summarize screenplays, the field of
computer vision is rife with attempts to summa-
rize video (see Reed 2004 for an overview). Most
techniques are based on visual information and rely
on low-level cues such as motion, color, or audio
(e.g., Rasheed et al. 2005). Movie summarization is
a special type of video summarization which poses
many challenges due to the large variety of film
styles and genres. A few recent studies (Weng et al.,
2009; Lin et al., 2013) have used concepts from so-
cial network analysis to identify lead roles and role
communities in order to segment movies into scenes
(containing one or more shots) and create more in-
formative summaries. A surprising fact about this
line of work is that it does not exploit the movie
script in any way. Characters are typically identified
using face recognition techniques and scene bound-
aries are presumed unknown and are automatically
detected. A notable exception are Sang and Xu
(2010) who generate video summaries for movies,
while taking into account character interaction fea-
tures which they estimate from the corresponding
screenplay.

Our own approach is inspired by work in ego-
centric video analysis. An egocentric video offers
a first-person view of the world and is captured from
a wearable camera focusing on the user’s activities,
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# Movies AvgLines AvgScenes AvgChars
Drama 665 4484.53 79.77 60.94
Thriller 451 4333.10 91.84 52.59
Comedy 378 4303.02 66.13 57.51
Action 288 4255.56 101.82 59.99

Figure 2: ScriptBase corpus statistics. Movies can have
multiple genres, thus numbers do not add up to 1,276.

social interactions, and interests. Lu and Grauman
(2013) present a summarization model which ex-
tracts subshot sequences while finding a balance of
important subshots that are both diverse and provide
a natural progression through the video, in terms of
prominent visual objects (e.g., bottle, mug, televi-
sion). We adapt their technique to our task, and show
how to estimate character-scene correlations based
on linguistic analysis. We also interpret movies
as social networks and extract a rich set of fea-
tures from character interactions and their sentiment
which we use to guide the summarization process.

3 ScriptBase: A Movie Script Corpus

We compiled ScriptBase, a collection of
1,276 movie scripts, by automatically crawling
web-sites which host or link entire movie scripts
(e.g., imsdb.com). The retrieved scripts were then
cross-matched against Wikipedia2 and IMDB3 and
paired with corresponding user-written summaries,
plot sections, loglines and taglines (taglines are
short snippets used by marketing departments
to promote a movie). We also collected meta-
information regarding the movie’s genre, its actors,
the production year, etc. ScriptBase contains movies
comprising 23 genres; each movie is on average
accompanied by 3 user summaries, 3 loglines, and
3 taglines. The corpus spans years 1909–2013.
Some corpus statistics are shown in Figure 2.

The scripts were further post-processed with the
Stanford CoreNLP pipeline (Manning et al., 2014)
to perform tagging, parsing, named entity recogni-
tion and coreference resolution. They were also an-
notated with semantic roles (e.g., ARG0, ARG1),
using the MATE tools (Björkelund et al., 2009).
Our summarization experiments focused on come-
dies and thrillers. We randomly selected 30 movies

2http://en.wikipedia.org
3http://www.imdb.com/

s1 s2 s3 s4 s5 s6 s7 ...

s1 s2 s3 s4 s5 s6 s7 ...

//

Figure 3: Example of consecutive chain (top). Squares
represent scenes in a screenplay. The bottom chain would
not be allowed, since the connection between s3 and s5
makes it non-consecutive.

for training/development and 65 movies for testing.

4 The Scene Extraction Model

As mentioned earlier, we define script summariza-
tion as the task of selecting a chain of scenes rep-
resenting the movie’s most important content. We
interpret the term scene in the screenplay sense. A
scene is a unit of action that takes place in one loca-
tion at one time (see Figure 1). We therefore need
not be concerned with scene segmentation; scene
boundaries are clearly marked, and constitute the ba-
sic units over which our model operates.

Let M = (S,C) represent a screenplay consist-
ing of a set S = {s1,s2, . . . ,sn} of scenes, and a set
C = {c1, . . . ,cm} of characters. We are interested in
finding a list S′ = {si, . . .sk} of ordered, consecutive
scenes subject to a compression rate m (see the ex-
ample in Figure 3). A natural interpretation of m in
our case is the percentage of scenes from the orig-
inal script retained in the summary. The extracted
chain should contain (a) important scenes (i.e., crit-
ical for comprehending the story and its develop-
ment); (b) diverse scenes that cover different as-
pects of the story; and (c) scenes which highlight
the story’s progression from beginning to end. We
therefore find the chain S′ maximizing the objective
function Q(S′) which is the weighted sum of three
terms: the story progression P, scene diversity D,
and scene importance I:

S∗ = argmax
S′⊂S

Q(S′) (1)

Q(S′) = λPP(S′)+λDD(S′)+λII(S′) (2)

In the following, we define each of the three terms.
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Figure 4: Example of a bipartite graph, connecting a
movie’s scenes with participating characters.

Scene-to-scene Progression The first term in the
objective is responsible for selecting chains repre-
senting a logically coherent story. Intuitively, this
means that if our chain includes a scene where a
character commits an action, then scenes involving
affected parties or follow-up actions should also be
included. We operationalize this idea of progression
in a story in terms of how strongly the characters in
a selected scene si influence the transition to the next
scene si+1:

P(S′) =
|S′|−1

∑
i=0

∑
c∈Ci

INF(si,si+1|c) (3)

We represent screenplays as weighted, bipartite
graphs connecting scenes and characters:

B = (V,E) : V = C∪S

E = {(s,c,ws,c)|s ∈ S, c ∈C, ws,c ∈ [0,1]}∪
{(c,s,wc,s)|c ∈C, s ∈ S, wc,s ∈ [0,1]}

The set of vertices V corresponds to the union of
characters C and scenes S. We therefore add to
the bipartite graph one node per scene and one
node per character, and two directed edges for each
scene-character and character-scene pair. An exam-
ple of a bipartite graph is shown in Figure 4. We
further assume that two scenes si and si+1 are tightly
connected in such a graph if a random walk with
restart (RWR; Tong et al. 2006; Kim et al. 2014)
which starts in si has a high probability of ending
in si+1.

In order to calculate the random walk stationary
distributions, we must estimate the weights between
a character and a scene. We are interested in how
important a character is generally in the movie, and

specifically in a particular scene. For wc,s, we con-
sider the probability of a character being important,
i.e., of them belonging to the set of main characters:

wc,s = P(c ∈ main(M)), ∀(c,s,wc,s) ∈ E (4)

where P(c ∈main(M)) is some probability score as-
sociated with c being a main character in script M.
For ws,c, we take the number of interactions a char-
acter is involved in relative to the total number of
interactions in a specific scene as indicative of the
character’s importance in that scene. Interactions re-
fer to conversational interactions as well as relations
between characters (e.g., who does what to whom):

ws,c =
∑

c′∈Cs

inter(c,c′)

∑
c1,c2∈Cs

inter(c1,c2)
, ∀(s,c,ws,c) ∈ E (5)

We defer discussion of how we model probabil-
ity P(c ∈Main(M)) and obtain interaction counts to
Section 5. Weights ws,c and wc,s are normalized:

ws,c =
ws,c

∑(s,c′,w′s,c) w′s,c
, ∀(s,c,ws,c) ∈ E (6)

wc,s =
wc,s

∑(c,s′,w′c,s) w′c,s
, ∀(c,s,wc,s) ∈ E (7)

We calculate the stationary distributions of a ran-
dom walk on a transition matrix T , enumerating over
all vertices v (i.e., characters and scenes) in the bi-
partite graph B:

T (i, j) =

{
wi, j if (vi,v j,wi, j ∈ EB)
0 otherwise

(8)

We measure the influence individual characters have
on scene-to-scene transitions as follows. The sta-
tionary distribution rk for a RWR walker starting at
node k is a vector that satisfies:

rk = (1− ε)Trk + εek (9)

where T is the transition matrix of the graph, ek is a
seed vector, with all elements 0, except for element k
which is set to 1, and ε is a restart probability param-
eter. In practice, our vectors rk and ek are indexed by
the scenes and characters in a movie, i.e., they have
length |S|+ |C|, and their nth element corresponds
either to a known scene or character. In cases where
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graphs are relatively small, we can compute r di-
rectly4 by solving:

rk = ε(I− (1− ε)T )−1ek (10)

The lth element of r then equals the probability of
the random walker being in state l in the stationary
distribution. Let rc

k be the same as rk, but with the
character node c of the bipartite graph being turned
into a sink, i.e., all entries for c in the transition
matrix T are 0. We can then define how a single
character influences the transition between scenes si

and si+1 as:

INF(si,si+1|c) = rsi [si+1]− rc
si
[si+1] (11)

where rsi [si+1] is shorthand for that element in the
vector rsi that corresponds to scene si+1. We use
the INF score directly in Equation (3) to determine
the progress score of a candidate chain.

Diversity The diversity term D(S′) in our objec-
tive should encourage chains which consist of more
dissimilar scenes, thereby avoiding redundancy. The
diversity of chain S′ is the sum of the diversities of
its successive scenes:

D(S′) =
|S′|−1

∑
i=1

d(si,si+1) (12)

The diversity d(si,si+1) of two scenes si and si+1
is estimated taking into account two factors: (a) do
they have any characters in common, and (b) does
the sentiment change from one scene to the next:

d(si,si+1) =
dchar(si,si+1)+dsen(si,si+1)

2
(13)

where dchar(si,si+1) and dsen(si,si+1) respectively
denote character and sentiment similarity between
scenes. Specifically, dchar(si,si+1) is the relative
character overlap between scenes si and si+1:

dchar(si,si+1) = 1− |Csi ∩Csi+1 |
|Csi ∪Csi+1 |

(14)

dchar will be 0 if two scenes share the same charac-
ters and 1 if no characters are shared. Analogously,

4We could also solve for r recursively which would be
preferable for large graphs, since the performed matrix inver-
sion is computationally expensive.

we define dsen, the sentiment overlap between two
scenes as:

dsen(si,si+1) =1− k ·di f (si,si+1)
k− k ·di f (si,si+1)+1

(15)

di f (si,si+1) =
1

1+ |sen(si)− sen(si+1)| (16)

where the sentiment sen(s) of scene s is the aggre-
gate sentiment score of all interactions in s:

sen(s) = ∑
c,c′∈Cs

sen(inter(c,c′)) (17)

We explain how interactions and their sentiment are
computed in Section 5. Again, dsen is larger if two
scenes have a less similar sentiment. di f (si,si+1)
becomes 1 if the sentiments are identical, and
increasingly smaller for more dissimilar senti-
ments. The sigmoid-like function in Equation (15)
scales dsen within range [0,1] to take smaller values
for larger sentiment differences (factor k adjusts the
curve’s smoothness).

Importance The score I(S′) captures whether
a chain contains important scenes. We define
I(S′) as the sum of all scene-specific importance
scores imp(si) of scenes contained in the chain:

I(S′) =
|S′|
∑
i=1

imp(si) (18)

The importance imp(si) of a scene si is the ratio of
lead to support characters within that scene:

imp(si) =
∑c: c∈Csi∧c∈main(M) 1

∑c: c∈Csi
1

(19)

where Csi is the set of characters present in scene si,
and main(M) is the set of main characters in the
movie.5 I(si) is 0 if a scene does not contain any
main characters, and 1 if it contains only main char-
acters (see Section 5 for how main(M) is inferred).

Optimal Chain Selection We use Linear Pro-
gramming to efficiently find a good chain. The ob-
jective is to maximize Equation (2), i.e., the sum
of the terms for progress, diversity and importance,

5Whether scenes are important if they contain many main
characters is an empirical question in its own right. For our
purposes, we assume that this relation holds.
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subject to their weights λ. We add a constraint corre-
sponding to the compression rate, i.e., the number of
scenes to be selected and enforce their linear order
by disallowing non-consecutive combinations. We
use GLPK6 to solve the linear problem.

5 Implementation

In this section we discuss several aspects of the im-
plementation of the model presented in the previous
section. We explain how interactions are extracted
and how sentiment is calculated. We also present our
method for identifying main characters and estimat-
ing the weights ws,c and wc,s in the bipartite graph.

Interactions The notion of interaction underlies
many aspects of the model defined in the previous
section. For instance, interaction counts are required
to estimate the weights ws,c in the bipartite graph of
the progression term (see Equation (5)), and in defin-
ing diversity (see Equations (15)–(17)). As we shall
see below, interactions are also important for identi-
fying main characters in a screenplay.

We use the term interaction to refer to conversa-
tions between two characters, as well as their rela-
tions (e.g., if a character kills another). For con-
versational interactions, we simply need to iden-
tify the speaker generating an utterance and the lis-
tener. Speaker attribution comes for free in our
case, as speakers are clearly marked in the text (see
Figure 1). Listener identification is more involved,
especially when there are multiple characters in a
scene. We rely on a few simple heuristics. We as-
sume that the previous speaker in the same scene,
who is different from the current speaker, is the lis-
tener. If there is no previous speaker, we assume
that the listener is the closest character mentioned in
the speaker’s utterance (e.g., via a coreferring proper
name or a pronoun). In cases where we cannot find
a suitable listener, we assume the current speaker is
the listener.

We obtain character relations from the output of
a semantic role labeler. Relations are denoted by
verbs whose ARG0 and ARG1 roles are charac-
ter names. We extract relations from the dialogue
but also from scene descriptions. For example,
in Figure 1 the description Suddenly, [...] he

6https://www.gnu.org/software/glpk/

clubs her over the head contains the relation
clubs(MAN,CATHERINE). Pronouns are resolved to
their antecedent using the Stanford coreference res-
olution system (Lee et al., 2011).

Sentiment We labeled lexical items in screenplays
with sentiment values using the AFINN-96 lexi-
con (Nielsen, 2011), which is essentially a list of
words scored with sentiment strength within the
range [−5,+5]. The list also contains obscene words
(which are often used in movies) and some Internet
slang. By summing over the sentiment scores of in-
dividual words, we can work out the sentiment of an
interaction between two characters, the sentiment of
a scene (see Equation (17)), and even the sentiment
between characters (e.g., who likes or dislikes whom
in the movie in general).

Main Characters The progress term in our sum-
marization objective crucially relies on characters
and their importance (see the weight wc,s in Equa-
tion (4)). Previous work (Weng et al., 2009; Lin
et al., 2013) extracts social networks where nodes
correspond to roles in the movie, and edges to their
co-occurrence. Leading roles (and their communi-
ties) are then identified by measuring their centrality
in the network (i.e., number of edges terminating in
a given node).

It is relatively straightforward to obtain a so-
cial network from a screenplay. Formally, for each
movie we define a weighted and undirected graph:

G = {C,E}, : C = {c1, . . .cn},
E = {(ci,c j,w)|ci,c j ∈C, w ∈ N>0}

where vertices correspond to movie characters7,
and edges denote character-to-character interac-
tions. Figure 5 shows an example of a social net-
work for “The Silence of the Lambs”. Due to lack
of space, only main characters are displayed, how-
ever the actual graph contains all characters (42 in
this case). Importantly, edge weights are not nor-
malized, but directly reflect the strength of associa-
tion between different characters.

We do not solely rely on the social net-
work to identify main characters. We esti-
mate P(c ∈ main(M)), the probability of c being a
leading character in movie M, using a Multi Layer

7We assume one node per speaking role in the script.
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Figure 5: Social network for “The Silence of the Lambs”;
edge weights correspond to absolute number of interac-
tions between nodes.

Perceptron (MLP) and several features pertaining to
the structure of the social network and the script text
itself. A potential stumbling block in treating char-
acter identification as a classification task is obtain-
ing training data, i.e., a list of main characters for
each movie. We generate a gold-standard by assum-
ing that the characters listed under Wikipedia’s Cast
section (or an equivalent section, e.g., Characters)
are the main characters in the movie.

Examples of the features we used for the clas-
sification task include the barycenter of a charac-
ter (i.e., the sum of its distance to all other charac-
ters), PageRank (Page et al., 1999), an eigenvector-
based centrality measure, absolute/relative interac-
tion weight (the sum of all interactions a character is
involved in, divided by the sum of all interactions in
the network), absolute/relative number of sentences
uttered by a character, number of times a charac-
ter is described by other characters (e.g., He is a
monster or She is nice), number of times a char-
acter talks about other characters, and type-token-
ratio of sentences uttered by the character (i.e., rate
of unique words in a character’s speech). Using
these features, the MLP achieves an F1 of 79.0% on
the test set. It outperforms other classification meth-
ods such as Naive Bayes or logistic regression. Us-
ing the full-feature set, the MLP also obtains perfor-
mance superior to any individual measure of graph
connectivity.

Aside from Equation (4), lead characters also ap-
pear in Equation (19), which determines scene im-
portance. We assume a character c ∈ main(M) if it
is predicted by the MLP with a probability ≥ 0.5.

6 Experimental Setup

Gold Standard Chains The development and
tuning of the chain extraction model presented in
Section 4 necessitates access to a gold standard of
key scene chains representing the movie’s most im-
portant content. Our experiments concentrated on a
sample of 95 movies (comedies and thrillers) from
the ScriptBase corpus (Section 3). Performing the
scene selection task for such a big corpus manually
would be both time consuming and costly. Instead,
we used distant supervision based on Wikipedia to
automatically generate a gold standard.

Specifically, we assume that Wikipedia plots are
representative of the most important content in a
movie. Using the alignment algorithm presented
in Nelken and Shieber (2006), we align script sen-
tences to Wikipedia plot sentences and assume that
scenes with at least one alignment are part of the
gold chain of scenes. We obtain many-to-many
alignments using features such as lemma overlap
and word stem similarity. When evaluated on four
movies8 (from the training set) whose content was
manually aligned to Wikipedia plots, the aligner
achieved a precision of .53 at a recall rate of .82 at
deciding whether a scene should be aligned. Scenes
are ranked according to the number of alignments
they contain. When creating gold chains at differ-
ent compression rates, we start with the best-ranked
scenes and then successively add lower ranked ones
until we reach the desired compression rate.

System Comparison In our experiments we com-
pared our scene extraction model (SceneSum)
against three baselines. The first baseline was based
on the minimum overlap (MinOv) of characters in
consecutive scenes and corresponds closely to the
diversity term in our objective. The second base-
line was based on the maximum overlap (MaxOv) of
characters and approximates the importance term in
our objective. The third baseline selects scenes at
random (averaged over 1,000 runs). Parameters for
our models were tuned on the training set, weights
for the terms in the objective were optimized to the
following values: λP = 1.0, λD = 0.3, and λI = 0.1.
We set the restart probability of our random walker

8“Cars 2”, “Shrek”, “Swordfish”, and “The Silence of the
Lambs”.

1072



1. Why does Trevor leave New York and where does
he move to?

2. What is KOS, who is their leader, and why is he
attending high school?

3. What happened to Cesar’s finger, how did he
eventually die?

4. Who killed Benny and how does Ellen find out?
5. Who is Rita and what becomes of her?

Table 1: Questions for the movie “One Eight Seven”.

to ε = 0.5, and the sigmoid scaling factor in our di-
versity term to k =−1.2.

Evaluation We assessed the output of our model
(and comparison systems) automatically against the
gold chains described above. We performed ex-
periments with compression rates in the range of
10% to 50% and measured performance in terms
of F1. In addition, we also evaluated the quality of
the extracted scenes as perceived by humans, which
is necessary, given the approximate nature of our
gold standard. We adopted a question-answering
(Q&A) evaluation paradigm which has been used
previously to evaluate summaries and document
compression (Morris et al., 1992; Mani et al., 2002;
Clarke and Lapata, 2010). Under the assumption
that the summary is to function as a replacement for
the full script, we can measure the extent to which
it can be used to find answers to questions which
have been derived from the entire script and are rep-
resentative of its core content. The more questions
a hypothetical system can answer, the better it is at
summarizing the script as a whole.

Two annotators were independently instructed to
read scripts (from our test set) and create Q&A pairs.
The annotators generated questions relating to the
plot of the movie and the development of its charac-
ters, requiring an unambiguous answer. They com-
pared and revised their Q&A pairs until a common
agreed-upon set of five questions per movie was
reached (see Table 1 for an example). In addition,
for every movie we asked subjects to name the main
characters, and summarize its plot (in no more than
four sentences). Using Amazon Mechanical Turk
(AMT)9, we elicited answers for eight scripts (four
comedies and thrillers) in four summarization con-

9https://www.mturk.com/

10% 20% 30% 40% 50%
MaxOv 0.40 0.50 0.58 0.64 0.71
MinOv 0.13 0.27 0.40 0.53 0.66
SceneSum 0.23 0.37 0.50 0.60 0.68
Random 0.10 0.20 0.30 0.40 0.50

Table 2: Model performance on automatically generated
gold standard (test set) at different compression rates.

ditions: using our model, the two baselines based
on minimum and maximum character overlap, and
the random system. All models were assessed at the
same compression rate of 20% which seems realis-
tic in an actual application environment, e.g., com-
puter aided summarization. The scripts were prese-
lected in an earlier AMT study where participants
were asked to declare whether they had seen the
movies in our test set (65 in total). We chose the
screenplays which had received the least viewings
so as to avoid eliciting answers based on familiar-
ity with the movie. A total of 29 participants, all
self-reported native English speakers, completed the
Q&A task. The answers provided by the subjects
were scored against an answer key. A correct an-
swer was marked with a score of one, and zero oth-
erwise. In cases where more answers were required
per question, partial scores were awarded to each
correct answer (e.g., 0.5). The score for a summary
is the average of its question scores.

7 Results

Table 2 shows the performance of SceneSum, our
scene extraction model, and the three comparison
systems (MaxOv, MinOv, Random) on the auto-
matic gold standard at five compression rates. As
can be seen, MaxOv performs best in terms of F1,
followed by SceneSum. We believe this is an ar-
tifact due to the way the gold standard was cre-
ated. Scenes with large numbers of main charac-
ters are more likely to figure in Wikipedia plot sum-
maries and will thus be more frequently aligned. A
chain based on maximum character overlap will fo-
cus on such scenes and will agree with the gold stan-
dard better compared to chains which take additional
script properties into account.

We further analyzed the scenes selected by Sce-
neSum and the comparison systems with respect to
their position in the script. Table 3 shows the av-
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Beginning Middle End
MaxOv 33.95 34.89 31.16
MinOv 34.30 33.91 31.80
SceneSum 35.30 33.54 31.16
Random 34.30 33.91 31.80

Table 3: Average percentage of scenes taken from the
beginning, middle and ends of movies, on automatic gold
standard test set.

erage percentage of scenes selected from the be-
ginning, middle, and end of the movie (based on
an equal division of the number of scenes in the
screenplay). As can be seen, the number of se-
lected scenes tends to be evenly distributed across
the entire movie. SceneSum has a slight bias to-
wards the beginning of the movie which is probably
natural, since leading characters appear early on, as
well as important scenes introducing essential story
elements (e.g., setting, points of view).

The results of our human evaluation study are
summarized in Table 4. We observe that SceneSum
summaries are overall more informative compared
to those created by the baselines. In other words,
AMT participants are able to answer more ques-
tions regarding the story of the movie when reading
SceneSum summaries. In two instances (“A Night-
mare on Elm Street 3” and “Mumford”), the over-
lap models score better, however, in this case the
movies largely consist of scenes with the same char-
acters and relatively little variation (“A Nightmare
on Elm Street 3”), or the camera follows the main
lead in his interactions with other characters (“Mum-
ford”). Since our model is not so character-centric,
it might be thrown off by non-character-based terms
in its objective, leading to the selection of unfavor-
able scenes. Table 4 also presents a break down of
the different types of questions answered by our par-
ticipants. Again, we see that in most cases a larger
percentage is answered correctly when reading Sce-
neSum summaries.

Overall, we observe that SceneSum extracts
chains which encapsulate important movie content
across the board. We should point out that al-
though our movies are broadly classified as come-
dies and thrillers, they have very different structure
and content. For example, “Little Athens” has a
very loose plotline, “Living in Oblivion” has multi-

Movies MaxOv MinOv SceneSum Random
Nightmare 3 69.18 74.49 60.24 56.33
Little Athens 34.92 31.75 36.90 33.33
Living in Oblivion 40.95 35.00 60.00 30.24
Mumford 72.86 60.00 30.00 54.29
One Eight Seven 47.30 38.89 67.86 30.16
Anniversary Party 45.39 56.35 62.46 37.62
We Own the Night 28.57 32.14 52.86 28.57
While She Was Out 72.86 75.71 85.00 45.71
All Questions 51.51 50.54 56.91 39.53
Five Questions 51.00 53.13 57.38 36.88
Plot Question 60.00 56.88 73.75 55.00
Characters Question 45.54 37.34 37.75 31.29

Table 4: Percentage of questions answered correctly.

ple dream sequences, whereas “While She was Out”
contains only a few characters and a series of im-
portant scenes towards the end. Despite this variety,
SceneSum performs consistently better in our task-
based evaluation.

8 Conclusions

In this paper we have developed a graph-based
model for script summarization. We formalized
the process of generating a shorter version of a
screenplay as the task of finding an optimal chain
of scenes, which are diverse, important, and ex-
hibit logical progression. A large-scale evaluation
based on a question-answering task revealed that our
method produces more informative summaries com-
pared to several baselines. In the future, we plan
to explore model performance in a wider range of
movie genres as well as its applicability to other
NLP tasks (e.g., book summarization or event ex-
traction). We would also like to automatically deter-
mine the compression rate which should presumably
vary according to the movie’s length and content. Fi-
nally, our long-term goal is to be able to generate
loglines as well as movie plot summaries.
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Abstract

We present a novel abstractive summarization
framework that draws on the recent develop-
ment of a treebank for the Abstract Meaning
Representation (AMR). In this framework, the
source text is parsed to a set of AMR graphs,
the graphs are transformed into a summary
graph, and then text is generated from the
summary graph. We focus on the graph-to-
graph transformation that reduces the source
semantic graph into a summary graph, mak-
ing use of an existing AMR parser and assum-
ing the eventual availability of an AMR-to-
text generator. The framework is data-driven,
trainable, and not specifically designed for
a particular domain. Experiments on gold-
standard AMR annotations and system parses
show promising results. Code is available at:
https://github.com/summarization

1 Introduction

Abstractive summarization is an elusive technolog-
ical capability in which textual summaries of con-
tent are generated de novo. Demand is on the rise
for high-quality summaries not just for lengthy texts
(e.g., books; Bamman and Smith, 2013) and texts
known to be prohibitively difficult for people to un-
derstand (e.g., website privacy policies; Sadeh et al.,
2013), but also for non-textual media (e.g., videos
and image collections; Kim et al., 2014; Kuznetsova
et al., 2014; Zhao and Xing, 2014), where extractive
and compressive summarization techniques simply
do not suffice. We believe that the challenge of ab-
stractive summarization deserves renewed attention

and propose that recent developments in semantic
analysis have an important role to play.

We conduct the first study exploring the feasi-
bility of an abstractive summarization system based
on transformations of semantic representations such
as the Abstract Meaning Representation (AMR; Ba-
narescu et al., 2013). Example sentences and their
AMR graphs are shown in Fig. 1. AMR has much
in common with earlier formalisms (Kasper, 1989;
Dorr et al., 1998); today an annotated corpus com-
prised of over 20,000 AMR-analyzed English sen-
tences (Knight et al., 2014) and an automatic AMR
parser (JAMR; Flanigan et al., 2014) are available.

In our framework, summarization consists of
three steps illustrated in Fig. 1: (1) parsing the in-
put sentences to individual AMR graphs, (2) com-
bining and transforming those graphs into a single
summary AMR graph, and (3) generating text from
the summary graph. This paper focuses on step 2,
treating it as a structured prediction problem. We
assume text documents as input1 and use JAMR for
step 1. We use a simple method to read a bag of
words off the summary graph, allowing evaluation
with ROUGE-1, and leave full text generation from
AMR (step 3) to future work.

The graph summarizer, described in §4, first
merges AMR graphs for each input sentence through
a concept merging step, in which coreferent nodes of
the graphs are merged; a sentence conjunction step,
which connects the root of each sentence’s AMR
graph to a dummy “ROOT” node; and an optional

1In principle, the framework could be applied to other in-
puts, such as image collections, if AMR parsers became avail-
able for them.
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Sentence A:  I saw Joe’s dog, which was running in the garden.
Sentence B:  The dog was chasing a cat.
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Summary:  Joe’s dog was chasing a cat in the garden.

dog
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op1
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3
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Figure 1: A toy example. Sentences are parsed into indi-
vidual AMR graphs in step 1; step 2 conducts graph trans-
formation that produces a single summary AMR graph;
text is generated from the summary graph in step 3.

graph expansion step, where additional edges are
added to create a fully dense graph on the sentence-
level. These steps result in a single connected source
graph. A subset of the nodes and arcs from the
source graph are then selected for inclusion in the
summary graph. Ideally this is a condensed repre-
sentation of the most salient semantic content from
the source.

We briefly review AMR and JAMR (§2), then
present the dataset used in this paper (§3). The main
algorithm is presented in §4, and we discuss our sim-
ple generation step in §5. Our experiments (§6) mea-
sure the intrinsic quality of the graph transformation
algorithm as well as the quality of the terms selected
for the summary (using ROUGE-1). We explore
variations on the transformation and the learning al-
gorithm, and show oracle upper bounds of various
kinds.

2 Background: Abstract Meaning
Representation and JAMR

AMR provides a whole-sentence semantic repre-
sentation, represented as a rooted, directed, acyclic
graph (Fig. 1). Nodes of an AMR graph are labeled
with concepts, and edges are labeled with relations.

Concepts can be English words (“dog”), PropBank
event predicates (“chase-01,” “run-02”), or special
keywords (“person”). For example, “chase-01” rep-
resents a PropBank roleset that corresponds to the
first sense of “chase”. According to Banarescu et al.
(2013), AMR uses approximately 100 relations. The
rolesets and core semantic relations (e.g., ARG0 to
ARG5) are adopted from the PropBank annotations
in OntoNotes (Hovy et al., 2006). Other semantic re-
lations include “location,” “mode,” “name,” “time,”
and “topic.” The AMR guidelines2 provide more
detailed descriptions. Banarescu et al. (2013) de-
scribe AMR Bank, a 20,341-sentence corpus anno-
tated with AMR by experts.

Step 1 of our framework converts input document
sentences into AMR graphs. We use a statistical se-
mantic parser, JAMR (Flanigan et al., 2014), which
was trained on AMR Bank. JAMR’s current perfor-
mance on our test dataset is 63% F -score.3 We will
analyze the effect of AMR parsing errors by com-
paring JAMR output with gold-standard annotations
of input sentences in the experiments (§6).

In addition to predicting AMR graphs for each
sentence, JAMR provides alignments between spans
of words in the source sentence and fragments of
its predicted graph. For example, a graph fragment
headed by “date-entity” could be aligned to the to-
kens “April 8, 2002.” We use these alignments in
our simple text generation module (step 3; §5).

3 Dataset

To build and evaluate our framework, we require
a dataset that includes inputs and summaries, each
with gold-standard AMR annotations.4 This allows
us to use a statistical model for step 2 (graph summa-
rization) and to separate its errors from those in step
1 (AMR parsing), which is important in determining
whether this approach is worth further investment.

Fortunately, the “proxy report” section of the
AMR Bank (Knight et al., 2014) suits our needs. A

2http://www.isi.edu/˜ulf/amr/help/
amr-guidelines.pdf

3AMR parse quality is evaluated using smatch (Cai and
Knight, 2013), which measures the accuracy of concept and re-
lation predictions. JAMR was trained on the in-domain training
portion of LDC2014T12 for our experiments.

4Traditional multi-document summarization datasets, such
as the ones used in DUC and TAC competitions, do not have
gold-standard AMR annotations.
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# Docs. Ave. # Sents. Source Graph
Summ. Doc. Nodes Edges Expand

Train 298 1.5 17.5 127 188 2,670
Dev. 35 1.4 19.2 143 220 3,203
Test 33 1.4 20.5 162 255 4,002

Table 1: Statistics of our dataset. “Expand” shows the
number of edges after performing graph expansion. The
numbers are averaged across all documents in the split.
We use the official split, dropping one training document
for which no summary sentences were annotated.

proxy report is created by annotators based on a sin-
gle newswire article, selected from the English Gi-
gaword corpus. The report header contains metadata
about date, country, topic, and a short summary. The
report body is generated by editing or rewriting the
content of the newswire article to approximate the
style of an analyst report. Hence this is a single doc-
ument summarization task. All sentences are paired
with gold-standard AMR annotations. Table 1 pro-
vides an overview of our dataset.

4 Graph Summarization

Given AMR graphs for all of the sentences in the in-
put (step 1), graph summarization transforms them
into a single summary AMR graph (step 2). This is
accomplished in two stages: source graph construc-
tion (§4.1); and subgraph prediction (§4.2).

4.1 Source Graph Construction

The “source graph” is a single graph constructed us-
ing the individual sentences’ AMR graphs by merg-
ing identical concepts. In the AMR formalism, an
entity or event is canonicalized and represented by
a single graph fragment, regardless of how many
times it is referred to in the sentence. This princi-
ple can be extended to multiple sentences, ideally
resulting in a source graph with no redundancy. Be-
cause repeated mentions of a concept in the input
can signal its importance, we will later encode the
frequency of mentions as a feature used in subgraph
prediction.

Concept merging involves collapsing certain
graph fragments into a single concept, then merging
all concepts that have the same label. We collapse
the graph fragments that are headed by either a date-
entity (“date-entity”) or a named entity (“name”), if

dayyear

date-entity

“2002” “4” “8”

monthname

“Joe”

name

person

op1

date-entity::year::“2002”::month::“4”::day::“8”

person::name::name::op1::“Joe”

Figure 2: Graph fragments are collapsed into a single
concept and assigned a new concept label.

the fragment is a flat structure. A collapsed named
entity is further combined with its parent (e.g., “per-
son”) into one concept node if it is the only child
of the parent. Two such graph fragments are illus-
trated in Fig. 2. We choose named and date entity
concepts since they appear frequently, but most of-
ten refer to different entities (e.g., “April 8, 2002”
vs. “Nov. 17”). No further collapsing is done. A
collapsed graph fragment is assigned a new label by
concatenating the consisting concept and edge la-
bels. Each fragment that is collapsed into a new con-
cept node can then only be merged with other iden-
tical fragments. This process won’t recognize coref-
erent concepts like “Barack Obama” = “Obama” and
“say-01” = “report-01,” but future work may incor-
porate both entity coreference resolution and event
coreference resolution, as concept nodes can repre-
sent either.

Due to the concept merging step, a pair of con-
cepts may now have multiple labeled edges between
them. We merge all such edges between a given pair
of concepts into a single unlabeled edge. We remem-
ber the two most common labels in such a group,
which are used in the edge “Label” feature (Table 3).

To ensure that the source graph is connected, we
add a new “ROOT” node and connect it to every con-
cept that was originally the root of a sentence graph
(see Fig. 3). When we apply this procedure to the
documents in our dataset (§3), source graphs contain
144 nodes and 221 edges on average.

We investigated how well these automatically
constructed source graphs cover the gold-standard
summary graphs produced by AMR annotators. Ide-
ally, a source graph should cover all of the gold-
standard edges, so that summarization can be ac-
complished by selecting a subgraph of the source

1079



Graph Expansion

see-01

dogi

name

person run-02

chase-01

dog cat

garden

ROOT

“Joe”

Merging

Collapsing

2
1

Sentence A:  I saw Joe’s dog, which was running in the garden.
Sentence B:  The dog was chasing a cat.

Figure 3: A source graph formed from two sentence
AMR graphs. Concept collapsing, merging, and graph
expansion are demonstrated. Edges are unlabeled. A
“ROOT” node is added to ensure connectivity. (1) and
(2) are among edges added through the optional expan-
sion step, corresponding to sentence- and document-level
expansion, respectively. Concept nodes included in the
summary graph are shaded.

Summary Edge Coverage (%)
Expand

Labeled Unlabeled Sent. Doc.

Train 64.8 67.0 75.5 84.6
Dev. 77.3 78.6 85.4 91.8
Test 63.0 64.7 75.0 83.3

Table 2: Percentage of summary edges that can be cov-
ered by an automatically constructed source graph.

graph (§4.2). In Table 2, columns one and two re-
port labeled and unlabeled edge coverage. ‘Unla-
beled’ counts edges as matching if both the source
and destination concepts have identical labels, but
ignores the edge label.

In order to improve edge coverage, we explore
expanding the source graph by adding every possi-
ble edge between every pair of concepts within the
same sentence. We also explored adding every pos-
sible edge between every pair of concepts in the en-
tire source graph. Edges that are newly introduced
during expansion receive a default label ‘null’. We
report unlabeled edge coverage in Table 2, columns
three and four, respectively. Subgraph prediction
became infeasable with the document-level expan-
sion, so we conducted our experiments using only
sentence-level expansion. Sentence-level graph ex-

pansion increases the average number of edges by
a factor of 15, to 3,292. Fig. 3 illustrates the moti-
vation. Document-level expansion covers the gold-
standard summary edge “chase-01” → “garden,”
yet the expansion is computationally prohibitive;
sentence-level expansion adds an edge “dog” →
“garden,” which enables the prediction of a struc-
ture with similar semantic meaning: “Joe’s dog was
in the garden chasing a cat.”

4.2 Subgraph Prediction

We pose the selection of a summary subgraph from
the source graph as a structured prediction prob-
lem that trades off among including important in-
formation without altering its meaning, maintain-
ing brevity, and producing fluent language (Nenkova
and McKeown, 2011). We incorporate these con-
cerns in the form of features and constraints in the
statistical model for subgraph selection.

Let G = (V,E) denote the merged source graph,
where each node v ∈ V represents a unique con-
cept and each directed edge e ∈ E connects two
concepts. G is a connected, directed, node-labeled
graph. Edges in this graph are unlabeled, and edge
labels are not predicted during subgraph selection.
We seek to maximize a score that factorizes over
graph nodes and edges that are included in the sum-
mary graph. For subgraph (V ′, E′):

score(V ′, E′;θ,ψ) =
∑
v∈V ′

θ>f(v)+
∑
e∈E′

ψ>g(e)

(1)

where f(v) and g(e) are the feature representations
of node v and edge e, respectively. We describe node
and edge features in Table 3. θ and ψ are vectors of
empirically estimated coefficients in a linear model.

We next formulate the selection of the subgraph
using integer linear programming (ILP; §4.2.1) and
describe supervised learning for the parameters (co-
efficients) from a collection of source graphs paired
with summary graphs (§4.2.2).

4.2.1 Decoding
We cast decoding as an ILP whose constraints en-

sure that the output forms a connected subcompo-
nent of the source graph. We index source graph
concept nodes by i and j, giving the “ROOT” node
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Node Concept Identity feature for concept label
Features Freq Concept freq in the input sentence set; one binary feature defined for each frequency threshold τ = 0/1/2/5/10

Depth Average and smallest depth of node to the root of the sentence graph; binarized using 5 depth thresholds
Position Average and foremost position of sentences containing the concept; binarized using 5 position thresholds
Span Average and longest word span of concept; binarized using 5 length thresholds; word spans obtained from JAMR
Entity Two binary features indicating whether the concept is a named entity/date entity or not
Bias Bias term, 1 for any node

Edge Label First and second most frequent edge labels between concepts; relative freq of each label, binarized by 3 thresholds
Features Freq Edge frequency (w/o label, non-expanded edges) in the document sentences; binarized using 5 frequency thresholds

Position Average and foremost position of sentences containing the edge (without label); binarized using 5 position thresholds
Nodes Node features extracted from the source and target nodes (all above node features except the bias term)
IsExpanded A binary feature indicating the edge is due to graph expansion or not; edge freq (w/o label, all occurrences)
Bias Bias term, 1 for any edge

Table 3: Node and edge features (all binarized).

index 0. Let N be the number of nodes in the graph.
Let vi and ei,j be binary variables. vi is 1 iff source
node i is included; ei,j is 1 iff the directed edge from
node i to node j is included.

The ILP objective to be maximized is Equation 1,
rewritten here in the present notation:

N∑
i=1

vi θ>f(i)︸ ︷︷ ︸
node score

+
∑

(i,j)∈E
ei,j ψ

>g(i, j)︸ ︷︷ ︸
edge score

(2)

Note that this objective is linear in {vi, ei,j}i,j and
that features and coefficients can be folded into node
and edge scores and treated as constants during de-
coding.

Constraints are required to ensure that the selected
nodes and edges form a valid graph. In particular, if
an edge (i, j) is selected (ei,j takes value of 1), then
both its endpoints i, j must be included:

vi − ei,j ≥ 0, vj − ei,j ≥ 0, ∀i, j ≤ N (3)

Connectivity is enforced using a set of single-
commodity flow variables fi,j , each taking a non-
negative integral value, representing the flow from
node i to j. The root node sends out up toN units of
flow, one to reach each included node (Equation 4).
Each included node consumes one unit of flow, re-
flected as the difference between incoming and out-
going flow (Equation 5). Flow may only be sent over
an edge if the edge is included (Equation 6).∑

i

f0,i −
∑
i

vi = 0, (4)∑
i

fi,j−
∑
k

fj,k − vj = 0, ∀j ≤ N, (5)

N · ei,j − fi,j ≥ 0, ∀i, j ≤ N. (6)

The AMR representation allows graph reentran-
cies (concept nodes having multiple parents), yet
reentrancies are rare; about 5% of edges are re-
entrancies in our dataset. In this preliminary study
we force the summary graph to be tree-structured,
requiring that there is at most one incoming edge for
each node:

∑
j

ei,j ≤ 1, ∀j ≤ N. (7)

Interestingly, the formulation so far equates to
an ILP for solving the prize-collecting Steiner tree
problem (PCST; Segev, 1987), which is known to
be NP-complete (Karp, 1972). Our ILP formula-
tion is modified from that of Ljubić et al. (2006).
Flow-based constraints for tree structures have also
previously been used in NLP for dependency pars-
ing (Martins et al., 2009) and sentence compres-
sion (Thadani and McKeown, 2013). In our exper-
iments, we use an exact ILP solver,5 though many
approximate methods are available.

Finally, an optional constraint can be used to fix
the size of the summary graph (measured by the
number of edges) to L:∑

i

∑
j

ei,j = L (8)

The performance of summarization systems depends
strongly on their compression rate, so systems are
only directly comparable when their compression
rates are similar (Napoles et al., 2011). L is supplied
to the system to control summary graph size.

5http://www.gurobi.com
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4.2.2 Parameter Estimation
Given a collection of input and output pairs (here,

source graphs and summary graphs), a natural start-
ing place for learning the coefficients θ and ψ is
the structured perceptron (Collins, 2002), which is
easy to implement and often performs well. Alterna-
tively, incorporating factored cost functions through
a structured hinge loss leads to a structured support
vector machine (SVM; Taskar et al., 2004) which
can be learned with a very similar stochastic opti-
mization algorithm. In our scenario, however, the
gold-standard summary graph may not actually be
a subset of the source graph. In machine transla-
tion, ramp loss has been found to work well in situ-
ations where the gold-standard output may not even
be in the hypothesis space of the model (Gimpel and
Smith, 2012). The structured perceptron, hinge, and
ramp losses are compared in Table 4.

We explore learning by minimizing each of the
perceptron, hinge, and ramp losses, each optimized
using Adagrad (Duchi et al., 2011), a stochastic op-
timization procedure. Let β be one model parameter
(coefficient from θ or ψ). Let g(t) be the subgradi-
ent of the loss on the instance considered on the tth

iteration with respect to β. Given an initial step size
η, the update for β on iteration t is:

β(t+1) ← β(t) − η√∑t
τ=1(g(τ))2

g(t) (9)

5 Generation

Generation from AMR-like representations has re-
ceived some attention, e.g., by Langkilde and Knight
(1998) who described a statistical method. Though
we know of work in progress driven by the goal of
machine translation using AMR, there is currently
no system available.

We therefore use a heuristic approach to gener-
ate a bag of words. Given a predicted subgraph, a
system summary is created by finding the most fre-
quently aligned word span for each concept node.
(Recall that the JAMR parser provides these align-
ments; §2). The words in the resulting spans are
generated in no particular order. While this is
not a natural language summary, it is suitable for
unigram-based summarization evaluation methods
like ROUGE-1.

6 Experiments

In Table 5, we report the performance of subgraph
prediction and end-to-end summarization on the test
set, using gold-standard and automatic AMR parses
for the input. Gold-standard AMR annotations are
used for model training in all conditions. During
testing, we apply the trained model to source graphs
constructed using either gold-standard or JAMR
parses. In all of these experiments, we use the num-
ber of edges in the gold-standard summary graph to
fix the number of edges in the predicted subgraph,
allowing direct comparison across conditions.

Subgraph prediction is evaluated against the gold-
standard AMR graphs on summaries. We report pre-
cision, recall, and F1 for nodes, and F1 for edges.6

Oracle results for the subgraph prediction stage
are obtained using the ILP decoder to minimize the
cost of the output graph, given the gold-standard.
We assign wrong nodes and edges a score of −1,
correct nodes and edges a score of 0, then decode
with the same structural constraints as in subgraph
prediction. The resulting graph is the best summary
graph in the hypothesis space of our model, and
provides an upper bound on performance achiev-
able within our framework. Oracle performance on
node prediction is in the range of 80% when using
gold-standard AMR annotations, and 70% when us-
ing JAMR output. Edge prediction has lower perfor-
mance, yielding 52.2% for gold-standard and 31.1%
for JAMR parses. When graph expansion was ap-
plied, the numbers increased to 64% and 46.7%, re-
spectively. The uncovered summary edge (i.e., those
not covered by source graph) is a major source for
low recall values on edge prediction (see Table 2);
graph expansion slightly alleviates this issue.

Summarization is evaluated by comparing sys-
tem summaries against reference summaries, using
ROUGE-1 scores (Lin, 2004)7. System summaries
are generated using the heuristic approach presented
in §5: given a predicted subgraph, the approach finds
the most frequently aligned word span for each con-
cept node, and then puts them together as a bag of
words. ROUGE-1 is particularly usefully for eval-

6Precision, recall, and F1 are equal since the number of
edges is fixed.

7ROUGE version 1.5.5 with options ‘-e data -n 4 -m -2 4 -u
-c 95 -r 1000 -f A -p 0.5 -t 0 -a -x’
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Structured perceptron loss: −score(G∗) + max
G

score(G)

Structured hinge loss: −score(G∗) + max
G

(score(G) + cost(G;G∗))

Structured ramp loss: −max
G

(score(G)− cost(G;G∗)) + max
G

(score(G) + cost(G;G∗))

Table 4: Loss functions minimized in parameter estimation. G∗ denotes the gold-standard summary graph. score(·)
is as defined in Equation 1. cost(G;G∗) penalizes each vertex or edge in G ∪G∗ \ (G ∩G∗). Since cost factors just
like the scoring function, each max operation can be accomplished using a variant of ILP decoding (§4.2.1) in which
the cost is incorporated into the linear objective while the constraints remain the same.

Subgraph Prediction Summarization
Nodes Edges ROUGE-1

P (%) R (%) F (%) F (%) P (%) R (%) F (%)
gold- Perceptron 39.6 46.1 42.6 24.7 41.4 27.1 32.3
standard Hinge 41.2 47.9 44.2 26.4 42.6 28.3 33.5
parses Ramp 54.7 63.5 58.7 39.0 51.9 39.0 44.3

Ramp + Expand 53.0 61.3 56.8 36.1 50.4 37.4 42.8
Oracle 75.8 86.4 80.7 52.2

89.1 52.8 65.8
Oracle + Expand 78.9 90.1 83.9 64.0

JAMR Perceptron 42.2 48.9 45.2 14.5 46.1 35.0 39.5
parses Hinge 41.7 48.3 44.7 15.8 44.9 33.6 38.2

Ramp 48.1 55.6 51.5 20.0 50.6 40.0 44.4
Ramp + Expand 47.5 54.6 50.7 19.0 51.2 40.0 44.7
Oracle 64.1 74.8 68.9 31.1

87.5 43.7 57.8
Oracle + Expand 66.9 76.4 71.2 46.7

Table 5: Subgraph prediction and summarization (to bag of words) results on test set. Gold-standard AMR annotations
are used for model training in all conditions. “+ Expand” means the result is obtained using source graph with
expansion; edge performance is measured ignoring labels.

uating such less well-formed summaries, such as
those generated from speech transcripts (Liu and
Liu, 2013).

Oracle summaries are produced by taking the
gold-standard AMR parses of the reference sum-
mary, obtaining the most frequently aligned word
span for each unique concept node using the JAMR
aligner (§2), and then generating a bag of words
summary. Evaluation of oracle summaries is per-
formed in the same manner as for system sum-
maries. The above process does not involve graph
expansion, so summarization performance is the
same for the two conditions “Oracle” and “Oracle
+ Expand.”

We find that JAMR parses are a large source of
degradation of edge prediction performance, and a
smaller but still significant source of degradation
for concept prediction. Surprisingly, using JAMR
parses leads to slightly improved ROUGE-1 scores.
Keep in mind, though, that under our bag-of-words

generator, ROUGE-1 scores only depend on concept
prediction and are unaffected by edge prediction.
The oracle summarization results, 65.8% and 57.8%
F1 scores for gold-standard and JAMR parses, re-
spectively, further suggest that improved graph sum-
marization models (step 2) might benefit from future
improvements in AMR parsing (step 1).

Across all conditions and both evaluations, we
find that incorporating a cost-aware loss function
(hinge vs. perceptron) has little effect, but that us-
ing ramp loss leads to substantial gains.

In Table 5, we show detailed results with and
without graph expansion. “+ Expand” means the re-
sults are obtained using the expanded source graph.
We find that graph expansion only marginally affects
system performance. Graph expansion slightly hurts
the system performance on edge prediction. For ex-
ample, using ramp loss with JAMR parser as input,
we obtained 50.7% and 19.0% for node and edge
prediction with graph expansion; 51.5% and 20.0%

1083



without edge expansion. On the other hand, it in-
creases the oracle performance by a large margin.
This suggests that with more training data, or a more
sophisticated model that is able to better discrimi-
nate among the enlarged output space, graph expan-
sion still has promise to be helpful.

7 Related and Future Work

According to Dang and Owczarzak (2008), the ma-
jority of competitive summarization systems are ex-
tractive, selecting representative sentences from in-
put documents and concatenating them to form a
summary. This is often combined with sentence
compression, allowing more sentences to be in-
cluded within a budget. ILPs and approximations
have been used to encode compression and extrac-
tion (McDonald, 2007; Martins and Smith, 2009;
Gillick and Favre, 2009; Berg-Kirkpatrick et al.,
2011; Almeida and Martins, 2013; Li et al., 2014).
Other decoding approaches have included a greedy
method exploiting submodularity (Lin and Bilmes,
2010), document reconstruction (He et al., 2012),
and graph cuts (Qian and Liu, 2013), among others.

Previous work on abstractive summarization has
explored user studies that compare extractive with
NLG-based abstractive summarization (Carenini
and Cheung, 2008). Ganesan et al. (2010) pro-
pose to construct summary sentences by repeatedly
searching the highest scored graph paths. (Gerani et
al., 2014) generate abstractive summaries by modi-
fying discourse parse trees. Our work is similar in
spirit to Cheung and Penn (2014), which splices and
recombines dependency parse trees to produce ab-
stractive summaries. In contrast, our work operates
on semantic graphs, taking advantage of the recently
developed AMR Bank.

Also related to our work are graph-based summa-
rization methods (Vanderwende et al., 2004; Erkan
and Radev, 2004; Mihalcea and Tarau, 2004). Van-
derwende et al. (2004) transform input to logi-
cal forms, score nodes using PageRank, and grow
the graph from high-value nodes using heuristics.
In Erkan and Radev (2004) and Mihalcea and Ta-
rau (2004), the graph connects surface terms that
co-occur. In both cases, the graphs are constructed
based on surface text; it is not a representation of
propositional semantics like AMR. However, future

work might explore similar graph-based calculations
to contribute features for subgraph selection in our
framework.

Our constructed source graph can easily reach
ten times or more of the size of a sentence depen-
dency graph. Thus more efficient graph decoding
algorithms, e.g., based on Lagrangian relaxation or
approximate algorithms, may be explored in future
work. Other future directions may include jointly
performing subgraph and edge label prediction; ex-
ploring a full-fledged pipeline that consists of an au-
tomatic AMR parser, a graph-to-graph summarizer,
and a AMR-to-text generator; and devising an eval-
uation metric that is better suited to abstractive sum-
marization.

Many domains stand to eventually benefit from
summarization. These include books, audio/video
segments, and legal texts.

8 Conclusion

We have introduced a statistical abstractive summa-
rization framework driven by the Abstract Meaning
Representation. The centerpiece of the approach is
a structured prediction algorithm that transforms se-
mantic graphs of the input into a single summary se-
mantic graph. Experiments show the approach to be
promising and suggest directions for future research.
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Abstract

Previous work on text coherence was primar-
ily based on matching multiple mentions of
the same entity in different parts of the text;
therefore, it misses the contribution from se-
mantically related but not necessarily coref-
erential entities (e.g., Gates and Microsoft).
In this paper, we capture such semantic relat-
edness by leveraging world knowledge (e.g.,
Gates is the person who created Microsoft),
and use two existing evaluation frameworks.
First, in the unsupervised framework, we in-
troduce semantic relatedness as an enrichment
to the original graph-based model of Guin-
audeau and Strube (2013). In addition, we
incorporate semantic relatedness as additional
features into the popular entity-based model
of Barzilay and Lapata (2008). Across both
frameworks, our enriched model with seman-
tic relatedness outperforms the original meth-
ods, especially on short documents.

1 Introduction

In a well-written document, sentences are organized
and presented in a logical and coherent form, which
makes the text fluent and easily understood. There-
fore, coherence is a fundamental aspect of high text
quality, and the evaluation of coherence is a crucial
component of many NLP applications, such as essay
scoring (Miltsakaki and Kukich, 2004), story gener-
ation (McIntyre and Lapata, 2010), and document
summarization (Barzilay et al., 2002).

∗ This work was partly done while the first author was vis-
iting University of Toronto.

A particularly popular model for evaluating text
coherence is the entity-based local coherence model
of Barzilay and Lapata (2008) (B&L), which ex-
tracts mentions of entities in adjacent sentences, and
captures local coherence in terms of the transitions
in the grammatical role of each mention. Follow-
ing this direction, a number of extensions have been
proposed (Elsner and Charniak, 2008; Elsner and
Charniak, 2011; Lin et al., 2011; Feng et al., 2014),
the majority of which focus on enriching the origi-
nal entity features. An exception is the unsupervised
model of Guinaudeau and Strube (2013) (G&S),
which converts the document into a graph of sen-
tences, and evaluates the text coherence by comput-
ing the average out-degree over the entire graph.

However, despite the apparent success of these
methods, they rely merely on matching mentions of
the same entity, but neglect the contribution from
semantically related but not necessarily coreferen-
tial entities. For example, the text in Figure 1a1 has
no common entity in s2 and s3. However, the tran-
sition between them is perfectly coherent, because
there exists close semantic relatedness between two
distinct entities, Gates in s2 and Microsoft in s3,
which can be captured by the world knowledge that
Gates is the person who created Microsoft (repre-
sented by Gates-create-Microsoft). In fact, the is-
sue of absence of common entities between adjacent
sentences is quite prevalent. Analyzing the CoNLL
2012 dataset (Pradhan et al., 2012), we found that
42.34% of the time, adjacent sentences do not share
common entities. As a result, methods which rely
on strict entity matching would fail on these cases.

1Based on a news item: http://www.cnbc.com/id/101576926

1087



s1: In 1980, [ Gates ]S licensed [ 86-DOS ]O from [ Tim Paterson ]X for 

       $50,000, which marketed it as [ PC-DOS ]X.

s2: [ Gates' smartest move ]S was retaining [ ownership of the source 

         code ]O of what he and [ Allen ]X would develop as [ MS-DOS ]X.

s3: [ Microsoft ]S got a [ licensing fee ]O every time [ IBM ]S sold a [ PC ]O.

s1: In 1980, [ Gates ]S licensed [ 86-DOS ]O from [ Tim Paterson ]X for 

       $50,000, which marketed it as [ PC-DOS ]X.

s2: [ Gates' smartest move ]S was retaining [ ownership of the source 

         code ]O of what he and [ Allen ]X would develop as [ MS-DOS ]X.

s3: [ Microsoft ]S got a [ licensing fee ]O every time [ IBM ]S sold a [ PC ]O.

(a) A fragment of news text

s1

S     -     -     -    S    O   O   O    O    -     -     -     -     - s2

s3

M
o

ve

O
w

n
er

sh
ip

So
u

rc
e

C
o

d
e

M
S-

D
O

S

Fe
e

Ti
m

e

IB
M

P
C

  -     -     -     -     -     -    -     -     -     S    O    X    S    O

M
ic

ro
so

ft

G
at

es

8
6

-D
O

S

P
at

er
so

n

P
C

-D
O

S

S    O    X    X    -     -    -     -      -    -     -     -     -     - s1

S     -     -     -    S    O   O   O    O    -     -     -     -     - s2

s3

M
o

ve

O
w

n
er

sh
ip

So
u

rc
e

C
o

d
e

M
S-

D
O

S

Fe
e

Ti
m

e

IB
M

P
C

  -     -     -     -     -     -    -     -     -     S    O    X    S    O

M
ic

ro
so

ft

G
at

es

8
6

-D
O

S

P
at

er
so

n

P
C

-D
O

S

S    O    X    X    -     -    -     -      -    -     -     -     -     - 

(b) The corresponding entity grid

Figure 1: A news text fragment with its corresponding entity grid constructed following B&L (2008). Al-
though s2 and s3 share no entity, their transition is still coherent, because Gates and Microsoft are semanti-
cally related by the knowledge Gates-create-Microsoft.

We wish to incorporate semantic relatedness be-
tween different entities into existing models to tackle
the problem described above. In particular, we pro-
pose to capture such semantic relatedness between
different entities with world knowledge represented
as triples, e.g., Gates-create-Microsoft. Given a
text to be evaluated, we first retrieve relevant world
knowledge from multiple sources. For the unsuper-
vised framework of G&S, we integrate knowledge
into the original graph-based document representa-
tion, in which sentences are the nodes and edges are
formed by shared entities and our world knowledge.
Then, we adopt a dynamic programming algorithm
to produce a coherence score for the text. For the
supervised framework of B&L, we incorporate the
world knowledge as a novel set of features into the
original entity-based model, and train a model to dis-
criminate different degrees of text coherence.

To evaluate the impact of incorporating seman-
tic relatedness, we conduct experiments on two
datasets, each of which resembles a real sub-task
in the text coherence modeling: sentence ordering
and summary coherence rating. On both tasks,
across two frameworks, supervised and unsuper-
vised, we perform a direct comparison between our
enhanced model and the original one. On both tasks,
our models are shown to be more powerful than the
models relying on entity matching only. Moreover,
for sentence ordering, world knowledge is shown to
be especially useful on short documents.

2 Background

2.1 Entity-based local coherence modeling

The initial entity-based model was developed by
B&L. It is based on the intuition that there exists

a canonical order of how entities occur in the text.
Therefore, we can model text coherence by measur-
ing how mentions of various entities are distributed
within the text. Specifically, for a given document d,
an entity grid is constructed in which the rows rep-
resent the sentences and the columns represent enti-
ties. Each grid cell ri j corresponds to the syntactic
role of entity e j in sentence si: subject (S ), object
(O), other (X), or nothing (−). For example, Figure
1b shows the entity grid of the text shown in Figure
1a. If an entity serves multiple syntactic roles in a
sentence, its grammatical role is resolved according
to the priority order: S � O � X � −.

Based on the entity grid representation, a lo-
cal coherence transition is defined as a sequence
{S ,O, X,−}n, representing the grammatical roles or
absence of a particular entity across n adjacent sen-
tences. Then, the document is encoded as a feature
vector Φ(d) = (p1(d), p2(d), . . . , pm(d)), where pt(d)
is the normalized frequency of the transition t in the
entity grid, and m is the number of predefined tran-
sitions. pt(d) is computed as the number of occur-
rences of transition t among all entities in the entity
grid, divided by the total number of transitions of the
same length. Using this feature encoding, the model
is then trained as a preference ranking problem be-
tween documents of different degrees of coherence.

2.2 Graph-based local coherence modeling

As mentioned previously, most extensions to the
entity-based local coherence model focus on enrich-
ing the feature set (Filippova and Strube, 2007; El-
sner and Charniak, 2011; Lin et al., 2011; Feng et
al., 2014), all of which follow a supervised learning
framework. To the best of our knowledge, the only
exception is the unsupervised method proposed by
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G&S, which transforms the entity grid into a sen-
tence graph and measures text coherence by comput-
ing the average out-degree of the graph. For a docu-
ment d, its entity grid is constructed first, following
the method described in Section 2.1. Then, a bipar-
tite graph G = (Vs,Ve, L,W) is constructed, where
Vs is the set of nodes representing sentences in the
text; Ve is the set of nodes representing entities; L
is the set of edges associated with a weight w ∈ W.
An edge exists between a sentence sx and an entity
e, if and only if e occurs in sx. Each edge is further
associated with a weight w(e, sx), determined by the
grammatical role of the entity e in sentence sx: 3 for
subject (S ), 2 for object (O), 1 for other (X), and 0
for nothing (−). Note that graph G consists of both
sentence nodes and entity nodes.

Then, G is converted to another graph P, which
consists of sentence nodes only, where an edge con-
nects two sentence nodes if and only if at least one
entity is shared between these two sentences. In P,
the weight of each edge is computed by aggregating
the edge weights in the original bipartite graph G:

w(P)(sx, sy) =
∑

e∈Exy
w(G)(e, sx) ∗ w(G)(e, sy), (1)

where Exy is the set of entities shared by two sen-
tences sx and sy, and w(G)(e, sx) is the weight of edge
between entity e and sentence sx as illustrated be-
fore. The coherence of the document is thus mea-
sured by the average out-degree of graph P.

Although this method is purely unsupervised, it
achieves a performance comparable with its super-
vised counterparts, e.g., B&L. However, since this
method still relies on matching multiple mentions of
the same entity, it misses the important contribution
from those semantically related yet distinct entities,
e.g. Gates and Microsoft in Figure 1a.

3 Finding relevant world knowledge

To supplement existing models with information de-
rived from semantic relatedness, given a document
d to be evaluated, we first retrieve all world knowl-
edge related to d. There are two major issues for this
process: (1) knowledge sources: where can we ob-
tain this knowledge?, and (2) knowledge selection:
how do we pinpoint the most relevant ones?

Knowledge sources There are two main kinds of
knowledge sources: (1) manually edited knowledge

bases, such as YAGO (Hoffart et al., 2013), which
consists of about 4 million human-edited instances
from on-line encyclopedias such as WikiPedia (De-
noyer and Gallinari, 2007) and FreeBase (Bol-
lacker et al., 2008), and (2) automatically con-
structed knowledge bases, such as Reverb (Fader
et al., 2011), which covers about 20 million in-
stances extracted from raw texts. Generally speak-
ing, manually edited knowledge bases have better
accuracy but lower coverage, while automatically
extracted knowledge bases are the opposite. To
seek a good balance, we use both YAGO and Re-
verb as our knowledge sources. In addition, the
automatically constructed knowledge bases can be
extracted from raw texts of any domain, which
makes our method adaptable. Both sources are pre-
sented in triples, argument1-predicate-argument2,
(e.g., Gates-create-Microsoft), where the two argu-
ments are usually entities and the predicate is the
relation between them (Zhang et al., 2014).

Knowledge selection For each document d, we
then select the subset of relevant knowledge in-
stances, in the sense that they represent relations be-
tween the entities in d. In particular, we extract all
entities in d, and query the knowledge bases to ob-
tain all the knowledge instances in which both of the
two arguments, argument1 and argument2, match
some of the entities in d.

One issue in knowledge selection is whether to
retrieve knowledge instances using exact or partial
matching. For a given pair of entities in the text, the
chance is rather low to find instances in the knowl-
edge bases where the two arguments perfectly match
the pair of entities, because entities in the source
document might appear in aliases or abbreviations.
In contrast, partial matching between arguments and
entities usually increases coverage but at risk of in-
troducing more noise. In our work, to balance ac-
curacy and coverage, when retrieving world knowl-
edge, we use partial matching and form queries only
for those entities realized as noun phrases in the text.

4 World knowledge encoding

4.1 Unsupervised graph-based framework
As described in Section 2.2, G&S represents the text
as a graph and measures the coherence by the aver-
age out-degree of the graph. In this part, we describe
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Figure 2: (a) and (b) show the traditional entity and sentence graph based on matching multiple mentions
of the same entity; while (c) and (d) represent our entity and sentence graph encoding semantic relatedness
between those semantically related but not necessarily coreferential entities (e.g., Gates and Microsoft) by
adding world-knowledge edges (dashed lines) accroding to world knowledge (e.g., Gates-create-Microsoft).

how we capture semantic relatedness by encoding
world knowledge to the graph-based model. The
outline of our method is as follows. Given a docu-
ment d, we first retrieve relevant world knowledge
from multiple sources (see Section 3). Then, we
construct an entity graph with world knowledge to
capture both the distribution information and seman-
tic relatedness between entities (see Section 4.1.1).
After that, we convert the entity graph into a sen-
tence graph (see Section 4.1.2), in which two sen-
tences are connected not only through common en-
tities but also through world knowledge. Finally, we
apply our novel reachability score computation over
the sentence graph to produce a coherence score
for the text to be evaluated (see Section 4.1.3).

4.1.1 Entity graph

As shown in Figure 2c, there are two kinds of
edges in our entity graph: (1) common-entity edges
(solid lines), which connect different mentions of the
same entity, such as Gates in s1 and Gates in s2; (2)
world-knowledge edges (dashed lines), which con-
nect different entities through certain world knowl-
edge, such as Gates in s2 and Microsoft in s3 re-
lated by Gates-create-Microsoft. This representa-
tion captures not only the distribution information
of individual entities but also the semantic related-
ness between different entities. In contrast, the orig-
inal graph-based model by G&S (Figures 2a and
2b) includes common-entity edges only and misses
the semantic relatedness information. Formally, for
a document d, we define its entity graph as G =

(V, Lm, Lk,Wm,Wk), where V denotes the nodes of

entities; Lm denotes the set of common-entity edges
and Lk denotes the set of world-knowledge edges;
and Wm and Wk are the two sets of weights associ-
ated with Lm and Lk respectively.

Following G&S, for each common-entity edge
lm ∈ Lm, which connects two mentions of the same
entity e appearing in different sentences sx and sy,
we compute its weight as w(e, sx) × w(e, sy), where
the value of w(e, sx) is based on the grammatical
role of the entity e in the sentence sx as follows:
3 for subject (S ), 2 for object (O), 1 for other (X),
and 0 for nothing(−). When multiple mentions of
the same entity appear with different grammatical
roles in the same sentence, the role with the high-
est weight is chosen to represent the entity. For each
world-knowledge edge lk ∈ Lk, which connects two
different entities eix and e jy appearing in sentence sx

and sy respectively, we consider three factors when
assigning the weight to the edge: (1) semantic relat-
edness between eix and e jy: higher relatedness leads
to a higher weight; (2) the grammatical roles of eix

and e jy in sx and sy: different roles correspond to dif-
ferent weights; and (3) textual distance between eix

and e jy: longer distance results in a lower weight.
Therefore we compute the weight of lk between eix

and e jy as below:

wk(eix, e jy) =
r(ei, e j) × w(eix, sx) × w(e jy, sy)

d(eix, e jy) × 2
, (2)

where w(eix, sx) is associated to the grammatical role
of eix in sx as illustrated before; d(eix, e jy) is the dis-
tance between eix and e jy; and r(ei, e j) is the seman-
tic relatedness between eix and e jy as shown in For-
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mula 3 below. Note that the value of r(ei, e j) is in-
dependent of the sentence in which ei and e j appear,
so we denote it as r(ei, e j) instead of r(eix, e jy).

r(ei, e j) =


log n(ei, e j)

max
lmn∈Lk

log n(em, en)
if n(ei, e j) > 2,

0 otherwise.
(3)

where n(ei, e j) corresponds to the number of world
knowledge instances relating ei and e j. For instance,
Figure 1a contains an edge between Gates (e1 in
s1) and Microsoft (e2 in s3), in which w(e11, s1)
and w(e23, s3) are 3, and d(e11, e23) is 2. Note that
we consider the grammatical roles in both com-
mon edges and background knowledge edges be-
cause we treat them independently from each other.
The grammatical information is important to both of
these two kinds of edges.

4.1.2 Sentence graph

Figure 2d shows the sentence graph converted
from the entity graph in Figure 2c. In our
work, in order to incorporate world knowledge, we
adopt an enriched representation of sentence graph,
G′ = (V ′, L′m, L′k,W

′
m,W

′
k), where V ′ is the sentence

nodes; L′m denotes the set of common-entity edges
(solid lines); L′k denotes the set of world-knowledge
edges (dashed lines), and W′m and W′k correspond to
the weights associated with the edges in L′m and L′k.

Intuitively, the semantic relatedness between two
sentences can be measured as the total relatedness
of each entity pair in the two sentences. There-
fore, in our enhanced sentence graph representa-
tion, for a pair of sentences sx and sy, the weight
of their common-entity edge, w′m(sx, sy), is com-
puted as w′m(sx, sy) =

∑
ei∈Vxy wm(eix, eiy), where Vxy

is the set of entities shared by two sentences sx

and sy, and wm(eix, eiy) is the weight of the corre-
sponding common-entity edge in the entity graph
(see Section 4.1.1). Similarly, the weight of their
world-knowledge edge, w′k(sx, sy), is computed as
w′k(sx, sy) =

∑
ei∈Vx,e j∈Vy wk(eix, e jy), where Vx and

Vy denote the set of entities in sx and sy respectively,
and wk(eix, e jy) is the weight of the corresponding
world-knowledge edge in the entity graph.

Algorithm 1: Reachability score computation.
Input: G′ = (V ′, L′m, L′k,W

′
m,W

′
k).

Output: The final reachability score S .
1 n← |V ′|
2 for j = 1→ n do
3 score(v′j)← 0
4 for j = 1→ n do
5 for i = 0→ j − 1 do
6 if l′m(i, j) ∈ L′m then
7 score(v′j)← score(v′i) + w′m(i, j)
8 if l′k(i, j) ∈ L′k then
9 score(v′j)← score(v′i) + w′k(i, j)

10 return S =

∑
v′j∈V′∧out(v′j)=0 score(v′j)

|{v′j : v′j ∈ V ′ ∧ out(v′j) = 0}|

4.1.3 Reachability score computation

Based on our sentence graph representation, we
compute a reachability score for each sentence node.
To produce a final coherence score for the text,
we compute the average reachability score among
those nodes whose out-degree is equal to 0 in the
graph, rather than among all nodes, because of the
intuition that, if a sentence node has no subsequent
nodes, their reachability score therefore reflects the
tightness between this sentence and the preceding
part of the text. For a certain sentence node v′j,
its reachability score is defined as the sum of edge
weights on all paths from the starting node (i.e., the
first sentence) to v′j, and the contribution of each path
to the final reachability score depends on the total
weight of that path as shown in Equation 4.

score(v′j) =∑
v′i∈V′,v′i,v′j

(score(v′i) + w′m(i, j) + w′k(i, j)) (4)

where score(v′i) denotes the reachability score of
v′i , and w′m(i, j) and w′k(i, j) are the weights of the
common-entity edge and the world-knowledge edge
between v′i and v′j; if there is no such edge in the
graph, the corresponding weight is set to 0.

Algorithm 1 summarizes our reachability score
computation, in which the reachability score of each
node is initially 0, and iteratively updated.

1091



S1 S2 S2

(a) Entity graph (b) Sentence graph

S1 S2 S2

S1 S2 S2

S1 S2 S2

S1 S2 S2

S1 S2 S2

S1 S2 S2

S1 S2 S2

S1 S2 S2 S1 S2 S2

S1 S2 S2 S1 S2 S2

S1 S2 S2 S1 S2 S2

S1 S2 S2 S1 S2 S2

Figure 3: Eight patterns of how world knowledge is
distributed among three adjacent sentences.

4.2 Supervised entity-based framework

As mentioned previously, numerous extensions have
been proposed to the original entity-based model of
B&L. However, those extensions mostly rely on en-
tity matching and thus fail to incorporate the infor-
mation from semantically related yet distinct enti-
ties. We propose a novel extension by introducing
world knowledge to capture entity-wise relatedness.

Inspired by the original entity-based model, in
which local coherence is reflected by the patterns of
how entities act grammatically from one sentence to
the next, we believe that local coherence can also be
characterized by the patterns of how world knowl-
edge relates a pair of sentences. Specifically, given
a set of sentences, there are different patterns of how
knowledge instances are distributed among them.
We consider modeling those patterns within a win-
dow of 3 sentences, in which there are 23 = 8 differ-
ent distribution patterns, as shown in Figure 3. We
then use the frequencies of these distribution pat-
terns over the entire document as additional features
into the entity-based model. In particular, for each
particular distribution pattern bk, its corresponding

frequency p(bk) =
|bk|
|V ′| − 2

, where |bk| is the number

of occurrences of bk in the sentence graph.

In addition to p(bk), we also compute another fea-
ture, p(E), which is the frequency that two nodes
are connected by certain world knowledge over the
sentence graph, reflecting the overall semantic re-
latedness within the graph. p(E) is computed as

p(E) =
|L′k|
|V ′| . With these world knowledge features

incorporated into the original entity-based model,
we obtain an enhanced model with an emphasis on
semantic relatedness between different entities.

5 Experiments

To evaluate the impact of incorporating semantic re-
latedness, we conduct experiments on two datasets,
each of which resembles a real sub-task in modeling
text coherence: sentence ordering and summary
coherence rating. Since text coherence is a rela-
tive concept rather than a binary distinction, in both
tasks, we formulate the problem as pairwise prefer-
ence ranking. Specifically, given a set of texts with
different degrees of coherence, we train a ranker to
prefer the more coherent text over the less coherent
one. Performance is therefore measured as the frac-
tion of correct pairwise rankings as recognized by
the ranker. We use SVMlight (Joachims, 2002) with
the ranking configuration to train and evaluate our
models, with all parameters set to default values.

On both tasks, across two frameworks, supervised
and unsupervised, we directly compare our modified
model against the original one, i.e., B&L in the su-
pervised framework and G&S in the unsupervised
framework. In our experiments, we use the Stan-
ford parser (Marneffe et al., 2006) to automatically
extract the grammatical role for each entity mention.

5.1 Sentence ordering

The task of sentence ordering attempts to simu-
late the situation where, given a predefined set of
information-bearing items, we need to determine the
best order to arrange those items.

In this paper, we follow G&S and introduce
CoNLL 20122 (Pradhan et al., 2012) as our dataset,
which is composed of documents from multiple
news sources. For each text, we randomly shuffle its
sentences to generate 20 permutations with incorrect
sentence order. For a fair comparison, we also evalu-
ate our model on a filtered subset of documents with
an average length of 31.8 sentences. Therefore, our
dataset contains 72 documents and 72 × 20 = 1440
permutations, among which the shortest one con-
tains 25 sentences. For our enhanced graph-based
model (introduced in Section 4.1), which is purely
unsupervised, we evaluate our model over the entire
dataset. For our enhanced entity-based model (in-
troduced in Section 4.2), which is purely supervised,
we use half of the complete CoNLL dataset for train-
ing (237 documents plus permutations) and use half

2http://conll.cemantix.org/2012/data.html
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of the filtered subset (36 documents plus permuta-
tions). The training and test sets do not overlap.

In this task, each training and test instance is com-
posed of a pair of a source document and one of
its permutations, and the source document is always
considered more coherent than its permutation.

5.2 Summary coherence rating
The second task is summary coherence rating, in
which, given a pair of summaries about the same
set of source documents, we determine the rank-
ing of these two summaries based on their de-
grees of coherence. The performance of the model
is assessed by comparing model-induced rankings
against the rankings given by human judges. We use
the same dataset (DUC 2003) as B&L and G&S did,
which consists of summaries generated either by
human writers or by automatic summarization sys-
tems. Each summary was given a coherence score
by averaging among seven judges. Often, machine-
generated summaries receive low coherence scores
because they contain sentences taken out of context
and thus display problems with respect to coherence.

This dataset consists of 16 input document clus-
ters, each of which is associated with five machine-
generated summaries along with a human-written
summary. In total, we have 96 summaries (for more
details, see B&L). We form pairwise rankings by
taking any two summaries originating from the same
document cluster, given that the two summaries re-
ceive different coherence scores: 144 of the resulting
rankings are used for training and 80 are for testing.

5.3 Experiment results
In this section, we demonstrate the performance of
our models with world knowledge encoded in one of
the two ways: paths in a sentence graph or features
in an entity grid. We compare our models against
the original graph-based model (G&S) and entity-
based model (B&L). The evaluation is conducted on
the two tasks, sentence ordering and summary co-
herence rating, and the accuracy is the fraction of
correct pairwise rankings.

Table 1 shows the performance of various models
on both tasks. The first section shows the results of
G&S’s graph-based local coherence model, includ-
ing the performance reported in their original paper
and that achieved by our re-implementation, repre-

Model SO SCR
Graph model (G&S) 88.9 80.0
Graph model (Implemented) 89.6 48.8
Graph model + K 91.3** 50.0
Graph model + K + Avg R 93.4** 55.0*
Entity model (B&L) 88.9 83.8
Entity model (Implemented) 93.7 90.0
Entity model + K 95.1** 91.3

Table 1: Accuracies (%) of various models on
the two tasks, sentence ordering (SO) and sum-
mary coherence rating (SCR). Models that per-
form significantly better than their corresponding re-
implemented basic models are denoted by ** (p <
.01) or * (p < .05), verified using paired t-test.

senting the effect with no world knowledge encoded.
The second section shows the performance of our
two graph-based models with world knowledge en-
coded. Graph model + K is the basic model with
world knowledge encoded, but coherence is simply
measured as the average out-degree as in G&S’s ap-
proach. Graph model + K + Avg R replaces the
out-degree measurement by our average reachabil-
ity score (described in Section 4.1.3), which mea-
sures coherence in a more sophisticated way. The
third section shows the results of B&L’s entity-based
local coherence model, including the originally re-
ported performance and that obtained by our re-
implementation, in which no world knowledge fea-
tures are included. The last section, Entity model +
K, shows the result of entity-based model with our
world knowledge features encoded. Note that the
random baseline of both tasks is 50%.

Firstly, for graph-based models, our Graph model
+ K outperforms the original models, suggesting
that world knowledge is truly helpful for capturing
more coherence information3. Moreover, by intro-

3The large discrepancy between the performance reported
by G&S and that of our re-implementation in Task 2 is due to
the fact that G&S experimented with a set of specially formed
summary pairs (see their paper for detail), which we have no
access to. They also did not give sufficient details about how
they constructed those summary pairs, which has a great im-
pact on the final result. This made it difficult for us to fully re-
implement their experiment. So we use B&L’s set of summary
pairs, which are generated randomly and are more difficult to
distinguish, which explains our differing results from theirs.
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Figure 4: Graph-based models, with and without
world knowledge (labeled as With K and Without K),
tested on sets with different numbers of sentences.

ducing the scoring scheme of average reachability
score, our Graph model + K + Avg R achieves the
best performance among all graph-based models.

Secondly, for entity-based models, our en-
hanced model with knowledge features encoded
also achieves superior performance than our re-
implemented model, again confirming the useful-
ness of world knowledge. Interestingly, we observe
that our re-implementation obtains higher accuracy
compared to the performance reported by B&L. This
is partly due to the fact that the documents in our
dataset have an average length of 31.5 sentences,
which are longer than those used in B&L’s experi-
ments. We will further discuss this problem in Sec-
tion 5.4 and show that document length is an impor-
tant factor to the overall performance.

However, on the task of summary coherence rat-
ing, the difference between our extended models and
the original ones is generally not significant, primar-
ily due to the fact that the sample size for this task is
too small, i.e., 80 pairwise rankings.

5.4 Effect of document length

5.4.1 Effect of document length on the overall
performance

We further analyze the impact of document length
on the task of sentence ordering. We partition our
original dataset, which consists of 214 documents
and their permutations, into 8 non-overlapping sub-
sets, according to the length of documents: 1-5, 6-
10,. . . , and 36-40 sentences. To illustrate the cor-
relation between the performance and the length

Model Accuracy (%)
Graph Model 27.4
Graph Model + K 44.2
Entity Model 65.8
Entity Model + K 71.1

Table 2: Performance of various models with and
without world knowledge in the sentence ordering
task, tested on short documents with 1–5 sentences.

of document, we test our models with and with-
out world knowledge encoded on each subset sepa-
rately. Since the size of the available training data in
each subset is relatively small, the supervised entity-
based model suffers from sparsity. Therefore, we fo-
cus on the unsupervised graph-based models only.

Figure 4 shows the performance on different sub-
sets. We can see that the performance of both
models generally improves as the number of sen-
tences increases. This observation is quite intuitive,
because the longer a document is, the higher the
chance is that, after being shuffled, adjacent sen-
tences in the resulting permutation would be com-
pletely irrelevant to each other. Therefore, for longer
documents, it is much easier for the model to distin-
guish a permutation from its source document.

5.4.2 Effect of document length on the model
with world knowledge

Moreover, we also observe that the document
length has a non-universal effect, in terms of how
the model could benefit from incorporating world
knowledge. Specifically, we find that world knowl-
edge has a greater effect on short documents, as
demonstrated in Table 2. Evaluated on a set of doc-
uments composed of 30 extremely short documents
only (1–5 sentences), we see that our enhanced
graph-based model is able to improve the perfor-
mance by 16.8% over the basic model, and our en-
hanced entity-based model achieves 5.3% improve-
ment (both differences are significant at p < .01).
We postulate that it is primarily because a document
with fewer sentences tends to shift to another sub-
topic immediately without elaborating on the previ-
ous one, and strict entity matching would find it dif-
ficult to establish coherent transitions between them.
Therefore, the contribution from semantic related-
ness tends to dominate the overall performance.

1094



6 Conclusions and future work

In this paper, for the evaluation of text coherence, we
go beyond strict entity matching and model the se-
mantic relatedness between distinct entities through
the use of world knowledge. Specifically, we in-
corporate world knowledge into two existing frame-
works: (1) the unsupervised graph-based model
(G&S), and (2) the supervised entity-grid model
(B&L). Across the two frameworks, on both of our
evaluation tasks, sentence ordering and summary
coherence rating, our enhanced models with world
knowledge encoded are shown to be stronger than
the corresponding basic models, confirming that se-
mantic relatedness is truly important for coherence
modeling and such relatedness can be effectively
captured by world knowledge. Moreover, we ob-
serve that world knowledge is particularly useful for
short documents in sentence ordering, as it provides
additional clues to relate sub-topics in the text.

In our future work, we wish to explore the ef-
fect of our world knowledge in conjunction with dis-
course relations. Specifically, we plan to incorporate
world knowledge into the framework of discourse
role matrix (Lin et al., 2011; Feng et al., 2014). In
addition, we also plan to develop a more sophis-
ticated feature encoding by distinguishing different
types of predicates in world knowledge triples.
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Abstract

Recent work has successfully leveraged the
semantic information extracted from lexi-
cal knowledge bases such as WordNet and
FrameNet to improve English event corefer-
ence resolvers. The lack of comparable re-
sources in other languages, however, has made
the design of high-performance non-English
event coreference resolvers, particularly those
employing unsupervised models, very diffi-
cult. We propose a generative model for the
under-studied task of Chinese event corefer-
ence resolution that rivals its supervised coun-
terparts in performance when evaluated on the
ACE 2005 corpus.

1 Introduction

Event coreference resolution is the task of deter-
mining which event mentions in a text refer to the
same real-world event. Compared to entity corefer-
ence, event coreference is not only much less stud-
ied, but it is arguably more challenging. Recall that
for two event mentions to be coreferent, both their
triggers (i.e., the words realizing the occurrence of
the events) and their corresponding arguments (e.g.,
the times, places, and people involved in them) have
to be compatible. However, identifying potential ar-
guments (which is typically performed by an entity
extraction system), linking arguments to their event
mentions (which is typically performed by an event
extraction system), and determining the compatibil-
ity between two event arguments (which is the job
of an entity coreference resolver), are all non-trivial
tasks. In other words, end-to-end event coreference

resolution is complicated in part by the fact that an
event coreference resolver has to rely on the noisy
outputs produced by its upstream components in the
standard information extraction (IE) pipeline.
In this paper, we examine Chinese event coref-

erence resolution. While English event coreference
is under-investigated, Chinese event coreference is
much less studied than English event coreference.
In terms of task definition, there is no difference be-
tween English and Chinese event coreference. How-
ever, the design of high-performance Chinese event
coreference resolvers is complicated in part by the
lack of large-scale lexical knowledge bases. Re-
cent work by Bejan and Harabagiu (2010; 2014) has
shown that the semantic information extracted from
WordNet (Fellbaum, 1998) and FrameNet (Baker
et al., 1998) significantly contributed to the perfor-
mance of their English event coreference resolver.
While the lack of comparable lexical knowledge

bases in Chinese can be mitigated in part by the use
of event coreference annotated data, we focus on a
challenging version of the task --- unsupervised Chi-
nese event coreference resolution. Specifically, our
goal is to learn an event coreference model without
using data annotated with event coreference links.
When evaluated on the Chinese portion of the ACE
2005 corpus, our unsupervised probabilistic model
for event coreference resolution rivals its state-of-
the-art supervised counterpart in performance. This,
together with the fact that its underlying genera-
tive process is not language-dependent and does not
rely on features extracted from lexical knowledge
bases, potentially enables it to be applied to lan-
guages where neither annotated data nor large-scale
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knowledge bases are available.
Another feature of our model that deserves men-

tion is that it performs joint event coreference res-
olution and anaphoricity determination. Anaphoric-
ity determination, the task of determining whether
a mention is anaphoric and hence needs to be re-
solved, is an issue common to both entity and event
coreference resolution. However, determining the
anaphoricity of an event mention is arguably more
difficult than determining the anaphoricity of a pro-
noun. The reason is that while there exist lexical and
syntactic cues that can be used to reliably identify
pleonastic pronouns (Bergsma and Yarowsky, 2011),
the lack of such cues in event mentions makes the
identification of anaphoric event mentions challeng-
ing even in a supervised manner, let alone in an un-
supervised manner. Note that ignoring anaphoric-
ity determination and having our model attempt to
resolve every event mention is not a viable option,
as only 24.4% of the Chinese event mentions in our
evaluation corpus (ACE 2005) are anaphoric. Our
decision to jointly model anaphoricity determination
and event coreference resolution was inspired by the
difficulty of designing a standalone system for deter-
mining the anaphoricity of event mentions.

2 Related Work

Almost all existing approaches to event coreference
are developed for English. These approaches can
broadly be divided into three categories.
Within-document coreference is the most pop-

ularly investigated and arguably the most important
event coreference task. While early work in MUC
(e.g., Humphreys et al. (1997)) is limited to sev-
eral scenarios, ACE takes a further step towards pro-
cessing more fine-grained events. Most ACE event
coreference resolvers are supervised, training a pair-
wise model to determine whether two event men-
tions are coreferent (e.g., Ahn (2006)).
Improvements to this standard approach include

the use of feature weighting to train a better model
(McConky et al., 2012), and graph-based cluster-
ing algorithms to produce event coreference clusters
(Chen and Ji, 2009; Sangeetha and Arock, 2012).
Chen et al. (2011) train multiple classifiers to han-
dle coreference between event mentions of different
syntactic types (e.g., verb-noun coreference, noun-

noun coreference) on the OntoNotes corpus (Prad-
han et al., 2007). However, OntoNotes is only par-
tially annotated with event coreference links, and
Chen et al. further make the simplifying assumption
that event coreference chains are all and only those
coreference chains that involve at least one verb.
More recently, Cybulska and Vossen (2012) and

Goyal et al. (2013) have performed event corefer-
ence using semantic relations (e.g., hyponymy rela-
tions extracted fromWordNet) and distributional se-
mantic information, respectively, on the Intelligence
Community (IC) corpus (Hovy et al., 2013). The IC
corpus, which at the time of writing is not yet pub-
licly available, is different from the MUC and ACE
corpora in that it is annotated with not only full event
coreference relations but also partial event corefer-
ence relations. Partial coreference is a term coined
by Hovy et al. to refer to event relations that exhibit
subtle deviation from the perfect identity of events
(e.g., the subset relation, the membership relation).
While all of the aforementioned work addresses the
full event coreference task, a two-stage approach is
recently proposed by Araki et al. (2014) to identify
subevent relations from the IC corpus.
Cross-document coreference is first investigated

by Bagga and Baldwin (1999), who represent an
eventmention as a vector of its context words and de-
termine whether two event mentions are coreferent
based on the cosine similarity of their vectors. Be-
jan and Harabagiu (2010; 2014) and Lee et al. (2012)
propose nonparametric models and a joint entity and
event coreference model respectively for within- and
cross-document event coreference, evaluating their
models on the ECB corpus. However, ECB "is an-
notated mainly for cross-document coreference" and
many difficult cases of within-document coreference
are not annotated (Liu et al., 2014).
Naughton (2009) and Elkhlifi and Faiz (2009)

have worked on sentence-level event coreference,
where the goal is to determinewhether two sentences
containing event mentions are coreferent. Some-
what unfortunately, simplifying assumptions have to
be made when a sentence containing multiple non-
coreferent event mentions is encountered.
Compared to English event coreference, there has

been much less work on Chinese event coreference.
SinoCoreferencer (Chen and Ng, 2014), a publicly-
available ACE-style within-document event corefer-
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ence resolver for Chinese that achieves state-of-the-
art results, employs a supervised approach where a
classifier is trained to determine whether two event
mentions are coreferent. We will compare our unsu-
pervised model against this supervised resolver.

3 ACE Event Coreference

In this section, we overview the ACE 2005 event
coreference task, which is the version of the within-
document event coreference task we focus on.
The ACE 2005 event coreference task requires

that an event coreference resolver perform corefer-
ence on event mentions belonging to one of the ACE
event types. More specifically, an event mention is
composed of a trigger (i.e., the word realizing the
event's occurrence) and a set of arguments (i.e., the
event's participants). Each event trigger has a type
and a subtype. In ACE 2005, eight event types are
defined, which are further subcategorized into 33
subtypes. Each event argument has a semantic role.
In ACE 2005, a set of argument roles is defined for
each event type. That is, an event's type determines
what roles its mentions' arguments can assume. Not
surprisingly, two event mentions cannot be corefer-
ent if their triggers have different subtypes or they
have incompatible arguments (e.g., their dates or lo-
cations are different).
To better understand the ACE 2005 event corefer-

ence task, consider the sentence in Figure 1, which
is taken from the ACE 2005 corpus. This example
contains three event mentions belonging to the ACE
event types. Specifically, these three mentions are
triggered by the words 离 (leaving), 暗杀 (assassi-
nated) and攻击 (attack). 暗杀 and攻击 have type
Life and subtype Die, whereas离 has type Move-
ment and subtype Transport. Note that 暗杀
and攻击 refer to the same real-world event and are
therefore coreferent.

4 The Generative Model

In this section, we present our generative model.

4.1 Notation
We begin by introducing the notation that we use in
the rest of this paper. We denote e to be the current
event mention to be resolved (henceforth the active
event mention). C, the set of candidate antecedents

沙米里与其子在上午交通尖峰时间 [离]家时，遭到
[暗杀]。这次 [攻击]再次显示叛乱分子能力。

Shameri and his son were [assassinated] during morning
rush hour when [leaving] home. This [attack] once again
demonstrated the insurgents' ability.

Figure 1: An excerpt from a Chinese document in the
ACE 2005 corpus with the corresponding English trans-
lation. The event mentions are bracketed.

of e, contains all the event mentions preceding e in
the associated text as well as a dummy candidate an-
tecedent d (to which e will be resolved if it is non-
anaphoric). Also, we define k to be the context sur-
rounding e as well as every candidate antecedent c in
C, and kc to be the context surrounding e and can-
didate antecedent c. Moreover, we define l to be a
binary variable indicating whether c is the correct
antecedent of e. Finally, et and ct denote e and c's
respective trigger words.

4.2 Training

Our model estimates P (e, k, c, l), the probability of
seeing (1) the active event mention e; (2) the con-
text k surrounding e and its candidate antecedents;
(3) a candidate antecedent c of e; and (4) l, a binary
value indicating whether c is e's correct antecedent.
Since we estimate this probability from a raw, unan-
notated corpus, we are effectively treating e, k, and
c as observed data and l as hidden data.
Owing to the presence of hidden data, we esti-

mate the model parameters using the Expectation-
Maximization (EM) algorithm (Dempster et al.,
1977). Specifically, we use EM to iteratively esti-
mate the model parameters from data in which each
event mention is labeled with the probability that it
corefers with each of its candidate antecedents, and
apply the resulting model to relabel each event men-
tion with the probability that it corefers with each of
its candidate antecedents. Below we describe the de-
tails of the E-step and the M-step.

4.2.1 E-Step
The goal of the E-step is to compute P (l=1|e, k, c),
the probability that a candidate antecedent c is the
correct antecedent of e given context k. Assuming
that exactly one of the e's candidate antecedents is
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its correct antecedent, we can rewrite P (l=1|e, k, c)
as follows:

P (l=1|e, k, c) =
P (e, k, c, l=1)∑

c′∈C P (e, k, c′, l=1)
(1)

As we can see from Equation (1), to compute
P (l=1|e, k, c), we need to compute P (e, k, c, l=1),
which can be rewritten using Chain Rule:

P (e, k, c, l=1) = P (e|k, c, l=1) ∗ P (l=1|k, c)
∗ P (c|k) ∗ P (k)

(2)
Next, given l = 1 (i.e., c is the antecedent of e),

we assume that we can generate e from c without
looking at the context. Using this assumption and
approximating e and c by their trigger words, we can
rewrite P (e|k, c, l=1) as follows:

P (e|k, c, l=1) ≈ P (et|ct, l=1) (3)

Moreover, we assume that (1) given e and c's con-
text, the probability of c being the antecedent of e
is not affected by the context of the other candidate
antecedents; and (2) kc is sufficient for determining
whether c is the antecedent of e. So,

P (l=1|k, c) ≈ P (l=1|kc, c) ≈ P (l=1|kc) (4)

Next, applying Bayes Rule to P (l=1|kc), we get:

P (kc|l=1)P (l=1)
P (kc|l=1)P (l=1) + P (kc|l=0)P (l=0)

(5)

Representing kc as a set of n features f1
c , . . . fn

c

and assuming that each f i
c is conditionally indepen-

dent given l, we can approximate Expression (5) as:

∏
i P (f i

c|l=1)P (l=1)∏
i P (f i

c|l=1)P (l=1) +
∏

i P (f i
c|l=0)P (l=0)

(6)
Given Equations (2), (3), (4) and (6), we can

rewrite P (l=1|e, k, c) as follows:

P (l=1|e, k, c) =
P (e, k, c, l=1)∑

c′∈C P (e, k, c′, l=1)

≈ P (et|ct, l=1) ∗
∏

i P (f i
c|l=1)

Zc
∗ P (c|k)∑

c′∈C P (et|c′t, l=1) ∗
∏

i P (f i
c′ |l=1)

Zc′ ∗ P (c′|k)
(7)

where

Zx =
∏

i

P (f i
x|l=1)P (l=1)+

∏
i

P (f i
x|l=0)P (l=0)

(8)
As we can see from Equation (7), our model has

four groups of parameters, namely P (et|ct, l=1),
P (f i

c=1|l), P (l) andP (c|k). With these four groups
of parameters, we can apply Equation (7) to effi-
ciently compute P (l=1|e, k, c).
Two points deserve mention before we describe

our M-step. First, among the four groups of param-
eters, P (et|ct, l=1) and P (f i

c|l) are estimated in the
M-step described below; P (l) is estimated in param-
eter initialization and used throughout the EM itera-
tions (details on parameter initialization appear after
the M-step); and P (c|k) is computed heuristically.
Intuitively, P (c|k) is the prior probability of a can-
didate antecedent c given context k. The simplest
way to model P (c|k) is to assume that every candi-
date antecedent is equally likely given the context. In
practice, however, some candidate antecedents are
implausible given the context. To identify such can-
didate antecedents, we employ a simple heuristic,
which considers a candidate antecedent implausible
if its event subtype is different from that of e. Con-
sequently, we model P (c|k) as follows: if c is im-
plausible, we set P (c|k) to 0 and distribute the prob-
ability mass uniformly over all and only the plausi-
ble candidate antecedents. Since this heuristic is not
applicable to dummy candidates, we assume for sim-
plicity that they are all plausible.
Second, by including d as a dummy candidate an-

tecedent for each e, we model anaphoricity determi-
nation and event coreference in a joint fashion. If the
model resolves e to d, it means that the model posits
e as non-anaphoric; on the other hand, if the model
resolves e to a non-dummy candidate antecedent c,
it means that the model posits e as anaphoric and
c as e's correct antecedent. This joint modeling
method has proven effective in earlier work on su-
pervised entity coreference resolution (e.g., Rahman
and Ng (2009; 2011)).

4.2.2 M-Step
Given P (l=1|e, k, c), the goal of the M-step is
to (re)estimate two of the four groups of param-
eters mentioned above, namely P (et|ct, l=1) and
P (f i

c|l), using maximum likelihood estimation.
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Specifically, P (et|ct, l=1) is estimated as fol-
lows:

P (et|ct, l=1) =
Count(et, ct, l=1) + θ

Count(ct, l=1) + θ ∗ |t| (9)

where Count(ct, l=1) is the expected number of
times c has trigger word ct when it is the antecedent
of an event mention; and |t| is the number of possible
trigger words in the training data (we treat the "trig-
ger word" of a dummy candidate antecedent as an
unseen word). Also, θ is the Laplace smoothing pa-
rameter, which we set to 1, andCount(et, ct, l=1) is
the expected number of times e has et as its trigger
when its antecedent c has trigger ct. Given trigger
words e′t and c′t, we compute Count(e′t, c′t, l=1) as
follows:

Count(e′t, c
′
t, l=1) =

∑
e,c:et=e′

t,ct=c′
t

P (l=1|e, k, c)

(10)
The remaining group of parameters, P (f i

c|l), can
be estimated in a similar fashion.
To start the induction process, we initialize all

parameters with uniform values. Specifically,
P (et|ct, l=1) is set to 1

|t| , and P (l=1|kc) is set to
0.5. As noted before, P (l) is also initialized here
and used throughout the EM iterations. Recall that
P (l=1) is the fraction of event pairs that are corefer-
ent. Since we assumed earlier that each event men-
tion has exactly one (dummy or non-dummy) an-
tecedent, P (l=1) can be computed as the number of
event mentions divided by the total number of event
pairs. After initialization, we iteratively run the E-
step and the M-step until convergence.
There is an important question we have not ad-

dressed: what features f i
c should we use to represent

context kc, which we need to estimate P (f i
c|l)? We

defer the discussion of this question to Section 5.

4.3 Inference
After training, we can apply the resulting model to
resolve event mentions. Given an event mention e,
we determine its antecedent as follows:

ĉ = argmax
c∈C

P (l=1|e, k, c) (11)

where C is the set of candidate antecedents of e. In
other words, we apply Equation (11) to each of e's

candidate antecedents, and select the one that yields
the largest probability. If c is a non-dummy candi-
date antecedent, we posit c as the antecedent of e;
otherwise, we posit e as non-anaphoric.

5 Context Features

As mentioned at the end of Section 4.2.2, to fully
specify our model, we need to describe the features
f i

c used to represent kc, which is needed to com-
pute P (f i

c|l). Recall that kc encodes the context
surrounding candidate antecedent c and active event
mention e. We represent kc using six features that en-
code the relationship between c and e, some of which
are motivated by previous work on supervised event
coreference resolution (e.g., Chen and Ji (2009)).
Below we describe these six features, which can be
broadly divided into three categories.

5.1 Trigger-Based Features
We employ two trigger-based features (Features 1
and 2), both of which are binary-valued and are com-
puted based on e's and c's triggers.
Feature 1 encodes whether ct and et, the trigger

words of c and e, satisfy any of the following three
conditions:

1. ct and et are lexically identical;
2. ct and et contain the same basic verb (BV) and

their verb structures are compatible;
3. the similarity between ct and et is greater than

a certain threshold (which we set to 0.8 in our
experiments).

Intuitively, Feature 1 is a recall-enhancing feature:
it encodes a condition whose satisfaction can help
discover many event coreference links. However, it
is not designed to be precision-oriented, as it is com-
puted based solely on the triggers and not their sur-
rounding contexts. Below we explain conditions 2
and 3 in more detail.
Recall that condition 2 encodes our observation

that an event coreference relation may exist between
two non-identical trigger words having the same BV
if their verb structures are compatible. To under-
stand this condition, let us explain the notion of BVs
and how we determine the compatibility of two verb
structures. A BV is a single-character Chinese verb,
which is the building block of all Chinese verbs.
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Specifically, Li et al. (2012) observe that, with a few
exceptions, a Chinese verb constructed out of a ba-
sic verb bv possesses one of six main verb struc-
tures: (1) bv (e.g., 逮 (arrest)); (2) bv + verb (e.g.,
送到 (deliver), where bv is送); (3) verb + bv (e.g.,
离开 (leave), where bv is开); (4) bv + complemen-
tation (e.g., 进了 (enter), where bv is 进); (5) bv +
noun/adjective (e.g., 开枪 (shoot), where bv is开);
(6) noun/adjective + bv (e.g., 轻伤 (slight wound),
where bv is 伤). Now, assuming that t1 and t2 are
two lexically different trigger words containing the
same BV (bv), we say that their verb structures (de-
noted as vs1 and vs2) are incompatible if one of the
following conditions is satisfied: (1) bv appears in
different positions in t1 and t2 (e.g., 开枪 (shoot)
and离开 (leave), where bv is开); (2) both vs1 and
vs2 have bv + verb or verb + bv as their verb struc-
ture (e.g.,送到 (deliver) and赶到 (reach), where bv
is到); or (3) both vs1 and vs2 have noun/adjective
+ bv or bv + noun/adjective as their verb structure
(e.g.,轻伤 (slight wound) and重伤 (severe wound),
where bv is伤). Note that these three incompatibil-
ity conditions encode our commonsense knowledge
of when two Chinese verbs having the same BV can-
not have the same meaning.
Next, we explain how we compute the similar-

ity between two trigger words in condition 3. To
capture their semantic similarity, we first apply
word2vec (Mikolov et al., 2013) to the Chinese Gi-
gaword corpus (Parker et al., 2009) to obtain a vec-
tor representation of each word and then compute the
cosine similarity between the two word vectors.
Feature 2, our second trigger-based feature, en-

codes whether two nominal event mentions are in-
compatible w.r.t. number. Specifically, its value is
True if and only if (1) c and e are both nouns, and (2)
one is singular and the other is plural. Intuitively,
this feature encodes a non-coreference condition.

5.2 Argument-Based Features

We employ three argument-based features (Fea-
tures 3−5), all of which are binary-valued and are
computed based on c's and e's arguments.
Feature 3 encodes whether c and e possess two ar-

guments that have the same semantic role but dif-
ferent semantic classes.1 Intuitively, Feature 3 en-

1The possible semantic classes are the ACE 2005 entity

codes a non-coreference condition: c and e cannot
be coreferent if such arguments exist.
Feature 4 can be viewed as a generalized version

of Feature 3, encoding whether c and e possess two
arguments that have the same semantic role but are
not coreferent.
Feature 5 encodes whether c and e possess two

named entity (NE) arguments that both have Value
as their NE type but are lexically different. Such
event mentions have a good chance of being not
coreferent.

5.3 Distance Feature
We employ one distance feature (Feature 6) that en-
codes how far c and e are apart from each other in
terms of the number of event mentions. To reduce
data sparseness during parameter estimation, how-
ever, we quantize the distance as follows. Let d be
the distance between the first event mention and the
last event mention in the document for which the dis-
tance feature will be computed. Note that the dis-
tance between an arbitrary pair of event mentions in
this document will be between 0 and d. We divide
the interval [0,d] into four equal-sized regions, and
set the value of the distance feature based on which
of the four bins it falls into.

5.4 Features for Dummy Candidates
Now that we can compute the aforementioned six
features for a non-dummy candidate antecedent, we
next specify how we compute these features for a
dummy candidate antecedent d of active event men-
tion e. For Feature 1, we set the feature value of d
to True, whereas for Features 2−5, we set the fea-
ture value of d to False. To understand why these
values are chosen, note that for each of these fea-
tures the opposite value could be a strong indicator
of non-coreference, potentially causing the model to
have an overly strong bias against selecting d as the
antecedent of e.
Finally, to compute Feature 6, we assume that d

is the zero-th event mention of the associated docu-
ment, and then compute the distance feature in the
same way as described above. By letting d be the
zero-th event mention, we make the probability of
picking d as the correct antecedent (the probability of

types, i.e., Person,Organization,GPE, Facility, and Lo-
cation.
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classifying e as non-anaphoric) depend on e's posi-
tion in the associated text. This makes sense because
in general, the probability of e being non-anaphoric
tends to be larger (smaller) when it appears earlier
(later) in the document.

6 Evaluation

6.1 Experimental Setup
Dataset. For evaluation, we conduct five-fold
cross-validation experiments on the 633 Chinese
documents of the ACE 2005 training corpus. Statis-
tics on the corpus are shown in Table 1.
Evaluation measures. We report results in terms
of recall (R), precision (P), and F-score (F) using the
commonly-used coreference evaluation measures
given by the CoNLL scorer, namely the link-based
MUC scorer (Vilain et al., 1995), the mention-based
B3 scorer (Bagga and Baldwin, 1998), the entity-
based version of the CEAF scorer (Luo, 2005), and
the Rand index-based BLANC scorer (Recasens and
Hovy, 2011), after singleton event mentions are re-
moved from the coreference partitions produced by
our resolver. We use the latest version (version 8)
of the CoNLL scorer2, which fixes a bug in pre-
vious versions (Pradhan et al., 2014). In addition,
we report the CoNLL score (Pradhan et al., 2011),
which is the unweighted average of the MUC, B3,
and CEAF F-scores.
Evaluation setting. We perform an end-to-end
evaluation, as it can more accurately reflect the per-
formance of an event coreference resolver when it is
used in practice.
More specifically, to extract the event mentions

used in our evaluation, we employ SinoCorefer-
encer3, which, as mentioned before, is an end-to-end
ACE-style Chinese IE system that achieves state-of-
the-art event coreference results. Specifically, the
event triggers needed to compute the trigger-based
context features are extracted using SinoCorefer-
encer's event extraction subsystem. The event sub-
types needed to identify and filter out implausible
candidate antecedents are also provided by its event
extraction subsystem. The event arguments needed
to compute the argument-based context features are

2conll.github.io/reference-coreference-scorers/
3Downloadable from http://www.hlt.utdallas.edu/

~yzcchen/coreference/

Documents 633
Sentences 9,967

Event mentions 3,333
Event coreference chains 2,521

Table 1: Statistics on the ACE 2005 Chinese corpus.

first extracted and typed by its entity extraction sub-
system, and then linked to their triggers by its event
extraction subsystem. Finally, the entity coreference
links and the semantic roles needed to compute Fea-
ture 4 are provided by its entity coreference sub-
system and its event extraction subsystem, respec-
tively.4 Details of each of these subsystems can be
found in Chen and Ng (2014).

6.2 Results

We employ two supervised resolvers as baseline sys-
tems. The first baseline employs rote learning, sim-
ply positing two event mentions as coreferent if their
corresponding triggers are annotated as coreferent in
the training data. The second baseline is SinoCoref-
erencer, which has produced the best Chinese event
coreference results to date on the ACE corpus.
Row 1 of Table 2 shows the results of the base-

line that employs rote learning. As we can see, this
baseline achieves a CoNLL score of 37.9. Row 2
shows the results of SinoCoreferencer. It performs
significantly better than the rote-learning baseline
w.r.t. all five scoring measures5, achieving a CoNLL
score of 39.2. Finally, row 3 shows the results of our
model. Despite being unsupervised, it significantly
outperforms the better baseline, SinoCoreferencer,
w.r.t. all five scoring measures, achieving a CoNLL
score of 41.5, which is 2.3 points higher than that of
SinoCoreferencer. These results suggest that a gen-
erative approach to unsupervised event coreference
holds promise.

6.3 Ablation Experiments

Recall that in our model eight probability terms play
a major role: P (et|ct), P (c|k), and P (f i

c|l) for each
4We employ only those semantic roles that can be reliably

determined by SinoCoreferencer's event extraction subsystem,
namely, Agent, Adjudicator, Defendant, Giver, Per-
son, Place, Position, Organization, Origin, and Re-
cipient.

5All significance tests are paired t-tests, with p < 0.05.
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MUC B3 CEAFe BLANC CoNLL
System R P F R P F R P F R P F F
Rote learning 42.6 36.4 39.3 41.4 32.3 36.3 37.0 39.7 38.3 27.4 20.0 23.1 37.9
SinoCoreferencer 42.7 38.3 40.4 41.5 34.7 37.8 39.9 39.2 39.5 28.1 23.7 25.7 39.2
Our model 43.1 42.4 42.8 41.4 39.1 40.2 40.7 42.6 41.6 27.5 26.4 26.9 41.5

Table 2: Five-fold cross-validation event coreference results on the ACE 2005 corpus.

of the six context features. To investigate the con-
tribution of each probability term to overall perfor-
mance, we conduct ablation experiments. Specifi-
cally, in each ablation experiment, we remove ex-
actly one term from the model and retrain it.
Ablation results are shown in Table 3. Each row

contains the F-scores obtained via the five evaluation
measures. To facilitate comparison, the scores of the
model in which all eight probability terms are used is
shown in row 1. As we can see, Feature 1 is the most
useful feature: its removal causes the CoNLL score
to drop significantly by 5.3 points. A closer exam-
ination reveals that the drop in the CoNLL score is
caused by a significant drop in recall w.r.t. all scor-
ers. Recall that this feature encodes the conditions
under which two triggers are likely to be coreferent.
It is perhaps not surprising that its removal causes a
significant drop in recall.
The second most useful feature is P (c|k), which

places zero probability mass on candidate an-
tecedents whose event subtypes are different from
that of the active event mention. Its removal causes
the CoNLL score to drop significantly by 1.6 points.
The removal of each other feature resulted in a small,
insignificant drop in the CoNLL score.

6.4 Error Analysis

It is somewhat surprising that our unsupervised event
coreference model outperforms the better supervised
baseline, SinoCoreferencer. To understand why, we
analyze the errors made by the two resolvers.
Our analysis proceeds as follows. First, to gain in-

sights into the differences between the two resolvers,
we examine those candidate event mentions that are
correctly handled by one model but not the other
(Section 6.4.1). Specifically, we consider a candi-
date event mention e correctly handled if (1) e is a
correctly resolved anaphoric event mention; (2) e is
an unresolved singleton event mention; or (3) e is an
unresolved non-event mention (i.e., not a true event

System MUC B3 CEAFe BLANCCoNLL
Full model 42.8 40.2 41.6 26.9 41.5
− P (et|ct) 42.9 39.8 40.9 26.9 41.2
− P (c|k) 41.2 38.6 39.8 24.9 39.9
− Feature 1 37.5 32.9 38.2 20.8 36.2
− Feature 2 42.5 39.9 41.4 26.6 41.3
− Feature 3 42.4 40.0 41.3 26.9 41.2
− Feature 4 42.5 40.1 41.7 27.0 41.4
− Feature 5 42.4 40.0 41.4 26.5 41.3
− Feature 6 42.3 39.6 40.9 26.8 40.9

Table 3: Ablation results in terms of F-scores.

mention). Second, to understand how to improve
event coreference, we identify the major sources of
error made by both resolvers (Section 6.4.2).

6.4.1 Common Sources of Disagreement
There are 323 candidate event mentions that are cor-
rectly handled by one model but not the other in our
dataset. Among these 323 cases, 205 (50 anaphoric +
79 singletons + 76 non-event) are correctly handled
by the unsupervised model, and 118 (42 anaphoric +
52 singletons + 24 non-event) are correctly handled
by SinoCoreferencer.
From these numbers, we can see that the unsuper-

vised model performs far better than SinoCorefer-
encer in not resolving the singletons and the non-
event mentions. This is perhaps not surprising
given the unsupervised model's relatively stricter
conditions on resolving a candidate event mention.
Specifically, it is unlikely to posit two candidate
event mentions as coreferent unless (1) their trig-
gers have a BV match or a large word2vec similar-
ity value and (2) none of the non-coreference condi-
tions are satisfied. Overall, these results explain why
the unsupervised model has a much higher precision
than SinoCoreferencer.
Not only does the unsupervised model perform

much better in not resolving singletons and non-
event mentions, but it is also slightly more accurate
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in resolving the anaphoric event mentions, which ul-
timately enables it to achieve a higher recall than
SinoCoreferencer. In particular, it correctly resolves
50 anaphoric mentions that are incorrectly handled
by SinoCoreferencer. The successful resolution of
these anaphoric mentions can be attributed largely to
its use of BV and word2vec, neither of which is ex-
ploited by SinoCoreferencer. However, while a BV
match or a high word2vec similarity value is a good
indicator of event coreference, they are by no means
perfect. This partly explains why there are singletons
and non-event mentions that are correctly handled by
SinoCoreferencer but not the unsupervised model.
Despite the fact that SinoCoreferencer slightly

lags behind the unsupervised model in resolv-
ing anaphoric mentions, it correctly resolves 42
anaphoric event mentions that are incorrectly han-
dled by the unsupervised model. These are cases
that cannot be handled simply by relying on BV
match or word2vec similarity. More specifically,
two of the unique features of SinoCoreferencer are
primarily responsible for its successful resolution of
these event mentions. First, it learns coreferent trig-
ger pairs from the training data. These pairs proved
to be useful for event coreference, as we saw from
the competitive results provided by the rote-learning
baseline. Second, unlike the unsupervised model,
SinoCoreferencer can posit two event mentions as
coreferent without considering their triggers. More
specifically, SinoCoreferencer may posit two event
mentions as coreferent if the corresponding argu-
ments of the two event mentions (i.e., arguments
having the same role) are coreferent. Neither of these
two recall-enhancing features of SinoCoreferencer
is a precise indicator of event coreference. In other
words, employing themwidens the precision gap be-
tween the two resolvers.

6.4.2 Common Sources of Error
Next, we discuss the major sources of error made
by both our unsupervised model and SinoCorefer-
encer. Broadly, the errors can be divided into two
categories, precision errors and recall errors.
Precision errors arise primarily from erroneous

coreference links established between (1) one or
more candidate eventmentions that are not true event
mentions; (2) two event mentions with incompati-
ble latent attributes such asModality, Polarity,

Genericity, and Tense, since these attributes are
not exploited by the two resolvers; (3) two event
mentions with incompatible arguments, since these
arguments fail to be extracted by the argument iden-
tification component; (4) two mentions representing
events that occur at different times, since the event
mentions are not timestamped6; and (5) two event
mentions whose corresponding arguments are incor-
rectly posited by the entity coreference subsystem as
coreferent.
On the other hand, recall errors arise primarily

from missing coreference links attributed to (1) the
trigger identification component's failure to detect
one or both of the triggers involved in an event coref-
erence link; (2) the entity coreference subsystem's
failure to establish the link(s) between the corre-
sponding arguments of two coreferent event men-
tions; (3) the lack of positive evidence of event coref-
erence, such as BV match, high word2vec similar-
ity, and coreferent arguments; and (4) the argument
identification component's failure to extract one or
more arguments of an event mention.

7 Conclusions

We presented a generative model for the rela-
tively under-studied task of unsupervised Chinese
event coreference resolution whose parameters were
learned using EM from an unannotated corpus.
When evaluated on the ACE 2005 corpus, our model
significantly outperforms SinoCoreferencer, a state-
of-the-art Chinese event coreference resolver.
Since the performance of our resolver is limited in

part by the errors made by SinoCoreferencer's sub-
systems, we plan to mitigate this problem by per-
forming joint inference for entity coreference, event
extraction and event coreference in future work.
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6Not all of these errors can be fixed by exploiting the Tense
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and 再度被捕 (arrested again), the two occurrences of 被捕
(arrested) are associated with different timestamps despite the
fact that they have the same Tense.
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Abstract

Coreference is a core nlp problem. How-
ever, newswire data, the primary source
of existing coreference data, lack the rich-
ness necessary to truly solve coreference.
We present a new domain with denser
references—quiz bowl questions—that is
challenging and enjoyable to humans, and
we use the quiz bowl community to develop
a new coreference dataset, together with an
annotation framework that can tag any text
data with coreferences and named entities.
We also successfully integrate active learn-
ing into this annotation pipeline to collect
documents maximally useful to coreference
models. State-of-the-art coreference sys-
tems underperform a simple classifier on
our new dataset, motivating non-newswire
data for future coreference research.

1 Introduction

Coreference resolution—adding annotations to
an input text where multiple strings refer to the
same entity—is a fundamental problem in com-
putational linguistics. It is challenging because
it requires the application of syntactic, semantic,
and world knowledge (Ng, 2010).

For example, in the sentence Monsieur Poirot
assured Hastings that he ought to have faith in
him, the strings Monsieur Poirot and him refer
to the same person, while Hastings and he refer
to a different character.

There are a panoply of sophisticated corefer-
ence systems, both data-driven (Fernandes et
al., 2012; Durrett and Klein, 2013; Durrett and
Klein, 2014; Björkelund and Kuhn, 2014) and

rule-based (Pradhan et al., 2011; Lee et al., 2011).
Recent CoNLL shared tasks provide the oppor-
tunity to make a fair comparison between these
systems. However, because all of these shared
tasks contain strictly newswire data,1 it is unclear
how existing systems perform on more diverse
data.

We argue in Section 2 that to truly solve coref-
erence resolution, the research community needs
high-quality datasets that contain many chal-
lenging cases such as nested coreferences and
coreferences that can only be resolved using ex-
ternal knowledge. In contrast, newswire is delib-
erately written to contain few coreferences, and
those coreferences should be easy for the reader
to resolve. Thus, systems that are trained on
such data commonly fail to detect coreferences
in more expressive, non-newswire text.

Given newswire’s imperfect range of corefer-
ence examples, can we do better? In Section 3
we present a specialized dataset that specifically
tests a human’s coreference resolution ability.
This dataset comes from a community of trivia
fans who also serve as enthusiastic annotators
(Section 4). These data have denser coreference
mentions than newswire text and present hith-
erto unexplored questions of what is coreferent
and what is not. We also incorporate active learn-
ing into the annotation process. The result is a
small but highly dense dataset of 400 documents
with 9,471 mentions.

1We use “newswire” as an umbrella term that encom-
passes all forms of edited news-related data, including
news articles, blogs, newsgroups, and transcripts of broad-
cast news.
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We demonstrate in Section 5 that our dataset
is significantly different from newswire based on
results from the effective, widely-used Berkeley
system (Durrett and Klein, 2013). These results
motivate us to develop a very simple end-to-end
coreference resolution system consisting of a crf-
based mention detector and a pairwise classifier.
Our system outperforms the Berkeley system
when both have been trained on our new dataset.
This result motivates further exploration into
complex coreference types absent in newswire
data, which we discuss at length in Section 7.

2 Newswire’s Limitations for
Coreference

Newswire text is widely used as training data
for coreference resolution systems. The stan-
dard datasets used in the muc (MUC-6, 1995;
MUC-7, 1997), ace (Doddington et al., 2004),
and CoNLL shared tasks (Pradhan et al., 2011)
contain only such text. In this section we ar-
gue why this monoculture, despite its many past
successes, offer diminishing results for advancing
the coreference subfield.

First, newswire text has sparse references, and
those that it has are mainly identity coreferences
and appositives. In the CoNLL 2011 shared
task (Pradhan et al., 2007) based on OntoNotes
4.0 (Hovy et al., 2006),2 there are 2.1 mentions
per sentence; in the next section we present a
dataset with 3.7 mentions per sentence.3 In
newswire text, most nominal entities (not in-
cluding pronouns) are singletons; in other words,
they do not corefer to anything. OntoNotes 4.0
development data contains 25.4K singleton nomi-
nal entities (Durrett and Klein, 2013), compared
to only 7.6K entities which corefer to something
(anaphora). On the other hand, most pronomi-
nals are anaphoric, which makes them easy to re-
solve as pronouns are single token entities. While

2As our representative for “newswire” data, the En-
glish portion of the Ontonotes 4.0 contains professionally-
delivered weblogs and newsgroups (15%), newswire (46%),
broadcast news (15%), and broadcast conversation (15%).

3Neither of these figures include singleton mentions,
as OntoNotes does not have gold tagged singletons. Our
dataset has an even higher density when singletons are
included.

it is easy to obtain a lot of newswire data, the
amount of coreferent-heavy mention clusters in
such text is not correspondingly high.

Second, coreference resolution in news text
is trivial for humans because it rarely requires
world knowledge or semantic understanding. Sys-
tems trained on news media data for a re-
lated problem—entity extraction—falter on non-
journalistic texts (Poibeau and Kosseim, 2001).
This discrepancy in performance can be at-
tributed to the stylistic conventions of journalism.
Journalists are instructed to limit the number of
entities mentioned in a sentence, and there are
strict rules for referring to individuals (Boyd et
al., 2008). Furthermore, writers cannot assume
that their readers are familiar with all partici-
pants in the story, which requires that each entity
is explicitly introduced in the text (Goldstein and
Press, 2004). These constraints make for easy
reading and, as a side effect, easy coreference
resolution. Unlike this simplified “journalistic”
coreference, everyday coreference relies heavily
on inferring the identities of people and entities
in language, which requires substantial world
knowledge.

While news media contains examples of coref-
erence, the primary goal of a journalist is to
convey information, not to challenge the reader’s
coreference resolution faculty. Our goal is to
evaluate coreference systems on data that taxes
even human coreference.

3 Quiz Bowl: A Game of Human
Coreference

One example of such data comes from a game
called quiz bowl. Quiz bowl is a trivia game
where questions are structured as a series of sen-
tences, all of which indirectly refer to the answer.
Each question has multiple clusters of mutually-
coreferent terms, and one of those clusters is
coreferent with the answer. Figure 1 shows an
example of a quiz bowl question where all answer
coreferences have been marked.

A player’s job is to determine4 the entity ref-

4In actual competition, it is a race to see which team
can identify the coreference faster, but we ignore that
aspect here.
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NW Later, [they]1 all met with [President Jacques Chirac]2. [Mr. Chirac]2 said an important
first step had been taken to calm tensions.

NW Around the time of the [Macau]1 handover, questions that were hot in [the Western
media]2 were “what is Macaense”? And what is native [Macau]1 culture?

NW [MCA]1 said that [it]1 expects [the proposed transaction]2 to be completed no later than
November 10th.

QB As a child, [this character]1 reads [[his]1 uncle]2 [the column]3 [That Body of Yours ]3 every
Sunday.

QB At one point, [these characters]1 climb into barrels aboard a ship bound for England.
Later, [one of [these characters]1]2 stabs [the Player]3 with a fake knife.

QB [One poet from [this country]2]1 invented the haiku, while [another]3 wrote the [Tale of
Genji ]4. Identify [this homeland]2 of [Basho]1 and [Lady Murasaki]3.

Table 1: Three newswire sentences and three quiz bowl sentences with annotated coreferences and singleton
mentions. These examples show that quiz bowl sentences contain more complicated types of coreferences
that may even require world knowledge to resolve.

[The Canadian rock band by [this name]] has released
such albums as Take A Deep Breath, Young Wild and
Free, and Love Machine and had a 1986 Top Ten sin-
gle with Can’t Wait For the Night. [The song by [this
name]] is [the first track on Queen’s Sheer Heart At-
tack]. [The novel by [this name]] concerns Fred Hale,
who returns to town to hand out cards for a newspaper
competition and is murdered by the teenage gang mem-
ber Pinkie Brown, who abuses [the title substance]. [The
novel] was adapted into [a 1947 film starring Richard
Attenborough]; [this] was released in the US as Young
Scarface. FTP, identify [the shared name of, most no-
tably, [a novel by Graham Greene]].

Figure 1: An example quiz bowl question about the
novel Brighton Rock. Every mention referring to the
answer of the question has been marked; note the
variety of mentions that refer to the same entity.

erenced by the question. Each sentence contains
progressively more informative references and
more well-known clues. For example, a question
on Sherlock Holmes might refer to him as “he”,
“this character”, “this housemate of Dr. Watson”,
and finally “this detective and resident of 221B
Baker Street”. While quiz bowl has been viewed
as a classification task (Iyyer et al., 2014), pre-
vious work has ignored the fundamental task of
coreference. Nevertheless, quiz bowl data are
dense and diverse in coreference examples. For
example, nested mentions, which are difficult
for both humans and machines, are very rare
in the newswire text of OntoNotes—0.25 men-
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Figure 2: Density of quiz bowl vs. CoNLL coreference
both for raw and nested mentions.

tions per sentence—while quiz bowl contains 1.16
mentions per sentence (Figure 2). Examples of
nested mentions can be seen in in Table 1. Since
quiz bowl is a game, it makes the task of solving
coreference interesting and challenging for an
annotator. In the next section, we use the intrin-
sic fun of this task to create a new annotated
coreference dataset.

4 Intelligent Annotation

Here we describe our annotation process. Each
document is a single quiz bowl question contain-
ing an average of 5.2 sentences. While quiz bowl
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covers all areas of academic knowledge, we focus
on questions about literature from Boyd-Graber
et al. (2012), as annotation standards are more
straightforward.

Our webapp (Figure 3) allows users to anno-
tate a question by highlighting a phrase using
their mouse and then pressing a number corre-
sponding to the coreference group to which it
belongs. Each group is highlighted with a single
color in the interface. The webapp displays a
single question at a time, and for some questions,
users can compare their answers against gold an-
notations by the authors. We provide annotators
the ability to see if their tags match the gold
labels for a few documents as we need to provide
a mechanism to help them learn the annotation
guidelines as the annotators are crowdsourced
volunteers. This improves inter-annotator agree-
ment.

The webapp was advertised to quiz bowl play-
ers before a national tournament and attracted
passionate, competent annotators preparing for
the tournament. A leaderboard was implemented
to encourage competitiveness, and prizes were
given to the top five annotators.

Users are instructed to annotate all authors,
characters, works, and the answer to the ques-
tion (even if the answer is not one of the previ-
ously specified types of entities). We consider
a coreference to be the maximal span that can
be replaced by a pronoun.5 As an example, in
the phrase this folk sermon by James Weldon
Johnson, the entire phrase is marked, not just
sermon or this folk sermon. Users are asked to
consider appositives as separate coreferences to
the same entity. Thus, The Japanese poet Basho
has two phrases to be marked, The Japanese poet
and Basho, which both refer to the same group.6

Users annotated prepositional phrases attached
to a noun to capture entire noun phrases.

Titular mentions are mentions that refer to
entities with similar names or the same name as

5We phrased the instruction in this way to allow our
educated but linguistically unsavvy annotators to approx-
imate a noun phrase.

6The datasets, full annotation guide, and code
can be found at http://www.cs.umd.edu/~aguha/

qbcoreference.

Number of . . . Quiz bowl OntoNotes
documents7 400 1,667
sentences 1,890 44,687
tokens 50,347 955,317
mentions 9,471 94,155
singletons8 2,461 0
anaphora 7,010 94,155
nested ment. 2,194 11,454

Table 2: Statistics of both our quiz bowl dataset and
the OntoNotes training data from the CoNLL 2011
shared task.

a title, e.g., “The titular doctor” refers to the
person “Dr. Zhivago” while talking about the
book with the same name. For our purposes, all
titular mentions refer to the same coreference
group. We also encountered a few mentions that
refer to multiple groups; for example, in the
sentence Romeo met Juliet at a fancy ball, and
they get married the next day, the word they
refers to both Romeo and Juliet. Currently, our
webapp cannot handle such mentions.

To illustrate how popular the webapp proved
to be among the quiz bowl community, we had
615 documents tagged by seventy-six users within
a month. The top five annotators, who between
them tagged 342 documents out of 651, have
an agreement rate of 87% with a set of twenty
author-annotated questions used to measure tag-
ging accuracy.

We only consider documents that have either
been tagged by four or more users with a pre-
determined degree of similarity and verified by
one or more author (150 documents), or docu-
ments tagged by the authors in committee (250
documents). Thus, our gold dataset has 400
documents.

Both our quiz bowl dataset and the OntoNotes
dataset are summarized in Table 2. If corefer-
ence resolution is done by pairwise classification,
our dataset has a total of 116,125 possible men-
tion pairs. On average it takes about fifteen
minutes to tag a document because often the
annotator will not know which mentions co-refer

7This number is for the OntoNotes training split only.
8OntoNotes is not annotated for singletons.
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Figure 3: The webapp to collect annotations. The user highlights a phrase and then assigns it to a group (by
number). Showing a summary list of coreferences on the right significantly speeds up user annotations.

to what group without using external knowledge.
OntoNotes is 18.97 larger than our dataset in
terms of tokens but only 13.4 times larger in
terms of mentions.9 Next, we describe a tech-
nique that allows our webapp to choose which
documents to display for annotation.

4.1 Active Learning

Active learning is a technique that alternates
between training and annotation by selecting
instances or documents that are maximally use-
ful for a classifier (Settles, 2010). Because of
the large sample space and amount of diversity
present in the data, active learning helps us build
our coreference dataset. To be more concrete,
the original corpus contains over 7,000 literature
questions, and we want to tag only the useful
ones. Since it can take a quarter hour to tag a
single document and we want at least four an-
notators to agree on every document that we
include in the final dataset, annotating all 7,000
questions is infeasible.

We follow Miller et al. (2012), who use active
learning for document-level coreference rather
than at the mention level. Starting from a seed
set of a hundred documents and an evaluation
set of fifty documents10 we sample 250 more

9These numbers do not include singletons as
OntoNotes does not have them tagged, while ours does.

10These were documents tagged by the quiz bowl com-

documents from our set of 7,000 quiz bowl ques-
tions. We use the Berkeley coreference system
(described in the next section) for the training
phase. In Figure 4 we show the effectiveness
of our iteration procedure. Unlike the result
shown by Miller et al. (2012), we find that for
our dataset voting sampling beats random sam-
pling, which supports the findings of Laws et al.
(2012).

Voting sampling works by dividing the seed
set into multiple parts and using each to train
a model. Then, from the rest of the dataset we
select the document that has the most variance
in results after predicting using all of the models.
Once that document gets tagged, we add it to
the seed set, retrain, and repeat the procedure.
This process is impractical with instance-level
active learning methods, as there are 116,125
mention pairs (instances) for just 400 documents.
Even with document-level sampling, the proce-
dure of training on all documents in the seed
set and then testing every document in the sam-
ple space is a slow task. Batch learning can
speed up this process at the cost of increased
document redundancy; we choose not to use it
because we want a diverse collection of annotated
documents. Active learning’s advantage is that
new documents are more likely to contain diverse

munity, so we didn’t have to make them wait for the
active learning process to retrain candidate models.
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Figure 4: Voting sampling active learning works bet-
ter than randomly sampling for annotation.

(and thus interesting) combinations of entities
and references, which annotators noticed dur-
ing the annotation process. Documents selected
by the active learning process were dissimilar
to previously-selected questions in both content
and structure.

5 Experimental Comparison of
Coreference Systems

We evaluate the widely used Berkeley corefer-
ence system (Durrett and Klein, 2013) on our
dataset to show that models trained on newswire
data cannot effectively resolve coreference in quiz
bowl data. Training and evaluating the Berkeley
system on quiz bowl data also results in poor
performance. 11 This result motivates us to build
an end-to-end coreference resolution system that
includes a data-driven mention detector (as op-
posed to Berkeley’s rule-based one) and a simple
pairwise classifier. Using our mentions and only
six feature types, we are able to outperform the
Berkeley system on our data. Finally, we ex-
plore the linguistic phenomena that make quiz
bowl coreference so hard and draw insights from
our analysis that may help to guide the next
generation of coreference systems.

11We use default options, including hyperparameters
tuned on OntoNotes

5.1 Evaluating the Berkeley System on
Quiz Bowl Data

We use two publicly-available pretrained models
supplied with the Berkeley coreference system,
Surface and Final, which are trained on the en-
tire OntoNotes dataset. The difference between
the two models is that Final includes semantic
features. We report results with both models to
see if the extra semantic features in Final are ex-
pressive enough to capture quiz bowl’s inherently
difficult coreferences. We also train the Berke-
ley system on quiz bowl data and compare the
performance of these models to the pretrained
newswire ones in Table 3. Our results are ob-
tained by running a five-fold cross-validation on
our dataset. The results show that newswire is
a poor source of data for learning how to resolve
quiz bowl coreferences and prompted us to see
how well a pairwise classifier does in comparison.
To build an end-to-end coreference system using
this classifier, we first need to know which parts
of the text are “mentions”, or spans of a text that
refer to real world entities. In the next section
we talk about our mention detection system.

5.2 A Simple Mention Detector

Detecting mentions is done differently by differ-
ent coreference systems. The Berkeley system
does rule-based mention detection to detect every
NP span, every pronoun, and every named entity,
which leads to many spurious mentions. This pro-
cess is based on an earlier work of Kummerfeld
et al. (2011), which assumes that every maximal
projection of a noun or a pronoun is a mention
and uses rules to weed out spurious mentions. In-
stead of using such a rule-based mention detector,
our system detects mentions via sequence label-
ing, as detecting mentions is essentially a prob-
lem of detecting start and stop points in spans
of text. We solve this sequence tagging problem
using the mallet (McCallum, 2002) implementa-
tion of conditional random fields (Lafferty et al.,
2001). Since our data contain nested mentions,
the sequence labels are bio markers (Ratinov
and Roth, 2009). The features we use, which
are similar to those used in Kummerfeld et al.
(2011), are:

1113



muc

System Train P R F1

Surface OntoN 47.22 27.97 35.13
Final OntoN 50.79 30.77 38.32

Surface QB 60.44 31.31 41.2
Final QB 60.21 33.41 42.35

Table 3: The top half of the table represents Berkeley
models trained on OntoNotes 4.0 data, while the bot-
tom half shows models trained on quiz bowl data. The
muc F1-score of the Berkeley system on OntoNotes
text is 66.4, which when compared to these results
prove that quiz bowl coreference is significantly dif-
ferent than OntoNotes coreference.

� the token itself
� the part of speech
� the named entity type
� a dependency relation concatenated with

the parent token12

Using these simple features, we obtain sur-
prisingly good results. When comparing our
detected mentions to gold standard mentions on
the quiz bowl dataset using exact matches, we
obtain 76.1% precision, 69.6% recall, and 72.7%
F1 measure. Now that we have high-quality men-
tions, we can feed each pair of mentions into a
pairwise mention classifier.

5.3 A Simple Coref Classifier

We follow previous pairwise coreference sys-
tems (Ng and Cardie, 2002; Uryupina, 2006;
Versley et al., 2008) in extracting a set of lexical,
syntactic, and semantic features from two men-
tions to determine whether they are coreferent.
For example, if Sylvia Plath, he, and she are all of
the mentions that occur in a document, our clas-
sifier gives predictions for the pairs he—Sylvia
Plath, she—Sylvia Plath, and he—she.

Given two mentions in a document, m1 and
m2, we generate the following features and feed
them to a logistic regression classifier:

� binary indicators for all tokens contained in
12These features were obtained using the Stanford de-

pendency parser (De Marneffe et al., 2006).

m1 and m2 concatenated with their parts-
of-speech

� same as above except for an n-word window
before and after m1 and m2

� how many tokens separate m1 and m2

� how many sentences separate m1 and m2

� the cosine similarity of word2vec (Mikolov
et al., 2013) vector representations of m1

and m2; we obtain these vectors by averag-
ing the word embeddings for all words in
each mention. We use publicly-available 300-
dimensional embeddings that have been pre-
trained on 100B tokens from Google News.

� same as above except with publicly-available
300-dimensional GloVe (Pennington et al.,
2014) vector embeddings trained on 840B
tokens from the Common Crawl

The first four features are standard in corefer-
ence literature and similar to some of the surface
features used by the Berkeley system, while the
word embedding similarity scores increase our
F-measure by about 5 points on the quiz bowl
data. Since they have been trained on huge cor-
pora, the word embeddings allow us to infuse
world knowledge into our model; for instance, the
vector for Russian is more similar to Dostoevsky
than Hemingway.

Figure 5 shows that our logistic regression
model (lr) outperforms the Berkeley system on
numerous metrics when trained and evaluated
on the quiz bowl dataset. We use precision, re-
call, and F1, metrics applied to muc, bcub, and
ceafe measures used for comparing coreference
systems.13 We find that our lr model outper-
forms Berkeley by a wide margin when both are
trained on the mentions found by our mention
detector (crf). For four metrics, the crf men-
tions actually improve over training on the gold
mentions.

Why does the lr model outperform Berkeley
13The muc (Vilain et al., 1995) score is the minimum

number of links between mentions to be inserted or deleted
when mapping the output to a gold standard key set.
bcub (Bagga and Baldwin, 1998) computes the precision
and recall for all mentions separately and then combines
them to get the final precision and recall of the output.
ceafe (Luo, 2005) is an improvement on bcub and does
not use entities multiple times to compute scores.
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Figure 5: All models are trained and evaluated on quiz bowl data via five fold cross validation on F1, precision,
and recall. Berkeley/crf/Gold refers to the mention detection used, lr refers to our logistic regression model
and QB Final refers to the Berkeley model trained on quiz bowl data. Our model outperforms the Berkeley
model on every metric when using our detected crf mentions. When given gold mentions, lr outperforms
Berkeley QB Final in five of nine metrics.

when both are trained on our quiz bowl dataset?
We hypothesize that some of Berkeley’s features,
while helpful for sparse OntoNotes coreferences,
do not offer the same utility in the denser quiz
bowl domain. Compared to newswire text, our
dataset contains a much larger percentage of
complex coreference types that require world
knowledge to resolve. Since the Berkeley system
lacks semantic features, it is unlikely to correctly
resolve these instances, whereas the pretrained
word embedding features give our lr model a
better chance of handling them correctly. An-
other difference between the two models is that
the Berkeley system ranks mentions as opposed
to doing pairwise classification like our lr model,
and the mention ranking features may be opti-
mized for newswire text.

5.4 Why Quiz Bowl Coreference is
Challenging

While models trained on newswire falter on these
data, is this simply a domain adaptation issue
or something deeper? In the rest of this section,
we examine specific examples to understand why
quiz bowl coreference is so difficult. We begin
with examples that Final gets wrong.

This writer depicted a group of samu-

rai’s battle against an imperial. For ten
points, name this Japanese writer of A
Personal Matter and The Silent Cry.

While Final identifies most of pronouns associ-
ated with Kenzaburo Oe (the answer), it cannot
recognize that the theme of the entire paragraph
is building to the final reference, “this Japanese
writer”, despite the many Japanese-related ideas
in the text of the question (e.g., Samurai and
emperor). Final also cannot reason effectively
about coreferences that are tied together by sim-
ilar modifiers as in the below example:

That title character plots to secure a
“beautiful death” for Lovberg by burn-
ing his manuscript and giving him a
pistol. For 10 points, name this play in
which the titular wife of George Tesman
commits suicide.

While a reader can connect “titular” and “title”
to the same character, Hedda Gabler, the Berke-
ley system fails to make this inference. These
data are a challenge for all systems, as they re-
quire extensive world knowledge. For example,
in the following sentence, a model must know
that the story referenced in the first sentence is
about a dragon and that dragons can fly.
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The protagonist of one of this man’s
works erects a sign claiming that that
story’s title figure will fly to heaven
from a pond. Identify this author of
Dragon: the Old Potter’s Tale

Humans solve cases like these using a vast
amount of external knowledge, but existing mod-
els lack information about worlds (both real and
imaginary) and thus cannot confidently mark
these coreferences. We discuss coreference work
that incorporates external resources such as
Wikipedia in the next section; our aim is to
provide a dataset that benefits more from this
type of information than newswire does.

6 Related Work

We describe relevant data-driven coreference re-
search in this section, all of which train and
evaluate on only newswire text. Despite efforts
to build better rule-based (Luo et al., 2004) or
hybrid statistical systems (Haghighi and Klein,
2010), data-driven systems currently dominate
the field. The 2012 CoNLL shared task led
to improved data-driven systems for coreference
resolution that finally outperformed both the
Stanford system (Lee et al., 2011) and the ims
system (Björkelund and Farkas, 2012), the lat-
ter of which was the best available publicly-
available English coreference system at the time.
The recently-released Berkeley coreference sys-
tem (Durrett and Klein, 2013) is especially strik-
ing: it performs well with only a sparse set of
carefully-chosen features. Semantic knowledge
sources—especially WordNet (Miller, 1995) and
Wikipedia—have been used in coreference en-
gines (Ponzetto and Strube, 2006). A system
by Ratinov and Roth (2012) demonstrates good
performance by using Wikipedia knowledge to
strengthen a multi-pass rule based system. In
a more recent work, Durrett and Klein (2014)
outperform previous systems by building a joint
model that matches mentions to Wikipedia en-
tities while doing named entity resolution and
coreference resolution simultaneously. We take
a different approach by approximating semantic
and world knowledge through our word embed-
ding features. Our simple classifier yields a bi-

nary decision for each mention pair, a method
that had been very popular before the last five
years (Soon et al., 2001; Bengtson and Roth,
2008; Stoyanov et al., 2010). Recently, better
results have been obtained with mention-ranking
systems (Luo et al., 2004; Haghighi and Klein,
2010; Durrett and Klein, 2013; Björkelund and
Kuhn, 2014). However, on quiz bowl data, our
experiments show that binary classifiers can out-
perform mention-ranking approaches.

7 Embracing Harder Coreference

This paper introduces a new, naturally-occuring
coreference dataset that is easy to annotate but
difficult for computers to solve. We show that ac-
tive learning allows us to create a dataset that is
rich in different types of coreference. We develop
an end-to-end coreference system using very sim-
ple mention detection and pairwise classification
models that outperforms traditional systems on
our dataset. The next challenge is to incorporate
the necessary world knowledge to solve these
harder coreference problems. Systems should be
able to distinguish who is likely to marry whom,
identify the titles of books from roundabout de-
scriptions, and intuit family relationships from
raw text. These are coreference challenges not
found in newswire but that do exist in the real
world. Unlike other ai-complete problems like
machine translation, coreference in challenging
datasets is easy to both annotate and evaluate.
This paper provides the necessary building blocks
to create and evaluate those systems.
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Abstract

Matrix factorization approaches to relation
extraction provide several attractive features:
they support distant supervision, handle open
schemas, and leverage unlabeled data. Unfortu-
nately, these methods share a shortcoming with
all other distantly supervised approaches: they
cannot learn to extract target relations with-
out existing data in the knowledge base, and
likewise, these models are inaccurate for rela-
tions with sparse data. Rule-based extractors,
on the other hand, can be easily extended to
novel relations and improved for existing but
inaccurate relations, through first-order formu-
lae that capture auxiliary domain knowledge.
However, usually a large set of such formulae
is necessary to achieve generalization.

In this paper, we introduce a paradigm
for learning low-dimensional embeddings of
entity-pairs and relations that combine the ad-
vantages of matrix factorization with first-order
logic domain knowledge. We introduce simple
approaches for estimating such embeddings,
as well as a novel training algorithm to jointly
optimize over factual and first-order logic in-
formation. Our results show that this method
is able to learn accurate extractors with little or
no distant supervision alignments, while at the
same time generalizing to textual patterns that
do not appear in the formulae.

1 Introduction

Relation extraction, the task of identifying rela-
tions between named entities, is a crucial compo-
nent for information extraction. A recent successful
approach (Riedel et al., 2013) relies on two ideas:

(a) unifying traditional canonical relations, such as
those of the Freebase schema, with OpenIE surface
form patterns in a universal schema, and (b) complet-
ing a knowledge base of such a schema using matrix
factorization. This approach has several attractive
properties. First, for canonical relations it effectively
performs distant supervision (Bunescu and Mooney,
2007; Mintz et al., 2009; Yao et al., 2011; Hoffmann
et al., 2011; Surdeanu et al., 2012) and hence re-
quires no textual annotations. Second, in the spirit of
OpenIE, a universal schema can use textual patterns
as novel relations and thus increases the coverage
of traditional schemas (Riedel et al., 2013; Fan et
al., 2014). Third, matrix factorization learns better
embeddings for entity-pairs for which only surface
form patterns are observed, and these can also lead
to better extractions of canonical relations.

Unfortunately, populating a universal schema
knowledge base using matrix factorization suffers
from a problem all distantly-supervised techniques
share: you can only reliably learn relations that ap-
pear frequently enough in the knowledge base. In par-
ticular, for relations that do not appear in the knowl-
edge base or for which no facts are known we cannot
learn a predictor at all. One way to overcome this
problem is to incorporate additional domain knowl-
edge, either specified manually or bootstrapped from
auxiliary sources. In fact, domain knowledge en-
coded as simple logic formulae over patterns and
relations has been used in practice to directly specify
relation extractors (Reiss et al., 2008; Chiticariu et al.,
2013; Akbik et al., 2014). However, these extractors
can be brittle and obtain poor recall, since they are
unable to generalize to textual patterns that are not
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found in given formulae. Hence, there is a need for
learning extractors that are able to combine logical
knowledge with benefits of factorization techniques
to facilitate precise extractions and generalization to
novel relations.

In this paper, we propose a paradigm for learning
universal schema extractors by combining matrix fac-
torization based relation extraction with additional in-
formation in the form of first-order logic knowledge.
Our contributions are threefold: (i) We introduce sim-
ple baselines that enforce logic constraints through
deterministic inference before and after matrix factor-
ization (§3.1). (ii) We propose a novel joint training
algorithm that learns vector embeddings of relations
and entity-pairs using both distant supervision and
first-order logic formulae such that the factorization
captures these formulae (§3.2). (iii) We present an
empirical evaluation using automatically mined rules
that demonstrates the benefits of incorporating logi-
cal knowledge in relation extraction, in particular that
joint factorization of distant and logic supervision is
efficient, accurate, and robust to noise (§5).

2 Matrix Factorization and Logic

In this section we provide background on matrix fac-
torization for universal schema relation extraction,
and describe its connections to first-order logic.

2.1 Notation

In order to later unify observed facts and logical back-
ground knowledge, we first represent given factual
data in terms of first-order logic. We have a set E
of constants that refer to entities, and a set of predi-
catesR that refer to relations between these entities.
In the following we will focus on binary relations
in a universal schema that contains both structured
relations from one (or more) knowledge bases, and
surface-form relations. Further, with P ⊆ E × E we
denote the domain over entity-pairs of interest.

In function-free first-order logic a term is de-
fined as a constant or a variable, and the most
basic form of a formula is an atom such as
professorAt(x, y) that applies a predicate to a
pair of terms. More complex formulae such as ∀x, y :
professorAt(x, y)⇒ employeeAt(x, y) can
be constructed by combining atoms with logical con-
nectives (such as ¬ and ∧) and quantifiers (∃x, ∀x).

The simplest form of first-order formulae are
ground atoms: predicates applied to constants, such
as directorOf(NOLAN,INTERSTELLAR). A pos-
sible world is a set of ground atoms. Ground lit-
erals are either ground atoms or negated ground
atoms such as ¬bornIn(NOLAN,BERLIN), and
correspond to positive or negative facts. Training
data for distant supervision can now be viewed as
a knowledge base of such ground literals. Our goal
is to extend the class of formulae from such facts to
rules such as the first-order formula above.

2.2 Matrix Factorization with Ground Atoms
Given the notation presented above, matrix factor-
ization can now be seen as a learning task in which
low-dimensional embeddings are estimated for all
constant pairs in P and predicates (relations) in R,
given a collection of ground atoms (facts) as supervi-
sion. We represent constant-pairs as rows and predi-
cates as columns of a |P| × |R| binary matrix, and
each atom in the training data represents an observed
cell in this matrix. As introduced in Riedel et al.
(2013), we seek to find a low-rank factorization into
a |P|×k matrix of embeddings of constant-pairs and
a k × |R| matrix of predicate embeddings such that
they approximate the observed matrix.

More precisely, let v(·) denote the mapping from
constant-pairs and predicates to their corresponding
embedding. That is, vrm is the embedding for predi-
cate rm, and v(ei,ej) is the embedding for the pair
of constants (ei, ej). Let w be a possible world
(i.e. a set of ground atoms), and V be the set of
all entity-pair and relation embeddings. Further, let
π
ei,ej
m = σ(vrm · vei,ej ) where σ is the sigmoid func-

tion and vrm · v(ei,ej) denotes the vector dot-product
between the embeddings of relation rm and entity-
pair (ei, ej). We define the conditional probability of
a possible world w given embeddings V as

p(w|V) =
∏

rm(ei,ej)∈w
π
ei,ej
m

∏
rm(ei,ej)/∈w

(
1− πei,ej

m

)
.

The embeddings can be estimated by maximizing the
likelihood of a set of observed ground atoms with `2
regularization (Collins et al., 2001), optimized using
stochastic gradient descent. In summary, with atomic
formulae (i.e. factual knowledge) we learn entity-pair
and relation embeddings that reconstruct known facts
and are able to generalize to unknown facts.
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∀x, y : co-founder-of(x, y)⇒ company/founders(y, x)
∀x, y : review-by(x, y)⇒ author/works written(y, x)
∀x, y : daughter-of(x, y)⇒ person/parents(x, y)
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Figure 1: Injecting Logic into Matrix Factorization: Given a sparse binary matrix consisting of observed facts over
entity-pairs P and predicates/relationsR, matrix factorization is used to learn k-dimensional relation and entity-pair
embeddings that approximate the observed matrix. In this paper we use additional first-order logic formulae over
entities and relations to learn the embeddings such that the predictions (completed matrix) also satisfy these formulae.

3 Injecting Logic Into Factorization

Matrix factorization is capable of learning complex
dependencies between relations, but requires ob-
served facts as training signal. However, often we
either do not have this signal because the relations of
interest do not have pre-existing facts, or this signal
is noisy due to alignment errors or mismatches when
linking knowledge base entities to mentions in text.

To overcome this problem we investigate the use
of first-order logic background knowledge (e.g. im-
plications) to aid relation extraction. One option is
to rely on a fully symbolic approach that exclusively
uses first-order logic (Bos and Markert, 2005; Baader
et al., 2007; Bos, 2008). In this case incorporating
additional background knowledge is trivial. However,
it is difficult to generalize and deal with noise and
uncertainty in language when relying only on manual
rules. In contrast, matrix factorization methods can
overcome these shortcomings, but it is not clear how
they can be combined with logic formulae.

In this section, we propose to inject formulae into
the embeddings of relations and entity-pairs, i.e., esti-
mate the embeddings such that predictions based on
them conform to given logic formulae (see Figure 1
for an overview). We refer to such embeddings as
low-rank logic embeddings. Akin to matrix factoriza-
tion, inference of a fact at test time still amounts to
an efficient dot product of the corresponding relation
and entity-pair embeddings, and logical inference is
not needed. We present two techniques for inject-
ing logical background knowledge, pre-factorization

inference (§3.1) and joint optimization (§3.2), and
demonstrate in subsequent sections that they gen-
eralize better than direct logical inference, even if
such inference is performed on the predictions of the
matrix factorization model.

3.1 Pre-Factorization Inference
Background knowledge in form of first-order formu-
lae can be seen as hints that can be used to generate
additional training data (Abu-Mostafa, 1990). For
pre-factorization inference we first perform logical
inference on the training data and add inferred facts
as additional training data. For example, for a for-
mula F = ∀x, y : rs(x, y)⇒ rt(x, y), we add an
additional observed cell rt(x, y) for any (x, y) for
which rs(x, y) is observed in the distant supervision
training data. This is repeated until no further facts
can be inferred. Subsequently, we run matrix factor-
ization on the extended set of observed cells.

The intuition is that the additional training data
generated by the formulae provide evidence of the
logical dependencies between relations to the matrix
factorization model, while at the same time allowing
the factorization to generalize to unobserved facts
and to deal with ambiguity and noise in the data. No
further logical inference is performed during or after
training of the factorization model as we expect that
the learned embeddings encode the given formulae.

3.2 Joint Optimization
One drawback of pre-factorization inference is that
the formulae are enforced only on observed atoms,

1121



i.e., first-order dependencies on predicted facts are
ignored. Instead we would like to include a loss term
for the logical formulae directly in the matrix factor-
ization objective, thus jointly optimizing embeddings
to reconstruct factual training data as well as obeying
to first-order logical background knowledge.

3.2.1 Training Objective

Here we first present a learning objective that uni-
fies ground atoms (facts) and logical background
knowledge by treating both as logic formulae (atomic
or complex), and define a loss function over this gen-
eral representation. We then define the loss function
for ground atoms and simple implications, along with
a brief sketch of how the loss can be defined for arbi-
trarily complex logic formulae.

As introduced in §2.1, let R be the set of all
relations/predicates and P be the set of all entity-
pairs/constants. Furthermore, let F be a training set
of logic formulae F , and L a loss function. The train-
ing objective (omitting `2 regularization on v(·) for
simplicity) is

min
V

∑
F∈F

L([F ]) (1)

where V is the set of all relation and entity-pair em-
beddings, and [F ] is the marginal probability p(w|V)
that the formula F is true under the model. In this pa-
per we use the logistic loss: L([F ]) := − log([F ]).
The objective thus prefers embeddings that assign
formulae a high marginal probability.

To optimize this function we need the marginal
probabilities [F ], and the gradients of the losses
L([F ]) for every F ∈ F with respect to entity-
pair and relation embeddings, i.e., ∂L([F ])/∂vrm
and ∂L([F ])/∂v(ei,ej). Below we discuss how these
quantities can be computed or approximated for arbi-
trary first-order logic formulae, with details provided
for ground atoms and implications.

Ground Atoms Due to the conditional indepen-
dence of ground atoms in the distribution p(w|V),
the marginal probability of a ground atom F =
rm(ei, ej) is [F ] = π

ei,ej
m = σ(vrm · vei,ej ). Hence

when only ground atoms (or literals) are used, objec-
tive (1) reduces to the standard log-likelihood loss.
The gradients of the loss for the entity-pair embed-

ding v(ei,ej) and relation embedding vrm are

∂[F ]/∂v(ei,ej) = [F ](1− [F ])vrm (2)

∂[F ]/∂vrm = [F ](1− [F ])v(ei,ej) (3)

∂L([F ])/∂v(ei,ej) = −[F ]−1∂[F ]/∂v(ei,ej) (4)

∂L([F ])/∂vrm = −[F ]−1∂[F ]/∂vrm . (5)

First-order Logic Crucially, and in contrast to the
log-likelihood loss for matrix factorization, we can in-
ject more expressive logic formulae than just ground
atoms. We briefly outline how to recursively compute
the probability of the formula [F ] and the gradients of
the loss L([F ]) for any first-order formula F . Again,
note that the probabilities of ground atoms in our
model are independent conditioned on embeddings.
This means that for any two formulae A and B, the
marginal probability of [A ∧ B] can be computed as
[A][B] (known as product t-norm), provided both for-
mula concern non-overlapping sets of ground atoms.
In combination with [¬A] := 1 − [A] and the [ ]
operator as defined for ground atoms earlier, we can
compute the probability of any propositional formula
recursively, e.g.,

[A ∨ B] = [A] + [B]− [A][B]
[A ⇒ B] = [A]([B]− 1) + 1

[A ∧ ¬B ⇒ C] = ([A](1− [B]))([C]− 1) + 1.

Note that for statements [F ] ∈ {0, 1}, we directly
recover logical semantics. First-order formulae in
finite domains can be embedded through explicit
grounding. For universal quantification we can get
[∀x, y : F(x, y)] = [

∧
x,y F(x, y)]. If we again as-

sume non-overlapping ground atoms in each of the
arguments of the conjunction, we can simplify this to∏
x,y[F(x, y)]. When arguments do overlap we can

think of this simplification as an approximation.
Since [F(x, y)] is defined recursively, we can

back-propagate the training signal through the
structure of [F ] to compute ∂[F(x, y)]/∂vrm and
∂[F(x, y)]/∂vei,ej for any nested formula.

Implications A particularly useful family of for-
mulae for relation extraction are universally quanti-
fied first-order formula over a knowledge base such
as F = ∀x, y : rs(x, y) ⇒ rt(x, y). Assuming
a finite domain, such a formula can be unrolled
into a conjunction of propositional statements of
the form Fij = rs(ei, ej) ⇒ rt(ei, ej), one for
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each entity-pair (ei, ej) in the domain. Specifically,
[F ] =

∏
(ei,ej)∈P [Fij ], and therefore L([F ]) =∑

(ei,ej)∈P L([Fij ]). The gradients are derived as:

[Fij ] = [rs(ei, ej)] ([rt(ei, ej)]− 1) + 1 (6)

∂L([Fij ])
∂vrs

= −[Fij ]−1 ([rt(ei, ej)]− 1)
∂[rs(ei, ej)]

∂vrs

∂L([Fij ])
∂vrt

= −[Fij ]−1[rs(ei, ej)]
∂[rt(ei, ej)]

∂vrt

(7)

∂L([Fij ])
∂vei,ej

= −[Fij ]−1 ([rt(ei, ej)]− 1)
∂[rs(ei, ej)]
∂vei,ej

− [Fij ]−1[rs(ei, ej)]
∂[rt(ei, ej)]
∂vei,ej

. (8)

Following such a derivation, one can obtain gradients
for other first-order logic formulae as well.

3.2.2 Learning
We learn the embeddings by minimizing Eq. 1

with `2-regularization using AdaGrad (Duchi et al.,
2011). Since we have no negative training facts, we
follow Riedel et al. (2013) by sampling unobserved
facts that we assume to be false. Specifically, in ev-
ery epoch and for every true training fact rm(ei, ej)
we sample an (ep, eq) such that rm(ep, eq) is unob-
served. Subsequently, we perform two kinds of up-
dates: F = rm(ei, ej) and F = ¬ rm(ep, eq). For
every non-atomic first-order formula in F we iterate
over all entity-pairs for which at least one atom in the
formula is observed (in addition to as many sampled
entity-pairs for which none of the atoms have been
observed) and add corresponding grounded propo-
sitional formulae to the training objective. At test
time, predicting a score for any unobserved state-
ment rm(ei, ej) is done efficiently by calculating
[rm(ei, ej)]. Note that this does not involve any ex-
plicit logical inference, instead we expect that the
predictions from the learned embeddings already re-
spect the provided formulae.

4 Experimental Setup

There are two orthogonal question when evaluat-
ing the effectiveness of low-rank logic embeddings:
a) does injection of logic formulae into the embed-
dings of entity-pairs and relations provide any bene-
fits, and b) where do the background formulae come
from? The latter is a well-studied problem (Hipp et
al., 2000; Schoenmackers et al., 2010; Völker and

Niepert, 2011). In this paper we focus the evaluation
on the ability of various approaches to benefit from
formulae that we directly extract from the training
data using a simple method.

Distant Supervision Evaluation We follow the
procedure as used in Riedel et al. (2013) for eval-
uating knowledge base completion of Freebase (Bol-
lacker et al., 2008) with textual data from the NY-
Times corpus (Sandhaus, 2008). The training matrix
consists of 4 111 columns, representing 151 Free-
base relations and 3 960 textual patterns, 41 913 rows
(entity-pairs) and 118 781 training facts of which
7 293 belong to Freebase relations. The entity-pairs
are divided into train and test, and we hide all Free-
base relations for the test pairs from training. Our pri-
mary evaluation measure is average and (weighted)
mean average precision, MAP and wMAP respec-
tively (see Riedel et al. (2013) for details).

Formulae Extraction and Annotation We use a
simple technique for extracting formulae from the
matrix factorization model. We first run matrix fac-
torization over the complete training data to learn
accurate relation and entity-pair embeddings. After
training, we iterate over all pairs of relations (rs, rt)
where rt is a Freebase relation. For every relation-
pair we iterate over all training atoms rs(ei, ej), eval-
uate the score [rs(ei, ej) ⇒ rt(ei, ej)] as described
in §3.2.1, and calculate the average to arrive at a
score for the formula. Finally, we rank all formulae
by their score and manually filter the top 100 for-
mulae, which resulted in 36 annotated high-quality
formulae (see Table 1 for examples). Note that our
formula extraction approach does not observe the re-
lations for test entity-pairs. All models used in our
experiments have access to these formulae, except
for the matrix factorization baseline.

Methods Our proposed methods for injecting logic
into relation embeddings are pre-factorization infer-
ence (Pre; §3.1) which performs regular matrix fac-
torization after propagating the logic formulae in a
deterministic manner, and joint optimization (Joint;
§3.2) which maximizes an objective that combines
terms from factual and first-order logic knowledge.
Additionally, we use the following three baselines.
The matrix factorization (MF; §2.2) model uses only
ground atoms to learn relation and entity-pair embed-
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Formula Score

∀x, y : #2-unit-of-#1(x, y)⇒ org/parent/child(x, y) 0.97
∀x, y : #2-city-of-#1(x, y)⇒ location/containedby(x, y) 0.97
∀x, y : #2-minister-#1(x, y)⇒ person/nationality(x, y) 0.97
∀x, y : #2-executive-#1(x, y)⇒ person/company(x, y) 0.96
∀x, y : #2-co-founder-of-#1(x, y)⇒ company/founders(y, x) 0.96

Table 1: Sample Extracted Formulae: Top implica-
tions of textual patterns to five different Freebase relations.
These implications were extracted from the matrix factor-
ization model and manually annotated. The premises of
these implications are dependency paths, but we present a
simplified version to make them more readable.

dings (i.e. it has no access to any formulae). Further-
more, we consider pure logical inference (Inf). Our
final approach, post-factorization inference (Post),
first runs matrix factorization and then performs logi-
cal inference on the known and predicted facts. Post-
inference is computationally expensive, since for all
premises of formulae we have to iterate over all
rows (entity-pairs) in the matrix to assess whether
the premise is true or not.

Parameters For every matrix factorization based
method we use k = 100 as the dimension for the em-
beddings, λ = 0.01 as parameter of `2-regularization
and α = 0.1 as initial learning rate for AdaGrad,
which we run for 200 epochs.

Complexity Each AdaGrad update is defined over
a single cell of the matrix, and thus training data can
be streamed one ground atom at a time. For matrix
factorization, each AdaGrad epoch touches all the
observed atoms once, and as many sampled negative
atoms. With given formulae, it additionally revisits
all the observed atoms that appear as an atom in the
formula (and as many sampled negative atoms), and
thus more general formulae will be more expensive.
However the updates over atoms are performed inde-
pendently and thus not all the data needs to be stored
in memory. All presented models take less than 15
minutes to train on a 2.8 GHz Intel Core i7 machine.

5 Results and Discussion

To evaluate the utility of injecting logic formulae
into embeddings, we present a comparison on a va-
riety of benchmarks. First, in §5.1 we study the
scenario of learning extractors for relations for which
we do not have any Freebase alignments, evaluating
how the approaches are able to generalize only from

Relation # MF Inf Post Pre Joint

person/company 102 0.07 0.03 0.15 0.31 0.35
location/containedby 72 0.03 0.06 0.14 0.22 0.31
author/works written 27 0.02 0.05 0.18 0.31 0.27
person/nationality 25 0.01 0.19 0.09 0.15 0.19
parent/child 19 0.01 0.01 0.48 0.66 0.75
person/place of birth 18 0.01 0.43 0.40 0.56 0.59
person/place of death 18 0.01 0.24 0.23 0.27 0.23
neighborhood/neighborhood of 11 0.00 0.00 0.60 0.63 0.65
person/parents 6 0.00 0.17 0.19 0.37 0.65
company/founders 4 0.00 0.25 0.13 0.37 0.77
film/directed by 2 0.00 0.50 0.50 0.36 0.51
film/produced by 1 0.00 1.00 1.00 1.00 1.00

MAP 0.01 0.23 0.34 0.43 0.52
Weighted MAP 0.03 0.10 0.21 0.33 0.38

Table 2: Zero-shot Relation Learning: Average and
(weighted) mean average precisions with relations that do
not appear in any of the annotated formulae omitted from
the evaluation. The difference between “Pre” and “Joint”
is significant according to the sign-test (p < 0.05).

logic formulae and textual patterns. In §5.2 we then
describe an experiment where the amount of Free-
base alignments is varied in order to assess the effect
of combining distant supervision and background
knowledge on the accuracy of predictions. Although
the methods presented in this paper target relations
with insufficient alignments, we also provide a com-
parison on the complete distant supervision dataset
in §5.3. We conclude in §5.4 with a brief analysis of
the reasoning capacity of the learned embeddings.

5.1 Zero-shot Relation Learning

We start with the scenario of learning extractors for
relations that do not appear in the knowledge base
schema, i.e., those that do not have any textual align-
ments. Such a scenario occurs in practice when a new
relation needs to be added to a knowledge base for
which there are no facts that connect the new relation
to existing relations or surface patterns. For accurate
extractions of such relations, the model needs to rely
primarily on background domain knowledge to iden-
tify relevant textual alignments, but at the same time
it also needs to utilize correlations between textual
patterns for generalization. To simulate this setup,
we remove all alignments between all entity-pairs
and Freebase relations from the distant supervision
data, use the extracted logic formulae (§4) as back-
ground knowledge, and evaluate on the ability of the
different methods to recover the lost alignments.

Table 2 provides detailed results. Unsurprisingly,
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Figure 2: Relations with Few Distant Labels:
Weighted mean average precisions of the various methods
as the fraction of Freebase training facts is varied. For
0% Freebase training facts we get the zero-shot relation
learning results presented in Table 2.

matrix factorization (MF) performs poorly since em-
beddings cannot be learned for the Freebase relations
without any observed cells. Scores higher than zero
for matrix factorization are caused by random pre-
dictions. Logical inference (Inf) is limited by the
number of known facts that appear as premise in one
of the implications. Although post-factorization in-
ference (Post) is able to achieve a large improvement
over logical inference, explicitly injecting logic for-
mulae into the embeddings (i.e. learning low-rank
logic embeddings) using pre-factorization inference
(Pre) or joint optimization (Joint) gives superior re-
sults. Last, we observe that joint optimization is able
to best combine logic formulae and textual patterns
for accurate, zero-shot learning of relation extractors.

5.2 Relations with Few Distant Labels

In this section we study the scenario of learning rela-
tions that have only a few distant supervision align-
ments, in particular, we observe the behavior of the
various methods as the amount of distant supervi-
sion is varied. We run all methods on training data
that contains different fractions of Freebase training
facts (and therefore different degrees of relation/text
pattern alignment), but keep all textual patterns in
addition to the set of extracted formulae.

Figure 2 summarizes the results. The performance
of pure logical inference does not depend on the
amount of distant supervision data, since it does not
take advantage of the correlations in the data. Ma-
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Figure 3: Comparison on Complete Data: Aver-
aged precision/recall curve demonstrating that the “Joint”
method outperforms existing factorization approaches
(“MF” and “Riedel13-F”). The formulae used by our ap-
proach have been extracted only from the training data.

trix factorization ignores logic formulae, and thus
is the baseline performance when only using distant
supervision. For the factorization based methods,
only a small fraction (15%) of the training data is
needed to achieve around 0.50 wMAP performance,
thus demonstrating that they are efficiently exploiting
correlations and generalizing to unobserved facts.

Pre-factorization inference, however, does not out-
perform post-factorization inference, and is on par
with matrix factorization for most of the curve. This
suggests that it is not an effective way of injecting
logic into embeddings when ground facts are also
available. In contrast, joint optimization leads to
low-rank logic embeddings that outperform all other
methods in the 0 to 30% Freebase training data inter-
val. Beyond 30% there seem to be sufficient Freebase
facts for matrix factorization to encode these formu-
lae, thus yielding diminishing returns.

5.3 Comparison on Complete Data

Although the focus of this paper is injection of logical
knowledge for relations without sufficient alignments
to the knowledge base, we also present an evaluation
on the complete distant supervision data as used by
Riedel et al. (2013). Compared to the Riedel et al.’s
“F” model, our matrix factorization implementation
(“MF”) achieves a lower wMAP (64% vs 68%) and
a higher MAP (66% vs 64%). We attribute this dif-
ference to the different loss function (logistic loss in
our case vs. ranking loss). We show the PR curve
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in Figure 3, demonstrating that joint optimization
provides benefits over the existing factorization and
distant supervision techniques even on the complete
dataset, and obtains 66% wMAP and 69% MAP. This
improvement over the matrix factorization model can
be explained by reinforcement of high-quality anno-
tated formulae via the joint model.

5.4 Analysis of Asymmetry in the Predictions

Since the injected formulae are of the form ∀x, y :
rs(x, y)⇒ rt(x, y), it is worthwhile to study the ex-
tent to which these rules are captured, and which
approaches are in fact capturing the asymmetric na-
ture of the implication. To this end, we compute the
probabilities that the formulae and their inverse hold,
averaged over all annotated formulae and cells. The
degree to which rs⇒ rt is captured is quite high for
all models (0.94, 0.96, and 0.97 for matrix factoriza-
tion, pre-factorization inference, and joint optimiza-
tion respectively). On the other hand, the probability
of rt⇒ rs is also relatively high for matrix factoriza-
tion and pre-factorization inference (0.81 and 0.83
respectively), suggesting that these methods are pri-
marily capturing symmetric similarity between rela-
tions. Joint optimization, however, produces much
more asymmetric predictions (probability of rt⇒ rs
is 0.49), demonstrating that it is appropriate for en-
coding logic in the embeddings.

6 Related Work

Embeddings for Knowledge Base Completion
Embedding predicates and constants (or pairs of con-
stants) based on factual knowledge for knowledge
base completion has for instance been investigated by
Bordes et al. (2011), Nickel et al. (2012), Socher et
al. (2013), Riedel et al. (2013) and Fan et al. (2014).
Our work goes further in that we learn embeddings
that follow not only factual but also first-order logic
knowledge, and the ideas presented in this paper can
be incorporated with any embedding-based method
that uses a per-atom loss.

Logical Inference A common alternative that di-
rectly incorporates first-order logic knowledge is to
perform logical inference (Bos and Markert, 2005;
Baader et al., 2007; Bos, 2008), however such purely
symbolic approaches cannot deal with the uncertainty
inherent to natural language, and generalize poorly.

Probabilistic Inference To ameliorate some of
the drawbacks of symbolic logical inference, proba-
bilistic logic based approaches have been proposed
(Schoenmackers et al., 2008; Garrette et al., 2011;
Beltagy et al., 2013; Beltagy et al., 2014). Since log-
ical connections between relations are modeled ex-
plicitly, such approaches are generally hard to scale.
Specifically, approaches based on Markov Logic Net-
works (MLNs) (Richardson and Domingos, 2006)
encode logical knowledge in dense, loopy graphical
models, making structure learning, parameter estima-
tion, and inference hard for the scale of our data. In
contrast, in our model the logical knowledge is cap-
tured directly in the embeddings, leading to efficient
inference. Furthermore, as our model is based on
matrix factorization, we have a natural way to deal
with linguistic ambiguities and label errors.

Weakly Supervised Learning Our work is also in-
spired by weakly supervised approaches (Ganchev et
al., 2010) that use structural constraints as a source of
indirect supervision, and have been used for several
NLP tasks (Chang et al., 2007; Mann and McCallum,
2008; Druck et al., 2009; Singh et al., 2010). Carlson
et al. (2010) in particular is similar since they use
common sense constraints to jointly train multiple
information extractors. In this work, however, we are
training a matrix factorization model, and allowing
for arbitrarily complex logic formulae.

Combining Symbolic and Distributed Represen-
tations There have been a number of recent ap-
proaches that combine distributed representations
with symbolic knowledge. Grefenstette (2013) de-
scribes an isomorphism between first-order logic
and tensor calculus, using full-rank matrices to ex-
actly memorize facts. Based on this isomorphism,
Rocktäschel et al. (2014) combine logic with ma-
trix factorization for learning low-dimensional em-
beddings that approximately satisfy given formulae
and generalize to unobserved facts on toy data. Our
work extends this workshop paper by proposing a
simpler formalism without tensor-based logical con-
nectives, presenting results on a real-world task, and
demonstrating the utility of this approach for learning
relations with few textual alignments.

Chang et al. (2014) use Freebase entity types as
hard constraints in a tensor factorization objective for
universal schema relation extraction. In contrast, our
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approach is imposing soft constraints that are formu-
lated as universally quantified first-order formula.

de Lacalle and Lapata (2013) combine first-order
logic knowledge with a topic model to improve sur-
face pattern clustering for relation extraction. Since
these formulae only specify which relations can be
clustered and which not, they do not capture the va-
riety of dependencies embeddings can model, such
as asymmetry. Lewis and Steedman (2013) use dis-
tributed representations to cluster predicates before
logical inference. Again, this approach is not as pow-
erful as factorizing the relations, as it makes symme-
try assumptions for the predicates.

Several studies have investigated the use of sym-
bolic representations (such as dependency trees)
to guide the composition of distributed representa-
tions (Clark and Pulman, 2007; Mitchell and Lapata,
2008; Coecke et al., 2010; Hermann and Blunsom,
2013). Instead we are using symbolic representa-
tions (first-order logic) as prior domain knowledge to
directly learn better embeddings.

Combining symbolic information with neural net-
works has also been an active area of research. Towell
and Shavlik (1994) introduce Knowledge-Based Arti-
ficial Neural Networks whose topology is isomorphic
to a knowledge base of facts and inference formulae.
There, facts are input units, intermediate conclusions
hidden units, and final conclusions (inferred facts)
output units. Unlike our work, there is no latent rep-
resentation of predicates and constants. Hölldobler
et al. (1999) and Hitzler et al. (2004) prove that for
every logic program theoretically there exists a recur-
rent neural network that approximates the semantics
of that program. Finally, Bowman (2014) recently
demonstrated that a neural tensor network can accu-
rately learn natural logic reasoning.

7 Conclusions

Inspired by the benefits of logical background knowl-
edge that can lead to precise extractors, and of distant
supervision based matrix factorization that can utilize
dependencies between textual patterns to generalize,
in this paper we introduced a novel training paradigm
for learning embeddings that combine matrix factor-
ization with logic formulae. Along with a determin-
istic approach to enforce the formulae a priori, we
propose a joint objective that rewards predictions that

satisfy given logical knowledge, thus learning embed-
dings that do not require logical inference at test time.
Experiments show that the proposed approaches are
able to learn extractors for relations with little to no
observed textual alignments, while at the same time
benefiting more common relations. The source code
of the methods presented in this paper and the anno-
tated formulae used for evaluation are available at
github.com/uclmr/low-rank-logic.

This research has thrown up many questions in
need of further investigation. As opposed to our ap-
proach that modifies both relation and entity-pair
embeddings, further work needs to explore train-
ing methods that only modify relation embeddings
in order to encode logical dependencies explicitly,
and thus avoid memorization. Although we ob-
tain significant gains by using implications, our ap-
proach facilitates the use of arbitrary formulae; it
would be worthwhile to pursue this direction by fol-
lowing the steps outlined in §3.2.1. Furthermore,
we are interested in combining relation extraction
with models that learn entity type representations
(e.g. tensor factorization or neural models) to al-
low for expressive logical statements such as ∀x, y :
nationality(x, y)⇒ country(y). Since such
common sense formulae are often not directly ob-
served in distant supervision, they can go a long way
in fixing common extraction errors. Finally, we will
investigate methods to automatically mine common-
sense knowledge for injection into embeddings from
additional resources such as Probase (Wu et al., 2012)
or directly from text using a semantic parser (Zettle-
moyer and Collins, 2005).
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Abstract

Most successful Entity Linking (EL) meth-
ods aim to link mentions to their referent en-
tities in a structured Knowledge Base (KB)
by comparing their respective contexts, of-
ten using similarity measures. While the KB
structure is given, current methods have suf-
fered from impoverished information repre-
sentations on the mention side. In this paper,
we demonstrate the effectiveness of Abstract
Meaning Representation (AMR) (Banarescu
et al., 2013) to select high quality sets of en-
tity “collaborators” to feed a simple similar-
ity measure (Jaccard) to link entity mentions.
Experimental results show that AMR captures
contextual properties discriminative enough to
make linking decisions, without the need for
EL training data, and that system with AMR
parsing output outperforms hand labeled tradi-
tional semantic roles as context representation
for EL. Finally, we show promising prelimi-
nary results for using AMR to select sets of
“coherent” entity mentions for collective en-
tity linking 1.

1 Introduction

The Entity Linking (EL) task (Ji et al., 2010; Ji
et al., 2011; Ji et al., 2014) aims at automati-
cally linking each named entity mention appearing
in a source text document to its unique referent in
a target knowledge base (KB). For example, con-
sider the following sentence posted to a discussion
forum during the 2012 U.S. presidential election:

1The web service of this EL system is at:
blender02.cs.rpi.edu:3300 and some related AMR tools
are at: github.com/panx27/amr-reader

“Where would McCain be without Sarah?”. An
Entity Linker should link the entity mentions “Mc-
Cain” and “Sarah” to the entities John McCain
and Sarah Palin, respectively, which serve as
unique identifiers for the real people.

A typical EL system works as follows. Given a
mention m (a string in a source document), the top
N most likely entity referents from the KB are enu-
merated based on prior knowledge about which en-
tities are most likely referred to using m. The can-
didate entities are re-ranked to ultimately link each
mention to the top entity in its candidate list. Re-
ranking consists of two key elements: context rep-
resentation and context comparison. For a given
mention, candidate entities are re-ranked based on
a comparison of information obtained from the con-
text ofm with known structured and/or unstructured
information associated with the top N KB entities,
which can be considered the “context” of the KB en-
tity2. The basic intuition is that the entity referents
of m and related mentions should be similarly con-
nected in the KB.

However, there might be many entity mentions in
the context of a target entity mention that could po-
tentially be leveraged for disambiguation. In this pa-
per, we show that a deeper semantic knowledge rep-
resentation - including the Abstract Meaning Rep-
resentation (AMR) (Banarescu et al., 2013) - can
capture contextual properties that are discriminative
enough to disambiguate entity mentions that current
state-of-the-art systems cannot handle, without the
need for EL training data. Specifically, for a given

2Most work uses Wikipedia and related resources to de-
rive the KB, prior link likelihood, and entity information (e.g.,
Wikipedia article text and infoboxes).
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entity mention, using AMR provides a rich context
representation, facilitating the selection of an opti-
mal set of collaborator entity mentions, i.e., those
co-occurring mentions most useful for disambigua-
tion. In previous approaches, collaborator sets have
tended to be too narrow or too broad, introducing
noise. We then use unsupervised graph inference
for context comparison, achieving results compa-
rable with state-of-the-art supervised methods and
substantially outperforming context representation
based on traditional Semantic Role Labeling.

In addition, most state-of-the-art EL approaches
now rely on collective inference, where a set of co-
herent mentions are linked simultaneously by choos-
ing an “optimal” or maximally “coherent” set of
named entity targets - one target entity for each men-
tion in the coherent set. We show preliminary results
suggesting that AMR is effective for the partitioning
of all mentions in a document into coherent sets for
collective linking.

We evaluate our approach using both human and
automatic AMR annotation, limiting target named
entity types to person (PER), organization (ORG),
and geo-political entities (GPE) 3.

2 Related Work

In most recent collective inference methods for EL
(e.g., (Kulkarni et al., 2009; Pennacchiotti and Pan-
tel, 2009; Fernandez et al., 2010; Radford et al.,
2010; Cucerzan, 2011; Guo et al., 2011; Han and
Sun, 2011; Ratinov et al., 2011; Chen and Ji, 2011;
Kozareva et al., 2011; Dalton and Dietz, 2013)),
the target entity mention’s “collaborators” may sim-
ply include all mentions which co-occur in the same
discourse (sentence, paragraph or document) (Rati-
nov et al., 2011; Nguyen et al., 2012). But this ap-
proach usually introduces many irrelevant mentions,
and it’s very difficult to automatically determine the
scope of discourse. In contrast, some recent work
exploited more restricted measures by only choos-
ing those mentions which are topically related (Cas-
sidy et al., 2012; Xu et al., 2012), bear a relation
from a fixed set (Cheng and Roth, 2013), coreferen-
tial (Nguyen et al., 2012; Huang et al., 2014), so-
cially related (Cassidy et al., 2012; Huang et al.,

3The mapping from AMR entity types to these three main
types is at: amr.isi.edu/lib/ne-type-sc.txt

2014), dependent (Ling et al., 2014), or a combi-
nation of these through meta-paths (Huang et al.,
2014). These measures can collect more precise
collaborators but suffer from low coverage of pre-
defined information templates and the unsatisfying
quality of state-of-the-art coreference resolution, re-
lation and event extraction.

In this paper, we demonstrate that AMR is an ap-
propriate and elegant way to acquire, select, repre-
sent and organize deeper knowledge in text. To-
gether with our novel utilization of the rich struc-
tures in merged KBs, the whole framework carries
rich enough evidence for effective EL, without the
need for any labeled data, collective inference, or
sophisticated similarity.

3 Knowledge Network Construction from
Source

Abstract Meaning Representation (AMR) (Ba-
narescu et al., 2013) is a sembanking language that
captures whole sentence meanings in a rooted, di-
rected, labeled, and (predominantly) acyclic graph
structure. AMR utilizes multi-layer linguistic anal-
ysis such as PropBank frames, non-core semantic
roles, coreference, named entity annotation, modal-
ity and negation to represent the semantic structure
of a sentence. AMR strives for a more logical, less
syntactic representation. Compared to traditional
dependency parsing and semantic role labeling, the
nodes in AMR are entities instead of words, and the
edge types are much more fine-grained4. AMR thus
captures deeper meaning compared with other rep-
resentations more commonly used to represent men-
tion context in EL.

We use AMR to represent semantic information
about entity mentions expressed in their textual con-
text. Specifically, given an entity mention m, we
use a rule based method to construct a Knowledge
Network, which is a star-shaped graph with m at the
hub, with leaf nodes obtained from entity mentions
reachable by AMR graph traversal from m, as well
as AMR node attributes such as entity type. A sub-
set of the leaf nodes are selected as m’s collabora-
tors using rules presented in the following subsec-

4AMR distinguishes between entities and concepts, the for-
mer being instances of the latter. We consider AMR concepts as
entity mentions, and use AMR entity annotation for coreference
resolution.
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tions. Note that while we only evaluate linking of
PER, ORG, and GPE entities, collaborators may be
of any type. We also outline preliminary efforts to
use AMR to create sets of coherent entity mentions.

In each of the following subsections we describe
elements of AMR useful for context representation
in EL. For each element we explain how our cur-
rent system makes use of it (primarily, by using it to
add entity mentions to a particular entity mention’s
set of collaborators). In doing so, we mainly refer
to several examples from political discussion forums
about “Mitt Romney”, “Ron Paul” and “Gary John-
son”. Their AMR graphs are depicted in Figure 1.

3.1 Entity Nodes

Each AMR node represents an entity mention, and
contains its canonical name as inferred from senten-
tial context. This property is called name expan-
sion. Consider the following sentence: “Indonesia
lies in a zone where the Eurasian, Philippine and
Pacific plates meet and occasionally shift, causing
earthquakes and sometimes generating tsunamis.”.
Here, the nodes representing the three plates will
be labeled as “Eurasian Plate”, “Philippine Plate”
and “Pacific Plate” respectively, even though these
strings do not occur in the sentence. Note that
these labels may be recovered primarily by ap-
pealing to syntactic reasoning, without consulting
a KB. In our implementation we consider these ex-
panded names as mentions (these strings supersede
raw mentions as input to the salience based candi-
date enumeration (Section 5.2)). Because the ini-
tial enumeration of entity candidates depends heav-
ily on the mention’s surface form, independent of
context, name expansion will help us link “Philip-
pine” to “Philippine Sea Plate” as opposed
to the country.

An AMR node also contains an entity type. AMR
defines 8 main entity types (Person, Organization,
Location, Facility, Event, Product, Publication, Nat-
ural object, Other) and over one hundred fine-
grained subtypes. For example, company, govern-
ment organization, military, criminal organization,
political party, school, university, research institute,
team and league are subtypes of organization. The
fine-grained entity types defined in AMR help us
restrict KB entity candidates for a given mention
by encouraging entity type matching. For exam-
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Figure 1: AMR for the Walk-through Example

ple, in “The Yuri dolgoruky is the first in a series
of new nuclear submarines to be commissioned this
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year but the bulava nuclear-armed missile devel-
oped to equip the submarine has failed tests and the
deployment prospects are uncertain.”, AMR labels
“Yuri dolgoruky” as a product instead of a person.
We manually mapped AMR entity types to equiva-
lent DBpedia types to inform type matching restric-
tions 5. However, to make our context comparison
algorithm less dependent on the quality of this map-
ping, and on automatic AMR name type assignment,
we add a mention’s type to its collaborators 6. In
future work we plan to investigate the effects of dif-
ferent type matching techniques, varying degrees of
strictness.

3.2 Semantic Roles

AMR defines core roles based on the
OntoNotes (Hovy et al., 2006) semantic role
layer. Each predicate is associated with a sense
and frame description. If a target entity mention
m and a context entity mention n are both playing
core roles for the same predicate, we consider n as
a collaborator of m. Consider the following post:
“Did Palin apologize to Giffords? He needs to
conduct a beer summit between Palin and NBC.”.
We add “Giffords” and “NBC” as collaborators of
“Palin”, because they play core roles in both the
“apologize-01” and “meet-03” events.

AMR defines new core semantic roles which did
not exist in PropBank (Palmer et al., 2005), Nom-
Bank (Meyers et al., 2004), or Ontonotes (Hovy et
al., 2006). Intuitively, the following special roles
should provide discriminative collaborators:

• The ARG2 role of the have-org-role-91 frame in-
dicates the title held by an entity (ARG0), such as
President and Governor, within a particular orga-
nization (ARG1).

• ARG2 and ARG3 of have-rel-role-91 are used to
describe two related entities of the same type, such
as family members.

AMR defines a rich set of general semantic rela-
tions through non-core semantic roles. We choose
the following subset of non-core roles to provide
collaborators for entity mentions: domain, mod,

5The mapping from three main types and AMR entity types
to Dbpedia types is at: nlp.cs.rpi.edu/amrel/dbtype.txt

6A more strict approach might disallow type mismatches be-
tween entity mentions and their target KB entities outright.

cause, concession, condition, consist-of, extent,
part, purpose, degree, manner, medium, instrument,
ord, poss, quant, subevent, subset, topic.

3.3 Background Time and Location

AMR provides rich temporal and spatial informa-
tion about entities and events. Types instantiated
in AMR include time, year, month, day, source,
destination, path and location. We exploit time and
location entities as collaborators for entity mentions
when they each play a role in the same predicate.
For example, in the following post, the time role
of the “die-01” event is “2008”: “I just Read of
Clark’s death in 2008”. We can link “Clark” to
Arthur C Clark in the KB, which contains
the triple: ăArthur C Clark, date-of-death,
2008-03-19ą (see Section 4). Similarly, it’s very
challenging to link the abbreviation “BMKG”, in
the following sentence, to the correct target entity
Indonesian Agency for Meteorology,
Climatology and Geophysics, whose
headquarters are listed as Jakarta in the KB:
“It keeps on shaking. Jakarta BMKG spokesman
Mujuhidin said”. Here, “Jakarta” is added as a
collaborator of “BMKG” since AMR labels it as the
location of the organization, which facilitates the
correct link because in DBpedia Jakarta is listed
as its headquarter.

Authors often assume that readers will infer im-
plicit temporal information about events. In fact,
half of the events extracted by information extrac-
tion (IE) systems lack time arguments (Ji et al.,
2009). Therefore if an AMR parse includes no time
information, we use the document creation time as
an additional collaborator for mention in question.
For example, knowing the document creation time
“2005-06-05” can help us link “Hsiung Feng” in
the following sentence “The BBC reported that Tai-
wan has successfully test fired the Hsiung Feng,
its first cruise missile.” to Hsiung Feng IIE,
which was deployed in 2005. Similarly, we include
document creation location as a global collaborator.

3.4 Coreference

For linking purposes, we treat a coreferential chain
of mentions as a single “mention”. In doing so, the
collaborator set for the entire chain is computed as
the union over all of the chain’s mentions’ collabo-
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rator sets. From here on we refer to a coreferential
chain of mentions as simply a “mention”.

AMR currently only represents sentence-level
coreference resolution. In order to construct a
knowledge network across sentences, we use the fol-
lowing heuristic rules. If two names have a substring
match (on a token-wise basis with stop words re-
moved), or one name consists of the initials of an-
other in all capital letters, then we mark them as
coreferential. We replace all names in a corefer-
ential chain with their canonical name, which may
have been derived via name expansion (Section 3.1):
full names for people and abbreviations for organi-
zations.

3.5 Knowledge Networks for Coherent
Mentions

AMR defines a rich set of conjunction relations:
“and”, “or”, “contrast-01”, “either”, “compared
to”, “prep along with”, “neither”, “slash”, “be-
tween” and “both”. These relations are often ex-
pressed between entities that have other relations in
common. We therefore group mentions connected
by conjunction relations into sets of coherent men-
tions. This representation is used only in preliminary
experiments on collective entity linking.

Figure 2 shows the expanded knowledge net-
work that includes results from individual networks
for each of the coherent mentions from the walk-
through example. For each coherent set, we merge
the knowledge networks of all of its mentions 7.
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nom
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governor
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modify modify

m
odify

conjunction: and

conjunction: and co
nju

nc
tio
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Mitt Romney

Mormon 
pioneer

Figure 2: Knowledge Network for Mentions in Source

7recall that by mention, we mean a coreferential chain of
mentions that may extend across sentences

4 Knowledge Network Construction from
KB

We combine Wikipedia with derivative resources to
create the KB. The KB is a single knowledge net-
work in which nodes are entities (Wikipedia arti-
cles) or constant values (e.g. a dollar amount or
date), and the edges represent relations. We use
this structure for context representation for entities,
which together with context representation for men-
tions (Section 3) feeds re-ranking based on context
comparison.

The KB is formally represented by triples:
ă Entity, EdgeLabel,Node ą

where Entity is the entity’s unique identifier, Edge-
Label is relation type, and Node is the corresponding
relation value - either another Entity or a constant.
These triples are derived from typed relations ex-
pressed within Wikipedia infoboxes, Templates, and
Categories, untyped hyperlinks within Wikipedia
article text, typed relations within DBpedia (db-
pedia.org) and Freebase (www.freebase.com), and
Google’s “people also searched for” list 8. Figure 3
shows a portion of the KB pertaining to the example
in Figure 1.

In order to merge nodes from multiple KBs, we
use the Wikipedia title as a primary key, and then use
DBpedia wikiPageID and Freebase Key relations.

5 Linking Knowledge Networks

5.1 Overview
In this section we present our detailed algorithm to
link each mention to a KB entity using a simple simi-
larity measure over knowledge networks. Recall that
a rule-based method has already been employed to
construct star-shaped knowledge networks for indi-
vidual mentions and entities (see sections 3 and 4;
A KB knowledge network is the subnetwork of the
entire KB centered at a candidate entity).

For each mention to be linked, an initial list of
candidate entities are enumerated based on entity
salience with respect to the mention, independent of
mention context (Section 5.2)9. Context collabora-
tor re-ranking proceeds in an unsupervised fashion

8In response to a query entity Google provides a list of en-
tities that “people also search for” - we add them to the entity’s
network.

9Here, “mention” means coreferential chain of mentions.
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agnostic to knowledge network edge labels using the
Jaccard similarity measure computed between the
mention and each entity, by taking their collabora-
tor sets as inputs (Section 5.3).

We also describe Context Coherence re-ranking in
terms of KB knowledge networks only, which con-
stitutes preliminary steps toward unsupervised col-
lective entity linking in section 5.4 based on the no-
tion of coherence described in section 3.5. We leave
a combination of the two re-ranking approaches to
future work.

5.2 Salience
We use commonness (Medelyan and Legg, 2008)
as a measure of context independent salience for
each mention m, to generate an initial ranked
list of candidate entities E “ pe1, ..., eN q where
N is the cutoff for number of candidates. In all
experiments, we used N = 15 which can give us an
oracle accuracy score 97.58%.

Commonnesspm, eq “
countpm, eq

ř

e1countpm, e1q

Here, countpm, eq is the number of hyperlinks
with anchor text m and entity e within all of
Wikipedia. As illustrated in Figure 3, using this
salience measure “Romney” is successfully linked to

Mitt Romney. For the mention “Paul”, the politi-
cian Ron Paul is ranked at top 2 (less popular than
the musician Paul McCartney). For the men-
tion “Johnson”, the correct entity Gary Johnson
is ranked at top 9, after more popular entities such as
Lyndon B. Johnson and Andrew Johnson.

5.3 Context Collaborator Based Re-ranking
Context collaborator based re-ranking is driven by
the similarity between mention and entity knowl-
edge networks. We construct knowledge network
gpmq for each mention m, and knowledge network
gpeiq for each entity candidate ei in m’s entity
candidate list E. We re-rank E according to Jaccard
Similarity, which computes the similarity between
gpmq and gpeiq:

Jpgpmq, gpeiqq “
|gpmq X gpeiq|

|gpmq Y gpeiq|

Note that the edge labels (e.g., nominate-01 for
a mention, or infobox: religion for an entity) are
ignored, as the similarity metric operates over sets
of collaborators (leaf nodes in the knowledge net-
works). For set intersection and union computa-
tion, elements are treated as lists of lower-cased to-
kens with stop words removed, and two elements
are considered equal if and only if they have one or

1135



more token in common. Due to the support from
their neighbor Republican in the KB (Figure 3)
which matches the neighbor “Republican” of men-
tions “Paul” and “Johnson” (Figure 2), Ron Paul
and Gary Johnson are promoted to top 1 and
top 3 respectively. Gary Johnson is still behind
two former U.S. presidents Andrew Johnson
and Lyndon B. Johnson who also shares the
neighbor Republican in the KB.

5.4 Context Coherence Based Re-ranking

Context coherence based re-ranking is driven by the
similarity among KB entities. Let Rm be a set of
coherent entity mentions, andRE be the set of corre-
sponding entity candidate lists, which are generated
according to salience. Given RE , we generate every
combination of possible top candidate lists for the
mentions in Rm, and denote the set of these combi-
nations Cm. Formally, Cm is the Cartesian product
of all candidate lists E P RE . In the walk-through
example, Rm contains [“Romney”, “Paul”, “John-
son”], and Cm contains [Mitt Romney, Ron
Paul, Gary Johnson], [Mitt Romney,
Paul McCartney, Lyndon Johnson], etc.
We compute coherence for each combination
c P Cm as Jaccard Similarity, by applying a form
of Equation 5.3 generalized to take any number of
arguments to the set of knowledge networks for all
entities in c, i.e., tgpeq|e P cu. The highest similar-
ity combination is selected, yielding a top candidate
for each m P Rm. For example, compared to
Andrew Johnson and Lyndon Johnson,
Gary Johnson is more coherently connected
with Mitt Romney and Ron Paul, therefore it
is promoted to top 1 with the coherence measure.

6 Experiments

6.1 Data And Scoring Metric

For our experiments we use a publicly available
AMR R3 corpus (LDC2013E117) that includes
manual EL annotations for all entity mentions
(LDC2014E15) 10.

For evaluation we used all the discussion forum
posts (DF), and news documents (News) that were

10EL annotations are available to KBP shared task regis-
trants (nlp.cs.rpi.edu/kbp/2014) via Linguistic Data Consortium
(www.ldc.upenn.edu).

sorted according to alphabetic order of document
IDs and taken as a tenth. The detailed data statis-
tics are presented in Table 1 11.

PER ORG GPE All
News 159 187 679 1,025
DF 235 129 224 588
All 394 316 903 1,613

Table 1: Total # of Entity Mentions in Test Set

For each mention, we check whether the KB en-
tity returned by an approach is correct or not. We
compute accuracy for an approach as the proportion
of mentions correctly linked.

6.2 Experiment Results

We focus primarily on context collaborator based re-
ranking results. We compare our results with several
baseline and state-of-the-art approaches in Table 2.
In Table 3 we present preliminary results for collec-
tive linking.

Our Unsupervised Context Collaborator Ap-
proach substantially outperforms the popularity
based methods. More importantly, we see that AMR
provides the best context representation for collabo-
rator selection. Even system AMR outperformed not
only baseline co-occurrence based collaborator se-
lection methods, but also outperforms the collabora-
tor selection method based on human annotated core
semantic roles. Figure 4 depicts accuracy increases
as more AMR annotation is used in selecting collab-
orators. From the commonness baseline, additional
knowledge about individual names leads to substan-
tial gains followed by additional gains after incorpo-
rating links denoting semantic roles. Note that coref-
erence here includes cross-sentence co-reference not
based on AMR (Section 3.4). Furthermore, the re-
sults using human annotated AMR outperform the
state-of-the-art supervised methods trained from a
large scale EL training corpus, which rely on collec-
tive inference12. These results all verify the impor-
tance of incorporating a wider range of deep knowl-
edge. Finally, Table 2 presents results in which our

11The list of document IDs in the test set is at:
nlp.cs.rpi.edu/amrel/testdoc.txt

12Note that the ground-truth EL annotation for the test set
was created by correcting the output from supervised methods,
so it may even favor these methods.
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Approach Definition News DF Total

Popularity
Commonness based on the popularity measure as described in section 5.2. 89.76 68.99 82.20

Google
Search

use the top Wikipedia page returned by Google search using the
mention as a key word.

88.10 77.17 84.12

Supervised State-of-the-
art

supervised re-ranking using multi-level linguistic features for
collaborators and collective inference, trained from 20,000 en-
tity mentions from TAC-KBP2009-2014. We combined two
systems (Chen and Ji, 2011; Cheng and Roth, 2013) using rules
to highlight their strengths.

93.07 87.41 91.01

Unsupervised
Context

Collaborator
Approach

Sen. Level
Cooccurrence

sentence-level co-occurrence based collaborator selection 93.17 73.25 85.92
(collaborators limited to human AMR-labeled named entities) 90.77 70.31 83.31

Doc. Level
Cooccurrence

document-level co-occurrence based collaborator selection 90.05 69.86 82.69
(collaborators limited to human AMR-labeled named entities) 87.51 69.37 80.90

Human AMR using human annotated AMR nodes and edges. 93.56 86.88 91.13
System AMR using AMR nodes and edges automatically generated by an

AMR parser (Flanigan et al., 2014).
90.15 85.69 88.52

Human SRL using human annotated core semantic roles defined in Prop-
Bank (Palmer et al., 2005) and NomBank (Meyers et al., 2004):
ARG0, ARG1, ARG2, ARG4 and ARG5.

93.27 71.21 85.24

Unsupervised
Combined
Approach

Human AMR coherence approach used where possible (215 mentions), col-
laborator approach elsewhere (remaining 1398 mentions), using
human annotated AMR nodes and edges.

94.34 88.25 92.12

Table 2: Accuracy (%) on Test Set (1613 mentions)

context coherence method is used where possible
(i.e., those 215 mentions that are members of co-
herent sets according to our criteria as described in
Section 3.5), and the context collaborator approach
based on human AMR annotation is applied else-
where.

Figure 4: AMR Annotation Layers Effects on Accuracy

Table 3 focuses on the 215 mentions that met our
narrow criteria for forming a coherent set of men-
tions. We applied the context coherence based re-
ranking method (Section 5.4) to collectively link
those mentions. This approach substantially outper-
forms the co-occurrence baseline, and even outper-
forms the context collaborator approach applied to
those 215 mentions, especially for discussion forum
data.

Approach Description News DF All
Coherence: coherence set built from
within-sentence collaborators limited to
human AMR-labeled Named Entities.

72.64 76.85 75.47

Coherence: coherence set built from hu-
man AMR conjunctions (Sec. 3.5)

96.73 95.16 96.28

Collaborator: used coherent set based on
human AMR as collaborators.

91.50 82.26 88.84

Table 3: Context Coherence Accuracy (%) on 215 Men-
tions which Can Form Coherent Sets

6.3 Remaining Error Analysis and Discussion

A challenging source of errors pertains to the knowl-
edge gap between the source text and KB. News
and social media are source text genres that tend to
focus on new information, trending topics, break-
ing events, or even mundane details about the en-
tity. In contrast, the KB usually provides a snap-
shot summarizing only the entity’s most represen-
tative and important facts. A source-KB similarity
driven approach alone will not suffice when a men-
tion’s context differs substantially from anything on
the KB side. AMR annotation’s synthesis of words
and phrases from the surface texts into concepts only
provides a first step toward bridging the knowledge
gap. Successful linking may require (1) reasoning
using general knowledge, or (2) retrieval of other
sources that contain additional useful linking infor-
mation. Table 4 illustrates two relevant examples
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Type Source Knowledge Base
General

Knowledge
[Christies]m denial of marriage privledges to
gays will alienate independents and his “I wanted
to have the people vote on it” will ring hollow.

[Chris Christie]e has said that he favoured New Jer-
sey’s law allowing same-sex couples to form civil
unions, but would veto any bill legalizing same-sex
marriage in New Jersey.

External
Knowledge

Translation out of hype-speak: some kook made
threatening noises at [Brownback]m and go ar-
rested.

[Samuel Dale “Sam” Brownback]e (born September
12, 1956) is an American politician, the 46th and cur-
rent Governor of Kansas.

Table 4: Examples of Knowledge Gap

that our system does not correctly link. In the first
example, if we don’t already know that Christie is
the topic of discussion, as humans we might use
our general knowledge that “governors veto bills”
to pick the correct entity. Using this type of knowl-
edge presents interesting challenges (e.g., governors
don’t always veto bills, nor are they the only ones
who can do so). In the second example, the rumor
about this politician is not important enough to be re-
ported in his Wikipedia page. We might first figure
out, using cross-document coreference techniques,
that a news article with the headline “Man Accused
Of Making Threatening Phone Call To Kansas Gov.
Sam Brownback May Face Felony Charge...” is
talking about the same rumor. Then we might use
biographical facts (e.g., Brownback is the governor
of Kansas) from the article to enrich Brownback’s
knowledge network on the source side.

Sometimes helpful neighbor concepts are
omitted because the current collaborator se-
lection criteria are too restricted. For exam-
ple, “armed” and “conflicts” are informative
words for linking “The Stockholm Institute”
to Stockholm International Peace
Research Institute in the following sen-
tence “The Stockholm Institute stated that 23 of
25 major armed conflicts in the world in 2000
occurred in impoverished nations.”, but they were
not selected as context collaborators. In addi-
tion, our cross-sentence coreference resolution is
currently limited to proper names. Expanding it
to include nominals could further enrich context
collaborators to overcome some remaining errors.
For example, in the sentence, “The first woman to
serve on SCOTUS”, if we know “The first woman”
is coreferential with “Sandra Day O’Connor” in
the previous sentence, we can link “SCOTUS” to
Supreme Court of the United States
instead of Scotus College.

7 Conclusions and Future Work

EL requires a representation of the relations among
entities in text. We showed that the Abstract Mean-
ing Representation (AMR) can better capture and
represent the contexts of entity mentions for EL than
previous approaches. We plan to improve AMR
representation as well as automatic annotation. We
showed that AMR enables EL performance compa-
rable to the supervised state of the art using an unsu-
pervised, non-collective approach. We plan to com-
bine collaborator and coherence methods into a uni-
fied approach, and to use edge labels in knowledge
networks for context comparison (note that the last
of these is quite challenging due to normalization,
polysemy, and semantic distance issues). We have
only applied a subset of AMR representations to the
EL task, but we aim to explore how more AMR
knowledge can be used for other more challenging
Information Extraction and Knowledge Base Popu-
lation tasks.
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Abstract

This paper describes IDEST, a new method for
learning paraphrases of event patterns. It is
based on a new neural network architecture
that only relies on the weak supervision sig-
nal that comes from the news published on the
same day and mention the same real-world en-
tities. It can generalize across extractions from
different dates to produce a robust paraphrase
model for event patterns that can also cap-
ture meaningful representations for rare pat-
terns. We compare it with two state-of-the-art
systems and show that it can attain compara-
ble quality when trained on a small dataset.
Its generalization capabilities also allow it to
leverage much more data, leading to substan-
tial quality improvements.

1 Introduction

Most Open Information Extraction (Open-IE) sys-
tems (Banko et al., 2007) extract textual relational
patterns between entities automatically (Fader et al.,
2011; Mausam et al., 2012) and optionally organize
them into paraphrase clusters. These pattern clusters
have been found to be useful for Question Answer-
ing (Lin & Pantel, 2001; Fader et al., 2013) and re-
lation extraction (Moro & Navigli, 2012; Grycner &
Weikum, 2014), among other tasks.

A related Open-IE problem is that of automati-
cally extracting and paraphrasing event patterns:
those that describe changes in the state or attribute
values of one or several entities. An existing ap-
proach lo learn paraphrases of event patterns is
to build on the following weak supervision signal:

∗Work performed during an internship at Google

news articles that were published on the same day
and mention the same entities should contain good
paraphrase candidates. Two state-of-the-art event
paraphrasing systems that are based on this assump-
tion are NEWSSPIKE (Zhang & Weld, 2013) and
HEADY (Alfonseca et al., 2013; Pighin et al., 2014).

These two systems have a lot in common, yet they
have never been compared with each other. They
have specific weak and strong points, and there are
many ways in which they are substantially different:

• Scope of generalization. In NEWSSPIKE the
paraphrase clusters are learned separately for
each publication day and entity set, and the sys-
tem cannot generalize across events of the same
type involving different entities occurring on
the same or on different days. For example, if
the event verbs has married and wed appear in
news about two entitiesA andB marrying, and
has married and tied the knot with appear in
news involving two different entities C and D,
NEWSSPIKE is not able to infer that wed and
tied the knot with are also paraphrases, unless a
post-processing is done.

HEADY overcomes this limitation thanks to a
global model that learns event representations
across different days and sets of entities. How-
ever, the global nature of the learning problem
can incur into other drawbacks. First, training a
global model is more costly and more difficult
to parallelize. Second, relatively frequent pat-
terns that erroneously co-occur with other pat-
terns may have a negative impact on the final
models, potentially resulting in noisier clusters.
Lastly, low-frequency patterns are likely to be
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discarded as noisy in the final model. Over-
all, HEADY is better at capturing paraphrases
from the head of the pattern distribution, and
is likely to ignore most of the long tail where
useful paraphrases can still be found.

• Simplifying assumptions. We already men-
tioned that the two systems share a common un-
derlying assumption, i.e., that good paraphrase
candidates can be found by looking at news
published on the same day and mentioning the
same entities. On top of this, NEWSSPIKE also
assumes that better paraphrases are reported
around spiky entities, verb tenses may not dif-
fer, there is one event mention per discourse,
and others. These restrictions are not enforced
by HEADY, where the common assumption is
indeed even relaxed across days and entity sets.

• Annotated data. NEWSSPIKE requires hand-
annotated data to train the parameters of a
supervised model that combines the different
heuristics, whereas HEADY does not need an-
notated data.

This paper describes IDEST, a new method for
learning paraphrases of event patterns that is de-
signed to combine the advantages of these two sys-
tems and compensate for their weaknesses. It is
based on a new neural-network architecture that, like
HEADY, only relies on the weak supervision signal
that comes from the news published on the same day,
requiring no additional heuristics or training data.
Unlike NEWSSPIKE, it can generalize across differ-
ent sets of extracted patterns, and each event pattern
is mapped into a low-dimensional embedding space.
This allows us to define a neighborhood around a
pattern to find the ones that are closer in meaning.

IDEST produces a robust global model that can
also capture meaningful representations for rare pat-
terns, thus overcoming one of HEADY’s main lim-
itations. Our evaluation of the potential trade-off
between local and global paraphrase models shows
that comparably good results to NEWSSPIKE can be
attained without relying on supervised training. At
the same time, the ability of IDEST to produce a
global model allows it to benefit from a much larger
news corpus.

2 Related work

Relational Open-IE In an early attempt to move
away from domain-specific, supervised IE systems,
Riloff (1996) attempted to automatically find rela-
tional patterns on the web and other unstructured re-
sources in an open domain setting. This idea has
been further explored in more recent years by Brin
(1999), Agichtein & Gravano (2000), Ravichan-
dran & Hovy (2002) and Sekine (2006), among
the others. Banko et al. (2007) introduced Open-
IE and the TEXTRUNNER system, which extracted
binary patterns using a few selection rules ap-
plied on the dependency tree. More recent sys-
tems such as REVERB (Fader et al., 2011) and OL-
LIE (Mausam et al., 2012) also define linguistically-
motivated heuristics to find text fragments or depen-
dency structures that can be used as relational pat-
terns.

A natural extension to the previous work is to au-
tomatically identify which of the extracted patterns
have the same meaning, by producing either a hard
or a soft clustering. Lin & Pantel (2001) use the
mutual information between the patterns and their
observed slot fillers. Resolver (Yates & Etzioni,
2007) introduces a probabilistic model called the
Extracted Shared Property (ESP) where the proba-
bility that two instances or patterns are paraphrases
is based on how many properties or instances they
share. USP (Poon & Domingos, 2009) produces a
clustering by greedily merging the extracted rela-
tions. Yao et al. (2012) employ topic models to learn
a probabilistic model that can capture also the am-
biguity of polysemous patterns. More recent work
also organizes patterns in clusters or taxonomies
using distributional methods on the pattern con-
texts or entities extracted (Moro & Navigli, 2012;
Nakashole et al., 2012), or implicitly clusters rela-
tional text patterns via the learning of latent feature
vectors for entity tuples and relations, in a setting
similar to knowledge-base completion (Riedel et al.,
2013).

A shared difficulty for systems that cluster pat-
terns based on the arguments they select is that it is
very hard for them to distinguish between identity
and entailment. If one pattern entails another, both
are likely to be observed in the corpus involving the
same entity sets. A typical example illustrating this
problem is the two patterns e1 married e2 and e1

1141



John Smith married Mary Brown in Baltimore yesterday after a long courtship
person person location

subj dobj pobj
prep

tmod
prep

pobj

amod
det

Figure 1: Example sentence, and extraction (the nodes connected through solid dependency edges).

· married ·
person person

subj dobj

Figure 2: Example pattern that encodes a wedding event
between two people.

dated e2, which can be observed involving the same
pairs of entities, but which carry a different mean-
ing. As discussed below, relying on the temporal di-
mension (given by the publication date of the input
documents) is one way to overcome this problem.

Event patterns and Open-IE Although some ear-
lier work uses the temporal dimension of text as
filters to improve precision of relational pattern
clusters, NEWSSPIKE (Zhang & Weld, 2013) and
HEADY (Alfonseca et al., 2013; Pighin et al., 2014)
fully rely on it as its main supervision signal. In or-
der to compare the two approaches, we will start by
defining some terms:

• An event pattern encodes an expression that
describes an event. It can be either a linear sur-
face pattern or a lexico-syntactic pattern, and
can possibly include entity-type restrictions on
the arguments. For example, Figure 2 rep-
resents a binary pattern that corresponds to a
wedding event between two people.

• An extraction is a pattern instance obtained
from an input sentence, involving specific en-
tities. For example, the subgraph represented
with solid dependency edges in Figure 1 is an
extraction corresponding to the pattern in Fig-
ure 2.

• An Extracted Event Candidate Set (EEC-
Set (Zhang & Weld, 2013), or just EEC for
brevity) is the set of extractions obtained from

news articles published on the same day, and
involving the same set of entities.

• Two extractions are co-occurrent if there is at
least one EEC that contains both of them.

NEWSSPIKE produces extractions from the in-
put documents using REVERB (Fader et al., 2011).
The EECs are generated from the titles and all the
sentences of the first paragraph of the documents
published on the same day. From each EEC, po-
tentially one paraphrase cluster may be generated.
The model is a factor graph that captures several
additional heuristics. Integer Lineal Programming
(ILP) is then used to find the Maximum a Posteriori
(MAP) solution for each set of patterns, and model
parameters are trained using a labeled corpus that
contains 500 of these sets.

Regarding HEADY, it only considers titles and
first sentences for pattern extraction and trains a
two-layer Noisy-OR Bayesian Network, in which
the hidden nodes represent possible event types, and
the observed nodes represent the textual patterns.
A maximum-likelihood model is the one in which
highly co-occurring patterns are generated by the
same latent events. The output is a global soft clus-
tering, in which two patterns may also be clustered
together even if they never co-occur in any EEC,
as long as there is a chain of co-occurring patterns
generated by the same hidden node. HEADY was
evaluated using three different extraction methods:
a heuristic-based pattern extractor, a sentence com-
pression algorithm and a memory-based method.

While this model produces a soft clustering of
patterns, HEADY was evaluated only on a headline
generation task and not intrinsically w.r.t. the quality
of the clustering itself.

Neural networks and distributed representations
Another related field aims to learn continuous vec-
tor representations for various abstraction levels of
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natural language. In particular the creation of so-
called word embeddings has attracted a lot of atten-
tion in the past years, often by implementing neural-
network language models. Prominent examples in-
clude the works by Bengio et al. (2003) and Mikolov
et al. (2013), with the skip-gram model of the lat-
ter providing a basis for the vector representations
learned in our approach.

Also closely related to IDEST are approaches
which employ neural networks capable of handling
word sequences of variable length. For example,
Le & Mikolov (2014) extend the architectures of
Mikolov et al. (2013) with artificial paragraph to-
kens, which accumulate the meaning of words ap-
pearing in the respective paragraphs.

In contrast to these shallow methods, other ap-
proaches employ deep multi-layer networks for the
processing of sentences. Examples include Kalch-
brenner et al. (2014), who employ convolutional
neural networks for analyzing the sentiment of sen-
tences, and Socher et al. (2013), who present a spe-
cial kind of recursive neural network utilizing ten-
sors to model the semantics of a sentence in a com-
positional way, guided by the parse tree.

A frequent issue with the deeper methods de-
scribed above is the high computational complex-
ity coming with the large numbers of parameters in
a multi-layer neural network or in the value prop-
agation in unfolded recursive neural networks. To
circumvent this problem, our model is inspired by
Mikolov’s simpler skip-gram model, as described
below.

3 Proposed model

Similarly to HEADY and NEWSSPIKE, our model is
also based on the underlying assumption that if sen-
tences from two news articles were published on the
same day and mention the same entity set, then they
are good paraphrase candidates. The main novelty
is in the way we train the paraphrase model from
the source data. We propose a new neural-network
architecture which is able to learn meaningful dis-
tributed representations of full patterns.

3.1 Skip-gram neural network

The original Skip-gram architecture (Mikolov et al.,
2013) is a feed-forward neural network that is
trained on distributional input examples, by assum-

ing that each word should be able to predict to some
extent the other words in its context. A skip-gram
architecture consists of:

1. An input layer, usually represented as a one-of-
V or one-hot-spot layer. This layer type has as
many input nodes as the vocabulary size. Each
training example will activate exactly one input
node corresponding to the current word wi, and
all the other input nodes will be set to zero.

2. A first hidden layer, the embedding or projec-
tion layer, that will learn a distributed represen-
tation for each possible input word.

3. Zero or more additional hidden layers.

4. An output layer, expected to pre-
dict the words in the context of wi:
wi−K , ..., wi−1, wi+1, ..., wi+K .

In practice, when training based on this architecture,
the network converges towards representing words
that appear in similar contexts with vectors that are
close to each other, as close vectors will produce a
similar distribution of output labels in the network.

3.2 IDEST neural network
Figure 3 shows the network architecture we use for
training our paraphrase model in IDEST. In our case,
the input vocabulary is the set ofN unique event pat-
terns extracted from text, and our supervision signal
is the co-occurrence of event patterns in EECs. We
set the input to be a one-hot-spot layer with a di-
mensionality of N , and for each pair of patterns that
belong to the same EECs, we will have these pat-
terns predict each other respectively, in two separate
training examples. The output layer is also a one-
of-V layer, because for each training example only
one output node will be set to 1, corresponding to a
co-occurring pattern.

After training, if two patterns Pi and Pj have
a large overlap in the set of entities they co-occur
with, then they should be mapped onto similar in-
ternal representations. Note that the actual entities
are only used for EEC construction, but they do not
play a role in the training itself, thus allowing the
network to generalize over specific entity instantia-
tions. To exemplify, given the two EECs {“[Alex]
married [Leslie]”, “[Leslie] tied the knot with
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Figure 3: Model used for training. V is the total number
of unique patterns, which are used both in the one-of-V
input and output. E is the dimensionality of the embed-
ding space.

[Alex]”} and {“[Carl] and [Jane] wed”, “[Carl]
married [Jane]”}, IDEST could learn an embedding
space in which “[Per] tied the know with [Per]” and
“[Per] and [Per] wed” are relatively close, even
though the two patterns never co-occur in the
same EEC. This is possible because both pat-
terns have been trained to predict the same pattern
{“[Per] married [Per]”}.

Reported representations of word embeddings
typically use between 50 and 600 dimensions
(Mikolov et al., 2013; Levy & Goldberg, 2014). For
our pattern embeddings we have opted for an em-
bedding layer size of 200 nodes. We also experi-
mented with larger sizes and with adding more in-
termediate hidden layers, but while the added cost
in terms of training time was substantial we did not
observe a significant difference in the results.

4 Experimental settings

4.1 Pattern extraction methods used
In previous work we can find three different pattern
extraction methods from a sentence:

• Heuristic-based, where a number of hand-
written rules or regular expressions based on

part-of-speech tags or dependency trees are
used to select the most likely pattern from the
source sentence (Fader et al., 2011; Mausam
et al., 2012; Alfonseca et al., 2013).

• Sentence compression, which takes as input the
original sentence and the entities of interest and
produces a shorter version of the sentence that
still includes the entities (Pighin et al., 2014).

• Memory-based, that tries to find the shortest
reduction of the sentence that still includes
the entities, with the constraint that its lexico-
syntactic structure has been seen previously as
a full sentence in a high-quality corpus (Pighin
et al., 2014).

It is important to note that the final purpose of
the system may impact the decision of which ex-
traction method to choose. Pighin et al. (2014) use
the event models to generate headlines, and using
the memory-based method resulted in more gram-
matical headlines at the cost of coverage. If the
purpose of the patterns is information extraction for
knowledge base population, then the importance of
having well-formed complete sentences as patterns
becomes less obvious, and higher coverage meth-
ods become more attractive. For these reasons, in
this paper we focus on the first two approaches,
which are very well-established and can produce
high-coverage output. More specifically, we use
REVERB extractions and a statistical compression
model trained on (sentence, compression) pairs im-
plemented after Filippova & Altun (2013).

4.2 Generating clusters from the embedding
vectors

IDEST does not produce a clustering like
NEWSSPIKE and HEADY, so in order to be able to
compare against them we have used the algorithm
described in Figure 4 to build paraphrase clusters
from the pattern embeddings. Given a similarity
threshold on the cosine similarity of embedding vec-
tors, we start by sorting the patterns by extraction
frequency and proceed in order along the sorted vec-
tor by keeping the most similar pattern of each. Used
patterns are removed from the original set to make
sure that a pattern is not added to two clusters at the
same time.
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function COMPUTECLUSTERS(P , θ)
Result = {}
SORTBYFREQUENCY(P )
while |P | > 0 do

p = POP(P ) . Take highest-frequency pattern
Cp = {p} . Initialize cluster around p
N = NEIGHBORS(p, P, θ) . n ∈ P, sim(n, p) > θ
for all n ∈ N do

Cp = Cp ∪ {n}
REMOVE(P, n) . Remember n has been used

Result = Result ∪ {Cp}
return Result

Figure 4: Pseudocode of the algorithm for producing a
clustering from the distributed representation of the ex-
tracted patterns. P is the set of extracted patterns, and θ
is the similarity threshold to include two patterns in the
same cluster.

5 Evaluation results

This section opens with a quantitative look at the
clusterings obtained with the different methods to
understand their implications with respect to the dis-
tribution of event clusters and their internal diversity.
In 5.2, we will complement these figures with the re-
sults of a manual quality evaluation.

5.1 Quantitative analysis
5.1.1 NEWSSPIKE vs. IDEST-ReV-NS

This section compares the clustering models that
were output by NEWSSPIKE and IDEST when us-
ing the same set of extractions, to evaluate the
performance of the factor graph-based method and
the neural-network method on exactly the same
EECs. We have used as input the dataset released
by Zhang & Weld (2013)1, which contains 546,713
news articles, from which 2.6 million REVERB

extractions were reportedly produced. 84,023 of
these are grouped into the 23,078 distributed EECs,
based on mentions of the same entities on the same
day. We compare here the released output clusters
from NEWSSPIKE and a clustering obtained from
a IDEST-based distributed representation trained on
the same EECs.

Figure 5 shows a comparative analysis of the two
sets of clusters. As can be seen, IDEST generates
somewhat fewer clusters for every cluster size than
NEWSSPIKE. We have also computed a lexical di-
versity ratio, defined as the percentage of root-verb

1http://www.cs.washington.edu/node/9473

Figure 5: Cluster size (log-scale) and ratio of unique verb
lemmas in the clusters generated from NEWSSPIKE and
IDEST with the REVERB extractions as input.

lemmas in a cluster that are unique. This met-
ric captures whether a cluster mainly contains the
same verb with different inflections or modifiers, or
whether it contains different predicates. The fig-
ure shows that IDEST generates clusters with much
more lexical diversity. These results make sense in-
tuitively, as a global model should be able to pro-
duce more aggregated clusters by merging patterns
originating from different EECs, resulting in fewer
clusters with a higher lexical diversity. A higher lex-
ical diversity may be a signal of richer paraphrases
or noisier clusters. The manual evaluation in Sec-
tion 5.2 will address this issue by comparing the
quality of the clusterings.

5.1.2 NEWSSPIKE vs. IDEST-Comp-NS
Figure 6 compares NEWSSPIKE’s clusters against

IDEST clusters obtained using sentence compres-
sion instead of REVERB for extracting patterns.
Both systems were trained on the same set of input
news. Using sentence compression, the total num-
ber of extracted patterns was 321,130, organized in
41,740 EECs. We can observe that IDEST produced
larger clusters than NEWSSPIKE. For cluster sizes
larger or equal to 4, this configuration of IDEST

produced more clusters than NEWSSPIKE. At the
same time, lexical diversity remained consistently
on much higher levels, well over 60%.

5.1.3 IDEST-Comp-NS vs. IDEST-Comp-All
In order to evaluate the impact of the size of train-

ing data, we produced a clustering from embedding
vectors trained from a much larger dataset. We used
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Figure 6: Cluster size (log-scale) and ratio of unique verb
lemmas in the clusters generated from NEWSSPIKE and
IDEST with compression-based pattern extraction.

Figure 7: Cluster size (log-scale) and ratio of unique
verb lemmas in the clusters generated from IDEST with
compression-based pattern extraction, using only the
500,000 NEWSSPIKE articles, or the large dataset.

our own crawl of news collected between 2008 and
2014. Using sentence compression, hundreds of
millions of extractions have been produced.

In order to keep the dataset at a reasonable size,
and aiming at producing a model of comparable size
to the other approaches, we applied a filtering step
in which we removed all the event patterns that were
not extracted at least five times from the dataset. Af-
ter this filtering, 28,014,423 extractions remained,
grouped in 8,340,162 non-singleton EECs.

Figure 7 compares the resulting clusterings. In
the all-data setting, clusters were generally smaller
and showed less lexical variability. We believe that
this is due to the removal of the long tail of low-
frequency and noisy patterns. Indeed, while high
lexical variability is desirable it can also be a sign

of noisy, unrelated patterns in the clusters. The co-
hesiveness of the clusters, which we will evaluate in
Section 5.2, must also be considered to tell construc-
tive and destructive lexical variability apart.

5.1.4 HEADY

HEADY produces a soft-clustering from a gener-
ative model, and expects the maximum number of
clusters to be provided beforehand. The model then
tries to approximate this number. In our experi-
ments, 5,496 clusters were finally generated. One
weak point of HEADY, mentioned above, is that low-
frequency patterns do not have enough evidence and
Noisy-OR Bayesian Networks tend to discard them;
in our experiments, only 4.3% of the unique ex-
tracted patterns actually ended up in the final model.

5.2 Qualitative analysis

The clusters obtained with different systems and
dataset have been evaluated by five expert raters with
respect to three metrics, according to the following
rating workflow:

1. The rater is shown the cluster, and is asked to
annotate which patterns are meaningless or un-
readable2. This provides us with a Readabil-
ity score, which measures at the same time the
quality of the extraction algorithm and the abil-
ity of the method to filter out noise.

2. The rater is asked whether there is a majority
theme in the cluster, defined as having at least
half of the readable patterns refer to the same
real-world event happening. If the answer is
No, the cluster is annotated as noise. We call
this metric Cohesiveness.

3. If a cluster is cohesive, the rater is finally asked
to indicate which patterns are expressing the
main theme, and which ones are unrelated to
it. The third metric, Relatedness, is defined
as the percentage of patterns that are related to
the main cluster theme. All the patterns in a
non-cohesive cluster are automatically marked
as unrelated.

2In the data released by NewsSpike, REVERB patterns are
lemmatized, but the original inflected sentences are also pro-
vided. We have restored the original inflection of all the words
to make those patterns more readable for the raters.
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The inter-annotator agreement on the three metrics,
measured as the intraclass correlation (ICC), was
strong (Cicchetti, 1994; Hallgren, 2012). More pre-
cisely, the observed ICC scores (with 0.95 confi-
dence intervals) were 0.71 [0.70, 0.72] for cohe-
siveness, 0.71 [0.70, 0.73] for relatedness and 0.66
[0.64, 0.67] for readability.

For the evaluation, from each model we se-
lected enough clusters to achieve an overall size
(number of distinct event patterns) comparable to
NEWSSPIKE’s. For HEADY and IDEST, the stop-
ping condition in Figure 4 was modified accordingly.

Table 1 shows the outcome of the annotation.
As expected, using a global model (that can merge
patterns from different EECs into single clusters)
and using the whole news dataset both led to larger
clusters. At the same time, we observe that using
REVERB extractions generally led to smaller clus-
ters. This is probably because REVERB produced
fewer extractions than sentence compression from
the same input documents.

On REVERB extractions, NEWSSPIKE outper-
formed IDEST in terms of cohesiveness and related-
ness, but NEWSSPIKE’s lowest cluster size and lex-
ical diversity makes it difficult to prefer any of the
two models only w.r.t. the quality of the clusters. On
the other hand, the patterns retained by IDEST-ReV-
NS were generally more readable (65.16 vs. 56.66).

On the same original news data, using IDEST

with sentence compression produced comparable
results to IDEST-ReV-NS, Cohesiveness being the
only metric that improved significantly.

More generally, in terms of readability all the
models that rely on global optimization (i.e., all
but NEWSSPIKE) showed better readability than
NEWSSPIKE, supporting the intuition that global
models are more effective in filtering out noisy ex-
tractions. Also, the more data was available to
IDEST, the better the quality across all metrics.
IDEST model using all data, i.e, IDEST-Comp-All,
was significantly better (with 0.95 confidence) than
all other configurations in terms of cluster size, co-
hesiveness and pattern readability. Pattern related-
ness was higher, though not significantly better, than
NEWSSPIKE, whose clusters were on average more
than ten times smaller.

We did not evaluate NEWSSPIKE on the whole
news dataset. Being a local model, extending the

System Ext Data Size Coh(%) Rel(%) Read(%)

HEADY Comp All 12.66bcd 34.40! 27.70! 60.70
NEWSSPIKE ReV NS 3.40! 56.20ac 66.42acd 56.66
IDEST ReV NS 3.62b 40.00 47.10a 65.16b

IDEST Comp NS 5.54bc 50.31ac 46.58a 66.04b

IDEST Comp All 44.09∗ 87.93∗ 68.28acd 80.13∗

Table 1: Results of the manual evaluation, averaged over
all the clusters produced by each configuration listed. Ex-
traction algorithms: ReV = REVERB; Comp = Com-
pression; Data sets: NS = NewsSpike URLs; All = news
2008-2014. Quality metrics: Size: average cluster size;
Coh: cohesiveness; Rel: relatedness; Read: readability.
Statistical significance: a: better than HEADY; b: bet-
ter than NEWSSPIKE; c: better than IDEST-ReV-NS; d:
better than IDEST-Comp-NS; ∗: better than all others; !:
worse than all others (0.95 confidence intervals, bootstrap
resampling).

dataset to cover six years of news would only lead
to many more EECs, but it would not affect the re-
ported metrics as each final cluster would still be
generated from one single EEC.

It is interesting to see that, even though they
were trained on the same data, IDEST outperformed
HEADY significantly across all metrics, sometimes
by a very large margin. Given the improvements
on cluster quality, it would be interesting to evalu-
ate IDEST performance on the headline-generation
task for which HEADY was initially designed, but
we leave this as future work.

6 Conclusions

We described IDEST, a new approach based on neu-
ral networks to map event patterns into an embed-
ding space. We show that it can be used to construct
high quality pattern clusters based on neighborhood
in the embedding space. On a small dataset, IDEST

produces comparable results to NEWSSPIKE, but its
main strength is in its ability to generalize extrac-
tions into a single global model. It scales to hun-
dreds of millions of news, leading to larger clusters
of event patterns with significantly better coherence
and readability. When compared to HEADY, IDEST

outperforms it significantly on all the metrics tried.
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Abstract

This paper introduces a tensor-based approach
to semantic role labeling (SRL). The motiva-
tion behind the approach is to automatically
induce a compact feature representation for
words and their relations, tailoring them to
the task. In this sense, our dimensionality
reduction method provides a clear alternative
to the traditional feature engineering approach
used in SRL. To capture meaningful interac-
tions between the argument, predicate, their
syntactic path and the corresponding role la-
bel, we compress each feature representation
first to a lower dimensional space prior to as-
sessing their interactions. This corresponds to
using an overall cross-product feature repre-
sentation and maintaining associated parame-
ters as a four-way low-rank tensor. The tensor
parameters are optimized for the SRL perfor-
mance using standard online algorithms. Our
tensor-based approach rivals the best perform-
ing system on the CoNLL-2009 shared task.
In addition, we demonstrate that adding the
representation tensor to a competitive tensor-
free model yields 2% absolute increase in F-
score.1

1 Introduction

The accuracy of Semantic Role Labeling (SRL) sys-
tems depends strongly on the features used by the
underlying classifiers. For instance, the top perform-
ing system on the CoNLL–2009 shared task em-
ploys over 50 language-specific templates for fea-
ture generation (Che et al., 2009). The templates

1Our code is available at https://github.com/
taolei87/SRLParser.

are manually created and thus offer specific means
of incorporating prior knowledge into the method.
However, finding compact, informative templates is
difficult since the relevant signal may be spread over
many correlated features. Moreover, the use of lex-
icalized features, which are inevitably sparse, leads
to overfitting. In this case it is advantageous to try
to automatically compress the feature set to use a
small number of underlying co-varying dimensions.
Dimensionality reduction of this kind can be incor-
porated into the classifier directly by utilizing tensor
calculus. In this paper, we adopt this strategy.

We start by building high-dimensional feature
vectors that are subsequently mapped into a low-
dimensional representation. Since this high-
dimensional representation has to reflect the inter-
action between different indicators of semantic rela-
tions, we construct it as a cross-product of smaller
feature vectors that capture distinct facets of seman-
tic dependence: predicate, argument, syntactic path
and role label. By compressing this sparse repre-
sentation into lower dimensions, we obtain dense
representations for words (predicate, argument) and
their connecting paths, uncovering meaningful inter-
actions. The associated parameters are maintained
as a four-way low-rank tensor, and optimized for
SRL performance. Tensor modularity enables us to
employ standard online algorithms for training.

Our approach to SRL is inspired by recent suc-
cess of our tensor-based approaches in dependency
parsing (Lei et al., 2014). Applying analogous tech-
niques to SRL brings about new challenges, how-
ever. The scoring function needs to reflect the high-
order interactions between the predicate, argument,
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their syntactic path and the corresponding role label.
Therefore, we parametrize the scoring function as a
four-way tensor. Generalization to high-order ten-
sors also requires new initialization and update pro-
cedures. For instance, the SVD initialization used
in our dependency parsing work results in memory
explosion when extending to our 4-way tensor. In-
stead, we employ the power method (De Lathauwer
et al., 1995) to build the initial tensor from smaller
pieces, one rank-1 component at a time. For learn-
ing, in order to optimize an overall non-convex ob-
jective function with respect to the tensor parame-
ters, we modify the passive-aggressive algorithm to
update all the low-rank components in one step. The
update strategy readily generalizes to any high-order
tensor.

We evaluate our tensor-based approach for
SRL on the CoNLL–2009 shared task benchmark
datasets of five languages: English, German, Chi-
nese, Catalan and Spanish (Surdeanu et al., 2008).
As a baseline, we use a simple SRL model that re-
lies on a minimal set of standard features. Our re-
sults demonstrate that the tensor-based model out-
performs the original SRL model by a significant
margin, yielding absolute improvements of 2.1% F1

score. We also compare our results against the best
performing system on this task (Zhao et al., 2009a).
On three out of five languages, the tensor-based
model outperforms this system. These results are
particularly notable because the system of Zhao et
al. (2009a) employs a rich set of language-specific
features carefully engineered for this task. Finally,
we demonstrate that using four-way tensor yields
better performance than its three-way counterpart,
highlighting the importance of modeling the relation
between role labels and properties of the path.

2 Related Work

A great deal of SRL research has been dedicated to
designing rich, expressive features. The initial work
by Gildea and Jurafsky (2002) already identified a
compact core set of features, which were widely
adopted by the SRL community. These features de-
scribe the predicate, the candidate argument, and
the syntactic relation between them (path). Early
systems primarily extended this core set by includ-
ing local context lexicalized patterns (e.g., n-grams),

several extended representations of the path fea-
tures, and some linguistically motivated syntactic
patterns, as the syntactic frame (Surdeanu et al.,
2003; Xue and Palmer, 2004; Pradhan et al., 2005).

More recent approaches explored a broader range
of features. Among others, Toutanova et al. (2008),
Martins and Almeida (2014) and Yang and Zong
(2014) have explored high-order features involving
several arguments and even pairs of sentence pred-
icates. Other approaches have focused on seman-
tic generalizations of lexical features using selec-
tional preferences, neural network embeddings or
latent word language models (Zapirain et al., 2013;
Collobert et al., 2011; Deschacht and Moens, 2009;
Roth and Woodsend, 2014). To avoid the intensive
feature engineering inherent in SRL, Moschitti et
al. (2008) employ kernel learning. Although attrac-
tive from this perspective, the kernel-based approach
comes with a high computational cost. In contrast
to prior work, our approach effectively learns low-
dimensional representation of words and their roles,
eliminating the need for heavy manual feature en-
gineering. Finally, system combination approaches
such as reranking typically outperform individual
systems (Björkelund et al., 2010). Our method can
be easily integrated as a component in one of those
systems.

In technical terms, our work builds on our recent
tensor-based approach for dependency parsing (Lei
et al., 2014). In that work, we use a three-way ten-
sor to score candidate dependency relations within a
first-order scoring function. The tensor captures the
interaction between words and their syntactic (head-
modifier) relations. In contrast, the scoring function
in SRL involves higher-order interactions between
the path, argument, predicate and their associated
role label. Therefore, we parametrized the scoring
function with a four-way low-rank tensor. To help
with this extension, we developed a new initializa-
tion and update strategy. Our experimental results
demonstrate that the new representation tailored to
SRL outperforms previous approaches.

3 Problem Formulation

Our setup follows the CoNLL–2009 shared
task (Hajič et al., 2009). Each token in sentence x
is annotated with a predicted POS tag and predicted
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UNESCO      is         holding       its          meetings        in         Paris

A0
A1

SBJ VC OBJ
NMOD

AM-LOC

LOC

PMOD

Figure 1: Example sentence from the CoNLL–2009
dataset annotated with syntactic and semantic de-
pendencies. The lower graph is the syntactic depen-
dency tree for the sentence. The upper part contains
the semantic dependencies for the predicate “hold-
ing”.

word lemma. Some tokens are also marked as
predicates, i.e., argument-bearing tokens. The goal
is to determine the semantic dependencies for each
predicate pi (cf. upper part of Figure 1). These de-
pendencies identify the arguments of each predicate
and their role labels. In this work, we focus only
on the semantic side – that is, identification and
classification of predicate arguments. To this end,
our system takes as input a syntactic dependency
tree ysyn derived from a state-of-the-art parser
(bottom part of Figure 1).

More formally, let {pi} ⊂ x be the set of ver-
bal and nominal predicates in the sentence. For each
predicate pi (e.g., “holding”), our goal is to predict
tuples (pi, aij , rij) specifying the semantic depen-
dency arcs, where aij ∈ x is one argument (e.g.,
“meetings”), and rij is the corresponding semantic
role label (e.g., A1). The semantic parse is then the
collection of predicted arcs zsem = {(pi, aij , rij)}.

We decouple syntactic and semantic inference
problems into two separate steps. We first run our
syntactic dependency parser RBGParser2 to obtain
the syntactic dependency tree ysyn. The semantic
parse zsem is then found conditionally on the syntac-
tic part:

z∗sem = arg max
zsem

Ssem(x,ysyn, zsem), (1)

Here Ssem(·) is the parametrized scoring function to
be learned. We build our scoring function by com-
bining a traditional feature scoring function with a
tensor-based scoring function.

2https://github.com/taolei87/RBGParser

Predicate word Path
Predicate POS Path + arg. POS
Argument word Path + pred. POS
Argument POS Path + arg. word
Pred. + arg. words Path + pred. word
Pred. + arg. POS Voice + pred. + arg. POS
Voice + pred. word Voice + pred. POS

Table 1: Templates for first-order semantic features.
These features are also (optionally) combined with
role labels.

3.1 Traditional Scoring Using
Manually-designed Features

In a typical feature-based approach (Johansson,
2009; Che et al., 2009), feature templates give rise
to rich feature descriptions of the semantic structure.
The score Ssem(x,ysyn, zsem) is then defined as the
inner product between the parameter vector and the
feature vector. In the first-order arc-factored case,

Ssem(x,ysyn, zsem) = w · φ(x,ysyn, zsem)

=
∑

(p,a,r)∈zsem

w · φ(p, a, r),

where w are the model parameters and φ(p, a, r) is
the feature vector representing a single semantic arc
(p, a, r) (we suppress its dependence on x and ysyn).
We also experiment with second order features, i.e.,
considering two arguments associated with the same
predicate, or two predicates sharing the same token
as argument.

For the arc-factored model, there are mainly four
types of atomic information that define the arc fea-
tures in φ(p, a, r):

(a) the predicate token p (and its local context);
(b) the argument token a (and its local context);
(c) the dependency label path that connects p and

a in the syntactic tree;
(d) the semantic role label r of the arc.

These pieces of atomic information are either used
directly or combined as unigram up to 4-gram fea-
tures into traditional models. To avoid heavy fea-
ture engineering and overfitting, we use a light and
compact feature set derived from the information in
(a)–(d). Table 1 shows the complete list of feature
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templates, used as our first-order semantic baseline
in the experiments.

3.2 Low-rank Scoring via Projected
Representations

Now, we describe the tensor-based scoring function.
We characterize each semantic arc (p, a, r) using the
cross-product of atomic feature vectors associated
with the four types of information described above:
the predicate vectorφ(p), the argument vectorφ(a),
the dependency path vector φ(path) and the seman-
tic role label vector φ(r). For example, in the sim-
plest case φ(p),φ(a) ∈ [0, 1]n are one-hot indica-
tor vectors, where n is the size of the vocabulary.
Similarly, φ(path) ∈ [0, 1]m and φ(r) ∈ [0, 1]l are
indicator vectors where m is the number of unique
paths (seen in the training set) and l is the number
of semantic role labels. Of course, we can add other
atomic information into these atomic vectors. For
example, φ(p) will not only indicate the word form
of the current predicate p, but also the word lemma,
POS tag and surrounding tokens as well. The cross-
product of these four vectors is an extremely high-
dimensional rank-1 tensor,

φ(p)⊗ φ(a)⊗ φ(path)⊗ φ(r) ∈ Rn×n×m×l

in which each entry indicates the combination of
four atomic features appearing in the semantic arc
(p, a, r)3. The rank-1 tensor (cross-product) cap-
tures all possible combinations over atomic units,
and therefore it is a full feature expansion over the
manually selected feature set in Table 1. Similar to
the traditional scoring, the semantic arc score is the
inner product between a 4-way parameter tensor A
and this feature tensor:

A ∈ Rn×n×m×l :
vec(A) · vec (φ(p)⊗ φ(a)⊗ φ(path)⊗ φ(r)) ,

(2)

where vec(·) denotes the vector representation of a
matrix / tensor.

Instead of reducing and pruning possible feature
concatenations (e.g., by manual feature template

3We always add a bias term into these atomic vectors (e.g., a
fixed “1” attached to the beginning of every vector). Therefore,
their cross-product will contain all unigram to 4-gram concate-
nations, not just 4-gram concatenations.

construction as in the traditional approach), this ten-
sor scoring method avoids parameter explosion and
overfitting by assuming a low-rank factorization of
the parameters A. Specifically, A is decomposed
into the sum of k simple rank-1 components,

A =
k∑
i=1

P (i)⊗Q(i)⊗R(i)⊗ S(i). (3)

Here k is a small constant, P,Q ∈ Rk×n, R ∈
Rk×m and S ∈ Rk×l are parameter matrices, and
P (i) (and similarly Q(i), R(i) and S(i)) represents
the i-th row vector of matrix P .

The advantages of this low-rank assumption are
as follows. First, computing the score no longer re-
quires maintaining and constructing extremely large
tensors. Instead, we can project atomic vectors via
P , Q, R and S obtaining small dense vectors, and
subsequently calculating the arc score by

k∑
i=1

[Pφ(p)]i [Qφ(a)]i [Rφ(path)]i [Sφ(r)]i .

Second, projecting atomic units such as words, POS
tags and labels into dense, low-dimensional vectors
can effectively alleviate the sparsity problem, and it
enables the model to capture high-order feature in-
teractions between atomic units, while avoiding the
parameter explosion problem.

3.3 Combined System
Similar to our low-rank syntactic dependency pars-
ing model (Lei et al., 2014), our final scoring func-
tion Ssem(x,ysyn, zsem) is the combination of the tra-
ditional scoring and the low-rank scoring,

Ssem(x,ysyn, zsem) =

γ w · φ(x,ysyn, zsem) + (1− γ)
∑

(p,a,r)∈zsem

k∑
i=1

[Pφ(p)]i [Qφ(a)]i [Rφ(path)]i [Sφ(r)]i .

where γ ∈ [0, 1] is a hyper-parameter balancing the
two scoring terms. We tune this value on the de-
velopment set. Finally, the set of parameters of our
model is denoted as θ = {w, P,Q,R, S}. Our goal
is to optimize the weight vector w as well as the four
projection matrices given the training set.
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4 Learning

We now describe the learning method for our SRL
model. Let D = {(x̂(i), ˆysyn

(i), ˆzsem
(i))}Ni=1 be the

collection of N training samples. The values of the
set of parameters θ = {w, P,Q,R, S} are estimated
on the basis of this training set. Following standard
practice, we optimize the parameter values in a max-
imum soft-margin framework. That is, for the given
sentence x̂ and the corresponding syntactic tree ˆysyn,
we adjust parameter values to separate gold seman-
tic parse and other incorrect alternatives:

∀zsem ∈ Z(x̂, ˆysyn) :
Ssem(x̂, ˆysyn, ˆzsem) ≥ Ssem(x̂, ˆysyn, zsem)
+ cost( ˆzsem, zsem) (4)

where Z(x̂, ˆysyn) represent the set of all possible se-
mantic parses, and cost( ˆzsem, zsem) is a non-negative
function representing the structural difference be-
tween ˆzsem and zsem. The cost is zero when zsem =

ˆzsem, otherwise it becomes positive and therefore is
the “margin” to separate the two parses. Follow-
ing previous work (Johansson, 2009; Martins and
Almeida, 2014), this cost function is defined as the
sum of arc errors – we add 1.0 for each false-positive
arc, 2.0 for each false-negative arc (a missing arc)
and 0.5 if the predicate-argument pair (p, a) is in
both parses but the semantic role label r is incorrect.

4.1 Online Update

The parameters are updated successively after each
training sentence. Each update first checks whether
the constraint (4) is violated. This requires “cost-
augmented decoding” to find the maximum viola-
tion with respect to the gold semantic parse:

˜zsem = arg max
zsem

Ssem(x̂, ˆysyn, zsem)

+ cost( ˆzsem, zsem)

When the constraint (4) is violated (i.e. ˜zsem 6=
ˆzsem), we seek a parameter update ∆θ to fix this vi-

olation. In other words, we define the hinge loss for
this example as follows,

loss(θ) = max{ 0, Ssem(x̂, ˆysyn, ˜zsem)
+ cost( ˆzsem, ˜zsem)− Ssem(x̂, ˆysyn, ˆzsem) }

and we revise the parameter values to minimize this
loss function.

Since this loss function is neither linear nor con-
vex with respect to the parameters θ (more precisely
the low-rank component matrices P , Q, R and S),
we can use the same alternating passive-aggressive
(PA) update strategy in our previous work (Lei et
al., 2014) to update one parameter matrix at one
time while fixing the other matrices. However,
as we demonstrated later, modifying the passive-
aggressive algorithm slightly can give us a joint up-
date over all components in θ. Our preliminary ex-
periment shows this modified version achieves better
results compared to the alternating PA.

4.2 Joint PA Update for Tensor
The original passive-aggressive parameter update
∆θ is derived for a linear, convex loss function by
solving a quadatic optimization problem. Although
our scoring function Ssem(·) is not linear, we can
simply approximate it with its first-order Taylor ex-
pansion:

S(x,y, z;θ + ∆θ) ≈ S(x,y, z;θ) +
dS

dθ
·∆θ

In fact, by plugging this into the hinge loss func-
tion and the quadratic optimization problem, we get
a joint closed-form update which can be simply de-
scribed as,

∆θ = max
{
C,

loss(θ)
‖gθ‖2

}
gθ

where

gθ =
dS

dθ
(x̂, ˆysyn, ˆzsem)− dS

dθ
(x̂, ˆysyn, ˜zsem),

and C is a regularization hyper-parameter control-
ling the maximum step size of each update. Note
that θ is the set of all parameters, the update jointly
adjusts all low-rank matrices and the traditional
weight vector. The PA update is “adaptive” in the
sense that its step size is propotional to the loss(θ)
of the current training sample. Therefore the step
size is adaptively decreased as the model fits the
training data.

4.3 Tensor Initialization
Since the scoring and loss function with high-order
tensor components is highly non-convex, our model
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performance can be impacted by the initialization of
the matrices P , Q, R and S. In addition to intial-
izing these low-rank components randomly, we also
experiment with a strategy to provide a good guess
of the low-rank tensor.

First, note that the traditional manually-selected
feature set (i.e., φ(p, a, r) in our notation) is an ex-
pressive and informative subset of the huge feature
expansion covered in the feature tensor. We can train
our model using only the manual feature set and then
use the corresponding feature weights w to intialize
the tensor. Specifically, we create a sparse tensor
T ∈ Rn×n×m×l by putting each parameter weight
in w into its corresponding entry in T . We then try
to find a low-rank approximation of sparse tensor T
by approximately minimizing the squared error:

min
P,Q,R,S

‖T −
∑
i

P (i)⊗Q(i)⊗R(i)⊗ S(i)‖22

In the low-rank dependency parsing work (Lei et
al., 2014), this is achieved by unfolding the sparse
tensor T into a n× nml matrix and taking the SVD
to get the top low-rank components. Unfortunately
this strategy does not apply in our case (and other
high-order tensor cases) because even the number
of columns in the unfolded matrix is huge, nml >
1011, and simply taking the SVD would fail because
of memory limits.

Instead, we adopt the generalized high-order
power method, a.k.a. power iteration (De Lathauwer
et al., 1995), to incrementally obtain the most im-
portant rank-1 component one-by-one – P (i), Q(i),
R(i) and S(i) for each i = 1..k. This method is
a very simple iterative algorithm and is used to find
the largest eigenvalues and eigenvectors (or singular
values and vectors in SVD case) of a matrix. Its gen-
eralization directly applies to our high-order tensor
case.

5 Implementation Details

Decoding Following Lluı́s et al. (2013), the de-
coding of SRL is formulated as a bipartite maximum
assignment problem, where we assign arguments to
semantic roles for each predicate. We use the maxi-
mum weighted assignment algorithm (Kuhn, 1955).
For syntactic dependency parsing, we employ the
randomized hill-climbing algorithm from our previ-
ous work (Zhang et al., 2014).

Input: sparse tensor T , rank number i
and fixed rank-1 components P (j), Q(j),
R(j) and S(j) for j = 1..(i− 1)

Output: new component P (i),Q(i),R(i) and
S(i).

1: Randomly initialize four unit vectors p, q, r
and s

2: T ′ = T −∑j P (j)⊗Q(j)⊗R(j)⊗ S(j)
3: repeat
4: p = 〈T ′,−, q, r, s〉 and normalize it
5: q = 〈T ′, p,−, r, s〉 and normalize it
6: r = 〈T ′, p, q,−, s〉 and normalize it
7: s = 〈T ′, p, q, r,−〉
8: norm = ‖s‖22
9: until norm converges

10: P (i) = p and Q(i) = q
11: R(i) = r and S(i) = s

Figure 2: The iterative power method for high-
order tensor initialization. The operator p =
〈T ′,−, q, r, s〉 is the multiplication between the
tensor and three vectors, defined as pi =∑

jkl Tijklqjrksl. Similarly, qj =
∑

ikl Tijklpirksl
etc.

Features Table 1 summarizes the first-order fea-
ture templates. These features are mainly drawn
from previous work (Johansson, 2009). In addition,
we extend each template with the argument label.

Table 2 summarizes the atomic features used in
φ(p) and φ(a) for the tensor component. For each
predicate or argument, the feature vector includes its
word form and POS tag, as well as the POS tags of
the context words. We also add unsupervised word
embeddings learned on raw corpus.4 For atomic
vectors φ(path) and φ(r) representing the path and
the semantic role label, we use the indicator feature
and a bias term.

6 Experimental Setup

Dataset We evaluate our model on the English
dataset and other 4 datasets in the CoNLL-2009
shared task (Surdeanu et al., 2008). We use the

4https://github.com/wolet/
sprml13-word-embeddings
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word word-l word-r
pos pos-l pos-r
pos-l + pos pos + pos-r pos + word
pos-l + pos + pos-r voice embeddings

Table 2: Predicate/argument atomic features used by
our tensor for SRL. word stands for the word form
(and also lemma), pos stands for the predicted POS
tag and voice stands for the voice of the predicate.
The suffixes -l and -r refer to the left and right of
the current token respectively. For example, pos-l
means the POS tag to the left of the current word in
the sentence.

official split for training, development and testing.
For English, the data is mainly drawn from the Wall
Street Journal. In addition, a subset of the Brown
corpus is used as the secondary out-of-domain test
set, in order to evaluate how well the model gen-
eralizes to a different domain. Following the offi-
cial practice, we use predicted POS tags, lemmas
and morphological analysis provided in the dataset
across all our experiments. The predicates in each
sentence are also given during both training and test-
ing. However, we neither predict nor use the sense
for each predicate.

Systems for Comparisons We compare against
three systems that achieve the top average perfor-
mance in the joint syntactic and semantic parsing
track of the CoNLL-2009 shared task (Che et al.,
2009; Zhao et al., 2009a; Gesmundo et al., 2009).
All approaches extensively explored rich features
for the SRL task. We also compare with the state-
of-the-art parser (Björkelund et al., 2010) for En-
glish, an improved version of systems participated in
CoNLL-2009. This system combines the pipeline of
dependency parser and semantic role labeler with a
global reranker. Finally, we compare with the recent
approach which employs distributional word repre-
sentations for SRL (Roth and Woodsend, 2014). We
directly obtain the outputs of all these systems from
the CoNLL-2009 website5 or the authors.

Model Variants Our full model utilizes 4-way
tensor component and a standard feature set

5http://ufal.mff.cuni.cz/conll2009-st/
results/results.php

from (Johansson, 2009). We also compare against
our model without the tensor component, as well as
a variant with a 3-way tensor by combining the path
and semantic role label parts into a single mode (di-
mension).

Evaluation Measures Following standard prac-
tice in the SRL evaluation, we measure the perfor-
mance using labeled F-score. To this end, we apply
the evaluation script provided on the official web-
site.6 The standard evaluation script considers the
predicate sense prediction as a special kind of se-
mantic label.7 Since we are neither predicting nor
using the predicate sense information, we exclude
this information in most of the evaluation. In addi-
tion, we combine the predicate sense classification
output of (Björkelund et al., 2010) with our seman-
tic role labeling output, to provide results directly
comparable to previous reported numbers.

Experimental Details Across all experiments, we
fix the rank of the tensor to 50 and train our model
for a maximum of 20 epochs. Following com-
mon practice, we average parameters over all it-
erations. For each experimental setting, we tune
the hyper-parameter γ ∈ {0.3, 0.5, 0.7, 0.9} and
C ∈ {0.01, 0.1, 1} on the development set and apply
the best model on the test set. Each model is eval-
uated on the development set after every epoch to
pick the the best number of training epoch. For the
experiments with random initialization on the ten-
sor component, the vectors are initialized as random
unit vectors. We combine our SRL model with our
syntactic dependency parser, RBGParser v1.1 (Lei
et al., 2014), for joint syntactic and semantic pars-
ing. The labeled attachment score (LAS) of RBG-
Parser is 90.4 on English, when we train the “stan-
dard” model type using the unsupervised word vec-
tors.

7 Results

We first report the performance of our methods
and other state-of-the-art SRL systems on English
datasets (See Table 3). We single out performance

6http://ufal.mff.cuni.cz/conll2009-st/
scorer.html

7Note that the original script includes such prediction in the
F-score calculation, although the predicate sense is typically
predicted in a separate step before semantic label classification.
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Model Excluding predicate senses Including predicate senses
WSJ-dev WSJ-test Brown-test WSJ-test Brown-test

1st-order w/o tensor 79.42 80.84 69.38 85.46 74.66
+ 3-way tensor 80.77 82.19 69.76 86.34 74.94
+ 4-way tensor 81.03 82.51* 70.77 86.58* 75.57
CoNLL-2009 1st place – 82.08 69.84 86.15 74.58
CoNLL-2009 2nd place – 81.20 68.86 85.51 73.82
CoNLL-2009 3rd place – 78.66 65.89 83.24 70.65
(Roth and Woodsend, 2014) – 80.87 69.33 85.50 74.67
(Björkelund et al., 2010) 78.85 81.35 68.34 85.80 73.92

Model + Reranker WSJ-dev WSJ-test Brown-test WSJ-test Brown-test
(Roth and Woodsend, 2014) + reranking – 82.10 71.12 86.34 75.88
(Björkelund et al., 2010) + reranking 80.50 82.87 70.91 86.86 75.71

Table 3: SRL labeled F-score of our model variants, and state-of-the-art systems on the CoNLL shared
task. We consider a tensor-free variant of our model, and tensor-based variants that include first-order SRL
features. For the latter, we consider implementations with 3-way and 4-way tensors. Winning systems (with
and without a reranker) are marked in bold. Statistical significance with p < 0.05 is marked with ∗.

on English corpora because these datasets are most
commonly used for system evalutation. As a sin-
gle system without reranking, our model outper-
forms the five top performing systems (second block
in Table 3) on both in-domain and out-of-domain
datasets. The improvement from the F-score of
82.08% to our result 82.51% on the WSJ in-domain
test set is significant with p < 0.05, which is com-
puted using a randomized test tool8 based on Yeh
(2000). For comparison purposes, we also report
F-score performance when predicate senses are in-
cluded in evaluation. The relative performance
between the systems is consistent independent of
whether the predicate senses are included or ex-
cluded.

Table 4 shows the results of our system on other
languages in the CoNLL-2009 shared task. Out
of five languages, our model rivals the best per-
forming system on three languages, achieving sta-
tistically significant gains on English and Chinese.
Note that our model uses the same feature config-
uration for all the languages. In contrast, Zhao et
al. (2009b) rely on language-specific configurations
obtained via “huge feature engineering” (as noted by
the authors).

Results in Table 3 and 4 also highlight the con-

8http://www.nlpado.de/˜sebastian/
software/sigf.shtml

WSJ-test Brown-test
1st-order

w/o tensor
80.84 69.38

+ 3-way
tensor

Rnd. Init. 81.87 69.82
PM. Init. 82.19 69.76

+ 4-way
tensor

Rnd. Init. 81.63 70.63
PM. Init. 82.51 70.77

Table 5: SRL labeled F-score for different initializa-
tion strategies of the first order model. Rnd stands
for the random initialization, and PM for the power
method initialization.

tribution of the tensor to the model performance,
which is consistent across languages. Without the
tensor component, our system trails the top two per-
forming systems. However, adding the tensor com-
ponent provides on average 2.1% absolute gain, re-
sulting in competitive performance. The mode of
the tensor also contributes to the performance – the
4-way tensor model performs better than the 3-way
counterpart, demonstrating the importance of mod-
eling the interactions between dependency paths and
semantic role labels.

Table 5 shows the impact of initialization on the
performance of the tensor-based model. The initial-
ization based on the power method yields superior
results compared to random initialization, for both
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Language
Test set

Ours
(4-way tensor)

Ours
(no tensor)

CoNLL 1st CoNLL 2nd

English 82.51* 80.84 82.08 81.20
Catalan 74.67 71.86 76.78* 74.02
Chinese 69.16* 68.43 68.52 68.71
German 76.94 74.03 74.65 76.27
Spanish 75.58 72.85 77.33* 74.01
Average 75.77 73.60 75.87 74.84

Table 4: Semantic labeled F-score excluding predicate senses on 5 languages in the CoNLL-2009 shared
task. Statistical significance with p < 0.05 is marked with ∗. Adding the tensor leads to more than 2%
absolute gain on average F-score. Our method with the same feature configuration (a standard set + 4-
way tensor) rivals the best CoNLL-2009 system which explores much richer feature sets, language-specific
feature engineering, and n-best parse combination (Zhao et al., 2009a).

Our method WSJ-test Gain
1st order w/o tensor 80.84 –
+ 4-way tensor 82.51 +1.67
+ 3-way tensor 82.19 +1.35

(Roth and Woodsend) WSJ-test Gain
original baseline 80.38 –
+ pred & arg 80.23 -0.15
+ deppath 80.63 +0.25
+ span 80.87 +0.49

Table 6: Comparision between our low-rank ten-
sor method and (Roth and Woodsend, 2014) for
leveraing word compositions.

3-way and 4-way tensors. However, random initial-
ization still delivers reasonable performance, outper-
forming the tensor-free model by more than 1% in
F-score.

Finally, we compare our tensor-based approach
against a simpler model that captures interactions
between predicate, argument and syntactic path us-
ing word embeddings (Roth and Woodsend, 2014).
Table 6 demonstrates that modeling feature inter-
actions using tensor yields higher gains than using
word embeddings alone. For instance, the highest
gain achieved by Roth and Woodsend (2014) when
the embeddings of the arguments are averaged is
0.5%, compared to 1.6% obtained by our model.

8 Conclusions

In this paper we introduce a tensor-based approach
to SRL that induces a compact feature representa-
tion for words and their relations. In this sense, our
dimensionality reduction method provides a clear
alternative to a traditional feature engineering ap-
proach used in SRL. Augmenting a simple, yet
competitive SRL model with the tensor component
yields significant performance gains. We demon-
strate that our full model outperforms the best per-
forming systems on the CoNLL-2009 shared task.
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hai Surdeanu. 2013. Selectional preferences for se-
mantic role classification. Computational Linguistics,
39(3):631–664.

Yuan Zhang, Tao Lei, Regina Barzilay, and Tommi
Jaakkola. 2014. Greed is good if randomized: New
inference for dependency parsing. In Proceedings of
the 2014 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP). Association for
Computational Linguistics.

Hai Zhao, Wenliang Chen, Jun’ichi Kazama, Kiyotaka
Uchimoto, and Kentaro Torisawa. 2009a. Multi-
lingual dependency learning: Exploiting rich features
for tagging syntactic and semantic dependencies. In
Proceedings of the Thirteenth Conference on Com-
putational Natural Language Learning: Shared Task,
pages 61–66. Association for Computational Linguis-
tics.

Hai Zhao, Wenliang Chen, Chunyu Kity, and Guodong
Zhou. 2009b. Multilingual dependency learning: A
huge feature engineering method to semantic depen-
dency parsing. In Proceedings of the Thirteenth Con-
ference on Computational Natural Language Learning
(CoNLL 2009): Shared Task. Association for Compu-
tational Linguistics.

1160



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1161–1171,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Lexical Event Ordering with an Edge-Factored Model

Omri Abend, Shay B. Cohen and Mark Steedman
School of Informatics, University of Edinburgh

Edinburgh EH8 9AB, United Kingdom
{oabend,scohen,steedman}@inf.ed.ac.uk

Abstract

Extensive lexical knowledge is necessary for
temporal analysis and planning tasks. We ad-
dress in this paper a lexical setting that al-
lows for the straightforward incorporation of
rich features and structural constraints. We ex-
plore a lexical event ordering task, namely de-
termining the likely temporal order of events
based solely on the identity of their predi-
cates and arguments. We propose an “edge-
factored” model for the task that decomposes
over the edges of the event graph. We learn
it using the structured perceptron. As lexi-
cal tasks require large amounts of text, we do
not attempt manual annotation and instead use
the textual order of events in a domain where
this order is aligned with their temporal order,
namely cooking recipes.

1 Introduction

Temporal relations between events are often im-
plicit, and inferring them relies on lexical and world
knowledge about the likely order of events. For in-
stance, to execute the instruction “fry the onion,” the
hearer should probably obtain oil beforehand, even
if not instructed so explicitly. Lexical knowledge
about the likely order of events is therefore neces-
sary for any semantic task that requires temporal rea-
soning or planning, such as classifying temporal re-
lations (Mani et al., 2006; Lapata and Lascarides,
2006; Yoshikawa et al., 2009; D’Souza and Ng,
2013; Mirza and Tonelli, 2014, inter alia), textual
entailment (Dagan et al., 2013) or temporal infor-
mation extraction (Ling and Weld, 2010). Lexical
temporal knowledge is further important for model-

ing grammatical phenomena such as tense and as-
pect (Steedman, 2002).

In this paper we address the task of lexical event
ordering, namely predicting the ordering of events
based only on the identity of the words compris-
ing their predicates and arguments. Concretely, the
task is to predict the order of an unordered set of
predicate-argument structures. Predicting the likely
order of event types is a step towards more in-
tricate planning and reasoning scenarios (see §3),
and is useful in itself for tasks such as concept-
to-text generation (Reiter et al., 2000), or in val-
idating the correctness of instruction sets. A re-
lated idea can be found in modeling sentence coher-
ence (Lapata, 2003; Barzilay and Lapata, 2008, in-
ter alia), although here we focus on lexical relations
between events, rather than coherence relations be-
tween complete sentences.

Compiling a resource of temporal tendencies be-
tween events can hardly be done manually, given the
number and wealth of phenomena that have to be
accounted for. Temporally annotated corpora, often
annotated according to TimeML principles (Puste-
jovsky et al., 2003), are a useful resource for study-
ing temporal relations. However, due to incurred
costs, annotated corpora are too small for most lexi-
cal tasks. For instance, the TimeML annotated data
used in the latest TempEval shared task contains
only 100K words or so (UzZaman et al., 2013).

Previous work that does not rely on manually
annotated data has had some success in discover-
ing temporal lexical relations between predicates
(Chklovski and Pantel, 2004; Chambers and Juraf-
sky, 2008b; Talukdar et al., 2012). However, de-
spite their appeal, these methods have mostly fo-
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cused on inducing simple event types, consisting of
single words (e.g., “buy-own”) or fixed expressions,
and are hard to extend to include rich features (e.g.,
order-based and pattern-based features). Further-
more, measuring recall without annotated data is no-
toriously difficult, and evaluation is often precision-
based or extrinsic.

We take a graph-based structured prediction ap-
proach to the task, motivated by the flexibility it al-
lows in incorporating various feature sets and con-
straints. We use an edge-factored model, which de-
composes over the edges in the graph of events com-
prising the recipe (§4). We estimate the model us-
ing the structured perceptron algorithm. We com-
pare the structured perceptron approach to an ap-
proximate greedy baseline and to a locally normal-
ized model reminiscent of common approaches for
order learning, obtaining superior results (§8). The
learning algorithm is of potential use in other or-
dering tasks such as machine translation reordering
(Tromble and Eisner, 2009).

We focus on domains in which the order of events
in the text is aligned with their temporal order. By
doing so we avoid the costly and error-prone manual
annotation of temporal relations by using the textual
order of recipes to approximate their temporal or-
der.1 Specifically, we address the cooking recipes
domain, which we motivate in §2.

In summary, the contribution of this paper is
three-fold: (1) we explore the task of lexical event
ordering and means for its evaluation; (2) we present
an edge-factored model for the task, and show it can
be used to predict the order of events well (77.7%
according to standard measures for ordering evalua-
tion); (3) we present a method for extracting events
and create a dataset of ordered events using recipes
extracted from the web.

2 Related Work

Temporal semantics is receiving increasing attention
in recent years. Lexical features are in frequent use
and rely in most part on external resources which
are either manually compiled or automatically in-
duced. The line of work most closely related to
ours focuses on inducing lexical relations between

1See Cassidy et al. (2014) for a discussion of inter-annotator
agreement in TimeML-based schemes.

event types. Most work has been unsupervised, of-
ten using pattern-based approaches relying on man-
ually crafted (Chklovski and Pantel, 2004) or in-
duced patterns (Davidov et al., 2007), that corre-
late with temporal relations (e.g., temporal discourse
connectives). Talukdar et al. (2012) uses the textual
order of events in Wikipedia biographical articles
to induce lexical information. We use both textual
order and discourse connectives to define our fea-
ture set, and explore a setting which allows for the
straightforward incorporation of additional features.

Chambers and Jurafsky (2008b; 2009) addressed
the unsupervised induction of partially ordered event
chains (or schema) in the news domain, centered
around a common protagonist. One of their evalu-
ation scenarios tackles a binary classification related
to event ordering, and seeks to distinguish ordered
sets of events from randomly permuted ones, yield-
ing an accuracy of 75%. Manshadi et al. (2008) used
language models to learn event sequences and con-
ducted a similar evaluation on weblogs with about
65% accuracy. The classification task we explore
here is considerably more complex (see §8).

The task of script knowledge induction has been
frequently addressed in recent years. Balasubrama-
nian et al. (2013) and Pichotta and Mooney (2014)
extended Chambers and Jurafsky’s model to include
events that have multiple arguments. Jans et al.
(2012) use skip-grams to capture event-event rela-
tions between not necessarily consecutive events.

Regneri et al. (2010) constructed a temporal lexi-
cal knowledge base through crowd-sourcing. Their
approach is appealing as it greatly reduces the costs
incurred by manual annotation and can potentially
be used in conjunction with lexical information ob-
tained from raw text. Modi and Titov (2014) jointly
learns the stereotypical order of events and their dis-
tributional representation, in order to capture para-
phrased instances of the same event type. Frermann
et al. (2014) models the joint task of inducing event
paraphrases and their order using a Bayesian frame-
work. All latter three works evaluated their induced
temporal ordering knowledge on a binary predic-
tion of whether a temporal relation between a pair
of (not necessarily related) events holds, and not on
the prediction of a complete permutation given an
unordered event set as in this work. Their evalua-
tion was conducted on 30 event pairs manually an-
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notated through crowd-sourcing, where Modi and
Titov (2014) further included an evaluation on a
large set of pairs automatically extracted from the
Gigaword corpus.

The appeal of the cooking domain for studying
various semantic phenomena has been recognized
by several studies in NLP and AI (Tasse and Smith,
2008; Bollini et al., 2013; Cimiano et al., 2013; Reg-
neri et al., 2013; Malmaud et al., 2014). The domain
is here motivated by several considerations. First,
recipes mostly describe concrete actions, rather than
abstract relations, which are less relevant to tem-
poral ordering. Second, from a practical point of
view, many recipes are available online in computer-
readable format. Third, the restrictiveness of the
cooking domain can also be seen as an advantage, as
it can reveal major conceptual challenges raised by
the task, without introducing additional confounds.

3 Temporally Ordering Lexical Events

We formalize our task as follows. Let U be a set
of event types, namely actions or states (represented
as predicates) and objects which these actions oper-
ate on (represented as arguments to the predicates;
mostly ingredients or kitchenware). Formally, each
e ∈ U is a tuple 〈a, c1, . . . , cn〉 where a is the main
verb or predicate describing the event (such as “stir”
or “mix”) and c1, . . . , cn is a list of arguments that
the predicate takes (e.g., “salt” or “spoon”). Two
additional marked events, s and f , correspond to
“start” and “finish” events. A recipe is a sequence
of events in U , starting at s and ending at f .

Given a recipe R = 〈e1, ..., em〉, we wish to pre-
dict the order of the events just from the (multi)set
{ei}mi=1. In this work we use the textual order of
events to approximate their temporal order (see, e.g.,
Talukdar et al. (2012) for a similar assumption).
The validity of this assumption for cooking recipes
is supported in §6.

Figure 1 gives an example of a set of events ex-
tracted from our dataset for the dish “Apple Crisp
Ala [sic] Brigitte.” Lexical information places quite
a few limitations on the order of this recipe. For
instance, in most cases serving is carried out at the
end while putting the ingredients in is done prior to
baking them. However, lexical knowledge in itself
is unlikely to predict the exact ordering of the events

as given in the recipe (e.g., spreading butter might
be done before or after baking).

One of the major obstacles in tackling planning
problems in AI is the knowledge bottleneck. Lexi-
cal event ordering is therefore a step towards more
ambitious goals in planning. For instance, temporal
relations may be used to induce planning operators
(Mourão et al., 2012), which can in turn be used to
generate a plan (recipe) given a specified goal and
an initial set of ingredients.

4 Model, Inference and Learning

In this section we describe the main learning compo-
nents that compose our approach to event ordering.

4.1 Edge-Factored Model for Event Ordering
We hereby detail the linear model we use for or-
dering events. Let S = {e1, . . . , em} ⊆ U be
a set of events as mentioned in §3. Let G(S) =
(S ∪ {s, f}, E(S)) be an almost-complete directed
graph withE(S) = (S∪{s})×(S∪{f}) ⊆ U×U .
Every Hamiltonian path2 inG(S) that starts in s and
ends in f defines an ordering of the events in S.
The edge (ei, ej) in such a path denotes that ei is
the event that comes before ej .

The modeling problem is to score Hamiltonian
paths in a given directed graph G(S). Here, we use
an edge-factored model. Let φ : (U × U) → Rd be
a feature function for pairs of events, represented as
directed edges. In addition, let θ ∈ Rd be a weight
vector. We define the score of a Hamiltonian path
h = (h1, . . . , hm+1) (hi ∈ E(S)) as:

score(h|S) =
m+1∑
i=1

θ>φ(hi) (1)

Given a weight vector θ and a set of events S, in-
ference is carried out by computing the highest scor-
ing Hamiltonian path in G(S):

h∗ = arg max
h∈H(S)

score(h|S) (2)

where H(S) is the set of Hamiltonian paths inG(S)
that start with s and end with f . The path h∗ is the
best temporal ordering of the set of events S accord-
ing to the model in Eq. 1 with weight vector θ.

2A path in a graph that visits all nodes exactly once.

1163



(a)
e1 = 〈butter, dish〉
e2 = 〈put, apples,water, ...

flour, cinnamon, it〉
e3 = 〈mix,with spoon, 〉
e4 = 〈spread, butter, salt, ...

over mix〉
e5 = 〈bake,F〉
e6 = 〈serve, cream, cream〉

(b) Butter a deep baking dish, put

apples, water, flour, sugar and cin-

namon in it. Mix with spoon and

spread butter and salt over the ap-

ple mix. Bake at 350 degrees F until

the apples are tender and the crust

brown, about 30 minutes. Serve

with cream or whipped cream.

(c)

(a)
e
1

= hbutter, dishi
e
2

= hput, apples,water, ...
flour, cinnamon, iti

e
3

= hmix, spoon, i
e
4

= hspread, butter, salt,mixi
e
5

= hbake,Fi
e
6

= hserve, cream, creami

(b) Butter a deep baking dish,
put apples, water, flour, sugar
and cinnamon in it. Mix with
spoon and spread butter and salt
over the apple mix. Bake at
350 degrees F until the apples
are tender and the crust brown,
about 30 minutes. Serve with
cream or whipped cream.

s

e
1

e
2

e
3

e
4

e
5

e
6

f

(c)

(a)
e1 = hmix, ✏, tarragon, vinegari
e2 = hblend, ✏,mustardi
e3 = hmix, ✏, salt, pepperi
e4 = hblend, ✏,mayonnaise, sour creami
e5 = hcover, ✏i
e6 = hchill, ✏i

(b) you mix the tarragon
and vinegar together and
blend in the mustard.
you mix in the salt and
pepper, blending well.
you blend in the mayon-
naise and then the sour
cream. you cover and
chill.

s

e1 e2

e3 e4

e5

e6

e

Figure 1: (a) Example of events describing a recipe for the dish “.” (b) The actual recipe for this dish. (c) A complete
graph over the set of events with start and end states. Each internal node in the graph is one of the events ei for
i 2 {1, . . . , 5}. The path in bold denotes the correct Hamiltonian path describing the set of actions that need to be
taken to follow the recipe.

3 Model, Inference and Learning

In this section we describe the main learning compo-
nents that compose our approach to event ordering.

3.1 Edge-Factored Model for Event Ordering

We now turn to explain the linear model we use for
ordering events in time. Let S = {v1, . . . , vm} ✓ U
be a set of events as mentioned in section 2. Let
G(S) = (S [ {s, e}, E(S)) be an almost-complete
directed graph with E(S) = (S[{s})⇥(S[{e}) ✓
(U ⇥ U). Every Hamiltonian path5 in G(S) that
starts in s and ends in e can be thought of as an or-
dering of the events in S. The edge (vi, vj) in such
a path denotes that vi is the event that comes before
vj .

The modeling problem, therefore, is to score
Hamiltonian paths in a given directed graph G(S)
such as the above. Here, we use an edge-factored
model. Let � : (U ⇥ U) ! Rd be a feature
vector for pairs of events, represented as directed
edges. In addition, let ✓ 2 Rd be a weight vec-
tor. Then, we define the score of an Hamiltonian
path h = (h1, . . . , hm+1) (where hi 2 E(S) for
i 2 {1, . . . ,m+ 1}) as:

5An Hamiltonian path in a graph is a path that visits all
nodes exactly once.

score(h|S) =
m+1X

i=1

✓>�(hi) (1)

Given a weight vector w and a set of events S, in-
ference is carried out by computing the highest scor-
ing Hamiltonian path in G(S):

h⇤ = arg max
h2H(S)

score(h|S) (2)

where H(S) is the set of Hamiltonian paths in G(S)
that start with s and end with e. h⇤ is the best tem-
poral ordering of the set of events S according to the
structured model in Equation 1 with weight vector
w.

3.2 Inference
As mentioned above, inference with the edge-
factored model we presented would have to solve the
maximization problem in Eq. 2. This corresponds
to finding an Hamiltonian path in a complete graph,
which is generally an NP-hard problem6. In the gen-
eral case there is no reasonable approximation algo-
rithm to solve the maximization algorithm, although

6The NP complete problem of finding a Hamiltonian cycle
in an undirected graph can be trivially reduced to finding the
maximal Hamiltonian cycle in a directed graph.

Figure 1: (a) Example of events describing a recipe for the dish “Apple Crisp Ala [sic] Brigitte.” For brevity, arguments
are represented as headwords and their syntactic type is omitted. (b) The actual recipe for this dish. (c) A complete
graph over the set of events with start and end states. Each internal node in the graph is one of the events ei for
i 2 {1, . . . , 6}. The path in blue bold denotes the correct Hamiltonian path describing the set of actions as ordered in
the recipe. Red edges denote edges from the start state and to the end state. The edges, in practice, are weighted.

ILP formulation yields superior performance to the
other evaluated systems (§8). ILP has been proven to
be a practical and flexible tool in various structured
prediction tasks in NLP (Roth and tau Yih, 2007;
Talukdar et al., 2012; Scaria et al., 2013). Our ILP
formulation is given in Appendix A.

We experiment with an additional greedy infer-
ence algorithm, similar to the one described by La-
pata (2003) for sentence ordering. The algorithm it-
eratively selects an outgoing edge (starting from the
node s) that has the largest weight to a node that has
not been visited so far, until all vertices are covered,
at which point the path terminates by travelling to f .
4.3 Learning
The learning problem takes as input a dataset con-
sisting of unordered sets of events, paired with a tar-
get ordering. We consider two types of learning al-
gorithms for the edge-factored model in the previous
section. The first learns in a global training setting
using the averaged structured perceptron (Collins,
2002), with the decoding algorithm being either the
one based on ILP (henceforth, GLOBAL-PRC), or
the greedy one (GREEDY-PRC).

The second learning algorithm we try is based
on factored training. This algorithm maximizes the
likelihood of a conditional log-linear model p:

p(e2|e1, ✓, S) =
exp

�
✓>�(e1, e2)

�

Z(✓, S, e1)

Z(✓, S, e1) =
X

e : (e1,e)2E(S)

exp
�
✓>�(e1, e)

�

where e
1

, e
2

2 S [ {s, f}. This is a locally normal-
ized log-linear model that gives the probability of
transitioning to node e

2

from node e
1

. Maximizing
the score in Eq. 1 has an interpretation of finding the
highest scoring path according to an edge-factored
Markovian model, such that:

p(h|✓, S) =
m+1Y

i=2

p(ei|ei�1, ✓, S),

where h = (h
1

, . . . , h
m+1

) is a Hamiltonian path
with h

i

= (e
i�1

, e
i

) being a directed edge in
the path. Initial experimentation suggested that
greedy inference (henceforth, GREEDY-LOGLIN)
works better in practice than the ILP formulation
for the locally-normalized model. We therefore do
not report results on global inference with this log-
linear model. GREEDY-LOGLIN closely resembles
the learning model of Lapata (2003), except that it is
a discriminative log-linear model, rather of a gener-
ative Markovian model.
5 The Feature Set
Table 1 presents all the complete set of features used
for defining the feature function �. We consider
three sets of features: Lexical encodes the writ-
ten forms of the event pair predicates and objects;

Figure 1: (a) The sequence of events representing the recipe for the dish “Apple Crisp Ala [sic] Brigitte.” (b) The actual recipe
for this dish. (c) A complete graph over the set of events with start and finish states. Each internal node in the graph is one of the
events ei for i ∈ {1, . . . , 6}. The path in blue bold denotes the correct Hamiltonian path describing the set of actions as ordered in
the recipe. Red edges denote edges from the start state and to the end state. The edges, in practice, are weighted.

4.2 Inference

As mentioned above, inference with the edge-
factored model requires solving the maximization
problem in Eq. 2. This corresponds to finding a
Hamiltonian path in a complete graph, which is gen-
erally an NP-hard problem. Reasonable approxima-
tions for this problem are also NP-hard. Still tech-
niques are developed for specialized cases, due to
the problem’s importance in discrete optimization.

Despite its theoretical NP-hardness, this maxi-
mization problem can be represented as an Integer
Linear Program (ILP), and then solved using generic
techniques for ILP optimization. Due to the rela-
tively short length of recipes (13.8 events on average
in our corpus), the problem can be effectively solved
in most cases.

The proposed algorithmic setting is appealing for
its flexibility. The linear score formulation allows
us to use rich features, while using ILP allows to
easily incorporate structural constraints. Indeed, ILP
has been proven valuable in various NLP tasks (Roth
and Yih, 2007; Talukdar et al., 2012; Scaria et al.,
2013). See Appendix A for our ILP formulation.

As a baseline, we experiment with an additional
greedy inference algorithm, similar to the one de-
scribed by Lapata (2003) for sentence ordering. The
algorithm iteratively selects an outgoing edge (start-
ing from the node s) that has the largest weight to
a node that has not been visited so far, until all ver-
tices are covered, at which point the path terminates
by traveling to f .

4.3 Learning
The learning problem takes as input a dataset con-
sisting of unordered sets of events, paired with a tar-
get ordering. We consider two types of learning al-
gorithms for the edge-factored model in the previous
section. The first learns in a global training setting
using the averaged structured perceptron (Collins,
2002), with the decoding algorithm being either the
one based on ILP (henceforth, GLOBAL-PRC), or
the greedy one (GREEDY-PRC). Given a training in-
stance S and its correct label hc, the structured per-
ceptron calls the inference procedure as a subroutine
and updates the weight vector θ according to the dif-
ference between the value of the feature function on
the predicted path (

∑
h∗ φ(hi)) and on the correct

path (
∑

hc φ(hi)).
The second learning algorithm we try is based

on factored training. This algorithm maximizes the
likelihood of a conditional log-linear model p:

p(e2|e1, θ, S) =
exp

(
θ>φ(e1, e2)

)
Z(θ, S, e1)

Z(θ, S, e1) =
∑

e : (e1,e)∈E(S)

exp
(
θ>φ(e1, e)

)
where e1, e2 ∈ S ∪ {s, f}. This is a locally normal-
ized log-linear model that gives the probability of
transitioning to node e2 from node e1. Maximizing
the score in Eq. 1 has an interpretation of finding the
highest scoring path according to an edge-factored
Markovian model, such that:
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p(h|θ, S) =
m+1∏
i=1

p(ei|ei−1, θ, S),

where h = (h1, . . . , hm+1) is a Hamiltonian path
with hi = (ei−1, ei) being a directed edge in
the path. Initial experimentation suggested that
greedy inference (henceforth, GREEDY-LOGLIN)
works better in practice than the ILP formulation for
the locally-normalized model. We therefore do not
report results on global inference with this log-linear
model. We suspect that greedy inference works bet-
ter with the log-linear model because it is trained
locally, while the perceptron algorithm includes a
global inference step in its training, and therefore
better matches global decoding.

GREEDY-LOGLIN closely resembles the learn-
ing model of Lapata (2003), as both are first-
order Markovian and use the same (greedy) in-
ference procedure. Lapata’s model differs from
GREEDY-LOGLIN in being a generative model,
where each event is a tuple of features, and the tran-
sition probability between events is defined as the
product of transition probabilities between feature
pairs. GREEDY-LOGLIN is discriminative, so to be
maximally comparable to the presented model.

5 The Feature Set

Table 1 presents the complete set of features. We
consider three sets of features: Lexical encodes the
written forms of the event pair predicates and ob-
jects; Brown uses Brown clusters (Brown et al.,
1992) to encode similar information, but allows gen-
eralization between distributionally similar words;
and Frequency encodes the empirical distribution of
temporally-related phenomena.

The feature definitions make use of several func-
tions. For brevity, we sometimes say that an event
e is (a, c1) if e’s predicate is a and its first argu-
ment is c1, disregarding its other arguments. Let C
be a reference corpus of recipes for collecting statis-
tics. The function B(w) gives the Brown cluster of
a word w, as determined by clustering C into 50
clusters {1, . . . , 50}. The function ORD(a, c) re-
turns the mean ordinal number of an (a, c) event in
C. The ordinal number of the event ei in a recipe
(e1, ..., em) is defined as i− m

2
.

Template Example

L
ex

ic
a
l (a1, a2) (fry, add)

(a1, c21) (fry, oil)
(a2, c11) (onions, add)

(c11, c
2
1) (onions, oil)

B
ro

w
n

(B(a1),B(a2)) (1,3)
∀(k, k′) ∈ K. (5,4) : 2
|{(c1i , c2j ) : B(c1i ) = k,B(c2j ) = k′}|
∀k ∈ K. |{c2i : B(c2i ) = k}| 12 : 1
B(a2) 5

F
re

q
u
en

cy ∀` ∈ L. log(ε+ P`[(a
2, c21)|(a1, c11)]) -2.3

∀` ∈ L. PMI`((a
1, c11), (a

2, c21)) 3.1
∀` ∈ L. PMI`((a

2, c21), (a
1, c11)) -2.0

ORD(a2, c21) 3.2

Table 1: Feature templates used for computing φ. The
templates operate on two events 〈a1, c11, . . . , c

1
m1〉 and

〈a2, c21, . . . , c
2
m2〉. B(w) maps a word w to its Brown clus-

ter in K = {1, . . . , 50}. ORD(e) returns the mean ordinal
value of e. Feature templates which start with ∀ stand for mul-
tiple features, one for each element in the set quantified over.
Non-numerical feature templates correspond to binary features.
E.g., (fry, add) as an instance of (a1, a2) is a binary feature in-
dicating the appearance of an event with a1 = fry on one end
of the edge and an event with a2 = add on the other end of it.
ε = 10−3 in our experiments. See text for elaboration.

We further encode the tendency of two events to
appear with temporal discourse connectives, such as
“before” or “until.” We define a linkage between
two events as a triplet (e1, e2, `) ∈ (U × U × L),
where L is the set of linkage types, defined accord-
ing to their marker’s written form. §6 details the
extraction process of linkages from recipes. We fur-
ther include a special linkage type linear based on
the order of events in the text, and consider every
pair of events e1 and e2 that follow one another in a
recipe as linked under this linkage type.

For each linkage type ` ∈ L, we define an empir-
ical probability distribution P`((a, c1), (a′, c′1)) =
P ((a, c1), (a′, c′1)|`), based on simple counting. The
function PMI gives the point-wise mutual informa-
tion of two events and is defined as:

PMI`((a, c), (a′, c′)) = log
(
P`((a, c1), (a′, c′1))
P`(a, c1) · P`(a′, c′1)

)

Frequency-based features encode the empirical
estimate of the probabilities that various pairs of fea-
tures would occur one after the other or linked with a
discourse marker. They are equivalent to using prob-
abilities extracted from maximum likelihood estima-
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tion according to a bigram model in the discrimi-
native learning. While some of this information is
implicitly found in the lexical features, collecting
frequency counts from a large training set is much
quicker than running costly structured optimization.
Rather the discriminative training can weigh the dif-
ferent empirical probabilities according to their dis-
criminative power. Indeed we find that these features
are important in practice and can result in high ac-
curacy even after training on a small training set.

6 The Recipe Dataset

Data and Preprocessing. The data is extracted
from a recipe repository found on the web.3 The
recipes are given as free text. To extract event types
we run the Stanford CoreNLP4 pipeline of a to-
kenizer, POS tagger, a lexical constituency parser
(the englishPCFG parsing model) and extract typed
Stanford dependencies (de Marneffe and Manning,
2008). As is common with web extractions, the
recipes contain occasional spelling, grammatical
and formatting errors. The corpus consists of 139
files, 73484 recipes, 1.02M events (13.8 events per
recipe on average) and 11.05M words.5

Event Extraction. We focus on verbal events and
do not extract nominal and adjectival argument
structures, which are not as well supported by cur-
rent parsing technology. Any verb is taken to define
an event, aside from modal verbs, auxiliaries and
secondary verbs. A secondary verb (e.g., “let,” “be-
gin”) does not describe an action in its own right,
but rather modifies an event introduced by another
verb. We identify these verbs heuristically using a
list given in Dixon (2005, p. 490–491) and a few
simple rules defined over parse trees. E.g., from the
sentence “you should begin to chop the onion,” we
extract a single event with a predicate “chop.” Ar-
guments are taken to be the immediate dependents
of the predicate that have an argument dependency
type (such as direct or indirect objects) according to
the extracted Stanford dependencies. For preposi-
tional phrases, we include the preposition as part of

3
http://www.ffts.com/recipes.htm

4
http://nlp.stanford.edu/software/corenlp.shtml

5Links to the original recipes, the preprocessed recipes and
all extracted events can be found in http://homepages.
inf.ed.ac.uk/oabend/event_order.html.

the argument. Argument indices are determined by
their order in the text. The order of events is taken
to be the order of their verbs in the text.

Linkage Extraction. We focus on a subset of link-
age relations, which are relevant for temporal rela-
tions. We use Pitler and Nenkova’s (2009) explicit
discourse connectives classifier to identify temporal
discourse linkers, discarding all other discourse link-
ers. Once a discourse linker has been detected, we
heuristically extract its arguments (namely the pair
of verbs it links) according to a deterministic ex-
traction rule defined over the parse tree. We find
28 distinct connectives in our training set, where
the 5 most common linkers “until,” “then,” “before,”
“when” and “as” cover over 95% of the instances.
We extract 36756 such linkages from the corpus, 0.5
linkages per recipe on average.

Temporal and Textual Ordering. In order to
confirm that temporal and textual order of recipes
are generally in agreement, we manually exam-
ine the first 20 recipes in our development set.
One recipe was excluded as noise6, resulting in 19
recipes and 353 events. We identify the sources of
misalignment between the linear order and the tem-
poral order of the events.7 13 events (3.7%) did not
have any clear temporal orderings. These consisted
of mostly negations and modalities (e.g., “do not
overbrown!”), sub-section headings (e.g., “Prepara-
tion”) or other general statements that do not consti-
tute actions or states. For the remaining 340 events,
we compare their linear and the temporal orderings.

We estimate the frequency of sub-sequences that
contradict the temporal order and confirm that they
occur only infrequently. We find that most disagree-
ments fall into these two categories: (1) disjunctions
between several events, only one of which will actu-
ally take place (e.g., “roll Springerle pin over dough,
or press mold into top”); (2) a pair, or less com-
monly a triplet, of events are expressed in reverse
order. For instance, “place on greased and floured
cookie sheet,” where greasing and flouring should
occur before the placing action. We note that assum-
ing the alignment of the temporal and textual order

6This did not result from an extraction problem, but rather
from the recipe text itself being too noisy to interpret.

7Events are parsed manually so to avoid confounding the
results with the parser’s performance.
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of recipes does not suggest that the textual order is
the only order of events that would yield the same
outcome.

We compute the Kendall’s Tau correlation, a
standard measure for information ordering (Lapata,
2006), between the temporal and linear orderings
for each recipe. In cases of several events that
happen simultaneously (including disjunctions), we
take their ordinals to be equal. For instance, for three
events where the last two happen at the same time,
we take their ordering to be (1,2,2) in our analysis.
We find that indeed temporal and textual orderings
are in very high agreement, with 6 recipes of the
19 perfectly aligned. The average Kendall’s Tau be-
tween the temporal ordering and the linear one is
0.924.

7 Experimental Setup

Evaluation. We compute the accuracy of our algo-
rithms by comparing the predicted order to the one
in which the events are written. We first compute
the number of exact matches, denoted with EXACT,
namely the percentage of recipes in which the pre-
dicted and the textual orders are the same.

For a more detailed analysis of imperfect pre-
dictions, we compute the agreement between sub-
sequences of the orderings. We borrow the notion of
a “concordant pair” from the definition of Kendall’s
Tau and generalize it to capture agreement of longer
sub-sequences. Two k-tuples of integers (x1, ..., xk)
and (y1, ..., yk) are said to “agree in order” if for ev-
ery 1 ≤ i < j ≤ k, xi < xj iff yi < yj . Given two
orderings of the same recipe O1 = (eτ(1), ..., eτ(m))
and O2 = (eσ(1), ..., eσ(m)) (where τ and σ are per-
mutations over [m] = {1, . . . ,m}) and given a se-
quence of k monotonically increasing indices t =
(i1, ..., ik), t is said to be a “concordant k-tuple” of
O1 andO2 if (τ(i1), ..., τ(ik)) and (σ(i1), ..., σ(ik))
agree in order, as defined above.

Denote the unordered recipes of the test data as
{Ri}Ni=1, where Ri = {ei1, ..., eimi

} ⊂ U for all i,
and their target orderings Σ = {σi}Ni=1, where σi is
a permutation over [mi]. Assume we wish to eval-
uate a set of predicted orderings for this test data
T = {τi}Ni=1, where again τi is a permutation over
[mi]. Denote the number of concordant k-tuples of
σi and τi as conc(σi, τi). The total number of of

monotonically increasing k-tuples of indices is
(
mi
k

)
.

The k-wise (micro-averaged) accuracy of T with re-
spect to Σ is:

acck(Σ,T) =
∑N

i=1 conc(σi, τi)∑N
i=1

(
mi

k

)
Any k-tuples containing the start node s or the

end node f are excluded, as their ordering is triv-
ial. Recipes of length less than k are discarded when
computing acck. A micro-averaged accuracy mea-
sure is used so as not to disproportionately weigh
short recipes. However, in order to allow com-
parison to mean Kendall’s Tau, commonly used in
works on order learning, we further report a macro-
averaged acc2 by computing acc2 for each recipe
separately, and taking the average of resulting ac-
curacy levels. Average Kendall’s Tau can now be
computed by 2acc2−1 for the macro-averaged acc2

score.

Data. We randomly partition the text into train-
ing, test and development sets, taking an 80-10-10
percent split. We do not partition the individual
files so as to avoid statistical artifacts introduced by
recipe duplications or near-duplications. The train-
ing, development and test sets contain 58038, 7667
and 7779 recipes respectively. The total number of
feature template instantiations in the training data is
8.94M.

Baselines and Algorithms. We compare three
learning algorithms. GLOBAL-PRC is the struc-
tured perceptron algorithm that uses ILP inference.
GREEDY-PRC is a structured perceptron in which in-
ference is done greedily. GREEDY-LOGLIN is the
locally normalized log-linear model with greedy in-
ference. RANDOM randomly (uniformly) selects a
permutation of the recipe’s events.

Experimental Settings. The structured percep-
tron algorithms, GLOBAL-PRC and GREEDY-PRC,
are run with a learning rate of 0.1 for 3 iterations.
To avoid exceedingly long runs, we set a time limit
in seconds β on the running time of each ILP in-
ference stage used in GLOBAL-PRC. We consider
two training scenarios: 4K, which trains on the
first 4K recipes of the training set, and 58K, which
trains on the full training data of 58K recipes. In
GLOBAL-PRC we set β to be 30 seconds for the 4K
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Alg. acc2 acc3 acc4 EXACT

MI MA
4K

GLOBAL-PRC 71.2 77.7 44.7 27.9 35.1
GREEDY-PRC 60.8 68.0 30.6 15.0 20.4

GREEDY-LOGLIN 65.6 71.5 35.8 18.7 21.0

58
K GLOBAL-PRC 68.9 76.4 41.3 24.8 34.4

GREEDY-PRC 60.7 67.8 30.6 15.2 20.5
GREEDY-LOGLIN 66.3 72.4 36.6 19.4 21.3

RANDOM 50.0 51.2 16.7 4.2 0.5

Table 2: Accuracy of the different models on the test data in
percents. Columns correspond to evaluation measures, namely
accuracy of sub-sequences of lengths 2 (micro and macro aver-
ages), 3 and 4, and exact match. The upper (lower) part presents
results for a training set of 4K (58K) samples. GLOBAL-PRC is
run with β = 30 for 4K and with β = 5 for 58K. In 58K,
all models are run with the Full feature set. In 4K, follow-
ing prior experimentation on the development set, we select the
best performing feature sets (Full for GREEDY-LOGLIN and
GREEDY-PRC; Fr + Lex for GLOBAL-PRC).

scenario, and 5 seconds in the 58K scenario. The
number of threads was limited to 3. Where the time
limit is reached before an optimal solution is found,
the highest scoring Hamiltonian path found up to
that point is returned by the ILP solver. In the in-
frequent samples where no feasible solution is found
during training, the sample is skipped over, while at
test time, we perform greedy inference instead.

We define the following feature sets. Fr includes
only features of class Frequency, while Fr + Lex
includes features from both the Frequency and
Lexical categories. Full includes all feature sets.
All above feature sets take C, the reference corpus
for computing FREQUENCY features, to be the en-
tire 58K training samples in both scenarios. In the
4K scenario, we also experiment with FrLim, which
includes all features, but takes C to contain only the
4K samples of the training data.

We use the Gurobi package for ILP.8 Brown clus-
ters are extracted from the 58K samples of the train-
ing data using Liang’s implementation.9 The convex
log-likelihood function of GREEDY-LOGLIN is op-
timized using LBFGS. All features are selected and
all parameters are tuned using the development set.

8 Results

Table 2 presents the results of the three major al-
gorithms in the two main scenarios 58K and 4K.

8
http://www.gurobi.com

9
https://github.com/percyliang/brown-cluster

β Set acc2 acc3 acc4 EXACT

MI MA

30 FrLim 55.9 61.5 21.6 6.9 8.2
Fr 68.7 75.9 40.6 23.9 31.7

Fr + Le 68.9 76.2 40.7 23.8 32.1
Full 68.4 76.0 39.9 23.1 31.8

5 FrLim 55.1 60.9 20.9 6.5 8.2
Fr 65.9 74.2 36.0 19.3 30.4

Fr + Le 66.2 74.3 36.8 20.4 30.7
Full 66.3 74.5 36.9 20.4 30.4

Table 3: The performance of GLOBAL-PRC on the develop-
ment set in various settings (4K scenario). Columns correspond
to evaluation measures, namely accuracy of sub-sequences of
lengths 2 (micro and macro averages), 3 and 4, and exact match.
The upper (lower) part of the table presents results for a time
limit of β=30 (5). Fr includes the Frequency features esti-
mated on 58K recipes. Fr + Le further includes Lexical fea-
tures. Full includes all features. FrLim includes all features,
where Frequency features are estimated only on 4K recipes.

We find that the structured perceptron algorithm,
GLOBAL-PRC, obtains the best results in both cases
and under all evaluation measures. The importance
of global optimization was also stressed in other
works on event ordering (Chambers and Jurafsky,
2008a; Talukdar et al., 2012).

In order to assess the contribution of the different
components of the model of the best scoring model,
GLOBAL-PRC, we compare the performance of the
different feature sets and settings of β on the de-
velopment set in 4K (Table 3). Results reveal the
strong impact of the Frequency feature set on the
results. Using this category set alone (Fr) yields
slightly lower results than using the full feature set,
while estimating the Frequency features on a small
corpus (FrLim) lowers results dramatically. Adding
Lexical and Brown features yields a small improve-
ment over using Frequency alone.

While Table 3 demonstrates the importance of β
in the performance of GLOBAL-PRC, it also shows
that on a limited time budget, a small training set and
few features (4K, Fr) and a reasonably small β (5)
can yield competitive results. Increasing β from 5 to
30 generally improves results by 2 to 3 percent ab-
solute. The importance of β is further demonstrated
in Table 2, where performance with 4K training in-
stances and β = 30 is better than with 58K training
instances and β = 5. Preliminary experiments con-
ducted on the development data with higher values
of β of 60 and 120 suggest that further increasing β
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yields no further improvement.
Previous studies evaluated their models on the re-

lated problem of distinguishing randomly permuted
and correctly ordered chains of events (§2). In this
paper we generalize this task to complete event or-
dering. In order to demonstrate the relative difficulty
of the tasks, we apply our highest scoring model
(4K, Fr + Le) to the binary task (without re-training
it). We do so by computing the percentage of cases
in which the correct ordering obtains a higher score
than an average ordering. The high resulting accu-
racy of 93%, as opposed to considerably lower accu-
racies obtained under ordering evaluation measures,
reflects the relative difficulty of the tasks.

The proposed edge-factored model can easily cap-
ture pair-wise ordering relations between events, but
is more limited in accounting for relations between
larger sets of events. A simple way of doing so is
by adding the feature

∑
e P (ei|e)P (e|ej) between

events ei and ej (in addition to the regular transi-
tion probabilities P (ei|ej)). However, preliminary
experimentation with this technique did not yield
improved performance. Future work will address
higher-order models that straightforwardly account
for such long-distance dependencies.

To qualitatively assess what generalizations are
learned by the model, we apply GLOBAL-PRC to
the development data and look at what event pairs
obtained either particularly high or particularly low
results. For each pair of predicates and their first
arguments (a1,c11), (a2,c21), we compute the average
weight of an edge connecting events of these types,
discarding pairs of frequency less than 20.

The 20 highest scoring edges contain pairs such
as (“add,” “mixing after addition”), (“beat whites,”
“fold into mixture”) and (“cover for minutes,”
“cook”), in addition to a few noisy pairs resulting
from parser errors. The 20 lowest scoring edges con-
tain event pairs that are likely to appear in the oppo-
site order. 11 of the cases include as a first argu-
ment the predicates “serve,” “cool” or “chill,” which
are likely to occur at the end of a recipe. 3 other
edges linked duplications (e.g., (“reduce heat,” “re-
duce heat”)), which are indeed unlikely to immedi-
ately follow one another. These findings suggest the
importance of detecting both lexical pairs that are
unlikely to follow one another, in addition to those
that are likely to.

9 Conclusion

We addressed the problem of lexical event ordering,
and developed an edge-factored model for tackling
it. We rely on temporally aligned texts, using a new
dataset of cooking recipes as a test case, thereby
avoiding the need for costly and error-prone man-
ual annotation. We present results of a pair-wise
accuracy of over 70% using a basic set of features,
and show the utility of the structured perceptron al-
gorithm over simpler greedy and local approaches.
The setup we explore, which uses a discriminative
model and an ILP formulation, is easy to extend both
in terms of features and in terms of more complex
formal constraints and edge dependencies, as was
done in graph-based dependency parsing (McDon-
ald et al., 2005). Future work will address the ex-
tension of the feature set and model, and the appli-
cation of this model to temporal semantics and plan-
ning tasks. We will further address the application
of semi-supervised variants of the proposed tech-
niques (e.g., self-training) to other domains, where
no sizable corpora of temporally aligned data can be
found.
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Appendix A: Maximal Hamiltonian Path

Let G(S) = (S ∪ {s, f}, E(S)) be an almost-
complete directed graph with E = E(S) = (S ∪
{s}) × (S ∪ {f}). Let cij ∈ R be weights for its
edges ((i, j) ∈ E). A Hamiltonian path between
s, f ∈ V can be found by solving the following pro-
gram, returning P = {(i, j)|xij = 1}.

max
xij∈{0,1} : (i,j)∈E

ui∈Z : i∈V

n∑
i6=j

cijxij

s.t.
n∑

i=0,i6=j

xij = 1 ∀j 6= s;
n∑

j=0,j 6=i

xij = 1 ∀i 6= e;

ui − uj + |V |xij ≤ |V | − 1 ∀(i, j) ∈ E
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Abstract

Current approaches to cross-lingual informa-
tion retrieval (CLIR) rely on standard retrieval
models into which query translations by sta-
tistical machine translation (SMT) are inte-
grated at varying degree. In this paper, we
present an attempt to turn this situation on its
head: Instead of the retrieval aspect, we em-
phasize the translation component in CLIR.
We perform search by using an SMT decoder
in forced decoding mode to produce a bag-of-
words representation of the target documents
to be ranked. The SMT model is extended by
retrieval-specific features that are optimized
jointly with standard translation features for a
ranking objective. We find significant gains
over the state-of-the-art in a large-scale eval-
uation on cross-lingual search in the domains
patents and Wikipedia.

1 Introduction

Approaches to CLIR have been plentiful and di-
verse. While simple word translation probabilities
are easily integrated into term-based retrieval mod-
els (Berger and Lafferty, 1999; Xu et al., 2001),
state-of-the-art SMT systems (Koehn, 2010; Chi-
ang, 2007) are complex statistical models on their
own. The use of established translation models
for context-aware translation of query strings, effec-
tively reducing the problem of CLIR to a pipeline
of translation and monolingual retrieval, has been
shown to work well in the past (Chin et al., 2008).
Only recently, approaches have been presented to
include (weighted) translation alternatives into the
query structure to allow a more generalized term

matching (Ture et al., 2012a; Ture et al., 2012b).
However, this integration of SMT remains agnostic
about its use for CLIR and is instead optimized to
match fluent, human reference translations. In con-
trast, retrieval systems often use bag-of-word repre-
sentations, stopword filtering, and stemming tech-
niques during document scoring, and queries are
rarely fluent, grammatical natural language queries
(Downey et al., 2008). Thus, most of a translation’s
structural information is lost during retrieval, and
lexical choices may not be optimal for the retrieval
task. Furthermore, the nature of modeling transla-
tion and retrieval separately requires that a single
query translation is selected, which is usually done
by choosing the most probable SMT output.

Attempts to inform the SMT system about its use
for retrieval by optimizing its parameters towards a
retrieval objective have been presented in the form
or re-ranking (Nikoulina et al., 2012) or ranking
(Sokolov et al., 2014). In this paper, we take this
idea a step further and directly integrate the task of
scoring documents with respect to the query into
the process of translation decoding. We make the
full expressiveness of the translation search space
available to the retrieval model, without enumerat-
ing all possible translation alternatives. This is done
by augmenting the linear model of the SMT system
with features that relate partial translation hypothe-
ses to documents in the retrieval collection. These
retrieval-specific features decompose over partial
translation hypotheses and thus allow efficient de-
coding using standard dynamic programming tech-
niques. Furthermore, we apply learning-to-rank to
jointly optimize translation and retrieval for the ob-
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jective of retrieving relevant documents, and use de-
coding over the weighted translation hypergraph di-
rectly to perform cross-lingual search. Since high
weights on retrieval features for words in the bag-
of-words (BOW) representation of documents force
the decoder to prefer relevant documents with high
probability, by a slight abuse of terminology, we call
our approach BOW Forced Decoding.

One of the key features of our approach is the
use of context-sensitive information such as the lan-
guage model and reordering information. We show
that the use of such a translation-benign search space
is crucial to outperform state-of-the-art CLIR ap-
proaches. Our experimental evaluation of retrieval
performance is done on Wikipedia cross-lingual arti-
cle retrieval (Bai et al., 2010; Schamoni et al., 2014)
and patent prior art search (Fujii et al., 2009; Guo
and Gomes, 2009; Sokolov et al., 2013; Schamoni
et al., 2014). On both datasets, we show substan-
tial improvements over the CLIR baselines of direct
translation (Chin et al., 2008) or Probabilistic Struc-
tured Queries (Ture et al., 2012b), with and with-
out further parameter tuning using learning-to-rank
techniques and extended feature sets. From our re-
sults we conclude, that, in spite of algorithmic com-
plexity, it is central to model translation and retrieval
jointly to create more powerful CLIR models.

2 Related Work

The framework of translation-model based retrieval
has been introduced by Berger and Lafferty (1999).
An extension to the cross-lingual case using context-
free lexical translation tables has been given by Xu
et al. (2001). While the industry standard to CLIR
is a pipeline of SMT-based query translation feeding
into monolingual retrieval (Chin et al., 2008), recent
approaches include (weighted) SMT translation al-
ternatives into the query structure to allow a more
generalized term matching (Ture et al., 2012a; Ture
et al., 2012b). Less work has been devoted to op-
timizing SMT towards a retrieval objective, for ex-
ample in a re-ranking framework (Nikoulina et al.,
2012) or by integrating a decomposable proxy for
retrieval quality of query translations into discrimi-
native ranking (Sokolov et al., 2014).

The idea of forced decoding has been employed
recently to select better perceptron updates from the

full SMT search space for discriminative parameter
tuning of SMT systems (Yu et al., 2013; Zhao et al.,
2014).

Most similar to our approach is the recent work of
Dong et al. (2014) who use the Moses translation
option lattices for translation retrieval, i.e., for min-
ing comparable data. Their query lattices given by
the translation options encode exponentially many
queries and are used to retrieve the most probable
translation candidate from a set of candidates. The
approach is evaluated in the context of a parallel cor-
pus mining system. We present a model that not only
uses the full search space, including the language
model and reordering information, but also evalu-
ate the model specifically for the task of retrieval,
rather than mate-finding only. We show that a forced
decoding model using bag-of-word representations
for documents and retrieval features that are decom-
posable over query terms significantly outperforms
state-of-the-art CLIR baselines such as direct trans-
lation (Chin et al., 2008) or Probabilistic Structured
Queries obtained from n-best list query translations
(Darwish and Oard, 2003; Ture et al., 2012b). Ad-
ditionally we find that the use of context-sensitive
translation information such as language models or
reordering information, greatly improves retrieval
quality in these types of models. We furthermore
show how to directly optimize the retrieval objective
using large-scale retrieval data sets with automati-
cally induced relevance judgments.

3 A Bag-of-Words Forced Decoding Model

Model Definition. SMT systems use a Viterbi ap-
proximation to find the output hypothesis q∗e

q∗e = arg max
qe

max
h∈Eqf

P (h, qe|qf ). (1)

over the search space of hypotheses or derivations
h ∈ Eqf for a given input qf . The probability of a
translation output qe under derivation h given qf is
usually modeled in a log-linear model

P (h, qe|qf ; wsmt) =
eFsmt(h,qe,qf )∑
qe,h

eFsmt(h,qe,qf )
,

where F (h, qe, qf ) is a learned linear combination
of input-output features, that is, the dot product be-
tween parameter column vector wsmt and feature
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column vector given by feature map Φsmt,

Fsmt(h, qe, qf ) = wT
smtΦsmt(h, qe, qf ). (2)

In CLIR, we seek to choose a derivation that is
both an accurate translation of the input according
to the translation model, and a well-formed discrim-
inative query that matches relevant documents with
high probability. We combine both objectives by di-
rectly modeling the probability of a document de in
target language e given a query qf in source lan-
guage f , factorized as follows:

P (de|qf ) =
∑
h∈Eqf

P (h|qf )︸ ︷︷ ︸
translation

×P (de|h, qf )︸ ︷︷ ︸
retrieval

.

Applying the same Viterbi approximation during in-
ference as in (1), we choose the retrieval score of de
to be the score of the highest scoring hypothesis h,

score(qf , de) = max
h∈Eqf

P (h|qf )× P (de|h, qf ), (3)

where the product between both models can be in-
terpreted as a conjunctive operation similar to a
product of experts (Hinton, 2002): A high score
is achieved if both experts, namely translation and
retrieval models, assign high scores to a hypothe-
sis. That is, the model attempts to produce a well-
formed translation, but at the same time chooses lex-
ical items present in the bag-of-words representation
of the document. Similarly, we can interpret the in-
clusion of the retrieval component as a constraint
to force the decoder to retrieve de with high prob-
ability. By a slight abuse of terminology, we will
henceforth call our approach Bag-of-Words Forced
Decoding (BOW-FD).1

The translation term P (h|qf ) is modeled as in (2)
for standard hierarchical phrase-based SMT (Chi-
ang, 2007) and left unchanged in our joint model.
The retrieval term P (de|h, qf ) is modeled in a simi-
lar form

Fir(h, de) = wT
irΦir(h, de),

1Standardly, the term forced decoding is used to describe the
search for only those derivations that exactly produce the refer-
ence translation. Our use of this terminology deviates from the
standard in two respects: First, we do not require exact reach-
ability of the reference, but only a BOW match. Second, our
constraint on the decoder is not strict, but only applies with high
probability.

where IR features do not depend on qf (thus allow-
ing us to drop this term) and decompose over deriva-
tion terms. This allows a bag-of-word vector rep-
resentation of documents, and retrieval features are
local to single edges in the search space for efficient
Viterbi inference. The joint scoring model is defined
as follows:

score(qf , de; w) = max
h∈Eqf

eFsmt(h,qe,qf )+Fir(h,de),

where the weight vector is defined by the vector con-
catenation w = wsmt‖wir, and qe refers to the yield
that is determined uniquely by derivation h.

Following the interpretation of our joint model
as forced or constrained decoding, we can view
pipeline approaches such as the direct translation
baseline as instances of unconstrained decoding.
That is, the SMT decoder yields a single transla-
tion output for every document and the assignment
of document scores is deferred to a (monolingual)
retrieval model given this single output structure.
Other CLIR approaches such as probabilistic struc-
tured queries (Darwish and Oard, 2003; Ture et al.,
2012b) try to mitigate this early disambiguation by
keeping enumerated translation alternatives at re-
trieval time. However, they either use context-free
word-based translation tables or select only terms
from a small n-best fraction of the full search space.

Dynamic Programming on Hypergraphs. De-
coding in a hierarchical phrase-based SMT (Chi-
ang, 2007) is usually understood as a two-step
process: Initially, an input sentence is parsed us-
ing a Weighted Synchronous Context-Free Gram-
mar (WSCFG) in a bottom-up manner to construct
an initial hypergraph H that compactly encodes the
full search space (“translation forest”) (Gallo et al.,
1993; Klein and Manning, 2001; Huang and Chi-
ang, 2005; Dyer et al., 2010). An ordered, directed
hypergraph H is a tuple 〈V,E, g,W〉, consisting of
a finite set of nodes V , a finite set of hyperedges E,
and weight function W : E 7→ R assigning real-
valued weights to e ∈ E. Language models are
typically added in a second rescoring phase that is
carried out by approximate solutions, such as cube-
pruning (Chiang, 2007; Huang and Chiang, 2007),
limiting the number of derivations created at each
node. A translation hypothesis h ∈ E corresponds
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to a sequence of nodes S ⊆ V connected via hyper-
edges e ending in goal node g. Each edge e is associ-
ated with a synchronous grammar rule r(e), and cor-
responding feature values Φ(r(e)). The weight of
hyperedge e is defined asW(e; w) = wTΦ(r(e)).

The quantity in (1) is efficiently computed using
dynamic programming under the proper semiring. A
commutative semiringK is a tuple 〈K,⊕,

⊗
, 0̄, 1̄〉,

of a set K, an associative and commutative addition
operator

⊕
, an associative multiplication operator⊗

, and their “neutral” elements 0̄ and 1̄, respec-
tively (Dyer, 2010). The Inside algorithm over the
topologically sorted, acyclic hypergraph H under
the tropical 〈R,max,×,−∞, 0〉 semiring (Good-
man, 1999; Mohri, 2009) computes the inside score
α of the Viterbi hypothesis, i.e. the weight of its
sequence of nodes ending in goal node g:

arg max
h∈Eq

P (h|q) ≡ α(g)

=
⊕
h∈Hq

⊗
e∈h
W(e; wsmt),

where W(e; wsmt) = wT
smtΦsmt(r(e)) assigns

weights given parameters and features of the trans-
lation model.

For Bag-of-Words Forced Decoding, we extend
W with another set of parameters wir for local IR
features Φir:

arg max
h∈Eq

P (h|q, d) ≡ α(g)

=
⊕
h∈Hq

⊗
e∈h
W ′(e, d; wsmt,wir), (4)

with W ′(e, d; wsmt,wir) = wT
smtΦsmt(r(e)) +

wT
irΦir(r(e), d). Note that Φir depends on both

translation rule r(e) and document d, while Φsmt

solely depends on source and target side of r(e).

Decomposable Retrieval Features. We use
sparse, lexicalized, real-valuead IR features that
relate derivations h to document d using Okapi
bm25 term weights (Robertson and Zaragoza,
2009):

bm25(t, d) = rsj(t, C) · tfbm25(t, d),

where rsj(t, C) = log
( |C|−df(t,C)+0.5

df(t,C)+0.5

)
is a con-

stant term weight approximated on document fre-
quencies for collection C, and tfbm25(t, d) =

tf(t, d)/(k1((1− b) + b dl
avdl ) + tf(t, d)) a saturated

term frequency weight of term t in document d, tak-
ing into account (average) document lengths dl and
avdl2. We fire the Okapi bm25 term weight for each
derivation term t ∈ h w.r.t. document d in collec-
tion C. The sum of feature values for all deriva-
tion terms ti ∈ h equals the regular BM25 score
BM25(h, d) =

∑
t∈h bm25(t, d). Weights wir for

this type of features are interpretable as additional,
general term weights.

Additionally, we report experiments using sparse
alignment features that fire an indicator for each
alignment, insertion, or deletion of words in source
and target. They allow the model to adapt lexical
choice and dropping of function words for retrieval.

Default Retrieval Weights & Self-Translation.
To enforce a ranking over documents, we define
an IR default weight v, wir = 1v. Intuitively, v
controls the model’s disposition to diverge from the
SMT Viterbi path. If IR features fire in other re-
gions of the search space than the SMT Viterbi path,
this weight compensates for the loss incurred for not
producing the Viterbi hypothesis. Furthermore, the
default weight allows the model to generalize to un-
seen data: If an unknown query word, for exam-
ple a named entity, causes an IR feature to fire at
test time, the decoder will simply pass through the
source word to any derivation, and the IR feature can
contribute to the retrieval score with v > 0.

Multi-Sentence Queries. Specialized retrieval
tasks such as patent prior art search may exhibit
long, coherent search queries that contain mul-
tiple sentences. If multiple sentences of query
q = (s1, . . . , sm) are processed independently,
we need to combine the sentence-wise rankings to
obtain a final ranking. We model this task from a
product of experts perspective (Hinton, 2002) and
multiply scores score(·, d) of document d in all m
sentence rankings, re-sorting the final output. If d is
not in the top-k ranking of a sentence, we take the
minimum score of that top-k ranking as a smoothing
value to prevent the product to become zero.

2bm25 parameters were fixed at k1 = 1.2 and b = 0.75
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Implementation and Complexity Analysis.3 We
implemented the above model on top of the hier-
archical phrase-based decoder cdec (Dyer et al.,
2010), but there are no limitations for applying this
approach to phrase-based systems (Koehn et al.,
2007). Procedurally, after cdec yields the trans-
lation forest, we compute the overlap of IR feature
activations between edges in the forest and the doc-
ument candidates. The Inside algorithm is only car-
ried out for documents that activate at least one IR
feature in the search space. For documents with no
activation we can skip the computation of scores and
assign the SMT Viterbi score, which constitutes a
lower bound on the model score.

For a single query q, forced decoding requires
a single pass over the topologically sorted search
space to find IR feature activations along hyper-
edges, yielding a complexity of O(|V | + |E|). The
dynamic programming procedure that computes a
score for a document requires another pass over the
forest evaluating the extended edge weight (4) for
every edge e ∈ E, where the dot product for transla-
tion features is already precomputed by cdec , and
the retrieval part depends on the number of active IR
features, ω := |Φir(r(e), d)|. Overall complexity
for a single query and all documents d ∈ C is thus

O
(
|V |+ |E|+ (|V |+ |E| · ω) · |C|).

As noted above, we can reduce the quantity |C| by
checking if a document candidate shares any IR fea-
tures with the search space and avoid superfluous
executions of the Inside algorithm. In our experi-
ments on Wikipedia data, we found that this check
reduces |C| to about 64% of its original size. This
pre-filtering is similar to the coarse query approach
of Dong et al. (2014), who score only documents
that contain at least one term in the query lattice. We
further reduce runtime of the inference procedure by
using approximate decoding. We experimented with
using a beam search approach to limit the number of
weight evaluations in (4) for incoming edges at each
node. The max operation of the tropical semiring is
discontinued once the number of considered incom-
ing edges at a node exceeds the size of the beam.

3The complexity of the construction of the translation forest
including the language model is common to BOW-FD and the
other baselines and thus not included in the following analysis.

4 Learning to Decode for Retrieval

We now turn to the problem of learning parameter
weights for the BOW-FD model. The objective is to
prefer a relevant document d+ over an irrelevant one
d− by assigning a higher score to d+ than to d−,

score(q, d+; w) > score(q, d−; w).

We sample a set of preference pairs

P = {(d+, d−)|rl(d+, q) > rl(d−, q)}
from relevance-annotated data where rl(d, q) indi-
cates the relevance level of a document given query.
Furthermore, we require the difference of scores to
satisfy a certain margin:

score(q, d+; w) > score(q, d−; w) + ∆,

where the margin is defined as

∆ = rl(d+, q)− rl(d−, q).

Our final objective is a margin-rescaled hinge-loss

L(P) =∑
d+,d−∈P

[
score(q, d−; w)− score(q, d+; w) + ∆

]
+

where [·]+ = max(0, ·).
We use stochastic (sub)gradient descent optimiza-

tion using the Adadelta (Zeiler, 2012) update rule.
Adadelta does not require manual tuning of a global
learning rate and requires only two hyperparame-
ters that have shown to be quite robust to changes:
the sliding window decay rate ρ = 0.95 and a con-
stant ε = 10−6 were set to the default parameters
given in the original paper. We furthermore use the
distributed learning technique of Iterative Parame-
ter Mixing (McDonald et al., 2010), where multi-
ple models on several shards of the training data are
trained in parallel and parameters are averaged after
each epoch. We perform incremental optimization
using a cyclic order of the data sequence (Bertsekas,
2011), that is, the learner steps through a fixed se-
quence of pairs, query by query, and relevant docu-
ment by relevant document, without randomization
after epochs. This allows us to cache consecutive
query search spaces and feature vectors for relevant
documents. Regularization is done by early stop-
ping where the best iteration is found on a held-out
development set.
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Wikipedia patents
MAP NDCG PRES MAP NDCG PRES

DT .3678 .5691 .7219 .2554 .5397 .5680
PSQ .3642 .5671 .7165 .2659 .5508 .5851
BOW-FD ∗.3880 ∗.5911 ∗.7417 ∗.2825 ∗.5721 ∗.6072
BOW-FD+LTR †.3913 †.5962 †.7543 †.2870 †.5807 †.6260
BOW-FD+LEX+LTR †.3919 †.5963 †.7528 †.2883 †.5819 †.6251

Table 1: Retrieval results of baseline systems and BOW-FD with default weight v = 1.6 for Wikipedia and v = 0.8 for
patents, respectively. Baseline and BOW-FD models use the same SMT system. Significant differences at p = 10−4

with respect to baselines are indicated with ∗. Significant differences at p = 10−6 of learning-to-rank-based models
(LTR) with respect to BOW-FD are indicated with †.

Wikipedia patents
MAP NDCG PRES MAP NDCG PRES

DT .3347(−.03) .5368(−.03) .6970(−.03) .2315(−.02) .5105(−.03) .5420(−.03)

PSQ .3464(−.02) .5483(−.02) .7006(−.02) .2460(−.02) .5290(−.02) .5672(−.02)

BOW-FD .3218(−.07) .5315(−.06) .7220(−.02) .1651(−.12) .4185(−.15) .4959(−.11)

Table 2: SMT-based CLIR models without a language model. Numbers in superscripts denote the absolute loss with
respect to equivalent systems in Table 1.

5 Evaluation

Data and Systems. We conducted experi-
ments on two large-scale CLIR tasks, namely
German-English Wikipedia cross-lingual article
retrieval4 (Bai et al., 2010; Schamoni et al., 2014),
and patent prior art search with Japanese-English
patent abstracts5 (Fujii et al., 2009; Guo and Gomes,
2009; Sokolov et al., 2013; Schamoni et al., 2014),
comparing retrieval performance of BOW-FD
against the state-of-the-art SMT-based CLIR base-
lines of Direct Translation (DT) and cross-lingual
Probabilistic Structured Queries (PSQ) (Ture et al.,
2012a; Ture et al., 2012b). The SMT models, as
well as baseline evaluation scores were taken from
(Schamoni et al., 2014).

We present results for BOW-FD using a default
weight v optimized on the development sets, and
for models with parameters trained using pairwise
learning-to-rank. We compute MAP, NDCG (Man-
ning et al., 2008) and PRES (Magdy and Jones,
2010) scores on the top 1,000 returned documents

4http://www.cl.uni-heidelberg.de/
statnlpgroup/wikiclir/

5http://www.cl.uni-heidelberg.de/
statnlpgroup/boostclir/

to provide an extensive evaluation across precision-,
and recall-oriented measures. Differences in evalua-
tion scores between two systems were tested for sta-
tistical significance using paired randomization tests
(Smucker et al., 2007). Significance levels are either
indicated as superscripts, or provided in the captions
of the respective tables.

Baseline SMT systems and BOW-FD share the
hierarchical phrase-based SMT systems built with
cdec (Dyer et al., 2010). For German-English
cross-lingual article retrieval on Wikipedia, we built
a system analogously to Schamoni et al. (2014) from
parallel training data (over 104M words) consist-
ing of the Europarl corpus (Koehn, 2005) in version
7, the News Commentary corpus, and the Common
Crawl corpus (Smith et al., 2013). Word alignments
were created with fast align (Dyer et al., 2013).
The 4-gram language model was trained with the
KenLM toolkit (Heafield, 2011) on the English side
of the training data and the English Wikipedia arti-
cles. Language model scores are added to the search
spaces using the cube pruning algorithm (Huang and
Chiang, 2007) with poplimit = 200. SMT Model
parameters were optimized using MIRA (Chiang et
al., 2008) on the WMT2011 news test set (3003
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sentences). The parameters for the baseline PSQ
model were found on a development set consist-
ing of 10,000 German queries using 1,000-best lists:
interpolation parameter λ = 0.4, lower threshold
L = 0, and cumulative threshold C = 1.

For the task of Japanese-English patent prior-art
search, we use a system analog to Sokolov et al.
(2013) and Schamoni et al. (2014). Its SMT features
are trained on 1.8M parallel sentences of NTCIR-
7 data (Fujii et al., 2008) and weights were tuned
on the NTCIR-8 test collection (2,000 sentences)
using MIRA (Chiang et al., 2008). A 5-gram lan-
guage model on the English side of the training
data was trained with the KenLM toolkit (Heafield,
2011). The system uses a cube pruning poplimit of
30. Parameters for the baseline PSQ model were
found on a development set of 2,000 patent abstract
queries and set to n-best list size = 1000, λ = 1.0,
L = 0.005, C = 0.95

Experimental Results. We first find a default
weight v using grid search within v = [0, 3] and
v = [0, 2] on the development sets for Wikipedia and
patents, respectively. v controls the balance be-
tween the retrieval and translation features and with
larger v, the model is more likely to produce query
derivations diverging from the SMT 1-best transla-
tion. For Wikipedia, we sample 1,000 out of 10,000
queries to reduce the time of the grid search. For
patents we use the full development set of 2,000
queries with 8,381 sentences. We combine rank-
ings for single-sentence queries from multi-sentence
patent abstracts using the product method as previ-
ously described. Well performing values were found
at v = 1.6 for Wikipedia, and v = 0.8 for patents,
respectively.

Table 1 shows test set performance of DT and
PSQ baselines versus BOW-FD. Scores for DT and
PSQ are as reported in Schamoni et al. (2014).
We observe that BOW-FD significantly outperforms
both baselines by over 2 points on Wikipedia and
patents under all three evaluation measures. While
the cube pruning poplimit was set to 200 for the
Wikipedia experiments, it is set to 30 for patents.
This may reduce the diversity of the search space
considerably. Increasing the poplimit from 30 to
200 yielded another significant gain (MAP=0.2893,
NDCG=0.5807, PRES=0.6172) on this dataset.
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Figure 1: Difference in PRES scores on the Wikipedia de-
velopment set as a function of PRES’s Nmax parameter
between BOW-FD +LM and -LM systems.

Learning-to-rank results. We learned the
weights of the BOW-FD model starting from IR
default weights optimized by grid search, and from
SMT feature weights “pre-trained” on parallel data.
We furthermore found improvements over BOW-FD
in precision-oriented metrics (MAP and NDCG) by
freezing SMT weights. Table 1 shows that BOW-
FD+(LEX+)LTR models significantly outperform
BOW-FD on both data sets, with the largest im-
provement for PRES. Differences between models
with and without lexical alignment features are not
statistically significant. We conjecture that LTR
models mostly optimize recall rather than precision,
i.e. placing more relevant document in the ranking.
This is supported by the fact that BOW-FD+LTR
retrieves 70.1% of the relevant documents in the test
set, compared to 68.0% by BOW-FD, while Mean
Reciprocal Rank (MRR) hardly differs (0.7344 vs.
0.7332). An experiment with no pre-trained SMT
or default IR weights, performed worse, indicating
the importance of translation-benign search spaces
and IR default weights for generalization to unseen
terms.

Importance of Language Model for Retrieval.
Liu et al. (2012) and Dong et al. (2014) claim
that computationally expensive SMT feature func-
tions such as language models have only minor
impact on CLIR performance of SMT-based mod-
els. We found that such context-sensitive informa-
tion present in single 1-best query translations (DT),
weighted translation alternatives from the n-best
list (PSQ), and forced decoding in a “translation-
benign” search space (BOW- FD) is crucial for re-
trieval performance in the experiments reported this
paper. In order to investigate the question of the
importance of context-sensitive information such as
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language model scores for retrieval we conducted an
experiment in which the language model informa-
tion is removed from all three SMT-based models.
For the PSQ models, we also set the parameter λ
to 1.0 to disable interpolation with the context-free
lexical translation table (Ture et al., 2012a). Table 2
shows that retrieval performance drops significantly
for all models. The drop in performance for the two
baseline models is comparable on both data sets. Re-
moving the language model for BOW-FD hurts per-
formance the most (with an average drop of 6 points
in MAP and NDCG scores for Wikipedia, and over
11 points in all measures for patents). However,
scores for recall-oriented PRES on Wikipedia re-
mains relatively stable for BOW-FD with and with-
out a language model. A closer analysis on the
rankings for BOW-FD on Wikipedia shows that the
-LM model returns 1,589 (out of 86,994) relevant
documents less than the +LM model. However,
only 2 documents with relevance level 3, i.e., di-
rectly linked cross-lingual “mates”, were no longer
retrieved, suggesting that excluding the language
model from the system mostly affects the retrieval
of “non-mates”, i.e. documents that are linked by,
or link to the cross-lingual mate. We explain this
behavior as follows: Cross-lingual mates are likely
to contain words that are close to an adequate query
translation, since they constitute the beginning of a
Wikipedia article with the same topic as the query.
Derivations generated for these documents are such
that both translation model features (with or with-
out the LM) and retrieval features agree on a path
close to the SMT Viterbi translation. In contrast,
other relevant documents require more non-standard
lexical choices that are harder to achieve in a +LM
search space, since the strong weight on the lan-
guage model, plus a language model-driven pruning
technique, strongly favor lexical choices that agree
with the language model’s concept of fluency. In
a -LM search space, disfluent derivations are eas-
ily reached by IR feature activations whose default
weight is much larger in relation to the remaining
SMT features. The use of “glue rules” allowing left-
to-right concatenation of partial translations along
with loosely extracted synchronous grammar rules
give hierarchical MT models large degrees of free-
dom in producing very disfluent translations in the
-LM space. If a language model is not ensuring a

more or less “translation-benign” search space, the
“reachability” of terms in irrelevant documents is in-
creased causing them to interfere with the ranking
of relevant documents that may be closer transla-
tions of the query. This behavior immediately affects
precision-oriented scores such as MAP and NDCG,
while PRES is only affected if its recall cutoff pa-
rameter, Nmax, is lowered, as shown in Figure 1.

The major drop in performance for patent data
may be explained with the way multiple sentence
queries are evaluated: A language model limits di-
versity of translation options for multiple sentences.
Without a language model, the sets of documents re-
trieved by each sentence are almost disjoint, i.e. the
sentences do not agree on a common set of docu-
ments.

6 Conclusion

In this paper, we presented an approach to CLIR
that shifts the focus from retrieval to translation
by forcing a standard SMT decoder to produce a
bag-of-words representation of the document repos-
itory. This is done by joint optimization of a linear
model including both translation and retrieval fea-
tures under a ranking objective. Highly weighted
term-match features are then used to find a decod-
ing path that gives highest score to the document
that is optimal with respect to both relevance and
translational adequacy. We showed in a large-scale
evaluation on cross-lingual retrieval tasks in the do-
mains of patents and Wikipedia pages that our ap-
proach significantly outperforms direct translation
and Probabilistic Structured Query approaches un-
der a variety of evaluation metrics. Furthermore, we
investigated the role of context-sensitive information
such as language model scores in retrieval. In con-
trast to previous claims about the minor impact of
language models in retrieval performance in SMT-
based CLIR, we found significant drops in MAP and
NDCG across all models when removing language
model information. This confirms the dual role of
the language model to ensure fluency and to select
the proper translation terms in the context of the
neighboring target terms. The latter role of the lan-
guage model makes it an indispensable ingredient of
any SMT-based CLIR approach.

Open questions in our work regard further im-
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provements in efficiency of retrieval. So far we
could achieve substantial reductions in retrieval
complexity by pre-filtering based on coarse term
matches. The inherent complexity of SMT decod-
ing is less of a problem in offline applications such
as translation retrieval (Dong et al., 2014), but it
becomes prohibitive in online applications such as
cross-lingual web search. In future work, we would
like to address efficiency, e.g. by investigating the
possibility of incorporating an inverted index into
online applications of forced decoding.
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Abstract

Evaluation of segment-level machine transla-
tion metrics is currently hampered by: (1) low
inter-annotator agreement levels in human as-
sessments; (2) lack of an effective mechanism
for evaluation of translations of equal quality;
and (3) lack of methods of significance testing
improvements over a baseline. In this paper,
we provide solutions to each of these chal-
lenges and outline a new human evaluation
methodology aimed specifically at assessment
of segment-level metrics. We replicate the hu-
man evaluation component of WMT-13 and
reveal that the current state-of-the-art perfor-
mance of segment-level metrics is better than
previously believed. Three segment-level met-
rics — METEOR, NLEPOR and SENTBLEU-
MOSES — are found to correlate with human
assessment at a level not significantly outper-
formed by any other metric in both the individ-
ual language pair assessment for Spanish-to-
English and the aggregated set of 9 language
pairs.

1 Introduction

Automatic segment-level machine translation (MT)
metrics have the potential to greatly advance MT by
providing more fine-grained error analysis, increas-
ing efficiency of system tuning methods and leverag-
ing techniques for system hybridization. However, a
major obstacle currently hindering the development
of segment-level metrics is their evaluation. Human
assessment is the gold standard against which met-
rics must be evaluated, but when it comes to the task
of evaluating translation quality, human annotators

are notoriously inconsistent. For example, the main
venue for evaluation of metrics, the annual Work-
shop on Statistical Machine Translation (WMT),
reports disturbingly low inter-annotator agreement
levels and highlights the need for better human
assessment of MT. WMT-13, for example, report
Kappa coefficients ranging from 0.075 to 0.324 for
assessors from crowd-sourcing services, only in-
creasing to between 0.315 and 0.457 for MT re-
searchers (Bojar et al., 2013a). For evaluation of
metrics that operate at the system or document-level
such as BLEU, inconsistency in individual human
judgments can, to some degree, be overcome by ag-
gregation of individual human assessments over the
segments within a document. However, for evalua-
tion of segment-level metrics, there is no escaping
the need to boost the consistency of human annota-
tion of individual segments.

This motivates our analysis of current methods of
human evaluation of segment-level metrics, and pro-
posal of an alternative annotation mechanism. We
examine the accuracy of segment scores collected
with our proposed method by replicating compo-
nents of the WMT-13 human evaluation (Bojar et
al., 2013b), with the sole aim of optimizing agree-
ment in segment scores to provide an effective gold
standard for evaluating segment-level metrics. Our
method also supports the use of significance test-
ing of segment-level metrics, and tests applied to
the WMT-13 metrics over nine language pairs re-
veal for the first time which segment-level metrics
outperform others. We have made available code for
acquiring accurate segment-level MT human eval-
uations from the crowd, in addition to significance

1183



testing competing segment-level metrics, at:

https://github.com/ygraham/
segment-mteval

2 WMT-style Evaluation of Segment-level
MT Metrics

Since 2008, the WMT workshop series has included
a shared task for automatic metrics, and as with the
translation shared task, human evaluation remains
the official gold standard for evaluation. In order
to minimize the amount of annotation work and en-
force consistency between the primary shared tasks
in WMT, the same evaluations are used to evalu-
ate MT systems in the shared translation task, as
well as MT evaluation metrics in the document-level
metrics and segment-level metrics tasks. Although
WMT have trialled several methods of human eval-
uation over the years, the prevailing method takes
the form of ranking a set of five competing trans-
lations for a single source language (SL) input seg-
ment from best to worst. A total of ten pairwise hu-
man relative preference judgments can be extracted
from each set of five translations. Performance of
a segment-level metric is assessed by the degree to
which it corresponds with human judgment, mea-
sured by the number of metric scores for pairs of
translations that are either concordant (Con) or dis-
cordant (Dis) with those of a human assessor, which
the organizers describe as “Kendall’s τ”:

τ =
|Con| − |Dis|
|Con|+ |Dis|

Pairs of translations deemed equally good by a
human assessor are omitted from evaluation of
segment-level metrics (Bojar et al., 2014).

There is a mismatch between the human judg-
ments data used to evaluate segment-level metrics
and the standard conditions under which Kendall’s
τ is applied, however: Kendall’s τ is used to mea-
sure the association between a set of observations of
a single pair of joint random variables, X (e.g. the
human rank of a translation) and Y (e.g. the met-
ric score for the same translation). A conventional
application of Kendall’s τ would be comparison of
all pairs of values within X with each correspond-
ing pair within Y . Since the human assessment data
is, however, a large number of separately ranked sets

of five competing translations and not a single rank-
ing of all translations, it is not possible to compute a
single Kendall’s τ correlation.1 The formula used
to assess the performance of a metric in the task,
therefore, is not what is ordinarily understood to be
a Kendall’s τ coefficient, but, in fact, equivalent to a
weighted average of all Kendall’s τ for each human-
ranked set of five translations.

A more significant problem, however, lies in the
inconsistency of human relative preference judg-
ments within data sets. Since overall scores for met-
rics are described as correlations, possible values
achievable by any metric could be expected to lie
in the range [−1, 1] (or “±1”). This is not the case,
and achievements of metrics are obscured by con-
tradictory human judgments. Before any metric has
provided scores for segments, for example, the max-
imum and minimum correlation achievable by a par-
ticipating metric can be computed as, in the case of
WMT-13:
• Russian-to-English: ±0.92
• Spanish-to-English: ±0.90
• French-to-English: ±0.90
• German-to-English: ±0.92
• Czech-to-English: ±0.89
• English-to-Russian: ±0.90
• English-to-Spanish: ±0.90
• English-to-French: ±0.91
• English-to-German: ±0.90
• English-to-Czech: ±0.87

If we are interested in the relative performance of
metrics and take a closer look at the formula used
to contribute a score to metrics, we can effectively
ignore the denominator (|Con|+ |Dis|), as it is con-
stant for all metrics. The numerator (|Con| − |Dis|)
is what determines our evaluation of the relative per-
formance of metrics, and although the formula ap-
pears to be a straightforward subtraction of counts
of concordant and discordant pairs, due to the large
numbers of contradictory human relative preference
judgments in data sets, what this number actually
represents is not immediately obvious. If, for exam-
ple, translations A and B were scored by a metric
such that metric score(A) > metric score(B), one

1This would in fact require all (|MT systems| × |distinct
segments|) translations included in the evaluation to be placed
in a single rank order.
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might expect an addition or subtraction of 1 depend-
ing on whether or not the metric’s scores agreed with
those of a human. Instead, however, the following is
added:

(max(|A > B|, |A < B|)
−min(|A > B|, |A < B|))× d

where:

|A > B| = # human judgments where A was

preferred over B

|A < B| = # human judgments where B was

preferred over A

d =
{

1 if |A < B| > |A > B|
−1 if |A < B| < |A > B|

For example, translations of segment 971 for Czech-
to-English systems uedin-heafield and uedin-wmt13
were compared by human assessors a total of 12
times: the first system was judged to be best 4 times,
the second system was judged to be best 2 times, and
the two systems were judged to be equal 6 times.
This results in a score of 4−2 for a system-level met-
ric that scores the uedin-heafield translation higher
than uedin-wmt13 (tied judgments are omitted), or
score of 2− 4 in the converse case.

Another challenge is how to deal with relative
preference judgments where two translations are
deemed equal quality (as opposed to strictly better or
worse). In the current setup, tied translation pairs are
excluded from the data, meaning that the ability for
evaluation metrics to evaluate similar translations is
not directly evaluated, and a metric that manages to
score two equal quality translations closer, does not
receive credit. A segment-level metric that can ac-
curately predict not just disparities between transla-
tions but also similarities is likely to have high util-
ity for MT system optimization, and is possibly the
strongest motivation for developing segment-level
metrics in the first place. In WMT-13, however, 24%
of all relative preference judgments were omitted on
the basis of ties, broken down as follows:
• Spanish-to-English: 28%
• French-to-English: 26%
• German-to-English: 27%
• Czech-to-English: 25%
• Russian-to-English: 24%

• English-to-Spanish: 23%
• English-to-French: 23%
• English-to-German: 20%
• English-to-Czech: 16%
• English-to-Russian: 27%

Although significance tests for evaluation of MT
systems and document-level metrics have been iden-
tified (Koehn, 2004; Graham and Baldwin, 2014;
Graham et al., 2014b), no such test has been pro-
posed for segment-level metrics, and it is unfortu-
nately common to conclude success without taking
into account the fact that an increase in correlation
can occur simply by chance. In the rare cases where
significance tests have been applied, tests or confi-
dence intervals for individual correlations form the
basis for drawing conclusions (Aziz et al., 2012;
Machacek and Bojar, 2014). However, such tests do
not provide insight into whether or not a metric out-
performs another, as all that’s required for rejection
of the null hypothesis with such a test is a likelihood
that an individual metric’s correlation with human
judgment is not equal to zero. In addition, data sets
for evaluation in both document and segment-level
metrics are not independent and the correlation that
exists between pairs of metrics should also be taken
into account by significance tests.

3 Segment-Level Human Evaluation

Many human evaluation methodologies attempt to
elicit precisely the same quality judgment for indi-
vidual translations from all assessors, and inevitably
produce large numbers of conflicting assessments in
the process, including from the same individual hu-
man judge (Callison-Burch et al., 2007; Callison-
Burch et al., 2008; Callison-Burch et al., 2009). An
alternative approach is to take into account the fact
that different judges may genuinely disagree, and
allow assessments provided by individuals to each
contribute to an overall estimate of the quality of a
given translation.

In an ideal world in which we had access to as-
sessments provided by the entire population of qual-
ified human assessors, for example, the mean of
those assessments would provide a statistic that,
in theory at least, would provide a meaningful
segment-level human score for translations. If it
were possible to collect assessments from the entire
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population we could directly compute the true mean
score for a translation segment. This is of course not
possible, but thanks to the law of large numbers we
can make the following assumption:

Given a sufficiently large assessment sam-
ple for a given translation, the mean of as-
sessments will provide a very good esti-
mate of the true mean score of the transla-
tion sourced from the entire assessor pop-
ulation.

What the law of large numbers does not tell us,
however, is, for our particular case of translation
quality assessment, precisely how large the sample
of assessments needs to be, so that the mean of
scores provides a close enough estimate to the true
mean score for any translation. For a sample mean
for which the variance is known, the required sam-
ple size can be computed for a specified standard er-
ror. However, due to the large number of distinct
translations we deal with, the variance in sample
score distributions may change considerably from
one translation to the next. In addition, the choice
as to what exactly is an acceptable standard error in
sample means would be somewhat arbitrary. On the
one hand, if we specify a standard error that’s lower
than is required, and subsequently collect more re-
peat assessments than is needed, we would be wast-
ing resources that could, for example, be targeted at
the annotation of additional translation segments.

Our solution is to empirically investigate the im-
pact on sample size of repeat assessments on the
mean score for a given segment, and base our de-
termination of sample size on the findings. Since
we later motivate the use of Pearson’s correlation to
measure the linear association between human and
metric scores (see Section 4), we base our investiga-
tion on Pearson’s correlation.

We collect multiple assessments per segment to
create score distributions for segments for a fixed set
per language pair. This is repeated twice over the
same set of segments to generate two distinct sets
of annotations: one set is used to estimate the true
mean score, and the second set is randomly down-
sampled to simulate a set of assessments of fixed
sample size. We measure the Pearson correlation be-
tween the true mean score and different numbers of

Language # translations # assessments
pair per translation
es-en 280 40
en-es 140 19
en-ru 140 15
en-de 140 14

Table 1: Datasets used to assess translation assessment
sample size
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Figure 1: Correlation (r) of translation quality estimates
between the initial and repeat experiment runs for each of
the four language pairs from WMT-13, for sample sizeN
and based on raw and standardized (z) scores.

assessments for a given assessment, to ask the ques-
tion: how many assessments must be collected for
a given segment to obtain mean segment scores that
truly reflects translation quality? Scores are sampled
according to annotation time to simulate a realistic
setting.

3.1 Translation Assessment Sample Size

MTurk was used to collect large numbers of transla-
tion assessments, in sets of 100 translations per as-
sessment task (or “HIT” in MTurk parlance). The
HITS were structured to include degraded transla-
tions and repeat translations, and rated on a contin-
uous Likert scale with a single translation assess-
ment displayed to the assessor at one time (Graham
et al., 2014a; Graham et al., 2013). This supports
accurate quality-control as well as normalisation of
translation scores for each assessor. The assessment
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Figure 2: Plots and correlation (r) of translation quality assessments in the initial (x-axis) and replicate experiments (y-
axis) for Spanish-to-English over WMT-13, where each point represents a standardized segment-level score computed
as the mean of the N individual assessments for that plot.

task was posed as a monolingual task, where asses-
sors were asked to rate the degree to which the MT
system output adequately expressed the meaning of
the corresponding reference translation. Transla-
tions were sampled at random from the WMT-13
data sets for the four language pairs, as detailed in
Table 1. Due to low-quality assessors on MTurk
and the need for assessments solely for quality as-
surance purposes, the exercise required a substantial
number of individual assessments. For Spanish-to-
English, for example, a total of (280 translations +
120 translations for quality-control purposes) × 40
assessments per translation × 2 separate data col-
lections × ∼2 to allow for filtering of low-quality
assessors = ∼64k assessments were collected; after
quality control filtering and removing the quality-
control translations, around 22k assessments were
used for the actual experiment.

Figure 1 shows the Pearson correlation between
mean segment-level scores calculated for varying
numbers of assessments (N ), and the full set of as-
sessments for the second set of assessments. For
each language pair, we calculate the correlation first
over the raw segment scores and second over stan-
dardized scores, based on the method of Graham et

al. (2014a).2 For all language pairs, although the
correlation is relatively low for single assessments,
as the sample size increases, it increases, and by
approximately N = 15 assessments, for all four
language pairs, the correlation reaches r = 0.9.
For Spanish-to-English, for which most assessments
were collected, when we increase the number of as-
sessments to N = 40 per translation, the correla-
tion reaches r = 0.97. Figure 2 is a set of scatter
plots for mean segment-level scores for Spanish-to-
English rising, for varying sample sizes N .

As expected, the larger the sample size of assess-
ments, the greater the agreement with the true mean
score, but what is more surprising is that with as few
as 15 assessments, the scores collected in the two
separate experiments correlate extremely well, and
provide what we believe to be a sufficient stability
to evaluate segment-level metrics.

2Standardized segment scores are computed by standardiz-
ing individual raw scores according to the mean and standard
deviation of individual assessors, and then combined into mean
segment scores.
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4 Segment-level Metric Evaluation

Since the scores generated by our method are contin-
uous and segment-level metrics are also required to
output continuous-valued scores, we can now com-
pare the scores directly using Pearson’s correlation.
Pearson’s correlation has three main advantages for
this purpose. Firstly, the measure is unit-free, so
metrics do not have to produce scores on the same
scale as the human assessments. Secondly, scores
are absolute as opposed to relative and therefore
more intuitive and ultimately more powerful; for ex-
ample, we are able to evaluate metrics over the 20%
of translations of highest or lowest quality in the test
set. Finally, the use of Pearson’s correlation facil-
itates the measurement of statistical significance in
correlation differences.

It is important to point out, however, that mov-
ing from Kendall’s τ over relative preference judg-
ments to Pearson’s r over absolute scores does, in
fact, change the task required of metrics in one re-
spect: previously, there was no direct evaluation of
the scores generated by a metric, nor indeed did the
evaluation ever directly compare translations for dif-
ferent source language inputs (as relative preference
judgments were always relative to other translations
for the same input). Pearson’s correlation, on the
other hand, compares scores across the entire test
set.

4.1 Significance Testing of Segment-level
Metrics

With the move to Pearson’s correlation, we can
also test statistical significance in differences be-
tween metrics, based on the Williams test (Williams,
1959),3 which evaluates significance in a difference
in dependent correlations (Steiger, 1980). As sug-
gested by Graham and Baldwin (2014), the test is
appropriate for evaluation of document-level MT
metrics since the data is not independent, and for
similar reasons, the test can also be used for evalua-
tion of segment-level metrics.

4.2 Spanish-to-English Segment-level Metrics
We first carry out tests for Spanish-to-English
segment-level metrics from WMT-13. In our exper-
iments in Section 3.1, we used only a sub-sample

3Also sometimes referred to as the Hotelling–Williams test.

Metric r τ

METEOR 0.484 0.324
NLEPOR 0.483 0.281
SENTBLEU-MOSES 0.465 0.266
DEP-REF-EX 0.453 0.307
DEP-REF-A 0.453 0.312
SIMPBLEUP 0.450 0.287
SIMPBLEUR 0.444 0.388
LEPOR 0.408 0.236
UMEANT 0.353 0.202
MEANT 0.342 0.202
TERRORCAT 0.313 0.313

Table 2: Pearson’s correlation and Kendall’s τ between
WMT-13 segment-level metrics and human assessment
for Spanish-to-English (ES-EN). Note that Kendall’s τ
is based on the WMT-13 formulation, and the preference
judgments from WMT-13.

of segments, so the first thing is to collect assess-
ments for the remaining Spanish-to-English transla-
tion segments using MTurk, based on a sample of
at least 15 assessments. A total of 24 HITs of 100
translations each were posted on MTurk; after re-
moval of low quality workers (∼50%) and quality
control items (a further 30%), this resulted in 840
translation segments with 15 or more assessments
each. The scores were standardized and combined
into mean segment scores.

Table 2 shows the Pearson’s correlation for each
metric that participated in the WMT-13 Spanish-to-
English evaluation task, along with the Kendall’s
τ based on the original WMT-13 methodology and
relative preference assessments. Overall, when
we compare correlations using the new evaluation
methodology to those from the original evaluation,
even though we have raised the bar by assessing
the raw numeric outputs rather than translating them
into preference judgments relative to other trans-
lations for the same SL input, all metrics achieve
higher correlation with human judgment than re-
ported in the original evaluation. This indicates that
the new evaluation setup is by no means unreal-
istically difficult, and that even though it was not
required of the metrics in the original task setup,
the metrics are doing a relatively good job of ab-
solute scoring of translation adequacy. In addition,
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Figure 3: Pearson’s correlation between every pair of
segment-level metric competing in the WMT-13 Spanish-
to-English task.

the new assessment reflects how well metrics score
translations of very close or equal quality, and, as
described in Section 2, ameliorates the issue of low
inter-annotator agreement as well as resolving the
original mismatch between discrete human relative
preference judgments and continuous metric scores.

Figure 3 is a heat map of the Pearson’s cor-
relation between each pair of segment-level met-
rics for Spanish-to-English from WMT-13, and Fig-
ure 4 shows correspondence between scores of three
segment-level metrics with our human evaluation
data. Figure 5 displays the outcome of the Williams
significance test as applied to each pairing of com-
peting metrics. Since the power of Williams test in-
creases with the strength of correlation between a
pair of metrics, it is important not to conclude the
best system by the number of other metrics it outper-
forms. Instead, the best choice of metric for that lan-
guage pair is any metric that is not signicifantly out-
performed by any other metric. Three metrics prove
not to be significantly outperformed by any other
metric for Spanish-to-English, and tie for best per-
formance: METEOR (Denkowski and Lavie, 2011),
NLEPOR (Han et al., 2013) and SENTBLEU-MOSES

(sBLEU-moses).

p-value

0 0.05 0.1

Figure 5: Evaluation of significance of increase in
correlation with human judgment between every pair
of segment-level metrics competing in the Spanish-to-
English WMT-13 metrics task. A colored cell (i,j) in-
dicates that system named in row i significantly outper-
forms system named in column j at p < 0.1, and green
cells at p < 0.05.

Metric r

METEOR 0.441
NLEPOR 0.416
SENTBLEU-MOSES 0.422
SIMPBLEUP 0.418
SIMPBLEUR 0.404
LEPOR 0.326

Table 3: Pearson’s correlation between each WMT-13
segment-level metric and human assessment for the com-
bined set of nine language pairs.

4.3 9 Language Pairs

Since human assessments are now absolute, scores
effectively have the same meaning across language
pairs, facilitating the combination of data across
multiple language pairs. Since many approaches
to MT are language-pair independent, the ability to
know what segment-level metric works best across
all language pairs is useful for choosing an appro-
priate default metric or simply avoiding having to
swap and change metrics across different language
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Figure 4: Standardized segment-level scores for human vs. metric over the WMT-13 Spanish-to-English segment-level
metric task, for a metric achieving highest, mid-range and lowest Pearson’s correlation with human judgment.

pairs.

Assessments of translations were crowd-sourced
for nine language pairs used in the WMT-13 shared
metrics task: Russian-to-English, Spanish-to-
English, French-to-English, German-to-English,
Czech-to-English, English-to-Russian, English-
to-Spanish, English-to-French and English-to-
German.4 Again, we obtain a minimum of 15
assessments per translation, and collect scores for
100 translations per language pair. After removal
of quality control items, this leaves 70 distinct
translations per language pair, combined into a
cross-lingual test set of 630 distinct translations
spanning nine language pairs.

Table 3 shows Pearson’s correlation with human
assessment for the six segment-level metrics that
competed across all language pairs in WMT-13, and
Figure 6 shows the outcomes of Williams test for
statistical significance between different pairings of
metrics. Results reveal that the same three metrics
as before (METEOR, SENTBLEU-MOSES and NLE-
POR), in addition to SIMPBLEUP and SIMPBLEUR

are not significantly outperformed by any other met-
ric at p<0.05. However, since the latter two were
shown to be outperformed for Spanish-to-English,
all else being equal, METEOR, SENTBLEU-MOSES

and NLEPOR are still a superior choice of default
metric.

4We were regrettably unable to include English-to-Czech,
due to a lack of Czech-speaking MTurk workers.

p-value

0 0.05 0.1

Figure 6: Evaluation of significance of increase in cor-
relation with human judgment between every pair of
segment-level metrics competing in all nine in WMT-13
metrics task. A colored cell (i,j) indicates that system
named in row i significantly outperforms system named
in column j at p < 0.1 and green cells specifically
p < 0.05.

5 Conclusion

We presented a new evaluation methodology for
segment-level metrics that overcomes the issue of
low inter-annotator agreement levels in human as-
sessments, includes evaluation of very close and
equal quality translations, and provides a signif-
icance test that supports system comparison with
confidence. Our large-scale human evaluation re-
veals three metrics to not be significantly outper-
formed by any other metric in both Spanish-to-
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English and a combined evaluation across nine
language pairs, namely: METEOR, NLEPOR and
SENTBLEU-MOSES.
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Abstract

We present our work on leveraging multilin-
gual parallel corpora of small sizes for Sta-
tistical Machine Translation between Japanese
and Hindi using multiple pivot languages. In
our setting, the source and target part of the
corpus remains the same, but we show that
using several different pivot to extract phrase
pairs from these source and target parts lead
to large BLEU improvements. We focus on a
variety of ways to exploit phrase tables gener-
ated using multiple pivots to support a direct
source-target phrase table. Our main method
uses the Multiple Decoding Paths (MDP) fea-
ture of Moses, which we empirically verify
as the best compared to the other methods we
used. We compare and contrast our various re-
sults to show that one can overcome the limita-
tions of small corpora by using as many pivot
languages as possible in a multilingual setting.
Most importantly, we show that such pivot-
ing aids in learning of additional phrase pairs
which are not learned when the direct source-
target corpus is small. We obtained improve-
ments of up to 3 BLEU points using multiple
pivots for Japanese to Hindi translation com-
pared to when only one pivot is used. To the
best of our knowledge, this work is also the
first of its kind to attempt the simultaneous uti-
lization of 7 pivot languages at decoding time.

1 Introduction

With the increasing size of parallel corpora it has
become possible to achieve very high quality trans-
lation. However, not all language pairs are blessed

with the availability of large parallel corpora in the
sizes of millions of lines. With the exception of
the major European languages and a few Asian lan-
guages like Chinese and Japanese, other languages
have parallel corpora in the sizes of a few thousands
of lines. Since translation quality is related to the
size of the parallel corpus, it is impossible to achieve
the same level of translation quality as that in the
case of resource rich languages. To remedy this sce-
nario, an intermediate resource rich language can be
exploited. Although, finding a direct parallel cor-
pus between source and target languages might be
difficult, there are higher odds of finding a pair of
parallel corpora: one between the source language
and an intermediate resource rich language (hence-
forth called pivot1) and one between that pivot and
the target language.

Using the methods developed for Pivot Based
SMT (Wu and Wang, 2007) (Utiyama and Isahara,
2007) one can use the source-pivot and pivot-target
parallel corpora to develop a source-target transla-
tion system (henceforth called as pivot based system
2) . Moreover, if there exists a small source-target
parallel corpus then the resulting system (henceforth
called as direct system3) can be supported by the
pivot based source-target system to significantly im-
prove the translation quality. Note that in this paper
we use the terms ”translation system” and ”phrase
table” interchangeably since the phrase table is the

1In most cases this is English.
2The phrase table will be known as the pivot phrase table.
3The phrase table will be called as direct phrase table and

the corpus will be the direct parallel corpus.
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main component of the translation system. Reorder-
ing tables are supplementary and can usually be re-
placed by a simple distortion model.

Major problems arise when source-pivot and
pivot-target corpora belong to different domains
leading to rather poor quality translations. Even if
the individual corpora are large, one will run into
domain adaptation problems. In such a scenario the
availability of a small size multilingual corpus of a
few thousand lines belonging to a single domain can
be beneficial. The setting of this paper is:

1. We suppose the existence of a multilingual cor-
pus with sentences aligned across N4 different
languages.

2. We show using the other languages as addi-
tional pivots leads to the construction of better
phrase tables and better translation results.

Note that this setting is realistic and differs from
the majority of existing work on pivot languages,
in which the source-pivot and pivot-target corpora
are unrelated (or at least do not have equivalent sen-
tences). In addition to the well-known Europarl cor-
pus, many other similar multilingual corpora exist.
For example, a multilingual parallel corpus for 9 ma-
jor Indian Languages belonging to the Health and
Tourism domain of approximately 50000 lines was
used to develop basic SMT systems (Kunchukuttan
et al., 2014). For our experiments we will use a
recently released Bible domain multilingual paral-
lel corpus (Resnik et al., 1999) for a large number
(over 25) of languages (other than Indian) includ-
ing Japanese and Hindi (Japanese to Hindi transla-
tion being our focus) of approximately 30000 lines.
We chose this setting because we feel that this mul-
tilingual approach is especially important for low-
resource language pairs.

Typically system combination methods like lin-
ear interpolation are used to combine the direct and
pivot phrase tables by modifying the probabilities of
phrase pairs leading to the modification of the under-
lying distribution which affects the resultant transla-
tion quality. The Multiple Decoding Paths (Birch
and Osborne, 2007) (MDP) feature has been used

4The construction of a multilingual corpus has already the
benefit that each new language added to it will allow direct
translation with a SMT system for N new language pairs.

to combine two source-target phrase tables of dif-
ferent domains for domain adaptation (Koehn and
Schroeder, 2007) but not so extensively in a pivot
language scenario, especially when multiple pivots
are involved (7 in our case). Our work is different
from other previous works in the following ways:

• We work on a realistic low resource setting
for translation between Japanese and Hindi in
which we use small sized multilingual corpora
containing translations of a sentence in multi-
ple languages.

• We focus on the impact of using a relatively
large number of pivot languages (7 to be pre-
cise) to improve the translation quality and
compare this to when only one pivot language
is used.

• Most works focus on obtaining pivot based
phrase tables on relatively larger corpora than
the ones used for the direct phrase table. We
use the same corpora sizes for the pivot as well
as direct tables.

• We verify that Multiple Decoding Paths (MDP)
feature of Moses is much more effective
than plain linear interpolation, especially when
more pivot languages are used together.

• We show that simply varying the pivot lan-
guage leads to additional phrase pairs being ac-
quired that impact translation quality.

Section 2 contains the related work. Section 3 be-
gins with a basic description about the languages in-
volved, followed by the corpora details and the ex-
perimental methodology. Section 4 consists of re-
sults, observations and discussions. The paper ends
with conclusions and future work.

2 Related Work

Utiyama and Isahara (2007) developed a method
(sentence translation strategy) for cascading a
source-pivot and a pivot-target system to translate
from source to target using a pivot language. Since
this results in multiplicative error propagation Wu
and Wang (2009) developed a method (triangu-
lation) in which they combined the source-pivot
and pivot-target phrase tables to get a source-target
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phrase table. They then combine the pivoted and
direct tables by linear interpolation whose weights
were manually specified. There is a method to au-
tomatically learn the weights (Sennrich, 2012) but it
requires reference phrase pairs not easily available
in resource constrained scenarios like ours. Work on
translation from Indonesian to English using Malay
and Spanish to English using Portuguese (Nakov
and Ng, 2009) as pivot languages worked well since
the pivots had substantial similarity to the source
languages. This is one of the first works to use MDP
in the pivot based SMT scenario.

(Paul et al., 2013) and (Paul et al., 2009) showed
that English is not the best pivot language for many
language pairs, including Japanese and Hindi. This
was reason enough for us to not consider English
as a pivot in our experiments. None of the above
works focus on the utilization and impact of more
than 2 pivots in their experiments which was one of
our main objectives. Related to multilingual transla-
tion are works by Habash and Hu (2009), El Kholy
et al. (2013), Salloum et al. (2014) and Koehn et
al. (2009). Work on multi source translation (Och
and Ney, 2001) which is complementary to our work
must also be noted.

In the related field of information retrieval,
pivot languages were employed to translate queries
in cross-language information retrieval (CLIR)
(Gollins and Sanderson, 2001) (Kishida and Kando,
2003). Chinnakotla et al. (2010) retrieved feed-
back terms from documents written in the pivot lan-
guages (after translating back from the pivot), and
augmented source queries leading to improvements
in information retrieval. We now talk about the lan-
guages, corpora and experiments conducted.

3 Description of Languages, Corpora and
Experiments

We first describe the pivot languages and the cor-
pora we use. We follow this with a description of
the triangulation method which we use to construct
phrase tables using the pivot languages, the methods
used to combine the constructed tables and then the
experiments that use them.

3.1 Languages involved

We performed experiments on translation between
Japanese and Hindi which do not belong to the
same language group but exhibit many similarities:
Japanese (J) and Hindi (H) both have SOV order
and are morphologically rich. For pivots we con-
sidered languages like Chinese, Korean (East-Asian
languages of which Korean is closer to source),
Marathi, Kannada, Telugu (Indian languages closer
to target), Paite (Sino-Tibetian) and Esperanto (rela-
tively distant from both source and target). Increas-
ing the number of languages reduced the size of mul-
tilingual parallel translations available5. Our choice
of languages was initially random but led to interest-
ing observations as will be seen later.

3.2 Corpora Details

The corpora used comes from the freely available
multilingual Bible corpus6 stored in XML files. Af-
ter sentence aligning all 9 languages we got 29780
sentence tuples. A tuple contains 9 sentences: 1 for
each language. This we divided into 29000 train-
ing tuples, 280 tuning tuples and 500 testing tuples.
The Japanese sentences were segmented using JU-
MAN (Kurohashi et al., 1994). The Chinese and
Korean (Hangul blocks were space separated) sen-
tences were directly available in their character seg-
mented form. The corpora of the other languages
were left morphologically and syntactically unpro-
cessed.

3.3 Phrase Table Triangulation

We implemented the phrase table triangulation
method (Wu and Wang, 2007) using JAVA as the
programming language. The phrase table has 4
main scores: forward and inverse phrase translation
probabilities (equations 1 and 2) accompanied by
forward and inverse lexical translation probabilities
(equations 3 and 4). The formulae for generating
them using pivots are:

Θ(f |e) =
∑
pi

Θ(f |pi) ∗Θ(pi|e) (1)

5It must be noted that Hebrew and Greek are most likely the
languages from which the Bible sentences were translated into
the other languages.

6http://homepages.inf.ed.ac.uk/s0787820/bible/
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Θ(e|f) =
∑
pi

Θ(e|pi) ∗Θ(pi|f) (2)

Pw(f |e, a) =
∑
pi

Pw(f |pi, a1) ∗ Pw(pi|e, a2) (3)

Pw(e|f, a) =
∑
pi

Pw(e|pi, a2) ∗ Pw(pi|f, a1) (4)

Here a1 is the alignment between phrases f
(source) and pi (pivot), a2, the alignment between
pi and e (target) and a the alignment between e and
f. Note that the lexical translation probabilities are
calculated in the same way as the phrase probabil-
ities. Our results might improve even more if we
used more sophisticated approaches like crosslan-
guage similarity method or the method which uses
pivot induced alignments (Wu and Wang, 2007).

3.4 Phrase Table Combination
There are 3 ways to combine phrase tables: linear
interpolation, fillup interpolation and multiple de-
coding paths. Linear interpolation is performed by
merging the tables and computing a weighted sum of
phrase pair probabilities from each phrase table giv-
ing a final single table. Typically, the direct phrase
table is given a significantly higher weight than the
pivot based table.

Θ(f |e) = α0 ∗Θdirect(f |e) +
∑
li

αli ∗Θli(f |e)

subject to α0 +
∑
li

αli = 1 (5)

Typically α0 is 0.9 (Wu and Wang, 2009) and the
pivot languages are collectively given a weight of
0.1. Θli(f |e) is the inverse translation probability
for language li. In our experiments we set the α’s ac-
cording to the ratio of the BLEU scores, on the test
set, of the translations using the individual phrase
tables. It is possible to learn optimal weights but
this requires a collection of reference phrase pairs
which would not be readily available in a resource
constrained scenario.

Fillup interpolation does not modify phrase prob-
abilities but selects phrase pair entries from the next
table if they are not present in the current table.
The priority of the phrase tables should be speci-
fied which we do by ranking them according to the
BLEU scores on a test set.

Multiple Decoding Paths (MDP) method of
Moses which uses all the tables simultaneously
while decoding ensures that each pivot table is kept
separate and translation options are collected from
all the tables. Increasing the number of pivot lan-
guages slows the decoding process drastically but
the existence of powerful machines negates this lim-
itation. For the sake of completeness we also ex-
perimented with a combination of both, linear and
MDP, methods by: Firstly, combining the pivot
based phrase tables into a single table using equa-
tion 5 (using the ratio of BLEU scores as interpola-
tion weights) followed by using this table to support
the direct phrase table by MDP. Note that the right
way would be to use the BLEU scores on the tuning
set but our objective was to show that even in the
best case scenario (also called Oracle7 scenario) this
method is still inferior compared to only using the
MDP method.

3.5 Descriptions of Experiments
Our experiments were centered around Phrase Based
SMT (PBSMT). We used the open source Moses
decoder (Hoang et al., 2007) package (including
Giza++) for word alignment, phrase table extrac-
tion and decoding for sentence translation. We also
used the Moses scripts for linear and fillup interpola-
tion along with the multiple decoding paths (MDP)
setting (by modifying the moses.ini files). We per-
formed MERT (Och, 2003) based tuning using the
MIRA algorithm. We used BLEU (Papineni et al.,
2002) as our evaluation criteria and the bootstrap-
ping method (Koehn, 2004) for significance testing.
For the sake of comparison with previous methods,
we experimented with sentence translation strategy
(Utiyama and Isahara, 2007) using 10 as the n-best
list size for intermediate and target language transla-
tions. The experiments we performed are given be-
low. Each experiment involves either the creation of
a phrase tables or combination of phrase tables. We
tune, test and evaluate these tables or combinations.

1. A src (source) to tgt (target) direct phrase table.

2. For piv in Pivot Languages Set; the set of pivot
languages to be used (Tables 1 and 2):

7By Oracle scenario we mean that we already know the per-
formance on the test sets and exploit this information to ”un-
fairly” boost the translation scores.
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(a) src to piv and piv to tgt phrase tables.
Translate the src test sentences to tgt using
the sentence translation strategy and eval-
uate. (Column 2)

(b) Triangulate the src-piv and piv-tgt phrase
tables to get the src-piv-tgt phrase table.
(Column 3)

(c) Perform linear interpolation of the src-tgt
and src-piv-tgt table using 9:1 weight ra-
tio in equation 5 to get a combined table.
(Column 4)

(d) Perform linear interpolation of the src-tgt
and src-piv-tgt table using the ratio of their
BLEU scores as weights in equation 5 to
get a combined table. (Column 5)

(e) Perform fillup interpolation of the src-tgt
(main) and src-piv-tgt table (secondary) to
get a combined table. (Column 6)

(f) Combine the src-tgt and src-piv-tgt phrase
table using MDP (2 paths, 1 for direct and
1 for pivot). (Column 7)

3. Combine all the src-piv-tgt tables into a single
table using linear (weights are ratios of BLEU
scores) and fillup interpolation independently,
giving the phrase tables: linear interp all and
fill interp all respectively. Table 3, rows 4 and
5.

4. Perform linear interpolation of the src-tgt and
linear interp all tables using 9:1 weight ratio in
equation 5 to get a combined table. Table 3,
row 6.

5. Perform linear interpolation of the src-tgt and
all src-piv-tgt phrase tables using the ratio of
their BLEU scores as weights in equation 5 to
get a combined table. Table 3, row 7.

6. Perform fillup interpolation of the src-tgt and
all src-piv-tgt phrase tables. The priority of
the tables is given by the descending order of
BLEU scores. Table 3, row 8.

7. Combine the linear interp all with the src-
tgt phrase table using MDP. Repeat this for
fill interp all. Table 3, rows 9 and 10.

8. Combine all the src-piv-tgt phrase tables with
the src-tgt phrase table using MDP (8 paths, 1

for direct and 1 for each of the 7 pivots). Table
3, row 11.

9. Combine the top 3 pivot phrase tables with the
src-piv-tgt phrase tables with the src-tgt phrase
table using MDP (4 paths, 1 for direct and 1 for
each of the 3 pivots). The pivot tables with the 3
highest8 standalone BLEU scores are selected.
Table 3, row 12.

4 Results and Discussions

BLEU scores obtained after testing the tuned tables
are reported. Scores in bold are statistically signifi-
cant (p<0.05) over the baseline which is the system
trained using a direct src-tgt parallel corpus.

4.1 Results

The Japanese-Hindi direct translation system gave
a BLEU of 33.86 whereas the Hindi-Japanese one
gave 37.47. For the rest of the paper these will be
the baselines, unless mentioned otherwise.

The evaluation scores are split into 3 tables. Ta-
ble 1 contains the scores for Japanese to Hindi (Ta-
ble 2 for Hindi to Japanese) translation using each
pivot separately and has 7 columns whose details
are given in section 3.5 from 2.a to 2.f. Table 3
contains the scores for Japanese to Hindi (and vice
versa) translation using all 7 pivots together in var-
ious ways. Each row is self explanatory. In row 6,
we mean that the direct phrase table has a weight of
0.9 and the remainder 0.1 is distributed amongst the
pivot phrase tables in the ratio of their standalone
BLEU scores which can be seen in column 3 of ta-
bles 1 and 2. It is quite clear that sentence translation
strategy is the most inferior technique.

4.2 Observations

Below, we give an explanation of the observed
scores from various points of views.

4.2.1 On the Pivots Used
It is logical to consider that the closeness of a

pivot language to the source or target is an impor-
tant factor in the improvement of translation qual-
ity, since Korean helps Japanese-Hindi translation.

8We chose 3 since our evaluation showed that the BLEU
scores for the 3 pivot languages were much larger than the re-
maining ones.
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Pivot Sentence Standalone Linear Linear Fill MDP
Language Strategy Interpolate (1) Interpolate (2) Interpolate With

With Direct With Direct With Direct Direct
1. Direct 33.86
2. Chinese 23.53 28.89 34.03 34.61 34.31 35.66
3. Korean 26.30 28.92 34.65 34.18 34.64 35.60
4. Esperanto 22.43 28.73 34.63 34.55 35.32 35.74
5. Paite 19.40 26.64 34.17 34.40 34.66 35.22
6. Marathi 15.68 21.80 33.88 33.80 33.83 34.03
7. Kannada 16.94 24.15 33.74 34.13 34.87 35.52
8. Telugu 14.15 21.31 33.81 33.85 34.04 34.57

Table 1: Japanese-Hindi Results Using Single Pivots

Pivot Sentence Standalone Linear Linear Fill MDP
Language Strategy Interpolate (1) Interpolate (2) Interpolate With

With Direct With Direct With Direct Direct
1. Direct 37.47
2. Chinese 27.93 30.97 35.90 38.47 38.41 39.49
3. Korean 30.68 32.67 35.99 38.72 38.55 39.49
4. Esperanto 26.67 30.80 36.07 37.82 37.85 39.14
5. Paite 23.37 29.17 35.89 37.73 37.39 38.19
6. Marathi 20.59 26.21 35.89 37.57 37.72 38.30
7. Kannada 23.21 26.96 35.84 38.05 37.79 38.05
8. Telugu 19.01 25.22 37.25 36.98 37.11 37.04

Table 2: Hindi-Japanese Results Using Single Pivots

Of all the scores, the ones obtained using Korean
and Chinese as pivots stand out as the best and it is
known that Korean and Japanese share many simi-
larities. Although this gives reason to believe that
languages belonging to the same language group
should act as good choices of pivots, the languages
Kannada, Telugu and (especially) Marathi should
have helped improve Hindi to Japanese translation.
Moreover, languages like Paite and Esperanto which
are relatively distant from both Hindi and Japanese
gave better performance than the Indian Languages.
Remember that the Chinese and Korean corpora
were character segmented9 and that Esperanto and
Paite are not so morphologically rich. The Indian
pivot languages have agglutinative features which
is one of the main causes of poor quality SMT.
This clearly indicates that morphological similarity
to source and target is another equally important as-

9Hangul blocks were space separated in the Korean case.

pect that affects the translation quality. Had this
not been the case, the Indian Languages would have
acted as good pivots. This shows that experiments
involving forcing the morpheme to morpheme ratio,
of the source to pivot to target sentences, to be the
same, must be conducted. Henceforth, it is to be ex-
pected that the most significant improvements will
be obtained when Chinese, Korean and Esperanto
(in a number of cases) are used as pivots.

4.2.2 On the Linear and Fill Interpolation
Methods

Single pivots: All the interpolation methods
(columns 4, 5 and 6 of Tables 1 and 2) gave small
improvements in BLEU in most cases compared to
the baselines for both language pairs. The results
do not show drastic improvements, which is ex-
pected since the baseline and pivots based phrase
tables are constructed from the same multilingual
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Combination Type Jap-Hin Hin-Jap
1. Direct phrase table (baseline) 33.86 37.47
2. Best result using single pivot 35.74 (Esp.) 39.49 (Kor.)
3. Combine All Pivots using MDP 34.49 37.02
4. A - Linear Interpolate All Pivot tables (BLEU score ratio) 32.50 35.65
5. B - Fill Interpolate All Pivot tables (Priority according to BLEU score) 32.12 34.44
6. Linear Interpolate (9:1 ratio) Direct with All Pivot tables 34.56 38.60
7. Linear Interpolate (BLEU score ratio) Direct with All Pivots 35.24 39.08
8. Fill Interpolate Direct with All Pivots (Priority according to BLEU score) 35.28 38.70
9. Combine Direct and A using MDP 36.40 39.85
10. Combine Direct and B using MDP 36.67 40.07
11. Combine Direct and All Pivots tables using MDP 38.42 40.19
12. Combine Direct and Top 3 (BLEU) pivot tables using MDP (Oracle) 38.22 41.09

Table 3: Results Using Multiple Pivots With Different Combination Methods

training instances (29000 tuples - see section 3.2).
Typically the interpolation methods are shown to
give substantial performance boosts when the di-
rect source-target phrase table is obtained using rel-
atively smaller corpora sizes compared to those used
for the source-pivot and pivot-target tables. In case
of linear interpolation with a 9:1 weight ratio, the
scores improve slightly in some cases for Japanese-
Hindi but degrade in case of Hindi-Japanese. How-
ever, in the case of linear interpolation where the
BLEU score ratio is used as the weight ratio, the im-
provements are much better10.

Fill based interpolation also gives improvements
in some cases, mostly when Chinese and Korean are
used as pivots. An overall comparison shows that
there is no consistency when a single pivot language
is used and no conclusive comment can be made on
the efficacy of these interpolation methods.

Multiple Pivots: However in Table 3, rows 6 to
8 show that using all the pivots together, result in
a significant improvement over the direct phrase ta-
bles. Linear interpolation with BLEU score ratio
gives 35.24 BLEU (33.86 for direct phrase table) for
Japanese-Hindi and 39.08 BLEU (37.47 for direct
phrase table). Rows 4 and 5 show the scores of the
linear and fill interpolation of only the pivot based
phrase tables. It is interesting to see that in case of
Japanese-Hindi the BLEU scores rival that of the di-
rect phrase table (32.50/32.12 v.s. 33.86). This is

10Expected as we use test set evaluation information.

similar in the case of Hindi-Japanese: 35.65/34.44
v.s. 37.47. The following points must be noted:
a. Since the setting is multilingual and improve-
ments, however slight, are observed in some cases
it must be the case that, through pivoting, additional
(and possibly improved) phrase pairs are induced
which are not extracted using the direct source-
target parallel corpus. This also gives reason to
believe that every pivot induces a different set of
phrase pairs thereby overcoming the limitations of
poor alignment (and effectively phrase extraction)
on small corpora. Even if there is no alignment er-
ror, pivoting still introduces new phrase pairs which
improves MT performance.
b. The pivot based phrase tables already have an
incomplete probability space with respect to the
phrase pair distribution. Linear interpolation tends
to violate the overall probability mass since the
phrase pair distribution gets changed. Fill interpo-
lation just adds additional phrase pairs from the next
phrase table when not available in the current one
which leads to poor mixing of different probability
models giving poorer performance in-spite of addi-
tional phrase pairs being available.
c. Since some pivot languages are obviously bad,
their probability scores would drastically affect the
overall probability mass. They should be excluded
or given low weights, which we do by considering
the BLEU score ratio. However, this is not a good
idea because the scores for Telugu, a bad pivot for
Hindi-Japanese translation, degraded to a lesser ex-
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tent when the Telugu based phrase table was lin-
early combined with the direct phrase table. Sen-
nrich (2012) gave a method to learn these weights,
but in a resource constrained scenario such a method
is difficult to apply.

This motivated us to try the Multiple Decoding
Paths (MDP) feature of Moses.

4.2.3 On using MDP
Single pivots: Since log linear combination does

not modify the probability space it should lead to
definitive increase in translation scores. This claim
is validated by the last columns of Tables 1 and 2.
For Japanese-Hindi: barring Marathi, the combina-
tion of the direct and pivot phrase table leads to sig-
nificant improvement over the direct phrase tables.
A similar situation occurs for Hindi-Japanese except
that Telugu behaves as a bad pivot.

Multiple pivots: Row 3 of Table 3 indicates
that the log linear combination of all the pivot ta-
bles using MDP for Japanese-Hindi gives a BLEU of
34.49, an improvement (p<0.05) over the direct ta-
ble (BLEU 33.86). For Hindi-Japanese, although the
equivalent BLEU score (37.02) is not an improve-
ment over that of the direct table (37.47), it does
show that multiple pivots can be used to achieve
translation quality similar to the quality obtained by
a direct table.

Since it was observed that the interpolation of all
the pivot tables into a single one gave scores close to
the direct tables we decided to try the combination of
the all pivots interpolated table with the direct table
using MDP. Rows 9 and 10 show that there is a sig-
nificant improvement compared to the scores of the
direct tables alone. But this method of linear + log
linear combination would still suffer from the limi-
tation of linear interpolation which led to the final 2
experiments which use only log linear combination.

Row 11 shows that the method of combining the
direct and all the pivot tables using MDP (one for
each table) outperforms all the methods so far. The
reason is simple: Only good translation options are
collected from all tables during hypothesis expan-
sion, the bad ones are automatically pruned. For
Japanese-Hindi the BLEU is 38.42 which is an im-
provement of 4.56 (13% relative) over the BLEU of
the direct phrase table (33.86). For Hindi-Japanese
the BLEU of 40.19 is an improvement of 2.72

(7.25% relative) over that of the direct table (37.47).
The increment is lesser because of the premise we
established in section 4.2.1. This points to an inter-
esting observation that pivot languages induce better
phrase pairs in a multilingual setting which are not
present in the direct phrase table. This is quite bene-
ficial when the corpora sizes are small which lead to
poor quality phrase tables.

To test whether exclusion of bad performing piv-
ots leads to improvements in BLEU we performed
another oracle experiment in which we only in-
cluded the pivot phrase tables having significant
standalone BLEU difference compared to the oth-
ers. Korean, Chinese and Esperanto were the ones
that stood out. The last row shows that for Japanese-
Hindi the BLEU (38.22) does not significantly in-
crease over the situation when all pivots are used
together (38.42). However for Hindi-Japanese the
BLEU is 41.09 which is a significant (p<0.05) in-
crease compared to when all the pivots are used to-
gether (40.19 - 2.2% relative). Note that this leads
to an absolute BLEU difference of 3.62 (9.66% rel-
ative) compared to the BLEU of the direct phrase ta-
ble. The improvements for Japanese-Hindi were al-
ready so large (13%) that more significant improve-
ments would need deeper inspection and improved
methods. We believe that further significant im-
provements are possible and advanced methods to
effectively select multiple pivots need to be studied
and implemented.

4.2.4 On the number of new phrase pairs
induced

Based on the cutoff of 0.001 for the inverse trans-
lation probability, Table 4 contains the statistics of
the unique phrase pairs in each pivot table (Columns
4 to 10) and the direct table (Column 3) along with
the number of phrase pairs common (Column 2) to
all. It is quite obvious that each pivot11 induces its
own set of unique phrase pairs.

4.2.5 On the improvement in translations
Table 5 gives the count of improved translations,

out of 500 tested sentences, over the direct using
sentence level BLEU difference at various cutoffs.
On an average 50% of the sentences showed increase

11For each language we use their first 3 characters of their
names as the shortened versions.

1199



Direction Common Direct Chi Kor Esp Pai Kan Mar Tel
1. Jap-Hin 0.032 1.404 20.74 18.65 16.06 23.85 26.56 30.92 26.84
2. Hin-Jap 0.034 1.528 26.20 20.26 18.06 28.83 29.90 36.98 31.23

Table 4: Unique phrase pairs in each table (in millions of pairs)

Direction >0 >0.1 >0.2 >0.3 >0.4 >0.5 >0.6 >0.7
1. Jap-Hin 267 108 36 12 6 4 2 0
2. Hin-Jap 275 124 60 24 12 4 1 1

Table 5: Number of improved translations (out of 500) using sentence level BLEU difference at various cutoffs

in BLEU and the number of improved sentences de-
creases with increasing cutoff. We manually veri-
fied a random sample and found that the improve-
ments were commensurate with the reported differ-
ences. Finally, consider an example of improvement
in Japanese to Hindi translation.
Input: それ から 、 ヨハネ の 弟子 たち が き
る 、 死体 を 引き取る 葬る 。 そして 、 イ
エスのところに行く報告する。 (Sore kara,
Yohane no deshi-tachi ga kiru, shitai o hikitoru ho-
muru. Soshite, iesu no tokoro ni iku hokoku suru.)
English equivalent: After that, John’s disciples
came and took his corpse away, buried it and then
went to Jesus to give him the news.
Direct translation: tb y� hàA k� c�lo\ n� aAkr
us kF loT l� gyA aOr usk� pAs jAkr btA
EdyA (Tab yohanna ke chelo ne aakar uss ki lotha
le gaya; aura uske paas jaakar bata diya)
Best translation using MDP: tb y� hàA k� c�lo\
n� aAkr us kF loT ko l� jAkr gAY EdyA
aOr jAkr yFf� ko smAcAr EdyA (Tab yohanna
ke chelo ne aakar usa ki lotha ko le jaakar gaad diya
aura jakar yesu ko samachara diya)
Analysis: Note that in the direct translation the
part about ”burying the corpse” (gaad diya) and
”Jesus” (yesu) is missing which is present in the
MDP translation. Also the verb forms indicating
the sequence of actions like ”came and” (aakar) and
”took his corpse away” (usa ki lotha ko le jaakar)
are much better in the MDP translation. Instead of
”samachara diya” (gave news) the preferred transla-
tion is ”samachara di”.

5 Conclusions and Future Work

We have presented our work on leveraging a small
sized multilingual parallel corpus using 7 pivot lan-
guages for SMT between Japanese and Hindi. Our
main objective was to augment a phrase table on di-
rect parallel corpus using many pivot language based
phrase tables constructed from the same multilin-
gual corpus. We confirm that this induces additional
and improved phrase pairs which, under the Multiple
Decoding Paths setting (MDP), leads to substantial
improvements over the direct phrase tables. More
importantly, we show that using multiple pivot lan-
guages simultaneously lead to large improvements
in BLEU compared to the when a single pivot is
used; which is the novel aspect of our work. This
opens up many further research directions like a.
How can one choose a set of good pivot languages
amongst available choices? b. Does this multilin-
gual leveraging help in a situation where we have
large size corpora like Europarl corpora? c. How
much of an impact can treatment (morphological or
syntactic) of the pivot language help in improving
translation quality? d. Can good reordering in-
formation be extracted by pivoting? e. Can multi
source and multi pivot setting further enhance qual-
ity? f. How can the noise induced by pivoting be
controlled by methods other than probability cut-
offs? and finally g. Can simpler but more effective
methods compared to triangulation be exploited in
a multilingual scenario? The last 4 questions have
long been ignored and deserve to be answered. We
will pursue these directions in the future and attempt
to provide satisfactory answers.
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Abstract

The rapid growth of information sources
brings a unique challenge to biographical
information extraction: how to find specific
facts without having to read all the words.
An effective solution is to follow the human
scanning strategy which keeps a specific
keyword in mind and searches within a
specific scope. In this paper, we mimic a
scanning process to extract biographical
facts. We use event and relation triggers as
keywords, identify their scopes and apply
type constraints to extract answers within the
scope of a trigger. Experiments demonstrate
that our approach outperforms state-of-the-art
methods up to 26% absolute gain in F-score
without using any syntactic analysis or
external knowledge bases.

1 Introduction

Extracting biographical information is an impor-
tant task because it can help readers understand
an ongoing event more easily by providing the
background biographical information of participants
in this event. In fact, this task has been part of the
Text Analysis Conference (TAC) - Knowledge Base
Population (KBP) Slot Filling (SF) Track (Ji et al.,
2010; Ji et al., 2011; Surdeanu, 2013; Surdeanu and
Ji, 2014) for years.

Overall, state-of-the-art research still needs im-
provement. A typical approach is based on patterns
which include triggers (e.g., (Sun et al., 2011; Li et
al., 2012)). Here trigger is defined as the small-
est extent of a text which most clearly expresses

an event occurrence or indicates a relation type.
High-quality patterns yield quite high precision but
relatively low recall. In addition, it’s relatively
expensive to maintain and update a set of extraction
patterns.

Furthermore, we carefully investigated the TAC-
KBP SF 2012 ground truth corpus and find that
94.36% of the biographical facts are mentioned in a
sentence containing indicative fact-specific triggers.
For example, born is a trigger for extracting birth-
related facts. Triggers are crucial in predicting
the type of facts (Aguilar et al., 2014). However,
most previous studies only focused on using triggers
to create more patterns (e.g., (Li et al., 2013)).
Therefore the critical problem is how to make the
most of triggers in biographical fact extraction?

We observe that people tend to scan a document
when they want to quickly find a biographical fact
within limited time. According to Douglas and
Frazier (2001), scanning is a strategy for quickly
finding specific information (keywords or ideas) in
a text while ignoring its broader meaning. Scanning
involves skipping words, but the emphasis is that
the reader knows what to look for and rapidly
scans until words are found and closer reading can
occur (Phipps, 1983).

There are five steps in implementing scanning
strategy according to Arnold (1999):

1. Keep in mind what you are searching for.

2. Anticipate in what form the information is
likely to appear – number, proper nouns, etc.

3. Analyze the organization of the content before
starting to scan.
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4. Let your eyes run rapidly over several lines of
print at a time.

5. When you find the sentence that has the infor-
mation you seek, read the entire sentence.

Educators have verified that scanning is an ef-
fective strategy in enhancing reading comprehen-
sion (Motallebzadeh and Mamdoohi, 2011). There
are two important aspects in the scanning strategy:
keywords and their corresponding scopes. For bio-
graphical fact extraction, triggers can easily act as
the keywords used by human during scanning and
thus we focus on identifying the scopes of triggers.

Given a sentence that contains one or more trig-
gers, we define trigger scope as the shortest frag-
ment that is related to a trigger. Based on our
observation, each fact-specific trigger has its own
scope and its corresponding facts seldom appear
outside of its scope. In the following sentence, if
we can identify the scope of graduated, a trigger
for education-related facts, we can skip the rest of
the sentence after 1965 even though Chesterbrook
Academy is an educational organization.

She [<graduated> from Barnard in 1965] and
soon began teaching English at Chesterbrook A-
cademy in Pennsylvania.1

In this paper, we study the effect of triggers
by learning their linguistic scopes at the sentence
level and apply this strategy to extract 11 types of
biographical facts, namely, birth date, death date,
birth place, death place, residence place, education,
parents, spouse, children, siblings and other family
as described in the KBP SF task.

We design our extraction process following the
scanning steps corresponding to Arnold’s scanning
theory.

1. Let the computer know the query and the fact
type to be extracted.

2. Let the computer know what form or entity
type the candidate answer is likely to appear –
person, organization, phrase, time, etc.

3. Locate all the triggers of the given fact type and
recognize their respective scopes.

1The scope is marked with [] and the trigger is marked with
<>.

4. Within each scope, extract candidate answers
which satisfy the entity type constraint in 2.

The contributions of our paper are as follows.

• We are the first to study the application of
trigger scoping in biographical fact extraction.

• Our approach does not rely on any external
knowledge bases for training or manually cre-
ated fact-specific rules, and yet dramatically
advances state-of-the-art.

2 Approach

In this section, we present the detailed approach of
applying trigger scoping to biographical fact extrac-
tion. In Section 2.1, we first introduce the annotation
methods of constructing the gold-standard dataset
for evaluating scope identification. We use the
sentence in Figure 1 as our illustrative example.

triggers, we define trigger scope as the shortest
fragment that is related to a trigger. Based on
our observation, each fact-specific trigger has its
own scope and its corresponding facts seldom
appear outside of its scope. For example, in the
following sentence, if we can identify the scope
of graduated, a trigger for education-related facts,
we can skip the rest of the sentence after 1965 even
though Chesterbrook Academy is an educational
organization.

She [<graduated> from Barnard in 1965] and
soon began teaching English at Chesterbrook A-
cademy in Pennsylvania.1

In this paper, we study the effect of triggers
by learning their linguistic scopes at the sentence
level and apply this strategy to biographical fact
extraction on 11 biographical facts, namely, birth
date, death date, birth place, death place, resi-
dence place, education, parents, spouse, children,
siblings and other family as described in SF.

We design our extraction process following the
scanning steps corresponding to Arnold’s scan-
ning theory.

1. Let the computer know the query and the fact
to be extracted.

2. Let the computer know what form or entity
type the candidate answer is likely to appear
– person, organization, phrase, time, etc.

3. Locate all the triggers of the given fact and
recognize their respective scopes.

4. Within each scope, extract candidate answers
satisfying the entity type constraint in 2.

The contributions of our paper are as follows.

• We are the first to study the application of
trigger scoping in biographical fact extrac-
tion.
• The system does not rely on any external

knowledge bases for training or manually
created fact-specific rules, and yet dramati-
cally advances state-of-the-art.

2 Approach

In this section, we present an approach of applying
trigger scoping to biographical fact extraction,
with the sentence § as a walk-through example.
In Section 2.1, we first introduce the annotation
methods of constructing the gold-standard dataset
for the scope identification assessment.

1The scope is marked with [] and the trigger is marked
with <>.

Paul Francis Conrad and his [twin
<brother>, James], were [<born> in
Cedar Rapids, Iowa, on June 27, 1924],
[<sons> of Robert H. Conrad and Florence
Lawler Conrad].

2.1 Trigger and Scope Annotation
2.1.1 Basic issues
In a text, sentences with triggers of birth, death,
family, residence and education information are
considered for annotation. We will not annotate
a sentence if it inherently hints a biographical fact
without support of lexical evidence.

During the annotation, triggers are marked by
angle brackets: <resident>, <native>, etc. and
the scope of the trigger is denoted by square
brackets as shown in sentence §.
2.1.2 Trigger Tagging
We mined fact-specific trigger lists from existing
patterns, rules and ground truth sentences from
KBP 2012 SF corpus. Triggers for each fact are
also mined by mapping various knowledge bases,
including Wikipedia Infoboxes, Freebase (Bol-
lacker et al., 2008), DBPedia (Auer et al., 2007)
and YAGO (Suchanek et al., 2007), into the Gi-
gaword corpus2 and Wikipedia articles via distant
supervision (Mintz et al., 2009). In our experi-
ment, we use 343 triggers in total and for each fact
there are about 38 triggers in average.

We examine all the sentences containing any
possible triggers. The presence of a word in
one trigger list does not necessarily mean that the
sentence contains an event or a relation.

For instance, the second child in the following
sentence is part of an organization’s name.

He and his wife, Ann McGarry Buchwald moved
to Washington in 1963 with their [<child>], who
was adopted from orphanages and [<child> wel-
fare agencies] in Ireland, Spain and France.

We also keep such sentences and annotate their
trigger scopes without distinction.

We only mark the syntactic head of a trigger
phrase. Following this strategy, we mark children
for the noun phrase foster children.

2.1.3 Scope Tagging
During the scope annotation, we first include the
trigger within its own scope and then mark its

2http://catalog.ldc.upenn.edu/LDC2011T07

Figure 1: Trigger and scope annotation example.

2.1 Trigger and Scope Annotation

2.1.1 Basic issues
In a text, the sentences containing biographical

facts (e.g., birth, death, family, residence or educa-
tion) are considered for annotation. We discard a
sentence if it expresses a biographical fact without
surface cues.

During annotation, triggers are marked by angle
brackets (e.g., <resident>), and the scope bound-
aries of a trigger are denoted by square brackets as
shown in Figure 1.

2.1.2 Trigger Tagging
We mined fact-specific trigger lists from existing

patterns (Chen et al., 2010; Min et al., 2012; Li et al.,
2012) and ground truth sentences from KBP 2012
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SF corpus. In our experiment, we use 343 triggers
and 38 triggers on average for each fact type2.

We examine all the sentences containing any pos-
sible triggers. The presence of a word in one trigger
list does not necessarily mean that the sentence
contains an event or a relation. For instance, the
second child in the following sentence is part of an
organization’s name.

He and his wife, Ann McGarry Buchwald moved
to Washington in 1963 with their [<child>], who
was adopted from orphanages and [<child> wel-
fare agencies] in Ireland, Spain and France.

We also keep such sentences and annotate their
trigger scopes without distinction.

Note that we only mark the syntactic head of a
trigger phrase. For example, we mark child for the
noun phrase the second child.

2.1.3 Scope Tagging

During the scope annotation, we first include the
trigger within its own scope and then mark its left
and right boundaries. Usually the left boundary is
the trigger itself.

When there are multiple triggers in the same
sentence, we annotate each trigger’s scope separate-
ly since it is possible that the scopes of different
triggers are overlapped or nested as shown in the
following instance (the scope of daughters covers
the scope of wife):

Pavarotti had three [<daughters> with his first
wife, Lorenza, Cristina and Giuliana; and one,
Alice, with his second wife].

Pavarotti had three daughters with his first
[<wife>], Lorenza, Cristina and Giuliana; and
one, Alice, with his second [<wife>].

The scope of a word is not transitive. In the
phrase “his [<son>’s home] in Washington”, home
is within son’s scope and in Washington is within
home’s scope, however, the last prepositional phrase
is outside of son’s scope.

2.2 Scope Identification

We will introduce two methods for identifying trig-
ger scopes.

2The trigger lists are publicly available for research purposes
at: http://nlp.cs.rpi.edu/data/triggers.zip

2.2.1 Rule-based Method
This method is used to investigate the perfor-

mance of trigger scoping strategy when we do not
have any labeled data. We use trigger as the left
scope boundary. A verb or trigger with other fact
types is regarded as the right boundary.

The rule-based scoping result of the walk-through
example is as follows:

Paul Francis Conrad and his twin [<brother>,
James, were] [<born> in Cedar Rapids, Iowa,
on June 27, 1924,] [<sons> of Robert H.
Conrad and Florence Lawler Conrad.]

2.2.2 Supervised Classification
Alternatively we regard scope identification as a

classification task. For each detected trigger, scope
identification is performed as a binary classification
of each token in the sentence as to whether it is
within or outside of a trigger’s scope.

We apply the Stanford CoreNLP toolkit (Manning
et al., 2014) to annotate part-of-speech tags and
names in each document. We design the following
features to train a classifier.

• Position: The feature takes value 1 if the word
appears before the trigger, and 0 otherwise.

• Distance: The distance (in words) between the
word and the trigger.

• POS: POS tags of the word and the trigger.

• Name Entity: The name entity type of the
word.

• Interrupt: The feature takes value 1 if there is a
verb or a trigger with other fact type between
the trigger and the word, and 0 otherwise.
Verbs and triggers with other fact types can
effectively change the current topic or continue
in another way.

Note that the trained classifier can make predic-
tions that result in nonconsecutive blocks of scope
tokens. In this case, we aggregate the labels of all
the words of an entity to assign a global label, which
means that we assign the entity the majority label of
the words it contains.
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Fact Type Recall (%) Precision (%) F-score (%)
1 2 3 1 2 3 1 2 3

per:place of birth 59.4 88.2 88.2 76.0 87.0 88.2 66.7 87.6 88.2
per:date of birth 59.1 94.4 100.0 100.0 94.4 100.0 74.3 94.4 100.0
per:place of death 55.4 92.4 86.1 86.1 58.9 63.6 67.4 71.9 73.1
per:date of death 46.4 98.2 96.5 81.3 48.3 53.4 59.1 64.7 68.8
per:place of residence 60.0 68.9 68.9 40.4 64.2 61.3 48.3 66.5 64.9
per:school attended 54.3 65.8 68.4 86.4 67.6 76.5 66.7 66.7 72.2
per:parents 41.9 75.7 73.0 68.4 31.8 50.0 52.0 44.8 59.3
per:sibling 50.0 76.2 76.2 61.5 59.3 55.2 55.2 66.7 64.0
per:spouse 36.0 63.3 81.7 78.3 54.3 49.5 49.3 58.5 61.6
per:children 39.5 61.8 76.4 73.2 58.5 71.6 51.3 60.1 73.9
per:other family 23.1 66.7 71.4 75.0 53.9 53.6 35.3 59.6 61.2
overall 47.7 77.4 80.6 75.1 61.7 65.7 56.9 67.4 71.6

Table 1: performance on KBP 2013 (1:state-of-the-art; 2:rule-based; 3: SVMs).

2.3 Biographical Fact Extraction

For each relevant document of a given query, we use
Stanford CoreNLP to find the coreferential mentions
of the query and then return all the sentences which
contain at least one query entity mention. For
each trigger in a sentence, we extract the entities
which satisfy fact-specific constraints within its s-
cope. As shown in Figure 1, brother is the trigger
for per:siblings and the candidate fact should be a
person name. Thus we return all the person names
(e.g., James) within brother’s scope as the query
Paul’s siblings.

3 Experiments and Discussion

3.1 Data

We use the KBP 2012 and 2013 SF corpora as
the development and testing data sets respectively.
There are 50 person queries each year.

From the KBP 2012 SF corpus, we annotat-
ed 2,806 sentences in formal writing from news
reports as the gold-standard trigger scoping data
set. We randomly partitioned the labeled data and
performed ten-fold cross-validation using LIBSVM
toolkit (Chang and Lin, 2011). We employ the
classification model trained from all the labeled sen-
tences to classify tokens in the unlabeled sentences.

3.2 Results

3.2.1 Scope Identification
The scope identification evaluation results of the

rule-based method and the SVMs with the RBF

kernel are presented in Table 2. We can see that
the supervised classification method performs better
since it incorporates the weights of different features
rather than simply applying hard constraints. In
addition, it allows the answers to appear before a
trigger as shown in the following sentence. Our rule-
based method fails to extract Fred since it appears
before the trigger married:

She was a part of a group of black intellectuals
who included philosopher and poet [Fred Clifton,
whom she <married> in 1958].

Fact Group Accuracy (%) F-score (%)
Rule SVMs Rule SVMs

Birth 85.97 96.66 80.01 94.21
Death 92.31 94.56 82.16 89.01
Residence 90.67 95.67 76.11 83.25
Family 92.49 94.11 75.30 77.31
Education 91.51 93.87 88.46 90.65

Table 2: Scope identification results.

3.2.2 Biographical Fact Extraction
The fact extraction results in Table 1 demonstrate

our trigger scoping strategy can outperform state-of-
the-art methods. For a certain fact type, we choose
the SF system which has the best performance
for comparison. Specifically, we compare with
two successful approaches: (1) the combination of
distant supervision and rules (e.g., (Grishman, 2013;
Roth et al., 2013)); (2) patterns based on dependency
paths (e.g., (Li et al., 2013; Yu et al., 2013)).

The advantage of our method lies in trigger-driven
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exploration. The positions of facts in the sentence
can be very flexible and therefore difficult to be
captured using a limited number of patterns. For
example, the patterns in table 23 fail to extract
James in Figure 1. However, the ways in which we
express the trigger and words it dominated tend to
be relatively fixed. For example, all the following
patterns contain a fact-specific trigger and also facts
usually appear within its scope.

PER:SIBLING
[Q] poss−1 brother appos [A]
[Q] appos−1 brother appos [A]
[Q] appos brother appos-1 [A]
[Q] nsubjpass−1 survived agent brother appos [A]
[Q] poss−1 sister appos [A]
[Q] appos−1 sister appos [A]
[Q] appos sister appos−1 [A]
[Q] nsubjpass−1 survived agent sister appos [A]

Table 3: Patterns used for extracting sibling facts (Li et
al., 2013). Q: Query, A: Answer.

The limitation of our method is that we assume
a sentence centers around only one person thus
every biographical fact mentioned should be related
to the centroid person. For example, our method
mistakenly extracted February as the death-date fact
for both Reina and Orlando in the following case.

Also at the mass was Reina Tamayo, the mother
of Orlando Zapata, who [<died> in February]
after an 85-day hunger strike to protest the fate of
political prisoners here.

In order to solve this problem, we need to further
analyze the relation between the query entity men-
tion and the trigger so that we can identify Orlando
Zapata is irrelevant to the death-related fact.

4 Related Work

Previous successful approaches to construct the bio-
graphical knowledge base are relatively expensive:
Distant Supervision (Surdeanu et al., 2010) re-
lies upon external knowledge bases and it is time-
consuming to manually write or edit patterns (Sun
et al., 2011; Li et al., 2012). The main impact of
our trigger scoping strategy is to narrow down the
text span of searching for facts, from sentence-level

3A poss−1 B means there is a possession modifier relation
(poss) between B and A.

to fragment-level. We only focus on analyzing the
content which is likely to contain an answer.

Our trigger scoping method is also partially in-
spired from the negation scope detection work (e.g.,
(Szarvas et al., 2008; Elkin et al., 2005; Chapman et
al., 2001; Morante and Daelemans, 2009; Agarwal
and Yu, 2010)) and reference scope identification in
citing sentences (Abu-Jbara and Radev, 2011; Abu-
Jbara and Radev, 2012).

5 Conclusions and Future Work

In this paper we explore the role of triggers and their
scopes in biographical fact extraction. We imple-
ment the trigger scoping strategy using two simple
but effective methods. Experiments demonstrate
that our approach outperforms state-of-the-art with-
out any syntactic analysis and external knowledge
bases.

In the future, we will aim to explore how to
generate a trigger list for a “surprise” new fact type
within limited time.

Acknowledgement

This work was supported by the U.S. DARPA Award
No. FA8750-13-2-0045 in the Deep Exploration
and Filtering of Text (DEFT) Program, the U.S.
Army Research Laboratory under Cooperative A-
greement No. W911NF-09-2-0053 (NS-CTA), U.S.
NSF CAREER Award under Grant IIS-0953149,
U.S. AFRL DREAM project, IBM Faculty Award,
Google Research Award, Disney Research Award,
Bosch Research Award, and RPI faculty start-up
grant. The views and conclusions contained in this
document are those of the authors and should not
be interpreted as representing the official policies,
either expressed or implied, of the U.S. Government.
The U.S. Government is authorized to reproduce
and distribute reprints for Government purposes
notwithstanding any copyright notation here on.

References
A. Abu-Jbara and D. Radev. 2011. Coherent citation-

based summarization of scientific papers. In Proc. As-
sociation for Computational Linguistics (ACL2011).
Association for Computational Linguistics.

A. Abu-Jbara and D. Radev. 2012. Reference scope
identification in citing sentences. In Proc. Human

1207



Language Technologies conference - North American
Chapter of the Association for Computational Linguis-
tics (HLT-NAACL 2012).

S. Agarwal and H. Yu. 2010. Biomedical negation scope
detection with conditional random fields. Journal
of the American medical informatics association,
17(6):696–701.

J. Aguilar, C. Beller, P. McNamee, and B. Van Durme.
2014. A comparison of the events and relations across
ace, ere, tac-kbp, and framenet annotation standards.
ACL 2014 Workshop on Events.

Arnold. 1999. Skimming and scanning. In Reading and
Study Skills Lab.

C. Chang and C. Lin. 2011. Libsvm: a library for support
vector machines. ACM Transactions on Intelligent
Systems and Technology (TIST), 2(3):27.

W. Chapman, W. Bridewell, P. Hanbury, G. Cooper,
and B. Buchanan. 2001. A simple algorithm for
identifying negated findings and diseases in discharge
summaries. Journal of biomedical informatics,
34(5):301–310.

Z. Chen, S. Tamang, A. Lee, X. Li, W. Lin, M. Snover,
J. Artiles, M. Passantino, and H. Ji. 2010. Cuny-
blender tac-kbp2010 entity linking and slot filling
system description. In Proc. Text Analysis Conference
(TAC 2012).

D. Douglas and S. Frazier. 2001. Teaching by principles:
An interactive approach to language pedagogy (2nd
ed.). TESOL Quarterly, 35(2):341–342.

P. Elkin, S. Brown, B. Bauer, C. Husser, W. Carruth,
L. Bergstrom, and D. Wahner-Roedler. 2005. A
controlled trial of automated classification of negation
from clinical notes. BMC medical informatics and
decision making, 5(1):13.

R. Grishman. 2013. Off to a cold start: New york
universitys 2013 knowledge base population systems.
In Proc. Text Analysis Conference (TAC 2013).

H. Ji, R. Grishman, H. Dang, K. Griffitt, and J. Ellis.
2010. Overview of the tac 2010 knowledge base
population track. In Proc. Text Analysis Conference
(TAC 2010).

H. Ji, R. Grishman, and H. Dang. 2011. An overview of
the tac2011 knowledge base population track. In Proc.
Text Analysis Conference (TAC 2011).

Y. Li, S. Chen, Z. Zhou, J. Yin, H. Luo, L. Hong, W. Xu,
G. Chen, and J. Guo. 2012. Pris at tac2012 kbp track.
In Proc. of Text Analysis Conference (TAC 2012).

Y. Li, Y. Zhang, D. Li, X. Tong, J. Wang, N. Zuo,
Y. Wang, W. Xu, G. Chen, and J. Guo. 2013. Pris at
tac2013 kbp track. In Proc. Text Analysis Conference
(TAC 2013).

C. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. Bethard,
and D. McClosky. 2014. The Stanford CoreNLP nat-
ural language processing toolkit. In Proc. Association
for Computational Linguistics (ACL2014).

B. Min, X. Li, R. Grishman, and A. Sun. 2012. New
york university 2012 system for kbp slot filling. Proc.
Text Analysis Conference (TAC 2012).

R. Morante and W. Daelemans. 2009. Learning the
scope of hedge cues in biomedical texts. In Proc.
ACL 2009 Workshop on Current Trends in Biomedical
Natural Language Processing.

K. Motallebzadeh and N. Mamdoohi. 2011. Language
learning strategies: A key factor to improvement
of toefl candidates reading comprehension ability.
International Journal of Linguistics, 3(1):E26.

R. Phipps. 1983. The Successful Student’s handbook: A
Step-By-Step Guide to Study, Reading, and Thinking
Skills. Seattle and London: University of Washington
Press.

B. Roth, T. Barth, M. Wiegand, M. Singh, and D. Klakow.
2013. Effective slot filling based on shallow distant
supervision methods. Proc. Text Analysis Conference
(TAC 2013).

A. Sun, R. Grishman, W. Xu, and B. Min. 2011. New
york university 2011 system for kbp slot filling. In
Proc. Text Analysis Conference (TAC 2011).

M. Surdeanu and H. Ji. 2014. Overview of the
english slot filling track at the tac2014 knowledge
base population evaluation. In Proc. Text Analysis
Conference (TAC2014).

M. Surdeanu, D. McClosky, J. Tibshirani, J. Bauer,
A. Chang, V. Spitkovsky, and C. Manning. 2010. A
simple distant supervision approach for the tac-kbp
slot filling task. In Proc. Text Analysis Conference
(TAC 2010).

M. Surdeanu. 2013. Overview of the tac2013
knowledge base population evaluation: English slot
filling and temporal slot filling. In Proc. Text Analysis
Conference (TAC 2013).

G. Szarvas, V. Vincze, R. Farkas, and J. Csirik.
2008. The bioscope corpus: annotation for negation,
uncertainty and their scope in biomedical texts. In
Proc. ACL Workshop on Current Trends in Biomedical
Natural Language Processing.

D. Yu, H. Li, T. Cassidy, Q. Li, H. Huang, Z. Chen,
H. Ji, Y. Zhang, and D. Roth. 2013. Rpi-blender tac-
kbp2013 knowledge base population system. In Proc.
Text Analysis Conference (TAC 2013).

1208



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1209–1214,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Lachmannian Archetype Reconstruction for Ancient Manuscript Corpora

Armin Hoenen
Goethe University

Robert- Mayer Strasse 10
60486 Frankfurt, Germany

hoenen@em.uni-frankfurt.de

Abstract

Two goals are targeted by computer philol-
ogy for ancient manuscript corpora: firstly,
making an edition, that is roughly speaking
one text version representing the whole cor-
pus, which contains variety induced through
copy errors and other processes and secondly,
producing a stemma. A stemma is a graph-
based visualization of the copy history with
manuscripts as nodes and copy events as
edges. Its root, the so-called archetype, is the
supposed original text or urtext from which all
subsequent copies are made. Our main con-
tribution is to present one of the first com-
putational approaches to automatic archetype
reconstruction and to introduce the first text-
based evaluation for automatically produced
archetypes. We compare a philologically gen-
erated archetype with one generated by bio-
informatic software.

1 Introduction

In philology, oftentimes more than one single
manuscript of the same tradition (that is, the same
text) has survived. These manuscripts often differ
in their wording in various places since copy errors,
corrections, and other processes have led to devia-
tion from the original text. This causes two prob-
lems: uncertainty about the original wording and
uncertainty about which manuscript has been copied
from which other.

The reconstruction of the copy history of
manuscript texts is largely similar to that of DNA,
which is why phylogenetic approaches have been
adopted (Robinson and O’Hara, 1996; Robinson et

al., 1998; van Reenen et al., 1996; van Reenen et
al., 2004; Spencer et al., 2004; Roos and Heikkilä,
2009; Roelli and Bachmann, 2010; Andrews and
Macé, 2013). However, the main goal of the philo-
logical work on ancient manuscripts is not the re-
construction of the copy history but compiling an
edition of a historical text. This entails reducing the
variation encountered so that one single main text
as the prototypical representation of the manuscript
corpus emerges. Ideally, this text is believed to be
the author’s original or closest possible to it. Two
model approaches to making an edition are most
widespread. The earlier one by Lachmann (see for
instance Lachmann (1853)) opts for reconstructing
an urtext actively, that is if needed by means of
emendation, which refers to inferring the original
(authorial) wording from the extant variants even
if the so-inferred form is not itself extant and thus
not attested in any of the manuscripts. The later ap-
proach after Bédier (see for instance Bédier (1928))
bases the edition directly on the text of the best avail-
able manuscript.

In this paper, we will present a first automatic im-
plementation of the earlier approach. Additionally,
an algorithm for evaluation of a so-reconstructed
text will be presented and applied to artificial bench-
mark data sets (gold standard). First, we will in-
troduce the data sets. Then, two methods, rule-
based (using philological principles) and statisti-
cal (likelihood-based using bio-informatic software)
will be explained in detail before the results are be-
ing presented, followed by a general discussion, a
field specific discussion, and a conclusion and out-
look.

1209



Text Lang MS Tok
Parzival English 21 957
Notre Besoin French 13 1029

Table 1: The artificial traditions. MS = number of
manuscripts, Tok = number of tokens, Lang = language

2 Artificial Traditions

An artificial tradition is a fully digitized set of
manuscripts which have been produced through
manual copying in recent times whilst recording the
true copy history/genealogical relationships. Three
of these corpora have been published to date, Parzi-
val by (Spencer et al., 2004), Notre Besoin by (Baret
et al., 2004), and Heinrichi by (Roos and Heikkilä,
2009). They are provided in a fully word-aligned
tabular version by the authors, so that collation must
not be performed anymore. We excluded the Hein-
richi tradition from computation as Old Finnish data
could not be interpreted by us. Table 1 displays the
composition of the artificial traditions we used.

3 Method

Contrasting a rule-based and a statistical approach,
we automatically reconstruct the archetype text for
the two aforementioned traditions. To the best of our
knowledge, this paper treats automatic archetype re-
construction in connection with evaluation for the
first time and applies suitable bio-informatic pro-
grams for the first time. While the transfer of bi-
ological software to philology, especially in stem-
matics, is done since the 1990ies, (O’Hara, 1996),
purely philological automatic reconstructions are a
recent development. As input for both reconstruc-
tion methods, we use the same tree, generated by
bio-informatic software. Corresponding to this tree,
we reconstruct the archetype using a) a philological
rule-based majority-vote bottom-up algorithm and
b) statistical bio-informatic software.

3.1 Philological Reconstruction

A lost manuscript text can be reconstructed in dif-
ferent ways given a precomputed stemma. The
key question is how to resolve variation. Depend-
ing on a concrete decision rule for disambiguation
of variation among the direct descendents of a lost
manuscript node, there are several possible recon-

structions, which means one stemma can correspond
to several possible archetype texts (depending on the
decision rule). We implement the majority-vote de-
cision rule as referred to frequently in philological
discourse, see for instance (West, 1973). The al-
gorithm simply assigns the most frequent variant of
all direct descendents. If more than one variant is
most frequent, our reconstruction retains all for later
disambiguation either through majority-vote in sub-
sequent recursion steps or for manual disambigua-
tion through the expert if more than one variants
end undisambiguated in the reconstructed archetype.
Lost text of leaf nodes should be pruned since their
texts are more corrupt than the one of their an-
cestors, thus unnecessarily corrupting the tradition.
This pruning roughly parallels the philological prac-
tice of recensio, the prior exclusion of uninformative
manuscripts.

In mathematical terms, let S be a rooted stem-
matic tree (directed acyclic) consisting of a set of
vertices V , a set of edges E, and one root node v0;
Each vertex has an indegree of 1, only v0 has no
incoming edges. Let each vertex vi be associated
with a text Ti ∈ Tall, which is its textual content,
|V | = |Tall|. While Tall is the set of all texts that
really existed in the tradition, T ′ initially is the set
of surviving texts, T ′ ⊆ Tall. The texts in Tall are
aligned, that is each text consists of a sequence of
tokens or reconstructed tokens {Tii , .., Tin} and all
Ti have the same length. A recontructed token can
be a set of to be disambiguated tokens. For each
Tj ∈ Tall \ T ′, we reconstruct the lost text in the
following way:

1. Collect all texts {Tk, .., Tm}, 1 ≤ (k,m) ≤
|Tall| − 1; k,m 6= j associated with the ver-
tices {vk, .., vm} which are direct descendents
of vertex vj , which is associated with Tj . If one
of the texts in {Tk, .., Tm} is itself not in T ′,
delay the actual reconstruction and start a new
reconstruction for the next unreconstructed text
until all texts {Tk, .., Tm} are reconstructed

2. Text reconstruction for each token Tji :
Tji = majority({Tki , .., Tmi}); in case
|majority({Tki , .., Tmi})| > 1 assign all
variants to Tj (using a separator), if one
of {Tki , .., Tmi} does already carry multi-
ple variants, treat each one as one variant
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α:A

m1:A

m5:A

β:A/C

m2:C m3:A

m4:D

γ:B

m6:B

Figure 1: A simple stemma of a one word tradition, Greek
letters denoting lost (hype)archetype(s). The Roman up-
per case letters refer to the observed variant (manuscripts
mi) or to the reconstructed variant ((hype)archetype(s))
inferred bottom-up.

m1 m2 m3 m4 Variants
this t’ it dis A-D
is is is is A
a an a A-C
text text text text A
AAAA BABA CAAA DACA PseudoDNA

Table 2: Conversion of a word-aligned example tradition
to a pseudo-DNA.

and compute the majority variant (exam-
ple: {T2i , T5i} = {this/tis, tis} then
majority({T2i , T5i}) = tis)

3. T ′ = T ′ ∪ Tj ; if T ′ = Tall end else start next
reconstruction

For an example see Figure 1.

3.2 Bio-informatic Reconstruction
In bio-informatics, reconstruction of ancestral
genomes has been undertaken. The most famous
case is presumably that of the mammoths, (Miller
et al., 2008). However, bacterial asexual reproduc-
tion is generally more similar to manuscript copy-
ing than mammalian sexual reproduction. There-
fore and for other methodological reasons, it is more
appropriate to transfer bacteriological reconstruc-
tion to philology. Bacteriologists sucessfully recon-
structed the predecessors of yeast, (Voordeckers et
al., 2012). Given a pregenerated tree, they used

Bayesian marginal and joint probabilities to gener-
ate the sequences best explaining the tree. A pro-
gram performing this is PAML, (Yang, 2007).

We converted the already word-aligned traditions
into sequences of letters for each manuscript, see
Table 2. Each letter encodes the variant the cur-
rent manuscript carries at the current position. For
the so-produced pseudo-DNA sequences, the PAML
software generates a stemmatic tree using the max-
imum likelihood (ML) criterion without resolving
variation at inferred internodes. This ML tree or any
other can be used as input to generate ancestral se-
quences at the internodes and the root node using an
optimization with a) marginal probabilities, for de-
tails see (Yang et al., 1995) and b) an optimization
with joint probabilities, for details see (Pupko et al.,
2000). Yang (2007) states that the results of a) and
b) differ only in borderline cases. Indeed we found,
that the respectively produced archetypes were iden-
tical in our case.

The ML tree is usually bifurcating, generating
many internodes and an extra-corporal root. Al-
though in our context, it challenges performance of
automatic reconstruction, bifurcations are not a cir-
cumstance necessarily paralleling philology closely,
(Howe et al., 2012).

4 Evaluation

For each position of the alignment, a produced
archetype (PA) is compared to the original archetype
present in the benchmark data sets. Whenever the
PA has at least one variant at the current position
corresponding to the archetype, an agreement score
is incremented by one divided through the number of
current variants in the PA. This assumes implicitly
that manual disambiguation is at random and rep-
resents therefore a baseline evaluation. The agree-
ment score is divided by the number of positions in
the alignment to give the total precision of the PA
text. This evaluation is called whole text evalua-
tion (WTE). It serves as an orientation point towards
the overall reliability of the reconstructed text as a
whole. A second evaluation concerns the proportion
of correctly disambiguated positions of variation.
That agreement score is produced in the same way
as described above, but only for positions where the
corpus had variation. This evaluation is called po-
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Tradition WTE PVE ASD
Parzival(PAML) 0.91 0.73

51.38
Parzival(MV) 0.96 0.88
Notre Besoin(PAML) 0.95 0.9

54.95
Notre Besoin(MV) 0.97 0.94

Table 3: Evaluation of the archetypes by PAML and
majority-vote (MV). ML trees evaluated with ASD.

sition of variation evaluation (PVE). Formally, both
WTE and PVE can be represented by∑n

i=0
1Ci (ai)
|Ci|

n
,1Ci(ai) =

{
1 if ai ∈ Ci
0 if ai /∈ Ci

(1)

where n is either the number of words in the align-
ment (WTE) or the number of positions of variation
(PVE), a is the archetype, ai the i-th token in the
archetype, and Ci the set of variants of the PA at the
i-th position.

5 Results

We evaluated the PAs (rule-based and statistical)
with WTE and PVE and additionally evaluated the
initial ML trees against the true stemma by means
of the graph-based Average Sign Distance (ASD),1

a measure of distance of genealogical trees using
vertex triple distances as described in (Roos and
Heikkilä, 2009). In order to achieve this, we con-
verted the stemmas automatically from the Newick
output format by PAML into the required format
of the ASD. Results are displayed in Table 3. The
philological reconstruction outperformed the PAML
one in both cases.

In order to assess the quality of these results,
we produced the majority archetype (MA), which
at each position carried the majority variant. Ad-
ditionally, we produced a random archetype (RA),
where a randomizer as implemented in the Java pro-
gramming language chose one variant at random for
every place of variation. The RA was then evalu-
ated. This procedure was repeated 1000 times and
then we averaged over the RA evaluation results. As
a point of orientation, we additionally provide the
evaluation score of the maximally wrong archetype

1For details, data sets and evaluation scripts, browse http:
//www.cs.helsinki.fi/u/ttonteri/casc.

α(P/NB) WTE PVE
MW(P) 0.68 0
RA(P) 0.8 0.38
MA(P) 0.96 0.87
MW(NB) 0.52 0
RA(NB) 0.76 0.49
MA(NB) 0.98 0.95

Table 4: Evaluation of archetypes. α as used in philol-
ogy denotes the archetype. We evaluated the majority
archetypes (MA), the averaged random archetypes (RA)
and the maximally wrong archetypes (MW) for the Parzi-
val (P) and Notre Besoin (NB) traditions.

(MW), which is the one archetype that has a non-
archetypical variant at each position where varia-
tion occurred. Note that none of these automatically
produced archetypes requires a stemma beforehand.
The results are displayed in Table 4. The RAs are
considerably better than the MWs, but are clearly
outperformed by both reconstructions and the MAs.

6 Discussion

The MA and MV archetypes are the most accu-
rate ones. Hence, the true distribution of variants
considering all manuscripts is such that the major-
ity variant in the majority of cases is the archetyp-
ical one. Whether this conclusion holds for his-
torical corpora remains to be shown. The PAML-
generated archetypes performed well and were con-
siderably better than the random condition. Note
that the ML tree’s ASD score was relatively low as
compared to other algorithms evaluated in (Roos and
Heikkilä, 2009). The limitation of the current recon-
struction is that at each position the reconstructed
text can only carry one of the variants of the extant
manuscripts. This makes any reconstruction with
many reconstructed internodes, such as the MVs or
the PAML reconstructions by definition quite simi-
lar to the MAs.

6.1 Comparing Stemma and Archetype
Production

From a bad stemma, disambiguation rules can nev-
ertheless produce an accurate archetype and vice
versa. One stemma can correspond to several pos-
sible archetypes and one archetype can be consis-
tent with several different stemmas. The two tasks
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and evaluations should therefore be considered sep-
arately. This is of utter importance as it points to an
imbalance of computational effort in the field.

6.2 Implications for Computer Philology
In biology the establishment of genealogical rela-
tions is in its own rights a primary goal, reconstruc-
tion of ancestral sequences being rather secondary.
On the contrary in philology, compiling an edition
is not only historically preceeding stemmatology,
but can be considered the main target of dealing
with manuscript corpora. Stemma construction is
rather a secondary goal.2 Despite this imbalance be-
tween the fields, the technological emphasis is on
genealogical trees in both. This may be seen as a
computer philological co-loan from bio-informatics.
On the other hand it might correspond to a more
Bédierian edition practise, where stemmatology is
emphasized because it can point to the most impor-
tant manuscript, which is however implicit and un-
likely. Another reason for a benefit resulting from a
shifting focus onto automatic archetype reconstruc-
tion is the problem of having two vorlages for one
copy called contamination. Whilst especially exces-
sive contamination is a bad problem for stemmatol-
ogy, (Maas, 1960), considering automatic archetype
reconstruction, on a word level it doesn’t increase
diversity and should therefore be a less severe prob-
lem.

For both traditions, the produced archetype was
reasonably accurate. The automatisation of this pro-
cess could thus accelerate the production of editions,
making them most dependent on the indispensable
digitization of corpora.

6.3 Implications for Bio-Informatics
In biology, reconstructive algorithms such as the one
by Yang (2007) have been developed alongside bio-
logical benchmark data sets enumerated by Linder et
al. (2010). However, in stemmatology, the probabil-
ity to have a manuscript and its copy in the corpus
at the same time is disproportionately higher than
in the biological case making archetype production
more transparent here. The resulting algorithmic
conclusions from philology could therefore enrich
the field of ancestral sequence reconstruction.

2For more details, consider for instance Pasquali (1988),
Timpanaro (2005), and Reynolds & Wilson (2013).

7 Conclusion and Outlook

We have presented an automated reconstruction of
an archetypical text through philological rules and
phylogenetic software. Additionally, we invented an
evaluation for the produced archetypes, where we
found the reconstruction to produce results consid-
erably above chance level.

The inversion of the process is implicit. From a
(manually or automatically) constructed archetype,
all possible corresponding stemmas on the given set
of manuscript digitizations can be computed and
evaluated, which would be a new approach to stem-
matology. Both tasks could thus profit from each
other provided they are understood as separate and
developed each in its own right.

Many issues remain unaddressed. The phenom-
ena encountered in manuscripts are much more var-
ied than word substitutions as modelled in this pa-
per; an enumeration of some of the phenomena will
corroborate this: word deletions, word separation er-
rors, whole passages missing, text on the margins,
unreadable or destructed text, crossing out of sec-
tions, oral variation, contamination. Trovato (2009)
claims that manuscript loss of far more than 90% is
realistic. In linguistics, historical-comparative stud-
ies have engaged in using bio-informatic software
for instance in connection with the recontruction of
language family trees. For automatic emendation
these studies as well as the reconstruction of unat-
tested word forms are a valuable source. Stemmatol-
ogy itself offers ever new algorithms, artificial tradi-
tions and tools for electronic editing.

In the light of these manifold possibilities for
elaboration and cooperation, the current study
presents but one entry point into automatic
archetype reconstruction.
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Abstract

Bootstrapped classifiers iteratively generalize
from a few seed examples or prototypes to
other examples of target labels. However,
sparseness of language and limited supervi-
sion make the task difficult. We address this
problem by using distributed vector represen-
tations of words to aid the generalization. We
use the word vectors to expand entity sets
used for training classifiers in a bootstrapped
pattern-based entity extraction system. Our
experiments show that the classifiers trained
with the expanded sets perform better on en-
tity extraction from four online forums, with
30% F1 improvement on one forum. The re-
sults suggest that distributed representations
can provide good directions for generalization
in a bootstrapping system.

1 Introduction

Bootstrapped or distantly-supervised learning is a
form of semi-supervised learning, in which supervi-
sion is provided by seed examples. Supervised ma-
chine learning systems, on the other hand, require
hand-labeling sufficient data to train a model, which
can be costly and time consuming. Bootstrapped
information extraction (IE) has become even more
pertinent with the ever-growing amount of data cou-
pled with the emergence of open IE systems (Carl-
son et al., 2010; Fader et al., 2011) and shared tasks
like TAC-KBP.1

Limited supervision provided in bootstrapped
systems, though an attractive quality, is also one of

1http://www.nist.gov/tac/2014/KBP

its main challenges. When seed sets are small, noisy,
or do not cover the label space, the bootstrapped
classifiers do not generalize well.

We use a major guiding inspiration of deep learn-
ing: we can learn a lot about syntactic and semantic
similarities between words in an unsupervised fash-
ion and capture this information in word vectors.
This distributed representation can inform an induc-
tive bias to generalize in a bootstrapping system.

In this paper, we present a simple approach of us-
ing the distributed vector representations of words to
expand training data for entity classifiers in a boot-
strapped system (see Algorithm 1). To improve the
step of learning an entity classifier, we first learn
vector representation of entities using the continu-
ous bag of words model (Mikolov et al., 2013a). We
then use kNN to expand the training set of the clas-
sifier by adding unlabeled entities close to seed en-
tities in the training set. The key insight is to use
the word vector similarity indirectly by enhancing
training data for the entity classifier. We do not di-
rectly label the unlabeled entities using the similar-
ity between word vectors, which we show extracts
many noisy entities. We show that classifiers trained
with expanded sets of entities perform better on ex-
tracting drug-and-treatment entities from four online
health forums from MedHelp.2

2 Related Work

Bootstrapping has many variants, such as
self-training, co-training, and label propaga-
tion. Yarowsky’s style of self-training algo-

2http://www.medhelp.org
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rithms (Yarowsky, 1995) have been shown to be
successful at bootstrapping (Collins and Singer,
1999). Co-training (Blum and Mitchell, 1998) and
its boostrapped adaptation (Collins and Singer,
1999) require disjoint views of the features of
the data. Whitney and Sarkar (2012) proposed
a modified Yarowsky algorithm that used label
propagation on graphs, inspired by Subramanya et
al. (2010) algorithm that used a large labeled data
for domain adaptation.

In this paper, we use the setting of bootstrapped
pattern-based entity extraction (Riloff, 1996; Thelen
and Riloff, 2002). This can be viewed as a form of
the Yarowsky algorithm, with pattern learning as an
additional step. Pattern based approaches have been
widely used for IE (Chiticariu et al., 2013; Fader et
al., 2011; Etzioni et al., 2005). Patterns are useful in
two ways: they are good features, and they identify
promising candidate entities. Recently, Gupta and
Manning (2014) improved pattern scoring (Step 2
in Algorithm 1) using predicted labels of unlabeled
entities. For entity scoring (Step 3), they used an
average of feature values to predict the scores. We
use the same framework but focus on improving the
entity classifiers.

In most IE systems, including ours, word classes
or word vectors are used as features in a classi-
fier (Haghighi and Klein, 2006; Ratinov and Roth,
2009).

To the best of our knowledge, our work is the first
to use distributed representations of words to im-
prove a bootstrapped system by expanding the train-
ing set.

3 Background

In a bootstrapped pattern-based entity learning sys-
tem, seed dictionaries and/or patterns provide weak
supervision to label data. The system iteratively
learns new entities belonging to a specific label from
unlabeled text (Riloff, 1996; Collins and Singer,
1999) using patterns, such as lexico-syntactic sur-
face word patterns (Hearst, 1992) and dependency
tree patterns (Yangarber et al., 2000). We use lexico-
syntactic surface word patterns to extract entities
from unlabeled text starting with seed dictionaries
for multiple classes. Algorithm 1 gives an overview.
In this paper, we focus on improving the entity clas-

sifier (Step 3) by expanding its training data using
distributed vector representations of words.

Algorithm 1 Bootstrapped Pattern-based Entity Ex-
traction

Given: Text D, labels L, seed entities El ∀l ∈ L
while not-terminating-condition (e.g. precision is
high) do
for l ∈ L do
1. Label D with El

2. Create patterns around labeled entities.
Learn good patterns and use them to extract
candidate entities Cl.

3. Learn an entity classifier and classify Cl.
Add new classified entities to El.

Labeling known entities: The text is labeled using
the label dictionaries, starting with the seed dictio-
naries in the first iteration.
Creating and Learning Patterns: Patterns are then
created using the context around the labeled entities
to create candidate patterns for label l. Candidate
patterns are scored using a pattern scoring measure
and the top ones are added to the list of learned pat-
terns for label l. In our experiments, we use a widely
used pattern scoring measure, RlogF (Riloff, 1996;
Thelen and Riloff, 2002). Top ranked patterns with
scores above a certain threshold are used to extract
candidate entities Cl from text.
Learning entities: An entity classifier predicts the
labels of Cl and adds the newly classified entities
to label l’s dictionary, El. We discard common
words, negative entities, and those containing non-
alphanumeric characters from the set.
Entity Classifier We build a one-vs-all entity clas-
sifier using logistic regression. In each iteration,
for label l, the entity classifier is trained by treat-
ing l’s dictionary entities (seed and learned in pre-
vious iterations) as positive and entities belonging
to all other labels as negative. To improve gener-
alization, we also sample the unlabeled entities that
are not function words as negative. To train with a
balanced dataset, we randomly sub-sample the neg-
atives such that the number of negative instances is
equal to the number of positive instances. The fea-
tures for the entities are similar to Gupta and Man-
ning (2014): edit distances from positive and nega-
tive entities, relative frequency of the entity words
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in the seed dictionaries, word classes computed us-
ing the Brown clustering algorithm (Brown et al.,
1992; Liang, 2005), and pattern TF-IDF score. The
last feature gives higher scores to entities that are ex-
tracted by many learned patterns and have low fre-
quency in the dataset. In our experiments, we call
this classifier as NotExpanded.

4 Approach

The lack of labeled data to train a good entity classi-
fier is one of the challenges in bootstrapped learning.
We use distributed representations of words, in the
form of word vectors, to guide the entity classifier by
expanding its training set. As explained in the pre-
vious section, we train a one-vs-all entity classifier
in each iteration of the bootstrapped entity extrac-
tion for each label. We use unlabeled entities that are
similar to the seed entities of the label as positive ex-
amples, and use unlabeled entities that are similar to
seed entities of other labels as negative examples.3

To compute similarity of an unlabeled entity to
the positive entities, we find k most similar positive
entities, measured by cosine similarity between the
word vectors, and average the scores. Similarly, we
compute similarity of the unlabeled entity to the neg-
ative entities. If the entity’s positive similarity score
is above a given threshold θ and is higher than its
negative similarity score, it is added to the training
set with positive label. We expand the negative enti-
ties similarly.4

An alternative to our approach is to directly la-
bel the entities using the vector similarities. Our ex-
perimental results suggest that even though exploit-
ing similarities between word vectors is useful for
guiding the classifier by expanding the training set,
it is not robust enough to use for labeling entities
directly. For example, for our development dataset,
when θ was set as 0.4, 16 out of 41 unlabeled entities
that were expanded into the training set as positive

3We take the cautious approach of finding similar entities
only to the seed entities and not the learned entities. The algo-
rithm can be modified to find similar entities to learned entities
as well. Cautious approaches have been shown to be better for
bootstrapped learning (Abney, 2004).

4We tried expanding just the positive entities and just the
negative entities. Their relative performance, though higher
than the baselines, varied between the datasets. Thus, for con-
ciseness, we present results only for expanding both positives
and negatives.

entities were false positives.5 Thus, labeling entities
solely based on similarity scores resulted in lower
performance. A classifier, on the other hand, can use
other sources of information as features to predict an
entity’s label.

We compute the distributed vector representations
using the continuous bag-of-words model (Mikolov
et al., 2013a; Mikolov et al., 2013b) implemented
in the word2vec toolkit.6 We train 200-dimensional
vector representations on a combined dataset of a
2014 Wikipedia dump (1.6 billion tokens), a sam-
ple of 50 million tweets from Twitter (200 mil-
lion tokens), and an in-domain dataset of all Med-
Help forums (400 million tokens). We removed
words that occurred less than 20 times, resulting
in a vocabulary of 89k words. We call this dataset
Wiki+Twit+MedHelp. We used the parameters sug-
gested in Pennington et al. (2014): negative sam-
pling with 10 samples and a window size of 10. We
ran the model for 3 iterations.

5 Experimental Setup

We present results on the same experimental setup,
dataset, and seed lists as used in Gupta and Manning
(2014). The task is to extract drug-and-treatment
(DT) entities in sentences from four forums on the
MedHelp user health discussion website: 1. Asthma,
2. Acne, 3. Adult Type II Diabetes (called Dia-
betes), and 4. Ear Nose & Throat (called ENT). A
DT entity is defined as a pharmaceutical drug, or any
treatment or intervention mentioned that may help a
symptom or a condition. The output of all systems
were judged by the authors, following the guidelines
in (Gupta and Manning, 2014). We used Asthma as
the development forum for parameter and threshold
tuning. We used threshold θ as 0.4 and use k (num-
ber of nearest neighbors) as 2 when expanding the
seed sets.

We evaluate systems by their precision and recall.
Precision is defined as the fraction of correct enti-
ties among the entities extracted. Similar to (Gupta
and Manning, 2014), we present the precision and
recall curves for precision above 75% to compare
systems when they extract entities with reasonably

5Increasing θ extracted far fewer entities. θ = 0.5 extracted
only 5 entities, all true positives, and θ = 0.6 extracted none.

6http://code.google.com/p/word2vec/
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Forum Expanded Expanded-M NotExpanded Average
Asthma 77.01 75.68 74.48 65.42

Acne 73.84 75.41 71.65 65.05
Diabetes 82.37 44.25 48.75 21.82

ENT 80.66 80.04 77.02 59.50

Table 1: Area under Precision-Recall curve for all the systems. Expanded is our system when word vectors
are learned using the Wiki+Twit+MedHelp data and Expanded-M is when word vectors are learning using
the MedHelp data.
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Figure 1: Precision vs. Recall curves of our system and the baselines for the four forums.

high precision. Recall is defined as the fraction of
correct entities among the total unique correct enti-
ties pooled from all systems.7 We calculate the area
under the precision-recall curves (AUC-PR) to com-
pare the systems.

We call our system Expanded in the experiments.
To compare the effects of word vectors learned us-
ing different types of datasets, we also study our sys-
tem when the word vectors are learned using just the
in-domain MedHelp data, called Expanded-M. We
compare against two baselines: NotExpanded as ex-
plained in Section 3, and Average, in which we av-
erage the feature values, similar to (Gupta and Man-

7Note that calculating lower precisions or true recall is very
hard to compute. Our dataset is unlabeled and manually label-
ing all entities is expensive. Pooling is a common evaluation
strategy in such situations (such as, TAC-KBP shared task).

ning, 2014).

6 Results and Discussion

Table 1 shows AUC-PR of various systems and Fig-
ure 1 shows the precision-recall curves. Our sys-
tems Expanded and Expanded-M, which used simi-
lar entities for training, improved the scores for all
four forums. We believe the improvement for the
Diabetes forum was much higher than other forums
because the baseline’s performance on the forum de-
graded quickly in later iterations (see the figure), and
improving the classifier helped in adding more cor-
rect entities. Additionally, Diabetes DT entities are
more lifestyle-based and hence occur frequently in
web text, making the word vectors trained using the
Wiki+Twit+MedHelp dataset better suited.

In three out of four forums, word vectors trained
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Positives Negatives
Asthma

pranayama, sterilizing,
expectorants, inhalable,
sanitizers, ayurvedic

block, yougurt, medcine,
exertion, hate, virally

Diabetes
quinoa, vinegars, vegat-
ables, threadmill, pos-
silbe, asanas, omegas

nicely, chiropracter, ex-
hales, paralytic, metabo-
lize, fluffy

Table 2: Examples of unlabeled entities that were
expanded into the training sets. Gray colored entities
were judged by the authors as falsely labeled.

using a large corpus perform better than those
trained using the smaller in-domain corpus. For the
Acne forum, where brand name DT entities are more
frequent, the entities expanded by MedHelp vectors
had fewer false positives than those expanded by
Wiki+Twit+MedHelp.

Table 2 shows some examples of unlabeled enti-
ties that were included as positive/negative entities
in the entity classifiers. Even though some entities
were included in the training data with wrong labels,
overall the classifiers benefited from the expansion.

7 Conclusion

We improve entity classifiers in bootstrapped en-
tity extraction systems by enhancing the training
set using unsupervised distributed representations of
words. The classifiers learned using the expanded
seed sets extract entities with better F1 score. This
supports our hypothesis that generalizing labels to
entities that are similar according to unsupervised
methods of word vector learning is effective in im-
proving entity classifiers, notwithstanding that the
label generalization is quite noisy.

References
S. Abney. 2004. Understanding the Yarowsky algorithm.

Computational Linguistics, 30:365–395.
A. Blum and T. Mitchell. 1998. Combining labeled

and unlabeled data with co-training. In Conference on
Learning Theory (COLT).

P. F. Brown, V. J. D. Pietra, P. V. deSouza, J. C. Lai, and
R. L. Mercer. 1992. Class-based n-gram models of
natural language. Computational Linguistics, 18:467–
479.

A. Carlson, J. Betteridge, R. C. Wang, Jr. E. R. Hruschka,
and T. M. Mitchell. 2010. Coupled semi-supervised
learning for information extraction. In Web Search and
Data Mining (WSDM), pages 101–110.

L. Chiticariu, Y. Li, and F. R. Reiss. 2013. Rule-based
information extraction is dead! long live rule-based
information extraction systems! In Empirical Meth-
ods in Natural Language Processing (EMNLP), pages
827–832.

M. Collins and Y. Singer. 1999. Unsupervised models
for named entity classification. In Empirical Methods
in Natural Language Processing (EMNLP).

O. Etzioni, M. Cafarella, D. Downey, A. Popescu,
T. Shaked, S. Soderland, D. S. Weld, and A. Yates.
2005. Unsupervised named-entity extraction from the
web: An experimental study. Artificial Intelligence,
165(1):91–134.

A. Fader, S. Soderland, and O. Etzioni. 2011. Identifying
relations for open information extraction. In Empirical
Methods in Natural Language Processing (EMNLP).

S. Gupta and C. D. Manning. 2014. Improved pattern
learning for bootstrapped entity extraction. In Compu-
tational Natural Language Learning (CoNLL).

A. Haghighi and D. Klein. 2006. Prototype-driven learn-
ing for sequence models. In North American Associ-
ation for Computational Linguistics (NAACL), pages
320–327.

M. A. Hearst. 1992. Automatic acquisition of hyponyms
from large text corpora. In Interational Conference on
Computational linguistics, pages 539–545.

P. Liang. 2005. Semi-supervised learning for natural
language. Master’s thesis, Massachusetts Institute of
Technology.

T. Mikolov, K. Chen, G. Corrado, and J. Dean. 2013a.
Efficient estimation of word representations in vector
space. Technical Report 1301.3781, arXiv.

T. Mikolov, I. Sutskever, K. Chen, G. Corrado, and
J. Dean. 2013b. Distributed representations of words
and phrases and their compositionality. In Advances
in Neural Information Processing Systems (NIPS).

J. Pennington, R. Socher, and C. D. Manning. 2014.
Glove: Global vectors for word representation. In
Empirical Methods in Natural Language Processing
(EMNLP).

L. Ratinov and D. Roth. 2009. Design challenges and
misconceptions in named entity recognition. In Com-
putational Natural Language Learning (CoNLL).

E. Riloff. 1996. Automatically generating extraction
patterns from untagged text. In Association for the
Advancement of Artificial Intelligence (AAAI), pages
1044–1049.

1219



A. Subramanya, S. Petrov, and F. Pereira. 2010. Effi-
cient graph-based semi-supervised learning of struc-
tured tagging models. In Empirical Methods in Natu-
ral Language Processing (EMNLP).

M. Thelen and E. Riloff. 2002. A bootstrapping method
for learning semantic lexicons using extraction pattern
contexts. In Empirical Methods in Natural Language
Processing (EMNLP), pages 214–221.

M. Whitney and A. Sarkar. 2012. Bootstrapping via
graph propagation. In Association for Computational
Linguistics (ACL).

R. Yangarber, R. Grishman, and P. Tapanainen. 2000.
Automatic acquisition of domain knowledge for in-
formation extraction. In International Conference
on Computational Linguistics (COLING), pages 940–
946.

D. Yarowsky. 1995. Unsupervised word sense disam-
biguation rivaling supervised methods. In Association
for Computational Linguistics (ACL).

1220



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1221–1226,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Multi-Task Word Alignment Triangulation for Low-Resource Languages

Tomer Levinboim and David Chiang
Department of Computer Science and Engineering

University of Notre Dame
{levinboim.1,dchiang}@nd.edu

Abstract

We present a multi-task learning approach
that jointly trains three word alignment mod-
els over disjoint bitexts of three languages:
source, target and pivot. Our approach builds
upon model triangulation, following Wang et
al., which approximates a source-target model
by combining source-pivot and pivot-target
models. We develop a MAP-EM algorithm
that uses triangulation as a prior, and show
how to extend it to a multi-task setting. On
a low-resource Czech-English corpus, using
French as the pivot, our multi-task learning ap-
proach more than doubles the gains in both F-
and Bleu scores compared to the interpolation
approach of Wang et al. Further experiments
reveal that the choice of pivot language does
not significantly affect performance.

1 Introduction

Word alignment (Brown et al., 1993; Vogel et al.,
1996) is a fundamental task in the machine transla-
tion (MT) pipeline. To train good word alignment
models, we require access to a large parallel corpus.
However, collection of parallel corpora has mostly
focused on a small number of widely-spoken lan-
guages. As such, resources for almost any other pair
are either limited or non-existent.

To improve word alignment and MT in a low-
resource setting, we design a multitask learning
approach that utilizes parallel data of a third lan-
guage, called the pivot language (§3). Specifi-
cally, we derive an efficient and easy-to-implement
MAP-EM-like algorithm that jointly trains source-
target, source-pivot and pivot-target alignment mod-
els, each on its own bitext, such that each model ben-
efits from observations made by the other two.

Our method subsumes the model interpolation ap-
proach of Wang et al. (2006), who independently

train these three models and then interpolate the
source-target model with an approximate source-
target model, constructed by combining the source-
pivot and pivot-target models.

Pretending that Czech-English is low-resource,
we conduct word alignment and MT experi-
ments (§4). With French as the pivot, our approach
significantly outperforms the interpolation method
of Wang et al. (2006) on both alignment F- and Bleu
scores. Somewhat surprisingly, we find that our ap-
proach is insensitive to the choice of pivot language.

2 Triangulation and Interpolation

Wang et al. (2006) focus on learning a word align-
ment model without a source-target corpus. To do
so, they assume access to both source-pivot and
pivot-target bitexts on which they independently
train a source-pivot word alignment model Θsp and a
pivot-target model Θpt. They then combine the two
models by marginalizing over the pivot language, re-
sulting in an approximate source-target model Θs̃t.
This combination process is referred to as triangu-
lation (see §5).

In particular, they construct the triangulated
source-target t-table ts̃t from the source-pivot and
pivot-target t-tables tsp, tpt using the following ap-
proximation:

ts̃t(t | s) =
∑

p

t(t | p, s) · t(p | s)

≈
∑

p

tpt(t | p) · tsp(p | s) (1)

Subsequently, if a source-target corpus is available,
they train a standard source-target model Θst, and
tune the interpolation

t̂st = λinterptst + (1 − λinterp)ts̃t

with respect to λinterp to reduce alignment error rate
(Koehn, 2005) over a hand-aligned development set.
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Wang et al. (2006) propose triangulation heuris-
tics for other model parameters; however, in this pa-
per, we consider only t-table triangulation.

3 Our Method

We now discuss two approaches that better exploit
model triangulation. In the first, we use the triangu-
lated t-table to construct a prior on the source-target
t-table. In the second, we place a prior on each of
the three models and train them jointly.

3.1 Triangulation as a Fixed Prior
We first propose to better utilize the triangulated t-
table ts̃t (Eq. 1) by using it to construct an informa-
tive prior for the source-target t-table tst ∈ Θst.

Specifically, we modify the word alignment gen-
erative story by placing Dirichlet priors on each of
the multinomial t-table distributions tst(· | s):

tst(· | s) ∼ Dirichlet(αs) for all s. (2)

Here, each αs = (. . . , αst, . . .) denotes a hyperparam-
eter vector which will be defined shortly.

Fixing this prior, we optimize the model posterior
likelihood P(Θst | bitextst) to find a maximum-a-
posteriori (MAP) estimate. This is done according
the MAP-EM framework (Dempster et al., 1977),
which differs slightly from standard EM. The E-
step remains as is: fixing the model Θst, we collect
expected counts E[c(s, t)] for each decision in the
generative story. The M-step is modified to max-
imize the regularized expected complete-data log-
likelihood with respect to the model parameters Θst,
where the regularizer corresponds to the prior.

Due to the conjugacy of the Dirichlet priors with
the multinomial t-table distributions, the sole modi-
fication to the regular EM implementation is in the
M-step update rule of the t-table parameters:

tst(t | s) =
E[c(s, t)] + αst − 1∑
t(E[c(s, t)] + αst − 1)

(3)

where E[c(s, t)] is the expected number of times
source word s aligns with target word t in the source-
target bitext. Moreover, through Eq. 3, we can view
αst − 1 as a pseudo-count for such an alignment.

To define the hyperparameter vector αs we de-
compose it as follows:

αs = Cs · ms + 1 (4)

where Cs > 0 is a scalar parameter, ms is a proba-
bility vector, encoding the mode of the Dirichlet and
1 denotes an all-one vector. Roughly, when Cs is
high, samples drawn from the Dirichlet are likely to
concentrate near the mode ms. Using this decompo-
sition, we set for all s:

ms = ts̃t(· | s) (5)

Cs = λ · c(s)γ ·
∑

s′ c(s′)∑
s′ c(s′)γ

(6)

where c(s) is the count of source word s in the
source-target bitext, and the scalar hyperparameters
λ, γ > 0 are to be tuned (We experimented with com-
pletely eliminating the hyperparameters γ, λ by di-
rectly learning the parameters Cs. To do so, we im-
plemented the algorithm of Minka (2000) for learn-
ing the Dirichlet prior, but only learned the parame-
ters Cs while keeping the means ms fixed to the trian-
gulation. However, preliminary experiments showed
performance degradation compared to simple hyper-
parameter tuning). Thus, the distribution tst(· | s)
arises from a Dirichlet with mode ts̃t(· | s) and will
tend to concentrate around this mode as a function
of the frequency of s.

The hyperparameter λ linearly controls the
strength of all priors. The last term in Eq. 6 keeps
the sum of Cs insensitive to γ, such that

∑
s Cs =

λ
∑

s c(s). In all our experiments we fixed γ = 0.5.
Setting γ < 1 down-weights the parameter Cs of fre-
quent words s compared to rare ones. This makes
the Dirichlet prior relatively weaker for frequent
words, where we can let the data speak for itself,
and relatively stronger for rare ones, where a good
prior is needed.

Finally, note that this EM procedure reduces to
an interpolation method similar to that of Wang et
al. by applying Eq. 3 only at the very last M-step,
with αs, ms as above and Cs = λ

∑
t E[c(s, t)].

3.2 Joint Training

Next, we further exploit the triangulation idea in de-
signing a multi-task learning approach that jointly
trains the three word alignment models Θst, Θsp,
and Θpt.

To do so, we view each model’s t-table as orig-
inating from Dirichlet distributions defined by the
triangulation of the other two t-tables. We then train
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Algorithm 1 Joint training of Θst,Θsp,Θpt
Parameters: λ, γ > 0

• Initialize
{
Θ

(0)
st ,Θ

(0)
sp ,Θ

(0)
pt

}
• Initialize {Cs}, {Cp}, {Ct} as in Eq. 6

• For each EM iteration i:

Estimate hyperparameters α:
1. Compute t(i)

s̃t
from t(i−1)

sp and t(i−1)
pt (Eq. 1)

2. Set α(i)
st := Cs · t(i)

s̃t
(t | s) + 1

E: collect expected counts E[c(·)](i) from Θ
(i−1)
st

M: Update Θ
(i)
st using E[c(·)](i) and α(i)

st (Eq. 3)

Repeat for Θ
(i)
sp,Θ

(i)
pt using Eq. 7 as required

the models in a MAP-EM like manner, updating
both the model parameters and their prior hyperpa-
rameters at each iteration. Roughly, this approach
aims at maximizing the posterior likelihood of the
three models with respect to both model parameters
and their hyperparameters (see Appendix).

Procedurally, the idea is simple: In the E-step, ex-
pected counts E[c(·)] are collected from each model
as usual. In the M-step, each t-table is updated ac-
cording to Eq. 3 using the current expected counts
E[c(·)] and an estimate of α from the triangulation
of the most recent version of the other two models.
See Algorithm 1.

Note, however, that we cannot obtain the triangu-
lated t-tables ts̃p, tp̃t by simply applying the trian-
gulation equation (Eq. 1). For example, to construct
ts̃p we need both source-to-target and target-to-pivot
distributions. While we have the former in tst, we
do not have ttp. To resolve this issue, we simply
approximate ttp from the reverse t-table tpt ∈ Θpt
as follows:

ttp(p | t) :=
c(p)tpt(t | p)∑
p c(p)tpt(t | p)

(7)

where c(p) denotes the unigram frequency of the
word p. A similar transformation is done on tsp to
obtain tps, which is then used in computing tp̃t.

3.3 Adjustment of the t-table
Note that a t-table resulting from the triangulation
equation (Eq. 1) is both noisy and dense. To see

why, consider that ts̃t(t | s) is non-zero whenever
there is a pivot word p that co-occurs with both s
and t. This is very likely to occur, for example, if p
is a function word.

To adjust for both density and noise, we pro-
pose a simple product-of-experts re-estimation that
relies on the available source-target parallel data.
The two experts are the triangulated t-table as de-
fined by Eq. 1 and the exponentiated pointwise mu-
tual information (PMI), derived from simple token
co-occurrence statistics of the source-target bitext.
That is, we adjust:

ts̃t(t | s) := ts̃t(t | s) · p(s, t)
p(s)p(t)

and normalize the result to form valid conditional
distributions.

Note that the sparsity pattern of the adjusted t-
table matches that of a co-occurrence t-table. We
applied this adjustment in all of our experiments.

4 Experimental Results

Pretending that Czech-English is a low-resource
pair, we conduct two experiments. In the first, we set
French as the pivot language and compare our fixed-
prior (Sec. §3.1) and joint training (Sec. §3.2) ap-
proaches against the interpolation method of Wang
et al. and a baseline HMM word alignment model
(Vogel et al., 1996).

In the second, we examine the effect of the pivot
language identity on our joint training approach,
varying the pivot language over French, German,
Greek, Hungarian, Lithuanian and Slovak.

4.1 Data

For word alignment, we use the Czech-English
News Commentary corpus, along with a develop-
ment set of 460 hand aligned sentence pairs. For
the MT experiments, we use the WMT10 tuning
set (2051 parallel sentences), and both WMT09/10
shared task test sets. See Table 1.

For each of the 6 pivot languages, we created
Czech-pivot and pivot-English bitexts of roughly the
same size (ranging from 196k sentences for English-
Greek to 223k sentences for Czech-Lithuanian).
Each bitext was created by forming a Czech-pivot-
English tritext, consisting of about 500k sentences
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from the Europarl corpus (Koehn, 2005) which was
then split into two disjoint Czech-pivot and pivot-
English bitexts of equal size. Sentences of length
greater than 40 were filtered out from all training
corpora.

4.2 Experiment 1: Method Comparison
We trained word alignment models in both source-
to-target and target-to-source directions. We used
5 iterations of IBM Model 1 followed by 5 itera-
tions of HMM. We tuned hyperparameters to max-
imize alignment F-score of the hand-aligned devel-
opment set. Both interpolation parameters λinterp and
λ were tuned over the range [0, 1]. For our methods,
we fixed γ = 0.5, which we found effective during
preliminary experiments. Alignment F-scores using
grow-diag-final-and (gdfa) symmetrization (Koehn,
2010) are reported in Table 2, column 2.

We conducted MT experiments using the Moses
translation system (Koehn, 2005). We used a 5-gram
LM trained on the Xinhua portion of English Giga-
word (LDC2007T07). To tune the decoder, we used
the WMT10 tune set. MT Bleu scores are reported
in Table 2, columns 3–4.

Both our methods outperform the baseline and the
interpolation approach. In particular, the joint train-
ing approach more than doubles the gains obtained
by the interpolation approach, on both F- and Bleu.

We also evaluated the Czech-French and French-
English alignments produced as a by-product of our
joint method. While our French-to-English MT ex-
periments showed no improvement in Bleu, we saw
a +0.6 (25.6 to 26.2) gain in Bleuon the Czech-to-
French translation task. This shows that joint train-
ing may lead to some improvements even on high-
resource bitexts.

4.3 Other Pivot Languages
We examined how the choice of pivot language af-
fects the joint training approach by varying it over
6 languages (French, German, Greek, Hungarian,

train dev WMT09 WMT10
sentences 85k 460 2525 2489
cz tokens 1.63M 9.7k 55k 53k
en tokens 1.78M 10k 66k 62k

Table 1: Czech-English sentence and token statistics.

F Bleu
method/dataset dev WMT09 WMT10

baseline 63.8 16.2 16.6
interpolation (Wang) 66.2 16.6 17.1

fixed-prior (§3.1) 67.3 16.9 17.3
joint (§3.2) 70.1 17.2 17.7

Table 2: F- and Bleu scores for Czech-English via
French. The joint training method outperforms all other
methods tested.

fr fr, sk fr, el fr, sk, el all 6
Tune 16.1 16.4 16.4 16.4 16.4

WMT09 17.2 17.2 17.2 17.3 17.4
WMT10 17.7 17.8 17.8 17.8 17.8

Table 3: Czech-English Bleu scores over pivot language
combinations. Key: fr=French, sk=Slovak, el=Greek.

Lithuanian and Slovak), while keeping the size of
the pivot language resources roughly the same.

Somewhat surprisingly, all models achieved an
F-score of about 70%, which resulted in Bleu
scores comparable to those reported with French
(Table 2). Subsequently, we combined all pivot lan-
guages by simply concatenating the aligned paral-
lel texts across pairs, triples and all pivot languages.
Combining all pivots yielded modest Bleu score im-
provements of +0.2 and +0.1 on the test datasets
(Table 3).

Considering the low variance in F- and Bleu
scores across pivot languages, we computed the
pairwise F-scores between the predicted alignments:
All scores ranged around 97–98%, indicating that
the choice of pivot language had little effect on the
joint training procedure.

To further verify, we repeated this experiment
over Greek-English and Lithuanian-English as the
source-target task (85k parallel sentences), using the
same pivot languages as above, and with comparable
amounts of parallel data (∼200k sentences). We ob-
tained similar results: In all cases, pairwise F-scores
were above 97%.

5 Related Work

The term “triangulation” comes from the phrase-
table triangulation literature (Cohn and Lapata,
2007; Razmara and Sarkar, 2013; Dholakia and
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Sarkar, 2014), in which source-pivot and pivot-target
phrase tables are triangulated according to Eq. 1
(with words replaced by phrases). The resulting tri-
angulated phrase table can then be combined with an
existing source-target phrase table, and is especially
useful in increasing the source language vocabulary
coverage, reducing OOVs. In our case, since word
alignment is a closed vocabulary task, OOVs are
never an issue.

In word alignment, Kumar et al. (2007) uses
multilingual parallel data to compute better source-
target alignment posteriors. Filali and Bilmes (2005)
tag each source token and target token with their
most likely translation in a pivot language, and then
proceed to align (source word, source tag) tuple se-
quences to (target word, target tag) tuple sequences.
In contrast, our word alignment method can be ap-
plied without multilingual parallel data, and does not
commit to hard decisions.

6 Conclusion and Future Work

We presented a simple multi-task learning algorithm
that jointly trains three word alignment models over
disjoint bitexts. Our approach is a natural extension
of a mathematically sound MAP-EM algorithm we
originally developed to better utilize the model tri-
angulation idea. Both algorithms are easy to imple-
ment (with closed-form solutions for each step) and
require minimal effort to integrate into an EM-based
word alignment system.

We evaluated our methods on a low-resource
Czech-English word alignment task using additional
Czech-French and French-English corpora. Our
multi-task learning approach significantly improves
F- and Bleu scores compared to both baseline and
the interpolation method of Wang et al. (2006). Fur-
ther experiments showed our approach is insensitive
to the choice of pivot language, producing roughly
the same alignments over six different pivot lan-
guage choices.

For future work, we plan to improve word align-
ment and translation quality in a more data restricted
case where there are very weak source-pivot re-
sources: for example, word alignment of Malagasy-
English via French, using only a Malagasy-French
dictionary, or Pashto-English via Persian.
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Appendix: Joint Training Generative Story

We argue that our joint training procedure can be
seen as optimizing the posterior likelihood of the
three models. Specifically, suppose we place Dirich-
let priors on each of the t-tables tst, tsp, tpt as be-
fore, but define the prior parameterization using a
single hyperparameter α = {αspt} and its marginals
such that:

tst(· | s) ∼ D(. . . , αs·t, . . .) αs·t =
∑

pαspt

tsp(· | s) ∼ D(. . . , αsp·, . . .) αsp· =
∑

tαspt

tpt(· | p) ∼ D(. . . , α·pt, . . .) α·pt =
∑

sαspt

Intuitively, αspt represents the number of times a
source-pivot-target triplet (s, p, t) was observed.

With this prior, we can maximize the posterior
likelihood of the three models given the three bitexts
(denoted data = {bitextst, bitextsp, bitextpt})
with respect to all parameters and hyperparameters:

arg max
Θ,α

P(Θ | α, data) =

arg max
Θ,α

∏
d∈{st,sp,pt} P(bitextd | Θd)P(Θd | α)

Under the generative story, we need only observe the
marginals αs·t, αsp·, α·pt of α. Therefore, instead of
explicitly optimizing over α, we can optimize over
the marginals while keeping them consistent (via
constraints such as

∑
t αs·t =

∑
p αsp· for all s).

In our joint training algorithm (Algorithm 1)
we abandon these consistency constraints in fa-
vor of closed form estimates of the marginals
αs·t, αsp·, α·pt.
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Språkbanken

University of Gothenburg
Box 200, Gothenburg, Sweden

taraka.rama.kasicheyanula@gu.se

Abstract

In this paper, we describe the problem of cog-
nate identification in NLP. We introduce the
idea of gap-weighted subsequences for dis-
criminating cognates from non-cognates. We
also propose a scheme to integrate phonetic
features into the feature vectors for cognate
identification. We show that subsequence
based features perform better than state-of-
the-art classifier for the purpose of cognate
identification. The contribution of this paper
is the use of subsequence features for cognate
identification.

1 Introduction

Cognates are words across languages whose ori-
gin can be traced back to a common ancestral lan-
guage. For example, English ∼ German night ∼
Nacht ‘night’ and English hound ∼ German Hund
‘dog’ are cognates whose origin can be traced back
to Proto-Germanic. Sometimes, cognates are not
revealingly similar but have changed substantially
over time such that they do not share form simi-
larity. An example of such a cognate pair is the
English wheel and Sanskrit chakra ‘wheel’, which
can be traced back to Proto-Indo-European (PIE)
∗kwekwelo.

Automatic cognate identification, in NLP, refers
to the application of string similarity or phonetic
similarity algorithms either independently, or in tan-
dem with machine learning algorithms for determin-
ing if a given word pair is cognate or not (Inkpen
et al., 2005). In NLP, even borrowed words (loan-
words) are referred to as cognates. In contrast, his-

torical linguistics makes a stark distinction between
loanwords and cognates. For example, English beef
is a loanword from Norman French.

In this paper, we use cognates to refer to those
words whose origin can be traced back to a com-
mon ancestor. We use string subsequence based fea-
tures (motivated from string kernels) for automatic
cognate identification. We show that subsequence-
based features outperform word similarity measures
at the task of automatic cognate identification. We
motivate the use of subsequence based features in
terms of linguistic examples and then proceed to
formulate the subsequence based features that can
be derived from string kernels (Shawe-Taylor and
Cristianini, 2004). In information retrieval litera-
ture, string subsequences go under the name of skip-
grams (Järvelin et al., 2007).

2 Related work

The approaches developed by Kondrak and Sherif
(2006) and Inkpen et al. (2005) supply different
string distances between a pair of words as features
to a linear classifier. Usually, a linear classifier such
as SVM is trained on labeled positive (“cognates”)
and negative (“non-cognates”) examples and tested
on a held-out dataset. Basic vocabulary lists such
as the ones devised by Morris Swadesh (Swadesh,
1952), provide a suitable testing ground for apply-
ing machine learning algorithms to automatically
identify cognates. Some standardized word lists
come with cognate information and, subsequently,
can used to infer the relationship between the lan-
guages (Dyen et al., 1992).
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Ellison and Kirby (2006) use scaled edit distance
(normalized by average length) to measure the intra-
lexical divergence in a language. The inter-language
distance matrix is supplied to a clustering algorithm
to infer a tree for the Indo-European language fam-
ily. The authors only perform a qualitative evalua-
tion of the inferred tree. The authors mention string
kernels but do not pursue this line of research fur-
ther.

Bouchard-Côté et al. (2013) employ a graphical
model to reconstruct the proto-word forms from the
synchronic word-forms for the Austronesian lan-
guage family. They compare their automated re-
constructions with the ones reconstructed by his-
torical linguists and find that their model beats an
edit-distance baseline. However, their model has a
requirement that the tree structure between the lan-
guages under study has to be known beforehand.

Hauer and Kondrak (2011) – referred to as HK –
supply different string similarity scores as features
to a SVM classifier for determining if a given word
pair is a cognate or not. The authors also employ
an additional binary language-pair feature – that is
used to weigh the language distance – and find that
the additional feature assists the task of semantic
clustering of cognates. In this task, the cognacy
judgments given by a linear classifier is used to flat
cluster the lexical items belonging to a single con-
cept. The clustering quality is evaluated against the
gold standard cognacy judgments. Unfortunately,
the experiments of these scholars cannot be repli-
cated since the partitioning details of their training
and test datasets is not available.

In our experiments, we compare our system’s per-
formance with the performance of the classifiers
trained from HK-based features. In the next section,
we will describe string similarity measures, subse-
quences features, dataset, and results.

3 Cognate identification

3.1 String similarity features and issues

Edit distance counts the minimum number of inser-
tions, deletions, and substitutions required to trans-
form one word into another word. Identical words
have 0 edit distance. For example, the edit dis-
tance between two cognates English hound and Ger-
man hund is 1. Similarly, the edit distance between

Swedish i and Russian v ‘in’, which are cognates,
is 1. The edit distance treats both of the cognates
at the same level and does not reflect the amount of
change which has occurred in the Swedish and Rus-
sian words from the PIE word.

Dice is another string similarity measure that de-
fines similarity between two strings as the ratio be-
tween the number of common bigrams to the total
number of bigrams. The similarity between Lusatian
dolhi and Czech dluhe ‘long’ is 0 since they do not
share any common bigrams and the edit distance be-
tween the two strings is 3. Although the two words
share all the consonants, the Dice score is 0 due to
the intervening vowels.

Another string similarity measure, Longest Com-
mon Subsequence (LCS) measures the length of
the longest common subsequence between the two
words. The LCS is 4 (hund), 0 (i and v), and 3
(dlh) for the above examples. One can put forth
a number of examples which are problematical for
the commonly-used string similarity measures. Al-
ternatively, string kernels in machine learning re-
search offer a way to exploit the similarities between
two words without any restrictions on the length and
character similarity.

3.2 Subsequence features
Subsequences as formulated below weigh the sim-
ilarity between two words based on the number of
dropped characters and combine phoneme classes
seamlessly. Having motivated why subsequences
seems to be a good idea, we formulate subsequences
below.

We follow the notation given in Shawe-Taylor and
Cristianini (2004) to formulate our representation of
a string (word). Let Σ denote the set of phonetic al-
phabet. Given a string s over Σ, the subsequence
vector Φ(s) is defined as follows. The string s
can be decomposed as s1, . . . , s|s| where |s| denotes

the length of the string. Let
−→
I denote a sequence

of indices (i1, . . . , i|u|) where, 1 ≤ i1 < . . . <
i|u| ≤ |s|. Then, a subsequence u is a sequence

of characters s[
−→
I ]. Note that a subsequence can

occur multiple times in a string. Then, the weight
of u, φu(s) is defined as

∑
−→
I :u=s[

−→
I ]
λl(
−→
I ) where,

l(
−→
I ) = i|u|− i1 +1 and λ ∈ (0, 1) is a decay factor.
The subsequence vector Φ(s) is composed of
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φu(s) ∀u ∈ ⋃p
n=1 Σn, where 1 ≤ n ≤ p is the

length of u and p is the maximum length of the sub-
sequences. As λ → 0, a subsequence is constrained
to a substring. As λ → 1, φu(s) counts the fre-
quency of u in s. We also experiment with different
values of λ in this paper.

The λ factor is exponential and penalizes u over
long gaps in a string. Due to the above formula-
tion, the frequency of a subsequence u in a single
string is also taken into account. The subsequence
formulation also allows for the incorporation of a
class-based features easily. For instance, each σ
in u can be mapped to its Consonant/Vowel class:
σ 7→ {C, V }. The subsequence formulation also al-
lows us to map each phonetic symbol (for example,
from International Phonetic Alphabet [IPA]) to an
intermediary phonetic alphabet also. Unfortunately,
the current dataset is not transcribed in IPA to con-
vert it into an intermediary broader format. In this
paper, we map each string s into its C, V sequence
scv and then compute the subsequence weights.1

A combined subsequence vector Φ(s+scv) is fur-
ther normalized by its norm, ‖Φ(s+ scv)‖, to trans-
form into a unit vector. The common subsequence
vector Φ(s1, s2) is composed of all the common sub-
sequences between s1 and s2. The weight of a com-
mon subsequence is φu(s1) + φu(s2).

Moschitti et al. (2012) list the features of the
above weighting scheme.
• Longer subsequences receive lower weights.
• Characters can be omitted (called gaps).
• The exponent of λ penalizes recurring subse-

quences with longer gaps.
For a string of length m and subsequence length
n, the computational complexity is in the order of
O(mn).

On a linguistic note, gaps are consistent with the
prevalent sound changes such as sound loss, sound
gain, and assimilation,2 processes which alter word
forms in an ancestral language causing the daugh-
ter languages to have different surface forms. The λ
factor weighs the number of gaps found in a sub-
sequence. For instance, the Sardinian word form
for ‘fish’ pissi has the subsequence ps occurring

1V = {a, e, i, o, u, y}, C = Σ \ V .
2A sound can assimilate to a neighboring sound. Sanskrit

agni > Prakrit aggi ‘fire’. Compare the Latin form ignis with
the Sanskrit form.

twice but with different weights: λ3, λ4. Hence, ps’s
weight is λ3 + λ4. On another note, the idea of gap
subsequences subsumes the definitions of different
n-gram similarities introduced by Kondrak (2005).

The combined feature vector, for a word pair, is
used to train a SVM classifier. In our experiments,
we use the LIBLINEAR package (Fan et al., 2008)
to solve the primal problem with L2-regularization
and L2-loss. The next subsection describes the
makeup of the dataset. We use the default SVM pa-
rameters since we did not observe any difference in
our development experiments.

3.3 Dataset and results

In this section, we will present the dataset, HK fea-
tures, and results of our experiments.

Dataset. We used the publicly available3 Indo-
European dataset (Dyen et al., 1992) for our experi-
ments. The dataset has 16, 520 lexical items for 200
concepts and 84 language varieties. Each word form
is assigned to a unique CCN (Cognate Class Num-
ber). There are more than 200 identical non-cognate
pairs in the dataset. For the first experiment, we ex-
tracted all word pairs for a concept and assigned a
positive label if the word pair has an identical CCN;
a negative label, if the word pair has different CCNs.
We extracted a total of 619, 635 word pairs out of
which 145, 145 are cognates. The dataset is tran-
scribed in a broad romanized phonetic alphabet.

We explored if we could use two other word list
databases: ASJP (Brown et al., 2008) and Ringe
et al. (2002) for our experiments. Although the
ASJP database has word lists for more than half
of the world’s languages, it has cognacy judgments
for few selected languages and is limited to 40 con-
cepts. Moreover, the ASJP database does not have
cognacy judgments for Indo-European family. The
other dataset of Ringe et al. (2002) has items for 24
Indo-European languages which are transcribed in
an orthographic format and not in a uniform pho-
netic alphabet.4 Moreover, there are a number of
missing items for some of the languages. Hence, we
did not use Ringe et al.’s dataset in our experiments.
In contrast, Dyen’s dataset is much larger and tran-
scribed in an uniform format. Now, we proceed to

3http://www.wordgumbo.com/ie/cmp/iedata.txt
4http://www.cs.rice.edu/ nakhleh/CPHL/ie-wordlist-07.pdf
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describe the previous best-performing system.

HK’s system. We compare the performance of
subsequence features against the SVM classifier sys-
tem trained on the following word-similarity fea-
tures from Hauer and Kondrak (2011):
• Edit distance.
• Length of longest common prefix.
• Number of common bigrams.
• Lengths of individual words.
• Absolute difference between the lengths of the

words.

Cross-Validation experiment. As a first step, we
perform a random ten-fold cross-validation of the
dataset and report the accuracies for various val-
ues of λ and p. The results of this experiment are

Figure 1: Ten-fold cross-validation accuracy for incre-
mental λ and p. The accuracy of the system of HK is
82.61%.

shown in figure 1. The best results are obtained at
λ = 0.8, p = 3. The accuracies increase with an
increment in the value of λ until 0.8 for all p > 1
(non-unigram models). This experiment is mainly
designed to test the robustness of subsequence fea-
tures against random splits in the dataset which turns
out to be robust. The subsequence features outper-
form HK-based classifier in this experiment.

positive negative
training 111, 918 353, 957
test 33, 227 120, 533

Table 1: Number of positive and negative examples in
the training and test sets. The ratio of positive to negative
examples is 1 : 3.62.

Concepts experiment. In this experiment, we
split our dataset into two sets by concepts; and train

on one set and test on the other. To replicate our
dataset, we performed an alphabetical sort of the
concepts and split the concepts into training and test-
ing datasets with a ratio of 3 : 1. Now, we extract
positive and negative examples from each subset of
concepts; and train and test on each concepts’ sub-
set. We also performed a 3-fold cross-validation on
the training set to tune c (SVM hyperparameter). We
observed that the value of c did not effect the cross-
validation accuracy on the training dataset. Hence
we fixed c at 1. We also experimented with radial-
basis function kernel and polynomial kernels but did
not find any improvement over the linear kernel clas-
sifier. The composition of the training and test sets
is given in table 1.

Figure 2: F1-score for different values of p and λ. The
F1-score of the system of HK is 0.46.

In this experiment, we report the F1-score, de-
fined as 2PR

P+R (Precision and Recall), for different
values of λ and p. The results of this experiment
are shown in figure 2. The F1-score of the system
of HK is 0.46 whereas the best performing subse-
quence system (λ = 0.7, p = 2) has a score of
0.5. Our system performs better than the system of
HK in terms of cross-validation accuracy as well as
F1-score. Overall, all non-unigram models perform
better than the system of HK at cross-validation and
concepts experiments.

4 Conclusion

In this paper, we proposed a string kernel based ap-
proach for the purpose of cognate identification. We
formulated an approach to integrate phonetic fea-
tures of a phonetic symbol into the feature vector
and showed that it beats the system of HK at cog-
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nate identification at cross-validation and concepts
subsets experiments.

In future, we plan to make a larger dataset of
cognacy judgments for other language families in a
richer phonetic transcription and integrate articula-
tory phonetic features into the feature vectors for the
purpose of cognate identification. We also plan on
testing with different feature vector combinations.
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Abstract

In this paper, we investigate the challenging
task of understanding short text (STU task) by
jointly considering topic modeling and knowl-
edge incorporation. Knowledge incorporation
can solve the content sparsity problem effec-
tively for topic modeling. Specifically, the
phrase topic model is proposed to leverage
the auto-mined knowledge, i.e., the phrases,
to guide the generative process of short tex-
t. Experimental results illustrate the effective-
ness of the mechanism that utilizes knowledge
to improve topic modeling’s performance.

1 Introduction

The explosion of online text content, such as twitter
messages, text advertisements, QA community mes-
sages and product reviews has given rise to the ne-
cessity of understanding these prevalent short texts.

Conventional topic modeling, like PLSA
(Hofmann, 1999) and LDA (Blei et al., 2003) are
widely used for uncovering the hidden topics from
text corpus. However, the sparsity of content in
short texts brings new challenges to topic modeling.

In fact, short texts usually do not contain suf-
ficient statistical signals to support many state-of-
the-art approaches for text processing such as top-
ic modeling (Hua et al., 2015). Knowledge is indis-
pensable to STU task, where knowledge-based topic
model (Andrzejewski et al., 2009; Hu et al., 2011;
Jagarlamudi et al., 2012; Mukherjee and Liu, 2012;
Chen et al., 2013; Yan et al., 2013) has attracted
more attention recently.

∗Corresponding author

We consider, in the STU task, the available
knowledge can be divided into two classes: self-
contained knowledge and external knowledge.
Self-contained knowledge, which is focused in
this paper, is extracted from the short text itself,
such as key-phrase. External knowledge is con-
structed without special purpose, such as WordNet
(Miller, 1995), KnowItAll (Etzioni et al., 2005),
Wikipedia (Gabrilovich and Markovitch, 2007),
Yago (Suchanek et al., 2007), NELL
(Carlson et al., 2010) and Probase (Wu et al., 2012).

PLSA and LDA are the typical unsupervised topic
models, that is non-knowledgeable model. In con-
trast, Biterm topic model (BTM) (Yan et al., 2013)
leverages self-contained knowledge into semantic
analysis. BTM learns topics over short texts by mod-
eling the generation of biterms in the whole corpus.
A biterm is an unordered word-pair co-occurring in
short contexts. BTM posits that the two words in a
biterm share the same topic drawn from a mixture of
topics over the whole corpus. The major advantage
of BTM is that BTM explicitly model the word co-
occurrences in the local context, which well captures
the short-range dependencies between words.

External knowledge-based models incorporate
expert domain knowledge to help guide the mod-
els. DF-LDA (Andrzejewski et al., 2009) model in-
corporates domain knowledge in the form of must-
link and cannot-link. Must-link states that two word-
s should belong to the same topic, while cannot-
link states that two words should not be in the same
topic. GK-LDA (Chen et al., 2013) leverages lexi-
cal semantic relations of words such as synonyms,
antonyms and adjective attributes in topic models. A
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Figure 1: The phrase topic model proposed in this paper.

vast amount of lexical knowledge about words and
their relationships, denoted as LR-sets, available in
online dictionaries or other resources can be exploit-
ed by this model to generate more coherent topics.

However, for external knowledge-based model-
s, the incorporated knowledge is too general to be
consistent with the short text in the semantic space.
On the other hand, BTM, as a typical self-contained
knowledge-based model, makes rough assumption
on the generated biterms. The generated biterms are
inundated with noise, for not any two terms in short
text share same topic. Based on the above anal-
ysis, we first identify key-phrases from short text,
which can be deemed as self-contained knowledge,
then propose phrase topic model (PTM), which con-
strains same topic for terms in key-phrase and sam-
ple topics for non-phrase terms from mixture of key-
phrase’s topic.

2 Phrase Topic Model

2.1 Model

A phrase is defined as a consecutive sequence
of terms, or unigrams. In this paper, we fo-
cus on self-contained knowledge in short text,
i.e., the key-phrases. Key-phrase extraction is a
fundamental component in our work. We use
CRF++1 to identify key-phrases in a short text.
The training data is built manually, and the fea-
tures contain the word itself, the part of speech
tagged by Stanford Log-linear Part-Of-Speech Tag-

1http://crfpp.googlecode.com/svn/trunk/doc/index.html

ger (Toutanova et al., 2003). Sample identified key-
phrases are shown in Table 2.

In this paper, our phrase topic model is proposed
based on three assumptions:

• Key-phrases are the key points of interest in the
short text, which should be the focus.

• Terms consisting of the same key-phrase will
share common topic.

• Non-phrase term’s topic assignment should de-
pend on that of key-phrases in the same text.

Our assumptions is indeed similar to other mod-
els (Gruber et al., 2007), for example each sentence
is assumed to be assigned to one topic, however this
assumption is too general, in many cases, differen-
t words should be assigned different topics even in
short text. Our model is more refined to distinguish
key-phrase and non-phrase. In addition, if two or
more key-phrases exist in the same short text, they
are probably assigned different topics.

The graphical representation of PTM is illustrat-
ed in Figure 1. α and β are hyper-parameters, which
are experienced tuned. φ is corpus-level parameter,
while θ is document-level parameter. The hidden
variables consist of zm,n and δm,s. The generative
process of phrase topic model is presented as fol-
lows.

• For each topic k ∈ [1,K]

– draw a topic-specific word distribution
φk ∼ Dir(β)

• For each document m ∈ [1,M ]

– draw a topic distribution θm ∼ Dir(α)
– For each key-phrase n ∈ [1, Nm]

∗ draw topic assignment zm,n ∼
Multi(θm)

∗ For each word l ∈ [1, Nm,n]
· draw wm,n,l ∼ Multi(φzm,n)

– For each non-phrase word s ∈ [1, Sm]
∗ draw a topic assignment δm,s ∼

Uniform(zm,1, . . . , zm,Nm)
∗ draw word om,s ∼ Multi(φδm,s)

From this process, we can see the generation of key-
phrases and non-phrases are distinguished and non-
phrase’s generation is based on the topic assignment
of key-phrases in the same document.
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2.2 Inference By Gibbs Sampling

Similarly with LDA, collapsed Gibbs sampling
(Griffiths and Steyvers, 2004) can be utilized to per-
form approximate inference. In our model, the hid-
den variables are key-phrase’s topic assignment z
and non-phrase word’s topic assignment δ. To per-
form Gibbs sampling, we first randomly initialize
the hidden variables. Then we sample the top-
ic assignment based on the conditional distribu-
tion p(zm,n = k|z¬(m,n),w,o, δ) and p(δm,s =
k|z,w,o, δ¬(m,s)).

We can derive the conditional probability for
zm,n following Equation 1, where nk

m,¬(m,n) de-
notes the number of key-phrases whose topic assign-
ment are k in document m without consideration of
key-phrase {m,n}, which is similar to nk

′

m,¬(m,n).

n
wm,n,l

k,¬(m,n) denotes the number of times key-phrase
term wm,n,l assigned to topic k without consid-
eration of key-phrase {m,n}, which is similar to
nw

k,¬(m,n). n
om,s

k,¬m denotes the number of times non-
phrase term om,s assigned to topic k without consid-
eration of document m, which is similar to nw

k,¬m.
Similarly, we can derive the conditional probabil-

ity for δm,s following Equation 2, where n
om,s

k,¬(m,s)
denotes the number of times non-phrase term om,s

assigned to topic k without consideration of non-
phrase term {m, s}, which is similar to nw

k,¬(m,s).
Lm denotes the number of topics assigned to key-
phrases in document m.

Finally, we can easily estimate the topic distribu-
tion θm,k and topic-word distribution φk,w following
Equation 3 and 4.

θm,k =
nk

m + α∑K
k
′
=1

nk′
m + Kα

(3)

φk,w =
nw

k + β∑V
w

′
=1

nw′
k + V β

(4)

3 Experiments and Results

Online reviews dataset (Chen et al., 2013), which
consists of four domains, is utilized to evaluate our
model, where each domain collection contains 500
reviews. Each review’s average length is 20.42. The
statistics of each domain are presented in Table 1.
It’s worth noting that the Phrase is auto-identified
by the key-phrase extraction method. And the Word

represents the whole distinct words for those identi-
fied key-phrases.

In our paper, we assumed each domain has a sin-
gle topic model. For different domain, we think the
semantic space is quite different. So we performed
the proposed topic model with respect to different
domain. The number of topics is usually determined
by experience, in our experiment, each domain col-
lection contains 500 reviews, we think the number
of topics ranging from 2 to 20 is appropriate, and
these reviews are sufficient to train a topic model.

Table 1: Statistic information of the dataset.
Dataset Phrase Word Vocabulary

Computer 1439 1423 5109
Cellphone 1110 1109 4184

Camera 2962 2620 8366
Food 1235 1350 4488

Recent research (Chang et al., 2009;
Newman et al., 2010) shows that the models
which achieve better predictive perplexity often
have less interpretable latent spaces. So the Topic
Coherence Metric (Mimno et al., 2011) is utilized
to assess topic quality, which is consistent with
human labeling.

We compare our model with four baseline mod-
els: non-knowledgeable model LDA, self-contained
knowledgeable model BTM, external knowledge-
based model GK-LDA (Chen et al., 2013) and DF-
LDA (Andrzejewski et al., 2009). Those identified
key-phrases are used as must-links in DF-LDA and
LR-sets in GK-LDA. This can ensure the incorporat-
ed knowledge upon different models are equal.

Table 2 illustrates the auto-identified phrases from
cellphone dataset. From this result, we can see
key-phrase extraction method can efficiently identi-
fy mostly phrases. More than one phrase, for exam-
ple warranty service and android phone, may appear
in a single sentence, and their topic assignments are
probably different. Our proposed phrase topic mod-
el(PTM) can well handle this case, which is more
well-defined than the assumption of all words within
a sentence share one topic. Our phrase topic model
assumes non-phrase term’s topic assignment should
depend on that of key-phrases in the same text. This
assumption can be clearly confirmed by Table 2, for
example, Nokia N97 mini is semantic dependent US-
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p(zm,n = k|z¬(m,n),w,o, δ) =
nk

m,¬(m,n) + α∑K
k
′
=1

nk
′

m,¬(m,n) + Kα
·

∏Nm,n

l=1 (nwm,n,l

k,¬(m,n) + β)∏Nm,n

l=1 (
∑V

w=1 nw
k,¬(m,n) + V β)

·
∏Sm

s=1(n
om,s

k,¬m + β)∏Sm
s=1(

∑V
w=1 nw

k,¬m + V β)

(1)

p(δm,s = k|z,w,o, δ¬(m,s)) =
n

om,s

k,¬(m,s) + β∑V
w=1 nw

k,¬(m,s) + V β
· 1
Lm

(2)

B charge cable, the same as company and warranty
service.

For all models, posterior inference was drawn af-
ter 1000 Gibbs iterations with an initial burn-in of
800 iterations. For all models, we set the hyperpa-
rameters α = 2 and β = 0.5.

The evaluation results over Topic Coherence Met-
ric are presented in Figure 2 and Figure 3. This
figure indicates our model and BTM can get high-
er topic coherence score than GK-LDA and DF-
LDA, which means the self-defined knowledge and
the mechanism of knowledge incorporation are ef-
fective to topic model. LDA’s performance is ac-
ceptable but not stable. Our model performs better
than BTM, which is probably because the rough as-
sumption of BTM on generated biterms. From the
above analysis, we can see our proposed model can
get the best performance.

T-test results show that the performance improve-
ment of our model over baselines is statistically sig-
nificant on Topic Coherence Metric. All p-values for
t-test are less than 0.00001.

Figure 4 presents the fluctuation of topic coher-
ence when tuning the hyper-parameter α and β. We
can see that the performance fluctuates within a lim-
ited range as we vary α and β. The topic coherence
fluctuates between −550 and −950 other than food
dataset, which gets less fluctuation range.

Table 3 shows example topics for each domain,
where inconsistent words are highlighted in red.
From this results, we can see the number of errors in
phrase topic model(PTM) is significantly less than
LDA, which indicates our proposed topic model is
more suitable than LDA for short text.

4 Conclusions and Future Work

In this paper, we present a topic model to achieve
STU task starting from key-phrases. The terms in
key-phrases identified from the short texts are sup-
posed to share a common topic respectively. And
those key-phrases are assumed to be the central fo-
cus in the generative process of documents. In
the future work, the self-contained knowledge, such
as those identified key-phrases, and the external
knowledge-base should be integrated to guide top-
ic modeling.
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cell volume card star ordered flavor month time

listen bluetooth full empires bought make love price
hands easy product laggy good coffee ago lens
charge good read unplayable taste eat week quality
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Abstract

An acid test for any new Word Sense Disam-
biguation (WSD) algorithm is its performance
against the Most Frequent Sense (MFS). The
field of WSD has found the MFS baseline very
hard to beat. Clearly, if WSD researchers had
access to MFS values, their striving to bet-
ter this heuristic will push the WSD frontier.
However, getting MFS values requires sense
annotated corpus in enormous amounts, which
is out of bounds for most languages, even if
their WordNets are available. In this paper,
we propose an unsupervised method for MFS
detection from the untagged corpora, which
exploits word embeddings. We compare the
word embedding of a word with all its sense
embeddings and obtain the predominant sense
with the highest similarity. We observe signif-
icant performance gain for Hindi WSD over
the WordNet First Sense (WFS) baseline. As
for English, the SemCor baseline is bettered
for those words whose frequency is greater
than 2. Our approach is language and domain
independent.

1 Introduction

The MFS baseline is often hard to beat for any WSD
system and it is considered as the strongest baseline
in WSD (Agirre and Edmonds, 2007). It has been
observed that supervised WSD approaches gener-
ally outperform the MFS baseline, whereas unsu-
pervised WSD approaches fail to beat this baseline.
The MFS baseline can be easily created if we have
a large amount of sense annotated corpora. The fre-
quencies of word senses are obtained from the avail-
able sense annotated corpora. Creating such a costly

resource for all languages is infeasible, looking at
the amount of time and money required. Hence, un-
supervised approaches have received widespread at-
tention as they do not use any sense annotated cor-
pora.

In this paper, we propose an unsupervised method
for MFS detection. We explore the use of word em-
beddings for finding the most frequent sense. We
have restricted our approach only to nouns. Our ap-
proach can be easily ported to various domains and
across languages.

The roadmap of the paper is as follows. Section 2
describes our approach - ‘UMFS-WE’. Experiments
are given in Section 3. Results and Discussions are
given in Section 4. Section 5 mentions the related
work. Finally, Section 6 concludes the paper and
points to future work.

2 Our Approach: UMFS-WE

Word Embeddings have recently gained popular-
ity among Natural Language Processing community
(Bengio et al., 2003; Collobert et al., 2011). They
are based on Distributional Hypothesis which works
under the assumption that similar words occur in
similar contexts (Harris, 1954). Word Embeddings
represent each word with a low-dimensional real
valued vector with similar words occurring closer in
that space.

In our approach, we use the word embedding of a
given word and compare it with all its sense embed-
dings to find the most frequent sense of that word.
Sense embeddings are created using the WordNet
based features in the light of the extended Lesk al-
gorithm (Banerjee and Pedersen, 2003) as described
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later in this paper.

2.1 Training of Word Embeddings
Word embeddings for English and Hindi have been
trained using word2vec1 tool (Mikolov et al., 2013).
This tool provides two broad techniques for creat-
ing word embeddings: Continuous Bag of Words
(CBOW) and Skip-gram model. The CBOW model
predicts the current word based on the surrounding
context, whereas, the Skip-gram model tries to max-
imize the probability of a word based on other words
in the same sentence (Mikolov et al., 2013).

Word Embeddings for English
We have used publicly available pre-trained word
embeddings for English which were trained on
Google News dataset2 (about 100 billion words).
These word embeddings are available for around 3
million words and phrases. Each of these word em-
beddings have 300-dimensions.

Word Embeddings for Hindi
Word embeddings for Hindi have been trained on
Bojar’s (2014) corpus. This corpus contains 44 mil-
lion sentences. Here, the Skip-gram model is used
for obtaining word embeddings. The dimensions are
set as 200 and the window size as 7 (i.e. w = 7).

We used the test of similarity to establish the cor-
rectness of these word embeddings. We observed
that given a word and its embedding, the list of
words ranked by similarity score had at the top of
the list those words which were actually similar to
the given word.

2.2 Sense Embeddings
Sense embeddings are similar to word embeddings
which are low dimensional real valued vectors.
Sense embeddings are obtained by taking the av-
erage of word embeddings of each word in the
sense-bag. The sense-bag for each sense of a
word is obtained by extracting the context words
from the WordNet such as synset members (S),
content words in the gloss (G), content words in
the example sentence (E), synset members of the
hypernymy-hyponymy synsets (HS), content words
in the gloss of the hypernymy-hyponymy synsets

1https://code.google.com/p/word2vec/
2Downloaded from https://code.google.com/p/word2vec/

(HG) and content words in the example sentence of
the hypernymy-hyponymy synsets (HE).

We consider word embeddings of all words in the
sense-bag as a cluster of points and choose the sense
embedding as the centroid of this cluster.

Consider a word w with k senses
wS1 , wS2 , ....wSk

taken from the WordNet. Sense
embeddings are created using the following formula,

vec(wSi) =

∑
x∈SB(wSi

) vec(x)

N
(1)

where, N is the number of words present in the
sense-bag SB(wSi) and SB(wSi) is the sense-bag for
the sense wSi which is given as,

SB(wSi) = {x|x ∈ Features(wSi)}

where, Features(wSi) includes the WordNet
based features for wSi which are mentioned earlier
in this section.

As we can see in Figure 1, consider the sense-
bag created for the senses of a word table. Here,
the word table has three senses, S1 {a set of data
arranged in rows and columns}, S2 {a piece of fur-
niture having a smooth flat top that is usually sup-
ported by one or more vertical legs} and S3 {a com-
pany of people assembled at a table for a meal or
game}. The corresponding word embeddings of all
words in the sense-bag will act as a cluster as shown
in the Figure. Here, there are three clusters with
centroids C1, C2, C3 which corresponds to the three
sense embeddings of the word table.

Figure 1: Most Frequent Sense (MFS) detection using
Word Embeddings and Sense Embeddings
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2.3 Most Frequent Sense Identification

For a given word w, we obtain its word embedding
and sense embeddings as discussed earlier. We treat
the most frequent sense identification problem as
finding the closest cluster centroid (i.e. sense em-
bedding) with respect to a given word. We use the
cosine similarity as the similarity measure. The most
frequent sense is obtained by using the following
formulation,

MFSw = arg max
wSi

cos(vec(w),vec(wSi))

where, vec(w) is the word embedding for word w,
wSi is the ith sense of word w and vec(wSi) is the
sense embedding for wSi .

As seen in Figure 1, the word embedding of the
word table is more closer to the centroid C2 as com-
pared to the centroids C1 and C3. Therefore, the
MFS of the word table is chosen as S2 {a piece of
furniture having a smooth flat top that is usually sup-
ported by one or more vertical legs}.

3 Experiments

We have performed several experiments to compare
the accuracy of UMFS-WE for Hindi and English
WSD. The experiments are restricted to only pol-
ysemous nouns. For Hindi, a newspaper sense-
tagged dataset of around 80,000 polysemous noun
entries was used. This is an in-house data. For
English, SENSEVAL-2 and SENSEVAL-3 datasets3

were used. The accuracy of WSD experiments was
measured in terms of precision (P), recall (R) and
F-Score (F-1).

To compare the performance of UMFS-WE ap-
proach, we have used the WFS baseline for Hindi,
while the SemCor4 baseline is used for English. In
the WFS baseline, the first sense in the WordNet is
used for WSD. For Hindi, the WFS is manually de-
termined by a lexicographer based on his/her intu-
ition. In SemCor baseline, the most frequent sense
obtained from the SemCor sense tagged corpus is
used for WSD. For English, the SemCor is consid-
ered as the most powerful baseline for WSD.

3SENSEVAL-2 and SENSEVAL-3 datasets are downloaded
from http://web.eecs.umich.edu/ mihalcea/downloads.html

4http://web.eecs.umich.edu/m̃ihalcea/downloads.html#semcor

4 Results and Discussions

In this section, we present and discuss results of the
experiments performed on Hindi and English WSD.
Results of Hindi WSD on the newspaper dataset are
given in Table 1, while English WSD results on
SENSEVAL-2 and SENSEVAL-3 datasets are given
in Table 2 and Table 3 respectively. The UMFS-WE
approach achieves F-1 of 62% for the Hindi dataset
and 52.34%, 43.28% for English SENSEVAL-2,
SENSEVAL-3 datasets respectively.

System P R F-1
UMFS-WE 62.43 61.58 62.00

WFS 61.73 59.31 60.49

Table 1: Results of Hindi WSD on the newspaper dataset

System P R F-1
UMFS-WE 52.39 52.27 52.34
SemCor 61.72 58.16 59.88

Table 2: Results of English WSD on the SENSEVAL-2
dataset

System P R F-1
UMFS-WE 43.34 43.22 43.28
SemCor 66.57 64.89 65.72

Table 3: Results of English WSD on the SENSEVAL-3
dataset

We have performed several tests using various
combinations of WordNet based features (refer Sec-
tion 2.2) for Hindi and English WSD, as shown in
Table 4 and Table 5 respectively. We study its im-
pact on the performance of the system for Hindi and
English WSD and present a detailed analysis below.

4.1 Hindi
Our approach, UMFS-WE achieves better perfor-
mance for Hindi WSD as compared to the WFS
baseline. We have used various WordNet based
features for comparing results. It is observed that
synset members alone are not sufficient for identify-
ing the most frequent sense. This is because some
of synsets have a very small number of synset mem-
bers. Synset members along with gloss members
improve results as gloss members are more direct in
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WordNet Features P R F-1
S 51.73 38.13 43.89
S+G 53.31 52.39 52.85
S+G+E 56.61 55.84 56.22
S+G+E+HS 59.53 58.72 59.12
S+G+E+HG 60.57 59.75 60.16
S+G+E+HE 60.12 59.3 59.71
S+G+E+HS+HG 57.59 56.81 57.19
S+G+E+HS+HE 58.93 58.13 58.52
S+G+E+HG+HE 62.43 61.58 62.00
S+G+E+HS+HG+HE 58.56 57.76 58.16

Table 4: UMFS-WE accuracy on Hindi WSD with vari-
ous WordNet features

defining the sense. The other reason is to bring down
the impact of topic drift which may have occurred
because of polysemous synset members. Similarly,
it is observed that adding hypernym/hyponym gloss
members gives better performance compared to hy-
pernym/hyponym synset members. Example sen-
tence members also provide additional information
in determining the MFS of a word, which further
improves the results.

On the whole, we achieve the best performance
when S, G, E, HG and HE features are used together.
This is shown in Table 4.

WordNet Features P R F-1
S 22.89 22.82 22.85
S+G 32.72 32.64 32.68
S+G+E 30.87 30.79 30.84
S+G+E+HS 33.46 33.37 33.42
S+G+E+HG 39.36 39.26 39.31
S+G+E+HE 29.77 29.69 29.73
S+G+E+HS+HG 46.00 45.89 45.95
S+G+E+HS+HE 39.11 39.02 39.06
S+G+E+HG+HE 41.82 41.72 41.77
S+G+E+HS+HG+HE 52.39 52.27 52.34
S+G+HS+HG 51.17 51.04 51.11

Table 5: UMFS-WE accuracy on English WSD with var-
ious WordNet features

4.2 English

We achieve good performance for English WSD
on the SENSEVAL-2 dataset, whereas the perfor-
mance on the SENSEVAL-3 dataset is compara-
tively poor. Here also, synset members alone per-
form badly. However, adding gloss members im-

proves results. The same is observed for hyper-
nym/hyponym gloss members. Using example sen-
tence members of either synsets or their hyper-
nymy/hyponymy synsets bring down the perfor-
mance of the system. This is also justified when
we consider only synset members, gloss mem-
bers, hypernym/hyponym synset members, hyper-
nym/hyponym gloss members which give a score
close to the best obtained score. All the features (S,
G, E, HS, HG & HE), when used together, give the
best performance as shown in Table 5.

Also, we have calculated the F-1 score for Hindi
and English WSD for increasing thresholds on the
frequency of nouns appearing in the corpus. This
is depicted in Figure 2 and Figure 3 for Hindi and
English WSD respectively. Here, in both plots, it
is clearly shown that, as the frequency of nouns in
the corpus increases our approach outperforms base-
lines for both Hindi and English WSD. On the other
hand, SemCor baseline accuracy decreases for those
words which occur more than 8 times in the test
corpus. This is depicted in Figure 3. There are
15 such frequent word types. The main reason for
low SemCor accuracy is that these words occur very
few times with their MFS as listed by the SemCor
baseline. For example, the word cell never appears
with its MFS (as listed by SemCor baseline) in the
SENSEVAL-2 dataset.

As opposed to baselines, our approach gives a fea-
sible way to extract predominant senses in an unsu-
pervised setup. Our approach is domain independent
sothat it can be very easily adapted to a domain spe-
cific corpus. To get the domain specific word em-
beddings, we simply have to run the word2vec pro-
gram on the domain specific corpus. The domain
specific word embeddings can be used to get the
MFS for the domain of interest. Our approach is lan-
guage independent. However, due to time and space
constraints we have performed our experiments on
only Hindi and English languages.

5 Related Work

McCarthy et al. (2007) proposed an unsupervised
approach for finding the predominant sense using an
automatic thesaurus. They used WordNet similar-
ity for identifying the predominant sense. Their ap-
proach outperforms the SemCor baseline for words
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Figure 2: UMFS-WE accuracy on Hindi WSD for words
with various frequency thresholds in Newspaper dataset

with SemCor frequency below five. Buitelaar et al.
(2001) presented the knowledge based approach for
ranking GermaNet synsets on specific domains. La-
pata et al. (2004) worked on detecting the predomi-
nant sense of verbs where verb senses are taken from
the Levin classes. Our approach is similar to that of
McCarthy et al. (2007) as we are also learning pre-
dominant senses from the untagged text.

6 Conclusion and Future Work

In our paper, we presented an unsupervised ap-
proach for finding the most frequent sense for nouns
by exploiting word embeddings. Our approach is
tested on Hindi and English WSD. It is found that
our approach outperforms the WFS baseline for
Hindi. As the frequency of noun increases in the cor-
pus, our approach outperforms the baseline for both
Hindi and English WSD. Our approach can be eas-
ily ported to various domains and across languages.
In future, we plan to improve on the performance of
our model for English, even for infrequent words.
Also, we will explore this approach for other lan-
guages and for other parts-of-speech.
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Ondřej Bojar, Diatka Vojtěch, Rychlý Pavel, Straňák
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Bengio Yoshua, Ducharme Réjean, Vincent Pascal and
Janvin Christian. 2003. A Neural Probabilistic Lan-
guage Model. J. Mach. Learn. Res., issn = 1532-4435,
pp 1137-1155.

1243



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1244–1249,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Chain based RNN for Relation Classification

Javid Ebrahimi and Dejing Dou
Department of Computer and Information Science, University of Oregon

Eugene, Oregon 97403, USA
{javid,dou}@cs.uoregon.edu

Abstract

We present a novel approach for relation clas-
sification, using a recursive neural network
(RNN), based on the shortest path between
two entities in a dependency graph. Previ-
ous works on RNN are based on constituency-
based parsing because phrasal nodes in a parse
tree can capture compositionality in a sen-
tence. Compared with constituency-based
parse trees, dependency graphs can represent
relations more compactly. This is particu-
larly important in sentences with distant en-
tities, where the parse tree spans words that
are not relevant to the relation. In such
cases RNN cannot be trained effectively in a
timely manner. However, due to the lack of
phrasal nodes in dependency graphs, applica-
tion of RNN is not straightforward. In order
to tackle this problem, we utilize dependency
constituent units called chains. Our experi-
ments on two relation classification datasets
show that Chain based RNN provides a shal-
lower network, which performs considerably
faster and achieves better classification results.

1 Introduction

Relation extraction is the task of finding relations
between entities in text, which is useful for sev-
eral tasks such as information extraction, summa-
rization, and question answering (Wu and Weld,
2010). For instance, in the sentence: those “cancers”
were caused by radiation “exposures,” the two enti-
ties have a cause-effect relation. As reported in de-
tail (SaraWagi, 2008), one approach to the problem
involves supervised methods where the models rely

on lexical, syntactic, and semantic features to clas-
sify relations between pairs of entities. The down-
side of this approach is that one has to retrain the
model for other domains with different target rela-
tions. Thus it is not scalable to the web, where thou-
sands of (previously-unseen) relations exist (Banko
et al., 2007). To address this problem, Open Infor-
mation Extraction is proposed, which does not re-
quire supervision. In these systems (Banko et al.,
2007; Mausam et al., 2012), patterns based on lex-
ical, syntactic, POS, and dependency features are
extracted. While these patterns give good preci-
sion, they suffer from low recall (Banko and Etzioni,
2008). This is because they fail to extract patterns
which have not been pre-specified, and thereby are
unable to generalize.

Recursive Neural Network (RNN) has proven to
be highly successful in capturing semantic compo-
sitionality in text and has improved the results of
several Natural Language Processing tasks (Socher
et al., 2012; Socher et al., 2013). Previous ap-
plications of Recursive Neural Networks (RNN) to
supervised relation extraction (Socher et al., 2012;
Hashimoto et al., 2013; Khashabi, 2013) are based
on constituency-based parsers. These RNNs may
span words that do not contribute to the relation. We
investigate the incorporation of dependency parsing
into RNN that can give a more compact representa-
tion of relations.

Our contribution is introducing a compositional
account of dependency graphs that can match
RNN’s recursive nature, and can be applied to re-
lation classification. We study different data struc-
tures that incorporate dependency trees into RNNs.
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One of these structures produces a compact full bi-
nary tree that compared with the constituency-based
RNN, has higher classification accuracy and saves
up to 70% in the training time.

2 Related Work

At the core of deep learning techniques for NLP, lies
the vector based word representation, which maps
words to an n-dimensional space. Having word vec-
tors as parameters makes neural models flexible in
finding different word embeddings for separate tasks
(Collobert and Weston, 2008). Recursive Neural
Network (RNN) is a recursive deep architecture that
can learn feature representation of words, phrases
and sentences.

As an example, in (Socher et al., 2010), each
node in the parse tree is associated with a vector
and at each internal node p, there exists a compo-
sition function that takes its input from its children
c1 ∈ Rn and c2 ∈ Rn.

p = f(c1, c2) = tanh(W
[
c1
c2

]
+ b) (1)

The matrix W ∈ Rn×2n is the global composition
parameter, b is the bias term, and the output of the
function p ∈ Rn is another vector in the space of in-
puts. Socher et al. (2012) propose Matrix-Vector
Recursive Neural Network (MV-RNN), where in-
stead of using only vectors for words, an additional
matrix for each word is used to capture operator se-
mantics in language. To apply RNN to relation clas-
sification, they find the path in the parse tree between
the two entities and apply compositions bottom up.
Hashimoto et al. (2013) follow the same design but
introduce a different composition function. They
make use of word-POS pairs and use untied weights
based on phrase categories of the pair.

Socher et al. (2014) introduce a dependency-
based RNN that extracts features from a dependency
graph whose composition function has major differ-
ences from ours. Their function consists of a linear
sum of unary compositions, while our function is a
binary composition of children. Our work is also
related to (Bunescu and Mooney, 2005), where the
similarity between the words on the path connect-
ing two entities in the dependency graph is used to
devise a Kernel function.

3 Chain based RNN

While constituency-based parsing seems to be a rea-
sonable choice for compositionality in general, it
may not be the best choice for all NLP tasks. In par-
ticular, for relation classification, one may prefer to
use a structure that encodes more information about
the relations between the words in a sentence. To
this end, we use dependency-based parsing that pro-
vides a one-to-one correspondence between nodes in
a dependency graph (DG).

DGs are significantly different from constituency
parse trees since they lack phrasal nodes. More pre-
cisely, the internal nodes where the nonlinear com-
binations take place, do not exist in DGs. There-
fore, we modify the original RNN and present a
dependency-based RNN for relation classification.
In our experiments, we restrict ourselves to trees
where each dependent has only one head. We also
use the example in Figure 1 for better illustration; in
this example the arguments of the relation are child
and cradle.

wrapped

child[arg1]

the

was carefully into

cradle [arg2]

the

Figure 1: DG: the child was carefully wrapped into the cradle.

We apply compositions on the words on the short-
est path between entities. From a linguistic point of
view, this type of composition is related to the con-
cept of chain or dependency constituent unit in DGs
(Osborne, 2005).

Chain: The words A ... B ... C ... (order
irrelevant) form a chain iff A immediately
dominates (is the parent of) B and C, or if
A immediately dominates B and B imme-
diately dominates C.
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Based on this definition, child wrapped, into cradle,
wrapped into cradle, child wrapped into cradle all
qualify as a chain while child was does not. To il-
lustrate the motivation to use dependency parsing,
consider the sentence:

The hidden “camera,” found by a security
guard, was hidden in a business card-sized
“box” placed at an unmanned ATM.

The shortest path between entities is:

camera→ found← hidden← in← box

Using dependency parsing, we only need four com-
positions for this chain, which results in 86% de-
crease against constituency-based parsing.

Now with all words represented as vectors, we
need to find a reduced dimensional representation of
the chain in fixed size. To this end, we transform this
chain to a data structure, the root of which represents
the extracted features.

3.1 Fixed Structure

We cannot use an off-the-shelf syntax parser to cre-
ate a tree for the chain because the chain may not
necessarily be a coherent English statement. Thus,
we build two Directed Acyclic Graph (DAG) struc-
tures by heuristics. The idea is to start from ar-
gument(s) and recursively combine dependent-head
pairs to the (common) ancestor i.e., each head is
combined with the subtree below itself. In the sim-
plest case: a→ b results in p = f(a, b).

The subtlety of this approach lies in the treatment
of the word with two dependents. We use two meth-
ods to handle such a node: 1) including it in only
one composition as in Figure 2 or 2) including it in
two compositions and sum their results as in Figure
3.

Both structures produce a DAG where each inter-
nal node has two children and there is only one node
with two non-leaf children. We now prove that this
greedy algorithm results in a full binary tree for the
first case. We skip the proof of the algorithm for the
second case which produces a full binary DAG.
Lemma: There is at most one node with exactly two
none-leaf children in the tree.
Proof. If one of the arguments is an ancestor of
the other argument e.g., arg1 → ... → arg2, then

x7 = f(x5, x6)

x5 = f(x1, x2) x6 = f(x3, x4)

x1 = child x2 = wrapped x3 = into x4 = cradle

Figure 2: a fixed tree example

obviously every head on the chain has exactly one
dependent. Combination of each head and its sub-
tree’s output vector results in a full binary node in
the tree. If the arguments have a common ancestor
p e.g., arg1 → ... p ... ← arg2, then that particular
node has two dependents. In this case, the parent is
combined with either its left or right subtrees, and its
result is combined with the output of the other child.
No other head has this property; otherwise, p is not
the common ancestor.
Theorem: The algorithm converts a chain to a full
binary tree.
Proof. The leaves of the tree are words of the chain.
By applying the lemma, there exists one root and all
internal nodes have exactly two children.

Note that we only consider dependency trees as
the input; so each pair of arguments has a unique
common ancestor. Concretely, having a connected
graph leads to at least one such ancestor and having
only one head for each node (being a tree) leads to
exactly one such ancestor.

3.2 Predicted Tree Structure
Instead of using a deterministic approach to cre-
ate the tree, we can use Recursive Autoencoders
(RAE) to find the best representation of the chain.
This model is similar to (Socher et al., 2011) with
some modification in implementation. Socher et al.
(2011) use a semi supervised method where the ob-
jective function is a weighted sum of the supervised
and unsupervised error. We achieved better results
with a pipeline where first, during pre-training, the
unsupervised autoencoder predicts the structure of
RNN and then during training, the supervised cross
entropy error is minimized.
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x8 =
∑

i∈6,7
xi

x6 = f(x1, x2) x7 = f(x2, x5)

x1 = child x2 = wrapped

x5 = f(x3, x4)

x3 = into x4 = cradle

Figure 3: a fixed DAG example

4 Learning

To predict the label of the relation, a softmax clas-
sifier is added on top of the tree. i.e., yi =
softmax(P TnW

label) where L ∈ Rk, k is the num-
ber of classes, and Pn is the final vector on top of
the tree for sentence n. The objective function is the
sum of cross entropy error at all the nodes, for all the
sentences in the training set.

E(θ) = −
∑
n

∑
k

tkn log ykn +
λ

2
‖ θ ‖2 (2)

The vectors for target, predicted labels, and regular-
ization parameters are denoted by tn, yn and λ re-
spectively. We initialize the word vectors with pre-
trained 50-dimensional words from (Collobert and
Weston, 2008) and initialize other parameters by a
normal distribution with mean of 0 and standard de-
viation of 0.01. Derivatives are computed by back-
propagation through structure (Goller and Kuchler,
1996) and L-BFGS is used for optimization.

5 Experiments

In this section we discuss our experimental results
on two datasets for relation classification. To derive
the dependency tree for each sentence, we use arc-
eager MaltParser (Goldberg and Nivre, 2012). We
set the hyper-parameters through a validation set for
the first dataset and use them for the second dataset
too. Similar to the previous works, a few internal
features were also added e.g., depth of the tree, dis-
tance between entities, context words, and the type

of dependencies in our model. We found that using
dependency types inside the composition function as
in typed functions worsens the results.

5.1 SemEval-2010 Task 8
This data set consists of 10017 sentences and nine
types of relations between nominals (Hendrickx et
al., 2010). Table 1 compares the results of our tree
based chain RNN (C-RNN), DAG based chain RNN
(DC-RNN) and the autoencoder based one (C-RNN-
RAE) with other RNN models and the best system
participating (Rink and Harabagiu, 2010) in the task.
Evaluation of the systems is done by comparing the
F-measure of their best runs. The best system (Rink
and Harabagiu, 2010) uses SVM with many sets of
features. We add some external features using super-
sense sequence tagger (Ciaramita and Altun, 2006).
Adding POS tags, WordNet hypernyms, and named
entity tags (NER) of the two arguments helps C-
RNN improve the results.

We implement SDT-RNN (Socher et al., 2014)
which has similar complexity as our model but has
significantly lower F-measure. SDT-RNN also per-
forms much better when considering only the words
on the path between entities; confirming our hy-
pothesis about the effectiveness of chains. This can
be attributed to the intuitive advantage of depen-
dency trees where the shortest path between entities
captures most of the information about the relation
(Bunescu and Mooney, 2005).

As it can bee seen in Table 1, C-RNN achieves
the best results. The baseline RNN, uses a global
composition function and R50 vectors for each word.
We also use the same number of model parameters.

The advantage of our approach is that our models
are computationally less expensive compared with
other RNN models. MV-RNN (Socher et al., 2012)
uses an additional matrix R50×50 for each word,
resulting in a 50 fold increase in the number of
model parameters. POS-RNN (Hashimoto et al.,
2013) uses untied weight matrices and POS based
word vectors that results in about 100% increase in
the number of model parameters compared with C-
RNN.

Relations with long distances between entities are
harder to classify. This is illustrated in Figure 4
where MV-RNN and C-RNN are compared. Con-
sidering three bins for the distance between two en-
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Method F-measure Feature sets
RNN 74.8 -
SDT-RNN 75.12 -
MV-RNN 79.1 -
POS-RNN 79.4 -
DC-RNN 77.36 -
C-RNN-RAE 78.78 -
C-RNN 79.68 -
SVM 82.2 POS, WordNet, Levine classes,

PropBank, FrameNet, TextRun-
ner, paraphrases, Google n-grams,
NormLex-Plus, morphological fea-
tures, dependency parse features

MV-RNN 82.4 POS, NER, WordNet
C-RNN 82.66 POS, NER, WordNet

Table 1: Results on SemEval 2010 relation classification task with the
feature sets used. C-RNN outperforms all RNN based models. By in-
cluding three extra features, it achieves the state-of-the-art performance.

tities, the figure shows what fraction of test instances
are misclassified in each bin. Both classifiers make
more errors when the distance between entities is
longer than 10. The performance of the two classi-
fiers for distances less than five is quite similar while
C-RNN has the advantage in classifying more rela-
tions correctly when the distance increases.

5.2 SemEval-2013 Task 9.b
To further illustrate the advantage of C-RNN over
MV-RNN, we evaluate our work on another data set.
See Table 2. In this task, the goal is to extract inter-
actions between drug mentions in text. The corpus
(Segura-Bedmar et al., 2013) consists of 1,017 texts
that were manually annotated with a total of 5021
drug-drug interactions of four types: mechanism, ef-
fect, advise and int.

Method Precision Recall F=measure
MV-RNN 74.07 65.53 67.84
C-RNN 75.31 66.19 68.64

Table 2: Results on SemEval 2013 Drug-Drug Interaction task

5.3 Training Time
Dependency graphs can represent relations more
compactly by utilizing only the words on the shortest
path between entities. C-RNN uses a sixth of neural
computations of MV-RNN. More precisely, there is
an 83% decrease in the number of tanh evaluations.
Consequently, as demonstrated by Figure 5, C-RNN
runs 3.21 and 1.95 times faster for SemEval 2010
and SemEval 2013 respectively.
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Figure 4: Misclassification based on entities distance in three
bins. More errors occur with entities separated by more than ten
words. C-RNN performs better in bottleneck long distances.

   
SemEval-2010 SemEval-2013

ru
nn

in
g 

tim
e

0

500

1000

1500

2000

2500

MV-RNN
C-RNN

Figure 5: Training time measured by seconds. Experiments
were run on a cluster node with 6 core 2.66GHz cpu.

6 Conclusions

Recently, Recursive Neural Network (RNN) has
found a wide appeal in the Machine Learning com-
munity. This deep architecture has been applied in
several NLP tasks including relation classification.
We present an RNN architecture based on a com-
positional account of dependency graphs. The pro-
posed RNN model is based on the shortest path be-
tween entities in a dependency graph. The resulting
shallow network is superior for supervised learning
in terms of speed and accuracy. We improve the
classification results and save up to 70% in train-
ing time compared with a constituency-based RNN
. The limitation of our Chain based RNN is that it
assumes the named entities to be known in advance.
This requires a separate named entity recognizer and
cannot extract the entities jointly with the relation
classifier.
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Abstract

LR parsing is a popular parsing strategy for
variants of Context-Free Grammar (CFG). It
has also been used for mildly context-sensitive
formalisms, such as Tree-Adjoining Gram-
mar. In this paper, we present the first LR-
style parsing algorithm for Linear Context-
Free Rewriting Systems (LCFRS), a mildly
context-sensitive extension of CFG which has
received considerable attention in the last
years.

1 Introduction

LR parsing is an incremental shift-reduce parsing
strategy in which the transitions between parser
states are guided by an automaton which is com-
piled offline. LR parsers were first introduced
for deterministic context-free languages (Knuth,
1965) and later generalized to context-free lan-
guages (Tomita, 1984) and tree-adjoining languages
(Nederhof, 1998; Prolo, 2003).

Linear Context-Free Rewriting System (LCFRS)
(Vijay-Shanker et al., 1987) is an immediate ex-
tension of CFG in which each non-terminal can
cover more than one continuous span of the in-
put string. LCFRS and equivalent formalisms
have been used for the modeling of discontinu-
ous constituents (Maier and Lichte, 2011) and non-
projective dependencies (Kuhlmann, 2013), as well
as for data-driven parsing of such structures (Maier
and Kallmeyer, 2010; Kallmeyer and Maier, 2013;
van Cranenburgh, 2012; Angelov and Ljunglöf,
2014). They have also been used for modeling

non-concatenative morphology (Botha and Blun-
som, 2013), for grammar engineering (Ranta, 2011),
and for modeling alignments in machine translation
(Søgaard, 2008; Kaeshammer, 2013). To our knowl-
edge, so far, no LR strategy for LCFRS has been
presented in the literature. In this paper, we present
an LR-style parser for LCFRS. It is based on the in-
cremental parsing strategy implemented by Thread
Automata (Villemonte de la Clergerie, 2002).

The remainder of the article is structured as fol-
lows. In the following section, we introduce LCFRS
and thread automata. Section 3 presents the algo-
rithm along an example. In particular, section 3.2
gives the algorithms for automaton and parse table
constructions, and section 3.3 presents the parsing
algorithm. Section 4 concludes the article.

2 Preliminaries

2.1 LCFRS

In this paper, we restrict ourselves to string rewriting
LCFRS and omit the more general definition (Weir,
1988).

In LCFRS, a single non-terminal can span k ≥ 1
continuous blocks of a string. A CFG is simply a
special case of an LCFRS in which k = 1. k is
called the fan-out of the non-terminal. We notate
LCFRS with the syntax of Simple Range Concate-
nation Grammars (SRCG) (Boullier, 1998), a for-
malism equivalent to LCFRS.

An LCFRS1 (Vijay-Shanker et al., 1987; Seki et
al., 1991) is a tuple G = (N,T, V, P, S) where N

1Note that for purposes of exposition, we limit ourselves to
ε-free LCFRS.
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is a finite set of non-terminals with a function dim:
N → N determining the fan-out of each A ∈ N ; T
and V are disjoint finite sets of terminals and vari-
ables; S ∈ N is the start symbol with dim(S) = 1.
P is a finite set of rewriting rules with rank m ≥

0. All γ ∈ P have the form

A(α0, . . . , αdim(A)−1)→ A1(X
(1)
0 , . . . , X

(1)

dim(A1)−1)

· · ·Am(X
(m)
0 , . . . , X

(m)

dim(Am)−1)

where A,A1, . . . , Am ∈ N , X(l)
j ∈ V for 1 ≤

l ≤ m, 0 ≤ j < dim(Ai) and αi ∈ (V ∪ T )+ for
0 ≤ i < dim(A). All αi and X(l)

j are called argu-
ments (or sometimes components); the elements in
αi are called argument elements. Aγ is the set of
all argument elements of γ. Variable occurrences in
the arguments of the non-terminals of γ are ordered
by a strict total order ≺. For all X1, X2 ∈ V oc-
curring in arguments of a non-terminal of γ, it holds
that X1 ≺ X2 iff either X1 precedes X2 in an argu-
ment of the non-terminal or the argument X1 occurs
in precedes the argument X2 occurs in.

For all γ ∈ P , every variable X occurring in γ
occurs exactly once in the left-hand side (LHS) and
exactly once in the right-hand side (RHS). Further-
more, if for two variables X1, X2 ∈ V , it holds that
X1 ≺ X2 on the RHS, then also X1 ≺ X2 on the
LHS. The rank of G is the maximal rank of any of
its rules, its fan-out is the maximal fan-out of any of
its non-terminals.

We use the following additional notation: For a
rule γ ∈ P , lhs(γ) gives the LHS non-terminal;
lhs(γ, i) gives the ith argument of the LHS and
lhs(γ, i, j) its jth symbol; rhs(γ, k) gives the kth
RHS non-terminal; and rhs(γ, k, l) gives the lth
component of the kth RHS element (starting with in-
dex 0 in all four cases). These function have value⊥
whenever there is no such element. Furthermore, in
the sense of dotted productions, we define for each
γ ∈ P a set of symbols denoting computation points
of γ, Cγ = {γi.j | 0 ≤ i < dimA, 0 ≤ j ≤ |αi|}, as
well as the set C =

⋃
γ∈P Cγ .

A non-terminal A ∈ N can be instantiated
w.r.t. an input string w1 · · ·w|w| and a rule γ ∈ P
with lhs(γ) = A. An instantiation maps all argu-
ment elements of γ to spans ofw ((i−1, j)w denotes
the span wi · · ·wj , 1 ≤ i ≤ j ≤ n). All instantia-
tions are given by a function σ : Aγ → N×N where

α : S(xy)→ A(x, y) γ : A(a, b)→ ε
β : A(ax, ya)→ A(x, y)

Figure 1: LCFRS for {anaban |n ≥ 0}

for all x, y ∈ Aγ with x 6= y, σ(x) = (i, j)w and
σ(y) = (k, l)w it holds that i, k ≥ 0; j, l ≤ |w|; if
x (y) is a terminal, then j = i + 1 (l = k + 1),
otherwise j > i (k > l). Iff x ≺ y in γ, then
j ≤ k. A derivation rewrites strings of instantiated
non-terminals, i.e., given an instantiated clause, the
instantiated LHS non-terminal may be replaced with
the sequence of instantiated RHS terminals. The lan-
guage of the grammar is the set of strings which can
be reduced to the empty word, starting with S in-
stantiated to the input string.

See figure 1 for a sample LCFRS.

2.2 Thread Automata

Thread automata (TA) (Villemonte de la Clergerie,
2002) are a generic automaton model which can be
parametrized to recognize different mildly context-
sensitive languages. The TA for LCFRS (LCFRS-
TA) implements a prefix-valid top-down incremen-
tal parsing strategy similar to the ones of Kallmeyer
and Maier (2009) and Burden and Ljunglöf (2005).

An LCFRS-TA for some LCFRS G =
(N,T, V, P, S) works as follows. The process-
ing of a single rule is handled by a single thread
which will traverse the LHS arguments of the
rule. A thread is given by a pair p : X , where
p ∈ {1, . . . ,m}∗ with m the rank of G is the
address, and X ∈ N ∪ {ret} ∪ C where ret /∈ N
is the content of the thread. An automaton state
is given by a tuple 〈i, p, T 〉 where T is a set of
threads, the thread store, p is the address of the
active thread, and i ≥ 0 indicates that i tokens have
been recognized. We introduce a new start symbol
S′ /∈ N that expands to S and use 〈0, ε, {ε : S′}〉 as
start state.

The specific TA for a given LCFRS
G = (N,T, V, P, S) can be defined as tuple
〈N ′, T, S′, ret , δ,Θ〉 with N ′ = N ∪ C ∪ {S′, ret};
δ is a function from C to {1, . . . ,m} ∪ {⊥}
such that δ(γk,i) = j if there is a l such that
lhs(γ, k, i) = rhs(γ, j − 1, l), and δ(γk,i) = ⊥ if
lhs(γ, k, i) ∈ T ∪ {⊥} (intuitively, a δ value j tells
us that the next symbol to process is a variable that
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Call: S′ → [S′]S α0,0 → [α0,0]A β0,1 → [β0,1]A
Predict: S → α0,0 A→ β0,0 A→ γ0,0

Scan: β0,0
a→ β0,1 β1,1

a→ β1,2 γ0,0
a→ γ0,1 γ1,0

b→ γ1,1

Publish: α0,2 → ret β1,2 → ret γ1,1 → ret
Suspend: [α0,1]ret → α0,2 [β1,0]ret → β1,1

[α0,0]β0,2 → α0,1[β0,2] [α0,0]γ0,1 → α0,1[γ0,1] [β0,1]β0,2 → β0,2[β0,2] [β0,1]γ0,1 → β0,2[γ0,1]
Resume: α0,1[β0,2]→ [α0,1]β1,0 α0,1[γ0,1]→ [α0,1]γ1,0 β1,0[β0,2]→ [β1,0]β1,0 β1,0[γ0,1]→ [β1,0]γ1,0

Figure 2: TA transitions for the LCFRS from figure 1

is an argument of the jth RHS non-terminal); and
Θ is a finite set of transitions. Every transition has
the form α

a→ β with a ∈ T ∪ {ε} and they roughly
indicate that in the thread store, α can be replaced
with β while scanning a. Square brackets in α and
β indicate parts that do not belong to the active
thread. This will be made more precise below. Θ
contains the following transitions (see figure 2):
• Call transitions start a new thread, either for

the start symbol or for a daughter non-terminal.
They move down in the parse tree.
S′ → [S′]S (initial call), γk,i → [γk,i]A if A =
rhs(γ, j − 1) and lhs(γ, k, i) = rhs(γ, j − 1, 0)
where j = δ(γk,i).
• Predict transitions predict a new rule for a non-

terminal A: A→ γ0,0 if A = lhs(γ).
• Scan reads a LHS terminal while scanning the

next input symbol:

γk,i
lhs(γ,k,i)→ γk,i+1 if lhs(γ, k, i) ∈ T .

• Publish marks the completion of a production,
i.e., its full recognition:
γk,j → ret if dim(lhs(γ)) = k + 1 and j =
|lhs(γ, k)|.
• Suspend suspends a daughter thread and re-

sumes the parent. i.e., moves up in the parse tree.
There are two cases:
(i) The daughter is completely recognized:

[γk,i]ret → γk,i+1 if lhs(γ, k, i) =
rhs(γ, δ(γk,i)−1, dim(rhs(δ(γk,i)−1))−1).

(ii) The daughter is not yet completely recog-
nized, we have only finished one of its
components: [γk,i]βl,j → γk,i+1[βl,j ] if
dim(lhs(β)) > l + 1, |lhs(β, l)| = j,
lhs(γ, k, i) = rhs(γ, δ(γk,i) − 1, l) and
rhs(γ, δ(γk,i)− 1) = lhs(β).

• Resume resumes an already present daughter
thread, i.e., moves down into some daughter that

has already been partly recognized.
γk,i[βl,j ] → [γk,i]βl+1,0 if lhs(γ, k, i) =
rhs(γ, δ(γk,i)− 1, l + 1), rhs(γ, δ(γk,i)− 1) =
lhs(β) and βl,j+1 /∈ C.

This is not exactly the TA for LCFRS proposed in
Villemonte de la Clergerie (2002) but rather the one
from Kallmeyer (2010), which is close to the Earley
parser from Burden and Ljunglöf (2005).

The set of configurations for a given inputw ∈ T ∗
is then defined by the deduction rules in figure 3 (the
use of set union S1 ∪ S2 in these rules assumes that
S1 ∩ S2 = ∅). The accepting state of the automaton
for some input w is 〈|w|, 1, {ε : S′, 1 : ret}〉.

2.3 LR Parsing

In an LR parser, the parser actions are guided by
an automaton, resp. a parse table which is com-
piled offline. Consider the context-free case. An LR
parser for CFG is a guided shift-reduce parser, in
which we first build the LR automaton. Its states are
sets of dotted productions closed under prediction,
and its transitions correspond to having recognized
a part of the input, e.g., to moving the dot over a
RHS element after having scanned a terminal or rec-
ognized a non-terminal. Given an automaton with n
states, we build the parse table with n rows. Each
row i, 0 ≤ i < n, describes the possible parser ac-
tions associated with the state qi, i.e., for each state
and each possible shift or reduce operation, it tells
us in which state to go after the operation.

3 LR for LCFRS

3.1 Intuition

The states in the automaton are predict and resume
closures of TA thread stores. In order to keep them
finite, we allow the addresses to be regular expres-
sions. A configuration of the parser consists of a
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Initial configuration: 〈0, ε, {ε : S′}〉 Initial call:
〈0, ε, {ε : S′}〉

〈0, 1, {ε : S′, 1 : S}〉
Further calls:

〈i, p,S ∪ p : γk,i〉
〈i, pj,S ∪ p : γk,i ∪ pj : A〉

γk,i → [γk,i]A ∈ Θ,
A ∈ N, δ(γk,i) = j + 1

Predict:
〈i, p,S ∪ p : A〉
〈i, p,S ∪ p : γ0,0〉

A ∈ N,
A→ γ1,0 ∈ Θ

Scan:
〈j, p,S ∪ p : γk,i〉

〈j + 1, p,S ∪ p : γk,i+1〉 γk,i

wj+1→ γk,i+1 ∈ Θ Publish:
〈i, p,S ∪ {p : γk,i}〉
〈i, p,S ∪ {p : ret}〉 γk,j → ret ∈ Θ

Suspend 1:
〈i, pj,S ∪ {p : γk,i, pj : ret}〉
〈i, p,S ∪ {p : γk,i+1}〉 [γk,i]ret → γk,i+1 ∈ Θ

Suspend 2:
〈i, pj,S ∪ {p : γk,i, pj : βl,m}〉
〈i, p,S ∪ {p : γk,i+1, pj : βl,m}〉 [γk,i]βl,m → γk,i+1[βl,m] ∈ Θ

Resume:
〈i, p,S ∪ {p : γk,i, pδ(γk,i) : βl,j}〉

〈i, pδ(γk,i),S ∪ {p : γk,i, pδ(γk,i) : βl+1,0}〉 γk,i[βl,j ]→ [γk,i]βl+1,0 ∈ Θ

Figure 3: Deduction rules for TA configurations

stack, a set of completed components and the re-
maining input. The completed components are of
the form p : γi where p is an address and γi
the component of a rule. The stack has the form
Γ1x1Γ2 . . . xn−1Γn where Γi is an address followed
by a state and xi ∈ T ∪ {Ak |A ∈ N, 1 ≤ k ≤
dim(A)}.

Shift: Whenever we have p : q on top of the stack
and an edge from q to q′ labeled with the next input
symbol and an address p′, we add the input symbol
followed by pp′ : q′ to the stack.

Suspend: Whenever the top of the stack is p1 : q
such that there is a γi−1,k ∈ q with k = |lhs(γ, i −
1)| and i < dim(γ), we can suspend. If i = 1,
we add p1 : γi to the set of completed components
and we remove |lhs(γ, i)| terminals/component non-
terminals and their preceding states from the stack.
If i ≥ 1, we check whether there is a p2 : γi−1 in the
set of completed components such that the intersec-
tion L(p1) ∩ L(p2) is not empty.2 We then remove
p2 : γi−1 from the set of complete components and
we add p : γi to it where p is a regular expression
denoting L(p1) ∩ L(p2). Suppose the topmost state
on the stack is now p′ : q′. We then have to follow
the edge leading from q′ to some q′′ labeled Ai : p′′

where A = lhs(γ). This means that we push Ai
followed by p′p′′ : q′′ on the stack.

2Note that the corresponding finite state automata can be de-
terministic; in this case the intersection is quadratic in the size
of the two automata.
In LCFRS without left recursion in any of the components, the
intersection is trivial since the regular expressions denote only
a single path each.

Reduce: Whenever there is a γi−1,k in our current
state with k = |lhs(γ, i − 1)| and i = dim(γ), we
can reduce, which is like suspend except that noth-
ing is added to the set of completed components.

3.2 Automaton and parse table construction

The states of the LR-automaton are sets of pairs p :
X where p is a regular expression over {1, . . . ,m},
m the rank of G, and X ∈ C ∪ {S′}. They represent
predict and resume closures.The predict/resume clo-
sure q of some set q is described by the deduction
rules in figure 4. This closure is not always finite.

ε : S′

1 : α0,0
lhs(α) = S

p : γi,j
pk : γ′l,0

lhs(γ, i, j) = rhs(γ, k − 1, l),
rhs(γ, k) = lhs(γ′)

Figure 4: Predict/resume closure

However, if it is not, we obtain a set of items that
can be represented by a finite set of pairs r : γi,j
plus eventually ε : S′ such that r is a regular ex-
pression denoting a set of possible addresses. As an
example for such a case, see q3 in figure 5.

The reason why we can represent these closures
by finite sets using regular expressions for paths
is the following: There is a finite number of pos-
sible elements γi,j . For each of these, the set
of possible addresses it might be combined with
in a state that is the closure of {ε : X1, ε :
X2, . . . , ε : Xn} is generated by the CFG 〈C∪{S′}∪
{Snew}, {1, . . . ,m}, P, Snew〉 with Snew → Xi ∈
P for all 1 ≤ i ≤ n, X → Y k ∈ P for all in-
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stances p:X
pk:Y of deduction rules and γi,j → ε. This

is a regular grammar, its string language can thus be
characterized by a regular expression.

The construction of the set of states starts with
q0 = {ε : S′}. For every state q, every non-
terminal A and every 1 ≤ i ≤ dim(A), we define
read(q, Ai, p) = {ε : γj,k+1 | p : γj,k ∈ q and there
is some l such that rhs(γ, l) = A and lhs(γ, j, k) =
rhs(γ, l, i−1)} and read(q, Ai, p) = read(q, Ai, p).
Similarly, for every such q and every a ∈ T , we de-
fine read(q, a, p) = {ε : γj,k+1 | p : γj,k ∈ q and
lhs(γ, j, k) = a} and read(q, a, p) = read(q, a, p).
The set of states of our automaton is then the closure
of {q0} under the application of the read-functions.
The edges in our automaton correspond to read-
transitions, where each edge is labeled with the cor-
responding pair Ai, p or a, p respectively. The au-
tomaton we obtain for the grammar in figure 1 is
shown in figure 5. The number of possible states

ε : S′, 1 : α0,0

11 : β0,0, 11 : γ0,0

q0

ε : β0,1, ε : γ0,1

1 : β0,0, 1 : γ0,0
q1

ε : β0,2

q2

ε : α0,1

1+ : β1,0, 1+ : γ1,0

q3

ε : β1,1

q4

ε : β1,2

q5

ε : γ1,1q6 ε : α0,2

q7

ε : S′•
q8

a, 11

a, 1

A1, ε

A1, 1

A2, 1+

b, 1+ A2, ε
a, ε

S1, ε

Figure 5: The automaton

is necessarily finite since each state is the closure
of some set containing only items with address ε.
There are only finitely many such sets.

In the parse table, our operations are s(p, q) for
shifting some terminal a followed by the old ad-
dress concatenated with p and state q and r(α, i)
for reducing the ith component of rule α. The
two reduce operations can be distinguished by the
component indices. Furthermore, the goto-part of
the table tells where to go when traversing a com-
ponent edge and which address to add then. The
parse table can be read off the automaton as fol-
lows: action(q, a) = s(p, q′) iff read(q, a, p) = q′;
action(q,−) = r(γ, i) iff there is some p : γi,k ∈ q
such that k = |lhs(γ, i)|. Concerning the goto
part of the table, we have goto(q, Ai) = 〈p, q′〉 iff
read(q, Ai, p) = q′. Figure 6 shows the parse table

a b A1 A2 S1

0 s(11, 1) 〈1, 3〉 〈ε, 8〉
1 s(1, 1) r(γ, 1) 〈ε, 2〉
2 r(β, 1)
3 s(1+, 6) 〈1+, 4〉,

〈ε, 7〉
4 s(ε, 5)
5 r(β, 2)
6 r(γ, 2)
7 r(α, 1)
8 acc

Figure 6: The parse table

stack completed input operation
ε:q0 [ ] aaba initial state
ε:q0 a 11:q1 [ ] aba shift a,11
ε:q0 a 11:q1 a 111:q1 [ ] ba shift a,1
ε:q0 a 11:q1 A1 11:q2 [111:γ1] ba suspend γ0,1

ε:q0 A1 1:q3 [111:γ1,11:β1] ba suspend β0,2

ε:q0 A1 1:q3 b 11+:q6 [111:γ1,11:β1]a shift b,1+

ε:q0 A1 1:q3 A2 11+:q4 [11:β1] a reduce γ1,1

ε:q0 A1 1:q3 A2 11+:q4 a 11+:q5 [11:β1] ε shift a,ε
ε:q0 A1 1:q3 A2 1:q4 [ ] ε reduce β1,2

ε:q0 S1 ε:q8 [ ] ε reduce α0,2

Figure 7: Sample run with w = aaba

for our example.

3.3 Parsing
We run the automaton with 〈ε : q0, [ ], w〉 and in-
put w = aaba. The trace is shown in figure 7. We
start in q0, and shift two as, which leads to q1. We
have then fully recognized the first components of γ
and β: We suspend them and keep them in the set of
completed components, which takes us to q3. Shift-
ing the b takes us to q6, from where we can reduce,
which finally takes us to q4. From there, we can shift
the remaining a (to q5), with which we have fully
recognized β. We can now reduce both β and with
that, α, which takes us to the accepting state q8.

4 Conclusion

We presented the first LR style algorithm for LCFRS
parsing. It offers a convenient factorization of pre-
dict/resume operations. We are currently exploring
the possibility to use it in data-driven parsing.
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Abstract

We present a simple, yet effective approach
to adapt part-of-speech (POS) taggers to new
domains. Our approach only requires a dic-
tionary and large amounts of unlabeled tar-
get data. The idea is to use the dictionary to
mine the unlabeled target data for unambigu-
ous word sequences, thus effectively collect-
ing labeled target data. We add the mined in-
stances to available labeled newswire data to
train a POS tagger for the target domain. The
induced models significantly improve tagging
accuracy on held-out test sets across three do-
mains (Twitter, spoken language, and search
queries). We also present results for Dutch,
Spanish and Portuguese Twitter data, and pro-
vide two novel manually-annotated test sets.

1 Introduction

Part-of-speech (POS) taggers are typically trained
on newswire and exhibit severe out-of-domain
performance drops (Blitzer et al., 2006; Daume III,
2007; Foster et al., 2011). When faced with a new
domain, one option is to try to leverage available
unlabeled data. However, rather than resorting
to pure self-training approaches (self-labeling),
we here resort to another source of information.
One way to address the annotation problem is
to use collaboratively created resources such as
Wikipedia for distant supervision (Mintz et al.,
2009), or the automatically derived dictionaries
called Wiktionary (Li et al., 2012). We show how to
leverage these resources to create labeled training
data. It turns out that many entries in Wiktionary
are actually unambiguous, i.e., there is only one
possible tag for the word. In fact, for English

Wiktionary (Li et al., 2012), we find that 93% of the
unigram types are unambiguous (cf. Table 2).

Our idea here is simple: we mine for unlabeled
sentences that contain only unambiguous items (ac-
cording to Wiktionary), and use the resulting data
as additional, labeled training material. Concretely,
we mine unannotated corpora of tweets, transcribed
speech, and search queries for sentences that con-
tain only unambiguous tokens, and combine those
instances with newswire data to train POS mod-
els that adapt better to the respective domains. We
show that adding unambiguous data leads to con-
siderable improvements over both unadapted and
weakly-supervised baselines (Li et al., 2012).

Since Wiktionary has relatively low coverage for
some of these domains, we also explore the use of
Brown clusters to extend the coverage. This enables
us to generalize across spelling variations and syn-
onyms. Additionally, we evaluate our approach on
Dutch, Portuguese and Spanish Twitter and present
tow novel data sets for the latter two languages.

2 Data

2.1 Wiktionary

In our experiments, we use the (unigram) tag dic-
tionaries from Wiktionary, as collected by Li et al.
(2012).1 The size and quality of our tag dictionaries
crucially influence how much unambiguous data we
can extract, and for some languages, the number of
dictionary entries is small.

We can resort to normalization dictionaries to
extend Wiktionary’s coverage. We do so for En-
glish (Han and Baldwin, 2011). It replaces some

1https://code.google.com/p/
wikily-supervised-pos-tagger/
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NEWSWIRE Spielberg took the helm of this big budget live action project with Robin
Williams playing an adult Peter and Dustin Hoffman as the dastardly Captain Hook.

TWITTER Rooofiii Oooooo, didn’t think ppl<3the movie as much as me, this movie will
always b the peter pan story2me #robin #williams #hook

SPOKEN I loved that movie... Uhm... You know, Hook. With Robin Williams, uh.
QUERIES peter pan williams movie

Table 1: Examples from source (top row) and target domains (bottom rows)

spelling variations with the standard form (youuuu-
uuuu→ you), which reduces the vocabulary size.

For languages where no such normalization dic-
tionary is available, we use word clusterings based
on Brown clusters (Brown et al., 1992) to generalize
tags from unambiguous words to previously unseen
words in the same class.

CLUSTER TOKEN TAG ∈ D PROJ. TAG

01011110 offish ADJ —
01011110 alreadyyy ??? ADV
01011110 finali ??? ADV
01011110 aleady ??? ADV
01011110 previously ADV —
01011110 already ADV —
01011110 recently ADV —

Figure 1: Example of a Brown cluster with unambiguous
tokens, as well as projected tags for new tokens (tokens
marked “—” are unchanged in D′).

In particular, to extend the dictionary D to D′ us-
ing clusters, we first run clustering on the unlabeled
data T , using Brown clustering.2 We then assign to
each unambiguous word in the cluster its tag from
dictionary D. For all remaining tokens in the same
cluster, we assign them the most frequently observed
tag in the cluster, provided that label occurred at
least twice as often as the second most frequent one,
and the token itself was not already in Wiktionary.

As an example, consider the cluster in Figure 1.
Since three tokens were unambiguously tagged as
ADV in the original dictionary (previously, already,
recently), we project ADV to all tokens in the cluster
that were not already in D (here: alreadyyy, finali,
aleady), and finally add all words to D′. The token
offish remains an ADJ.

2https://github.com/percyliang/
brown-cluster

2.2 Unlabeled data
For each domain and language, given dictionary
D, we extract unambiguous sentences/tweets. User
names and URLs are assumed to be nouns. If all
words are unambiguous according to the dictionary,
we include the sentence/tweet in our training data.
For hashtags on Twitter, we remove the “#” sign and
check the remainder against the dictionary. We ex-
clude tweets that only contain users and URLs.

The unambiguous subsets of the unlabeled data
represent very biased samples of the various do-
mains. The ratio of unambiguous English tweets,
for example, is only about 0.012 (or 1 in 84), and the
distribution of tags in the Twitter data set is heavily
skewed towards nouns, while several other labels are
under-represented.

Twitter We collect the unlabeled data from the
Twitter streaming API.3 We collected 57m tweets
for English, 8.2m for Spanish, 4.1m for Portuguese,
and 0.5m for Dutch. We do not perform sentence
splitting on tweets, but take them as unit sequences.

Spoken language We use the Switchboard corpus
of transcribed telephone conversations (Godfrey et
al., 1992), sections 2 and 3, as well as the English
section of EuroParl (Koehn, 2005) and CHILDES
(MacWhinney, 1997). We removed all meta-data
and inline annotations (gestures, sounds, etc.), as
well as dialogue markers. The final joint corpus con-
tains transcriptions of 570k spoken sentences.

Search queries For search queries, we use a
combination of queries from Yahoo4 and AOL. We
only use the search terms and ignore any additional
information, such as user ID, time, and linked
URLs. The resulting data set contains 10m queries.

3https://github.com/saffsd/langid.py
4http://webscope.sandbox.yahoo.com/
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2.3 Labeled data
We train our models on newswire, as well as mined
unambiguous instances. For English, we use the
OntoNotes release of the WSJ section of the Penn
Treebank as training data for Twitter, spoken data,
and queries.5 For Dutch, we use the training sec-
tion of the Alpino treebank from the CoNLL task.6

For Portuguese, we use the training section of the
Bosque treebank.7 For Spanish, we use the training
section of the Cast3LB treebank.8 In order to map
between Wiktionary and the treebanks, we need a
common coarse tag set. We thus map all data to the
universal tag set (Petrov et al., 2012).

Dev and test sets Our approach is basically pa-
rameter free. However, we did experiment with dif-
ferent ways of extending Wiktionary and hence used
an average over three English Twitter dev sections as
development set (Ritter et al., 2011; Gimpel et al.,
2011; Foster et al., 2011), all mapped and normal-
ized following Hovy et al. (2014).

For evaluation, we use three domains: tweets,
spoken data and queries. For Twitter, we performed
experiments in four languages: English, Portuguese,
Spanish and Dutch. The Spanish and Portuguese
tweets were annotated in-house, which will be made
available.9 For the other languages, we use pre-
existing datasets for English (Hovy et al., 2014) and
Dutch (Avontuur et al., 2012). Table 2 lists the com-
plete statistics for the different language data sets.

For the other two domains, we use the manually
labeled data from Switchboard section 4 as spoken
data test set. For queries, we use manually labeled
data from Bendersky et al. (2010).

3 Experiments

3.1 Model
We use a CRF10 model (Lafferty et al., 2001) with
the same features as Owoputi et al. (2013) and de-

5LDC2011T03.
6http://www.let.rug.nl/˜vannoord/trees/
7http://www.linguateca.pt/floresta/info_

floresta_English.html
8http://www.iula.upf.edu/recurs01_tbk_

uk.htm
9http://lowlands.ku.dk/results

10https://code.google.com/p/crfpp/

fault parameters. As baselines we consider a) a
CRF model trained only on newswire; b) available
off-the-shelf systems (TOOLS); and c) a weakly su-
pervised model (LI10). For English, the off-the-
shelf tagger is the Stanford tagger (Toutanova et al.,
2003), for the other languages we use TreeTagger
(Schmid, 1994) with pre-trained models.

The weakly supervised model trained is on the
unannotated data. It is a second-order HMM
model (Mari et al., 1997; Thede and Harper, 1999)
(SOHMM) using logistic regression to estimate the
emission probabilities. This method allows us to use
feature vectors rather than just word identity, as in
standard HMMs. In addition, we constrain the in-
ference space of the tagger using type-level tag con-
straints derived from Wiktionary. This model, called
LI10 in Table 3, was originally proposed by Li et
al. (2012). We extend the model by adding contin-
uous word representations, induced from the unla-
beled data using the skip-gram algorithm (Mikolov
et al., 2013), to the feature representations. Our lo-
gistic regression model thus works over a combina-
tion of discrete and continuous variables when esti-
mating emission probabilities. This extended model
is called LI10+. For both models, we do 50 passes
over the data as in Li et al. (2012).

4 Results

Table 3 presents results for various models on sev-
eral languages. Our results show that our newswire-
trained CRF model with target-specific Brown clus-
ters already does better than all our other baseline
models (TOOLS and weakly LI10) , with the excep-
tion of QUERIES, where the Stanford tagger does re-
markably well. All improvements are statistically
significant (p < 0.005, calculated using approxi-
mate randomization with 10k iterations).

Adding the unambiguous unlabeled data leads to
further improvements, with error reductions (over
CRF) of up to 20%. The exceptions here are Por-
tuguese tweets and SPOKEN. For SPOKEN, this is
due to the small amounts of unlabeled data, so we
re-used the clusters induced on Twitter, reasoning
that language use in these two domains is similar
to each other. Despite this conjecture, we see small
improvements. For English, Portuguese, and Span-
ish TWITTER, as well as QUERIES, we see further
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TWITTER SPOKEN QUERIES

EN ES PT NL EN EN

NEWSWIRE 762k 93k 216k 217k 762k 762k
UNLABELED 57m 9m 4.5m 0.5m 0.6m 10.1m
TEST 3,064 1,524 1,593 16,725 205k 7,671
words in D 380k 240k 43k 55k 380k 380k
% unamb. 93% 97% 98% 94% 93% 93%
unamb. inst. 1.1m 148k 134k 10k 98k 1.5m
words in D′ 458k 279k 332k 129k 381k 388k
unamb. inst. 2.7m 613k 892k 55k 113k 2.3m

Table 2: Characteristics of data sets used in this paper

DOMAIN LANG TOOLS LI10 LI10+ CRF CRF+D +CRF+D′

TWITTER

en 80.55 81.72 83.26 86.72 87.50 87.76
es 75.66 71.40 73.20 78.48 82.74 82.87
nl 84.79 74.00 80.50 89.15 89.29 89.08
pt 67.17 64.90 72.50 80.04 79.16 80.10

SPOKEN en 89.02 38.72 87.86 90.53 90.54 *
QUERIES en 88.06 65.96 84.39 85.52 88.06 88.28

Table 3: Tagging accuracies. TOOLS are off-the-shelf taggers (Stanford and TreeTagger), LI10/LI10+ the weakly
supervised models with and without embeddings, and CRF the model trained on newswire with in-domain word
clusters. Last two columns show results when extending with unambiguous data. ∗: Unlabeled data too small to
generate clusters with cut-off 100.

considerable improvements by using our extended
tag dictionaries.

The most obvious reason this approach should
work is the decrease in unseen words in the in-
domain evaluation data. Since the unambiguous data
is in-domain, the out-of-vocabulary (OOV) rate goes
down when we add the unambiguous data to the
newswire training data. In fact, for English Twit-
ter, the OOV rate is reduced by half, and for Por-
tuguese and Spanish, it is reduced by about 40%.
For Dutch Twitter, the reduction in OOV rate is
much smaller, which probably explains the small
gain for this dataset. The difference in reduction of
OOV rates are due to sample biases in our unlabeled
data. This probably also explains the difference in
gains between SPEECH and QUERIES. For search
queries, the OOV rate is reduced by 66%, whereas it
stays roughly the same for speech transcripts.

5 Discussion

We have presented a simple, yet effective approach
to adapt POS taggers to a new domain. It requires a)
the availability of large amounts of unlabeled data
and b) a lexicon to mine unambiguous sentences.
As sentence length increases, the likelihood of be-
ing completely unambiguous drops. For this reason,
our approach works well for domains with shorter
average sentence length, such as Twitter, spoken lan-
guage, and search queries.

We also experimented with allowing up to one
ambiguous item per sentence, i.e., we include a sen-
tence in our training data if it contains exactly one
item that either a) has more than one licensed tag
in the dictionary or b) is not in the dictionary. In
the first case, we choose the tag randomly at train-
ing time from the set of licensed ones. In the sec-
ond case, we assume the unknown word to be a
NOUN, since unknown words mostly tend to be
proper names. When added to newswire, this data
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results in worse models, presumably by introduc-
ing too much noise. However, for low-resource lan-
guages or domains with longer sentences and no
available newswire data, this might be a viable al-
ternative.

6 Related Work

Our approach is similar to mining high-precision
items. However, previous approaches on this in NLP
have mainly focused on well-defined classification
tasks, such as PP attachment (Pantel and Lin, 2000;
Kawahara and Kurohashi, 2005), or discourse con-
nective disambiguation (Marcu and Echihabi, 2002).
In contrast, we mine for sequences of unambiguous
tokens in a structured prediction task.

While we use the same dictionaries as in Li et al.
(2012) and Täckström et al. (2013), our approach
differs in several respects. First, we use Wiktionary
to mine for training data, rather than as type con-
straints, and second, we use Brown clusters to ex-
tend Wiktionary. We did experiment with different
ways of doing this, including using various forms
of word embeddings, leading to models similar to
the baseline models in Socher et al. (2013), but the
approach based on Brown clusters led to the best re-
sults on our development data.

?) use a different approach to distant supervision
to improve tagging accuracy for Twitter. They use
hyperlinks to fetch additional un-annotated training
data that can be used in a self-training loop. Our
approach differs in that it produces annotated data
and is more readily applicable to various domains.

7 Conclusion

We have presented a domain adaptation approach
to POS tagging by augmenting newswire data with
automatically mined unambiguous instances. We
demonstrate our approach on Twitter (in several lan-
guages), spoken language transcripts, and search
queries. We use dictionaries extended with Brown
clusters to collect labeled training data from unla-
beled data, saving additional annotation work.

Our models perform significantly better on held-
out data than both off-the-shelf taggers and mod-
els trained on newswire data only. Improvements
hold across several languages (English, Spanish,
Portuguese, and Dutch). For spoken language tran-

scripts and search queries, we see some improve-
ments, but find that extending the dictionaries with
clusters has less of an effect than for Twitter. Our
method can provide a viable alternative to costly an-
notation when adapting to new domains where unla-
beled data and dictionaries are available.
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Abstract

Multi-document Summarization (MDS) is of
great value to many real world applications.
Many scoring models are proposed to select
appropriate sentences from documents to form
the summary, in which the clustering-based
methods are popular. In this work, we propose
a unified sentence scoring model which mea-
sures representativeness and diversity at the
same time. Experimental results on DUC04
demonstrate that our MDS method outper-
forms the DUC04 best method and the ex-
isting clustering-based methods, and it yields
close results compared to the state-of-the-art
generic MDS methods. Advantages of the
proposed MDS method are two-fold: (1) The
density peaks clustering algorithm is firstly
adopted, which is effective and fast. (2)
No external resources such as Wordnet and
Wikipedia or complex language parsing al-
gorithms is used, making reproduction and
deployment very easy in real environment.

1 Introduction

Document summarization is the process of gener-
ating a generic or topic-focused summary by re-
ducing documents in size while retaining the main
characteristics of original documents(Wang et al.,
2011). The summary may be formed in a variety
of different ways, which are generally categorized
as abstractive and extractive(Shen et al., 2007). In
this paper, we address the problem of generic multi-
document summarization (MDS). An effective sum-
marization method should properly consider the fol-
lowing three important issues: representativeness,

diversity, conciseness.
Many scoring models are proposed to select ap-

propriate sentences from documents to form the
summary, in which the clustering-based methods
are popular. Some researchers address the sentence
scoring task in an isolation manner(Radev et al.,
2004; Wang et al., 2008; Wan and Yang, 2008)
(i.e., clustering and ranking are two independent
steps). Others handle the sentence ranking task in
a mutuality manner(Cai and Li, 2013; Cai et al.,
2010; Wang et al., 2011) (i.e., clustering improves
ranking and vice versa). Two drawbacks of the
existing clustering-based methods are worth noting.
First, extra algorithms are required to determine the
number of clusters beforehand. Second, models are
required to rank or score sentences within and across
the clusters after clustering.

Our proposed MDS method is inspired by the
recent work on density peaks clustering (DPC) al-
gorithm published on Science (Rodriguez and Laio,
2014). The underlying assumption is that clus-
ter centers are characterized by a higher density
than their neighbors and by a relatively large dis-
tance from points with higher densities. In this
paper, we adapt the density peaks clustering algo-
rithm(Rodriguez and Laio, 2014) to simultaneously
cluster sentences and rank them in the mutuality
manner. Thanks to the density peaks clustering
algorithm, we do not need to set the number of
clusters and do not need a post-processing module
to reduce redundancy. From the view of summa-
rization task, DPC is superior to other clustering
methods because it can not only find the best cluster
centers, but also do rank all data points, including
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cluster centers, within and across clusters at the
same time. Experimental results on the DUC2004
demonstrate that our method outperforms the best
method in DUC04 and yields close results compared
to the state-of-the-art unsupervised MDS methods.

The major contributions of this work are two-
fold: Firstly, a unified sentence scoring model is
proposed to consider representativeness, diversity
and conciseness at the same time. Secondly, the
density peaks clustering algorithm is first applied
in the MDS task. We further revise the clustering
algorithm to address the summary length constraint.

2 Related Work

A vast number of methods are reported in litera-
tures on MDS. The MDS methods can be generally
categorized into abstractive and extractive. The
extractive MDS can be also categorised into super-
vised and unsupervised. Several supervised learning
methods have been developed for training accurate
model for extract-based summarization. The unsu-
pervised methods, on the other hand, also contribute
a lot to MDS. In this work, we put our contributions
in context of the sentence ranking-based extractive
MDS under the unsupervised framework.

Several clustering-based MDS methods have also
been proposed. For example, ClusterHITS is pro-
posed to incorporate the cluster-level information
into the process of sentence ranking(Wan and Yang,
2008). RankClus is proposed to update sentence
ranking and clustering interactively and iteratively
with frequency relationships between two sentences,
or sentences and terms (Cai et al., 2010). Some
kinds of matrix factorization methods are also ex-
plored in MDS methods(Gong and Liu, 2001; Lee
et al., 2009; Wang et al., 2008; Wang et al., 2011;
Shen et al., 2011). For example, matrix factorization
methods is adopted to generate sentence clusters,
in which non-negative factorization is performed on
the term-document matrix using the term-sentence
matrix as the base so that the document-topic and
sentence-topic matrices could be constructed(Wang
et al., 2008).

We follow the idea of clustering-based sentence
ranking. Different from the previous work, we
attempt to design a unified sentence scoring model
to rank sentences and reduce redundancy at the same

time.

3 Method

In this work, the density peaks sentence clustering
(DPSC) method is designed for multi-document
summarization.

3.1 Density Peaks Sentence Clustering
The density peaks clustering (DPC) algorithm is
achieved upon the object similarity matrix. Ob-
jects are finally assigned density values and mini-
distance values. In this work, we consider sentences
as objects and follow the framework to calculate
representativeness score and diversity score of each
sentence in a unified model.

To construct the sentence similarity matrix for
the DPC algorithm, we first segment documents
into sentences and remove the non-stop words in
the sentences. We then represent the sentences
using bag-of-words vector space model, thus the
cosine equation is applicable to calculate sentence
similarity. The terms can be weighted with different
schemes such as boolean (occurring or not), tf (ter-
m frequency) and tf ∗ isf (term frequency inverse
sentence frequency). We finally choose the boolean
scheme in our experiments because it performs best
in our empirical study.

3.2 Representativeness Scoring
For document summarization, we need a represen-
tative score to quantify the degree how much a
sentence is important in the documents. Enlightened
by the DPC algorithm, we assume that when a
sentence has more similar sentences (i.e., higher
density), it will be considered more important or
more representative. Thus we define the following
function to calculate the representativeness score
sREP(i) for each sentence si:

sREP(i) =
1
K

K∑
j=1,j 6=i

χ(simij − δ), (1)

χ(x) =

{
1 if x > 0
0 otherwise

(2)

where simij denotes the similarity value between
the i-th and j-th sentence, and K denotes the num-
ber of sentences in the datasets. δ denotes a prede-
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fined density threshold. Note that we set the density
threshold following (Rodriguez and Laio, 2014),
which attempts to exclude the sentences holding
lower similarity with the current sentence.

3.3 Diversity Scoring

Most of the previous work handles diversity via
reduce redundancy in a post processing module after
the sentences are ranked. In this work, we measure
diversity in the ranking model.

Diversity score of a sentence is measured by com-
puting the minimum distance between the sentence
si and any other sentences with higher density score.

In order to reflect the above observation, we de-
fine the following function to calculate the diversity
score sDIV(i):

sDIV(i) = 1− max
j:sREP(j)>sREP(i)

simij . (3)

For the sentence with the highest density, we
conventionally take

sDIV(i) = 1−min
j 6=i

simij . (4)

The proposed diversity score looks similar to
the famous Maximum Marginal Relevance (MMR)
(Carbonell and Goldstein, 1998), which is widely
used in removing redundancy by using a greedy
algorithm to remove sentences that are too similar
to the already selected ones. The difference lies that
MMR selects a sentence by comparing it to those
selected sentences while we compare it to all the
other sentences in the dataset, thus it can enhance
the diversity globally.

3.4 Length Scoring

It is widely accepted that summarization task has
an important constraint, i.e., summary length. In
order to satisfy this constraint, the length of selected
sentences should be as short as possible. Based on
this analysis, we propose the length score, which
has relationship with the effective length and real
length. The real length is defined as the number of
word occurrences that a sentence contains. We then
define the effective length as how many unique non-
stop terms a sentence contains. We finally define
the following function to calculate the length score
sLEN(i).

The motivation to propose the length score is,
shorter sentences with better representativeness s-
core and diversity score are more favorable for the fi-
nal summaries. Furthermore, as we use the Boolean
scheme to measure sentence similarity, we only
count unique words as effective sentence length.

sLEN(i) =
el(si)

maxKj=1 el(sj)
× log

(
maxKj=1 rl(sj)

)
rl(si)

,

(5)
where el(si) returns the effective length of sentence
si, and rl(si) the real length of sentence si.

3.5 Unified Sentence Scoring

Now we integrate representativeness score, diversity
score and length score in the following unified
sentence scoring function:

sDPSC(i) = sREP(i)× sDIV(i)× sLEN(i). (6)

The assumption is obviously that we need those
sentences which are as representative, diversified
as possible and contain unique terms as many as
possible within a limited length.

In calculation, we simply apply logarithm since:

sDPSC(i) ∼ log sREP(i) + log sDIV(i) + log sLEN(i)
(7)

3.6 Summary Generation

As three scores above including the representative-
ness, diversity and length constraint are measured
in a unified sentence scoring model, generating a
summary with out method is basically achieved by
selecting the higher ranking sentences. In other
words, our summary contains more representative
and diversified information in the limited length.

Complexity Analysis: Suppose K is the total
number of sentences in the document collection.
The complexity in calculating the sentence sim-
ilarity matrix is O(K2). As the complexity in
the function of representativeness scoring, diversity
scoring and length scoring are all O(K), the total
time complexity of our DPSC method is O(K2) +
O(K) +O(K) ∼ O(K2).
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4 Evaluation

Two experiments are reported in this paper:
comparing the MDS methods and tuning the
density threshold. For both experiments, we use
the DUC2004(task 2)1 dataset, which is annotated
manually for generic MDS. We adopted ROUGE
(Lin, 2004) version 1.5.52 and take F-measure of
ROUGE-1, ROUGE-2 and ROUGE-SU as our
evaluation metrics. In pre-processing, we use the
Porter Stemmer3 in sentence segmenting, stop-word
removing and word stemming. Note that our MDS
method is purely unsupervised, and uses no training
or development data.

4.1 The MDS Methods

We selected three categories of baselines4:
(1) DUC04 MDS methods: DUC04Best (Conroy

et al., 2004).
(2) Clustering-based MDS methods: Centroid

(Radev et al., 2004), ClusterHITS (Wan and Yang,
2008), SNMF (Wang et al., 2008), RTC (Cai and
Li, 2013), FGB (Wang et al., 2011), and AASum
(Canhasi and Kononenko, 2013).

(3) Other state-of-the-art MDS methods: LexRank
(graph-based method) (Erkan and Radev, 2004),
CSFO (optimization-oriented method) (Lin and
Bilmes, 2011) and WCS (aggregation-oriented
method) (Wang and Li, 2012).

For our DPSC method, we adopt the following
settings: (1) Density threshold is set 0.22 as it is
empirically found as optimal in Section 4.2 in the
DUC04 dataset. (2) Term weighting scheme is set
Boolean. In our experiments, Boolean is found
outperforming tf and tfisf in sentence representa-
tion, this is because term repetition happens less
frequently in short text units like sentences than that
in documents. Experimental results of the MDS
methods are presented in Table 1. Note the ROUGE
values of some MDS methods are not reported in the
literatures and marked with ′−′ in Table 1.

According to Table 1, DPSC outperforms
DUC04Best, which ignores the cross-sentence
information to solve the diversity problem. DPSC

1http://duc.nist.gov/duc2004/tasks.html
2Options used: -a -c 95 -b 665 -m -n 4 -w 1.2
3http://tartarus.org/martin/PorterStemmer/
4Interested readers can refer to details in the references.

Table 1: Experimental results of the MDS methods on
DUC04.

System ROUGE-1 ROUGE-2 ROUGE-SU
DUC04Best 0.38224 0.09216 0.13233
Centroid 0.36728 0.07379 0.12511
ClusterHITS 0.36463 0.07632 –
SNMF – 0.08400 0.12660
RTC 0.37475 0.08973 –
FGB 0.38724 0.08115 0.12957
AASum 0.41150 0.09340 0.13760
LexRank 0.37842 0.08572 0.13097
CSFO 0.38900 – –
WCS 0.39872 0.09611 0.13532
DPSC 0.39075 0.09376 0.14000

outperforms most clustering-based methods except
for AASum, which performs slightly better than
DPSC on ROUGE-1. AASum is a very complex
MDS method which fully exploits the advantages of
clustering and the flexibility of matrix factorization.
A weakness of the approach is that the number
of archetypes must be predefined, and a post-
processing module is required to reduce redundancy
(Canhasi and Kononenko, 2013).

DPSC also outperforms LexRank and CSFO, and
yields close results compared with WCS. According
to Table 1, DPSC performs slightly worse than WCS.
The marginal performance gain of WCS comes from
the aggregation strategy, namely, multiple MDS
systems are required. As a comparison, DPSC is
a pure and simple MDS method, exhibiting much
lower complexity.

DPSC method is also advantageous on usability,
because it does not involve any external resources
such as Wordnet and Wikipedia or very complex
natural language processing algorithms such as sen-
tence parsing. Moreover, DPSC is a very fast MDS
method. Thus it can be easily reproduced and
deployed in real environment.

4.2 Density Threshold
Following (Rodriguez and Laio, 2014), we design
an experiment on DUC04 dataset to investigate how
the density threshold influences quality of the sum-
maries. We tune the density threshold by varying it
from 0.10 to 0.40(see the X-axis in Figure 1).

Figure 1 shows that on the specific dataset (i.e.,
DUC04), DPSC reaches the best ROUGE score
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Figure 1: ROUGE curves of DPSC method varying the density threshold.

when the density threshold is set around 0.22 while
starts to drop significantly after 0.30. This indicates
that 0.22 is a good setting for the density threshold
on DUC04.

5 Conclusion and Future Work

In this paper we report the density peaks sentence
clustering (DPSC) method for multi-document sum-
marization. Different from the prior work which
deals with representativeness and redundancy in-
dependently, a unified sentence scoring model is
designed in DPSC to combine the representative-
ness score, the diversity score and the length s-
core of each sentence. Experimental results on
DUC04 dataset show that DPSC outperforms the
DUC04 best method and the existing clustering-
based methods. Meanwhile, it yields close results
when compared with the state-of-the-art generic
MDS methods. It is thus verified that density
peaks clustering algorithm is able to handle MDS
effectively.

However, this work is still preliminary. We
will study semantic text similarity to improve the
sentence similarity matrix. We will then apply the
proposed method in query-based multi-document
summarization.
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Abstract 

This paper reports on our research to generate 

multilingual semantic lexical resources and 

develop multilingual semantic annotation 

software, which assigns each word in running 

text to a semantic category based on a lexical 

semantic classification scheme. Such tools 

have an important role in developing intelli-

gent multilingual NLP, text mining and ICT 

systems. In this work, we aim to extend an ex-

isting English semantic annotation tool to 

cover a range of languages, namely Italian, 

Chinese and Brazilian Portuguese, by boot-

strapping new semantic lexical resources via 

automatically translating existing English se-

mantic lexicons into these languages. We used 

a set of bilingual dictionaries and word lists 

for this purpose. In our experiment, with mi-

nor manual improvement of the automatically 

generated semantic lexicons, the prototype 

tools based on the new lexicons achieved an 

average lexical coverage of 79.86% and an 

average annotation precision of 71.42% (if 

only precise annotations are considered) or 

84.64% (if partially correct annotations are in-

cluded) on the three languages. Our experi-

ment demonstrates that it is feasible to rapidly 

develop prototype semantic annotation tools 

for new languages by automatically boot-

strapping new semantic lexicons based on ex-

isting ones. 

 

 

 

1 Introduction 

In this paper, we report on an experiment to devel-

op prototype semantic annotation tools for Italian, 

Chinese and Brazilian Portuguese based on an ex-

isting English annotation tool. Over the last twenty 

years, semantic lexical resources and semantic an-

notation tools, such as EuroWordNet (Vossen, 

1998) and USAS (Rayson et al., 2004), have 

played an important role in developing intelligent 

NLP and HLT systems. Various applications of 

semantic annotation systems and annotated corpus 

resources have been reported, including empirical 

language studies at the semantic level (Rayson et 

al. 2004; Ooi et al., 2007; Beigman Klebanov et 

al., 2008; Potts and Baker, 2013) and studies in 

information technology (Volk, et al., 2002; Nakano 

et al, 2005; Doherty et al., 2006; Chitchyan et al., 

2006; Taiani et al., 2008; Gacitua et al., 2008) 

among others. 

While various semantic annotation tools are 

available for monolingual analysis, particularly for 

English, there are few such systems that can carry 

out semantic analysis of multiple languages with a 

unified semantic annotation scheme. We aim to 

address this issue by extending an existing English 

semantic annotation tool (Rayson et al., 2004) to 

cover a range of languages.  

The USAS semantic annotation tool mentioned 

above adopts a lexical semantic classification 

scheme derived from Tom McArthur's Longman 

Lexicon of Contemporary English (McArthur, 

1981), which consists of 21 main discourse fields 

and 232 sub-fields, such as “social actions, states 

and processes” and “emotion” etc. It also uses a set 
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of auxiliary codes, such as m/f (male/female), +/- 

(positive/negative) etc. For example, it tags 

“happy” and “sad” with “E4.1+” and “E4.1-” re-

spectively, indicating positive and negative senti-

ment. It also identifies many types of multi-word 

expressions, such as phrasal verbs, noun phrases, 

named entities and true non-compositional idioms, 

and annotates them with single semantic tags since 

this is highly significant for identifying contextual 

meaning. Recent applications of the USAS tagger 

include analysis of literary language (Balossi, 

2014), the language of psychopaths (Hancock et al, 

2013) and scientific deception (Markowitz and 

Hancock, 2014). There would be obvious benefits 

if such a semantic tool could cover a wide range of 

languages.   Efforts have been made to port the 

existing semantic annotation system to other lan-

guages (Finnish and Russian) (Löfberg et al., 2005; 

Mudraya et al., 2006), so a prototype software 

framework could be used. However, manually de-

veloping semantic lexical resources for new lan-

guages from scratch is a time consuming task. In 

this experiment, we examine the feasibility of rap-

idly bootstrapping semantic lexical resources for 

new languages by automatically translating exist-

ing English semantic lexicons using bilingual dic-

tionaries. We developed prototype semantic 

annotation tools for Italian, Chinese and Brazilian 

Portuguese based on automatically generated se-

mantic lexicons. Our evaluation of the tools shows 

that it is feasible to rapidly develop prototype se-

mantic tools via the aforementioned automatic 

method, which can be improved and refined manu-

ally to achieve a high performance. 

2 Related Work  

There exist various tools that can semantically an-

notate multilingual texts, including GATE (Cun-

ningham et al., 2011) and KIM (Popov et al., 2003) 

which, combined together, provide multilingual 

semantic annotation functionalities based on ontol-

ogies. Freeling (Padró et al., 2012) provides multi-

lingual annotations such as named entity 

recognition and WordNet sense tagging. Recent 

developments in this area include Zhang and Ret-

tinger’s work (2014) in which they tested a toolkit 

for Wikipedia-based annotation (wikification) of 

multilingual texts. However, in the work described 

here we employ a lexicographically-informed se-

mantic classification scheme and we perform all-

words annotation. In terms of porting tools from 

one language to another by translating lexicons, 

Brooke et al. (2009) obtained poor results from a 

small dictionary in cross-linguistic sentiment anal-

ysis. 

3 Generating Multilingual Semantic Lexi-

cons by Automatic Mapping  

The USAS tagger relies heavily on the semantic 

dictionary as its knowledge source, so the main 

task in the development of our prototype semantic 

annotation tools for new languages was to generate 

semantic lexicons, both for single word and multi-

word expressions (MWE), in which words and 

MWEs can be associated with appropriate seman-

tic tags. For this purpose, our approach involves 

mapping existing English semantic lexicons into 

target languages in order to transfer the semantic 

tags across translation equivalents. The entries of 

the English semantic lexicons are classified under 

the USAS semantic annotation scheme (Archer et 

al., 2004), which consists of 21 major semantic 

categories that are further divided into 232 sub-

categories.  

In order to translate the English semantic lexi-

cons into other languages, we needed a bilingual 

lexicon for each of the target languages, Italian, 

Chinese and Portuguese in our particular case. For 

this purpose, we first used two corpus-based fre-

quency dictionaries compiled for Chinese (Xiao et 

al., 2009) and Portuguese (Davies and Preto-Bay, 

2007), which cover the 5,000 most frequent Chi-

nese and Portuguese words respectively. These 

dictionaries provided high-quality manually edited 

word translations. In addition, we used large Eng-

lish-Italian and English-Portuguese bilingual lexi-

cons available from FreeLang site 

(http://www.freelang.net/dictionary) as well as an 

English-Chinese bilingual word list available from 

LDC (Linguistic Data Consortium). Compiled 

without professional editing, these bilingual word 

lists contain errors and inaccurate translations, and 

hence they introduced noise into the mapping pro-

cess. However, they provided wider lexical cover-

age of the languages involved and complemented 

the limited sizes of the high-quality dictionaries 

used in our experiment. Table 1 lists the bilingual 

lexical resources employed for translating the Eng-

lish lexicons into each of the three languages in-

volved in our experiment. 
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Language Lexical resources 

Italian English-Italian FreeLang wordlist  (33,700 entries); 

Chinese Chinese/English dictionary (5,000 entries); 

LDC Eng-Chi bilingual wordlist (110,800 entries) 

Portuguese Portuguese/English dictionary (5,000 entries);  
English-Portuguese (Brazilian version) FreeLang 

wordlist (20,980 entries) 

Table 1: Bilingual lexical resources used. 

 
The semantic lexicon translation process mainly 

involves transferring semantic tags from an Eng-

lish lexeme to its translation equivalent/s. For in-

stance, given a pair of word/MWE translations, 

one of which is English, if the English headword is 

found in the English semantic lexicon, its semantic 

categories are passed to its translation equivalents. 

For the high-quality formal dictionaries, this ap-

proach worked very well in our experiment, thanks 

to the accurate translations and explicit part-of-

speech (POS) information provided by such re-

sources. 

With the bilingual word lists from FreeLang 

and LDC, however, this translation process was 

not straightforward. Firstly, most of the entries of 

the word lists do not contain any POS information. 

To avoid losing any potentially relevant semantic 

tags, we have to consider all possible POS catego-

ries of each English headword, and the same ap-

plies to their translation equivalents. For example, 

the English headword “advance” has four possible 

C7 POS tags (JJ-adjective, NN1-singular noun, 

VV0-base form of verb, VVI-infinitive verb) in the 

English semantic lexicon with different semantic 

categories including N4 (linear order), A9- (giv-

ing), M1 (moving, coming and going), A5.1 

(evaluation: good/bad), A2.1 (affect: modify, 

change), Q2.2 (speech acts), S8+ (helping), Q2.1 

(speech etc: communicative), although with some 

overlap, as shown below (in each line, the first 

code is a POS tag and the following ones denote 

USAS semantic categories
1
): 

advance     JJ N4  
advance     NN1 A9- M1 A5.1+/A2.1  

advance     VV0 M1 A9- Q2.2 A5.1+/A2.1  

advance     VVI M1 S8+ A9- A5.1+/A2.1 Q2.1   

In such a case, for each of the possible transla-

tion equivalents of the word “advance”, these four 

types of POS tags and their corresponding seman-

tic tags need to be assigned to their corresponding 

                                                           
1 For definitions of the POS and semantic tags, see websites 

http://ucrel.lancs.ac.uk/claws7tags.html and 

http://ucrel.lancs.ac.uk/usas/USASSemanticTagset.pdf 

translations in the target languages. Obviously this 

would lead to passing wrong and redundant seman-

tic tags to the translation equivalents. Nevertheless, 

we have to accept such noise in order to increase 

the chances of obtaining correct semantic tags, as it 

would be easier to remove redundant/incorrect se-

mantic tags than searching for missing ones in the 

manual improvement stage. 

Another major challenge in the translation pro-

cess was the mapping between the POS tagsets 

employed by different lexical resources and tools. 

Even for the same language, different lexicons and 

tools can employ different POS tagsets. For exam-

ple, different Portuguese POS tagsets are used by 

the Portuguese frequency dictionary and the POS 

TreeTagger (Schmid, 1994). To bridge between the 

different POS tagsets, we designed a simplified 

common POS tagset for each language, into which 

other tags can be mapped. For example, the Portu-

guese POS tagset was simplified into 12 categories 

“adj, adv, det, noun, pnoun, verb, pron, conj, intj, 

prep, num, punc”. Because a single semantic cate-

gory tends to span similar POS categories, e.g. pre-

sent/past/progressive tense of verbs, simplification 

of POS tagsets generally does not affect semantic 

annotation accuracy.  

After applying all the resources and automatic 

mapping described above, we obtained approxi-

mately 38,720, 83,600 and 15,700 semantic lexi-

con entries for Italian, Chinese and Portuguese 

respectively. Our initial evaluation involved direct 

manual checking of these bootstrapped lexicons. 

For example, 5,622 Italian MWE entries and 1,763 

Italian single word entries have been manually cor-

rected. For the Chinese lexicon, the most frequent 

words were identified using the Chinese word fre-

quency list of Internet Corpus (Sharoff, 2006), and 

the semantic tags of about 560 entries related to the 

most frequent words were manually corrected. For 

Portuguese, about 900 lexicon entries were manu-

ally checked. 

The manual improvement mainly involves three 

processes: a) filtering lexicon entries having wrong 

POS tags, b) selecting correct semantic tags from 

candidates, c) adding missing semantic tags. The 

amount of effort needed depends on the quality of 

the bilingual dictionaries. For example, from the 

automatically generated 900 Chinese entries con-

taining the most frequent (also highly ambiguous) 

words, 505 entries were selected after the POS fil-

tering. In addition, 145 of them were improved by 
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adding missing semantic tags. Table 2 shows the 

sizes of the current lexicons. 

 
Language Single word entries MWE entries 

Italian 33,100 5,622 

Chinese 64,413 19,039 

Portuguese 13,942 1,799 

Table 2: Sizes of current semantic lexicons. 

4 Architecture of Annotation System  

Based on the multilingual semantic lexicons de-

scribed in the previous section, prototype semantic 

taggers were built for the three languages by de-

ploying the lexicons into the existing software ar-

chitecture, which employs disambiguation methods 

reported by Rayson et al. (2004). A set of POS 

tagging tools were incorporated to pre-process 

texts from the target languages. The TreeTagger 

(Schmid, 1994) was used for Italian and Portu-

guese, and the Stanford POS tagger (Toutanova et 

al., 2003) was used for Chinese. These tools and 

semantic lexicon look-up components form pipe-

lines to annotate words in running texts. Figure 1 

shows the architecture of the software framework. 

 

 

 

 

 

 

 

 

 

 
Figure 1: Architecture of the semantic tagger. 

5 Evaluation of Prototype System  

Following the initial manual evaluation of the pro-

totype semantic taggers described in section 3, we 

then carried out larger scale automatic evaluations 

using a set of sample corpora. We conducted two 

complementary types of evaluations: lexical cover-

age and annotation precision. The lexical coverage 

is a particularly interesting metric for our evalua-

tion, as we expect this is where an automatic ap-

proach can make significant contribution to the 

development of annotation systems. On the other 

hand, high annotation precision normally entails 

manual improvement of the lexical resources or a 

period of training on manually tagged corpora.  

For the lexical coverage evaluation, three refer-

ence corpora were chosen: PAISÀ Italian corpus 

(Borghetti et al., 2011), LCMC Corpus (Lancaster 

Corpus of Mandarin Chinese) (McEnery and Xiao, 

2004) and Lacio-Ref Portuguese corpus (Aluisio et 

al., 2003). Because PAISÀ and Lacio-Ref corpora 

are too large for our purpose, we extracted sub-

sections of about 1.5 million Italian words and 1.7 

million Portuguese words from them. 

For the evaluation, we annotated the corpus 

data using the annotation tools of the correspond-

ing target languages, and examined what percent-

age of the words were assigned with semantic tags. 

Punctuation marks were excluded in this evalua-

tion process. Table 3 shows the statistics of the 

evaluation for each language. 
 

Language  Number 

of words 

Tagged 

words 

Lexicon cove-

rage (%) 

Italian 1,479,394 1,265,399 85.53 

Chinese 975,482 786,663 80.64 

Portuguese 1,705,184 1,251,579 73.40 

Average  79.86 

Table 3: Lexical coverage of the semantic taggers. 

 

As shown in the table, the annotation tools 

achieved an average lexical coverage of 79.86% 

over the three languages, with Italian having the 

highest coverage of 85.53% and Portuguese the 

lowest coverage of 73.40%. Due to the different 

types of data in the three sample corpora, this re-

sult is not conclusive. Homogeneous corpus data 

from all of the three languages will be needed to 

make more reliable comparison of the lexical cov-

erage. Considering that the tools were built based 

on only three bilingual lexical resources over a 

short period of time, such lexical coverage is en-

couraging. This result also demonstrates that, if 

sufficiently large bilingual lexicons become avail-

able; our approach can potentially achieve high 

lexical coverage. 

Next we conducted an evaluation of the preci-

sion of the prototype tools. We randomly selected 

sample texts for each language as follows. Italian 

sample texts were selected from domains of press, 

contemporary literature and blogs; Chinese sample 

texts from press, reviews and fiction; Portuguese 

sample texts from press and fiction. In the evalua-

tion, we annotated the sample texts using the pro-

totype annotation tools and manually checked the 

precision among the annotated words. We used 

two metrics: correctly tagged and partially cor-

pos tagger 

lemmatizer 

sem tagger 

word 

lexicon 
mwe 

lexicon 

context 

rules 

raw text 

annotated 

pos tagger 

lemmatizer 

sem tagger 

word 

lexicon 
mwe 

lexicon 

context 

rules 

raw text 

annotated 
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rectly tagged. With the current tools, a word can be 

assigned with multiple candidate semantic tags. 

The first evaluation metric refers to the cases 

where the first candidate tag is correct, whereas the 

other metric refers to the cases where the other tags 

in the list are correct or closely related to the true 

word sense. Table 4 shows the statistics of the 

evaluation. 

 
Lan. Sample 

text size 
Tagged  
words 

Correct Partially cor-
rect 

Ita 4,510 3,266 1,826 (55.91%) 672 (20.58%) 

Chi 1,053 813 616 (75.76%) 97 (11.93%) 

Port 1,231 953 787 (82.58%) 68 (7.14%) 

Avg  71.42% 13.22% 

Table 4: Evaluation of precision. 

 

As shown in the table, the Portuguese tagger 

obtained the highest first-tag precision (82.58%), 

while the Italian tagger produced a precision 

(55.91%) significantly lower than others. However, 

if we include the partially correct annotations, the 

precision scores become more consistent: 76.49%, 

87.69% and 89.72% for the three languages re-

spectively, with an average precision of 84.64%. 

We also estimated recall based on the numbers of 

tokens of the sample texts and those tagged cor-

rectly/partially correctly, obtaining 55.39%, 

67.71% and 69.46% for Italian, Chinese and Por-

tuguese respectively. Such a fairly close range of 

the precision and recall values indicates that our 

approach to developing prototype semantic annota-

tion tools can be expected to achieve stable results 

across various languages, although we need larger-

scale evaluations to draw a conclusion. It is worth 

noting that, although the recall is still low, these 

taggers are starting to approach the precision of the 

English system at 91% (Rayson et al., 2004). 

Our further error analysis revealed that the main 

causes of the errors include the homonym transla-

tions (e.g. bank as river bank vs. money bank), 

translation errors and missing of the translation 

words in the English semantic lexicons. For exam-

ple, the Chinese word “爸爸” (father) has a num-

ber of synonymous English translation equivalents 

in the bilingual lexicon: dad (with semantic tag 

S4m), baba, da, dada, daddy (S4m), father (S4m 

S9/S2m), papa (S4m). It is also translated into 

presence (M6, A3+, S1.1.3+, S1.2, S9) by mis-

take. Among the correct English translations, baba, 

da, dada (transliteration) are not included in the 

English semantic lexicons. Making things worse, 

da is a homonym which is classified as a discourse 

marker of exclamation (Z4) in English lexicons. 

Our current automatic process collects all the se-

mantic tags derived from the English translation 

counterparts found in the bilingual lexicon and as-

signs them to the Chinese word “爸爸”, resulting in 

an erroneous entry as shown below: 
     爸爸    noun    M6 A3+ S1.1.3+ S1.2 S9 S4/B1 S4m S9/S2.2m Z4 

In order to resolve such cases, we will need to con-

sider contexts of each translation word pairs’ usage 

via parallel or comparable corpora. 

6 Conclusion and Future Work  

In this paper, we have investigated the feasibility 

of rapidly bootstrapping semantic annotation tools 

for new target languages
2
 by mapping an existing 

semantic lexicon and software architecture. In par-

ticular, we tested the possibility of automatically 

translating existing English semantic lexicons into 

other languages, Italian, Chinese and Brazilian 

Portuguese in this particular case. Our experiment 

demonstrates that, if appropriate high-quality bi-

lingual lexicons are available, it is feasible to rap-

idly generating prototype systems with a good 

lexical coverage with our automatic approach. On 

the other hand, our experiment also shows that, in 

order to achieve a high precision, paral-

lel/comparable corpus based disambiguation is 

needed for identifying precise translation equiva-

lents, and a certain amount of manual cleaning and 

improvement of the automatically generated se-

mantic lexicons is indispensible. We are continu-

ing to improve the multilingual semantic taggers 

and extend them to cover more languages, such as 

Spanish and Dutch, aiming to develop a large-scale 

multilingual semantic annotation and analysis sys-

tem. We also intend to perform task-based evalua-

tion of the manually checked versus automatically 

generated lexicons. 
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Abstract

Sparse representations of text such as bag-of-
words models or extended explicit semantic
analysis (ESA) representations are commonly
used in many NLP applications. However, for
short texts, the similarity between two such s-
parse vectors is not accurate due to the small
term overlap. While there have been multiple
proposals for dense representations of words,
measuring similarity between short texts (sen-
tences, snippets, paragraphs) requires combin-
ing these token level similarities. In this paper,
we propose to combine ESA representations
and word2vec representations as a way to gen-
erate denser representations and, consequent-
ly, a better similarity measure between short
texts. We study three densification mecha-
nisms that involve aligning sparse representa-
tion via many-to-many, many-to-one, and one-
to-one mappings. We then show the effective-
ness of these mechanisms on measuring simi-
larity between short texts.

1 Introduction

Bag-of-words model has been used for many ap-
plications as the state-of-the-art method for tasks
such as document classifications and information re-
trieval. It represents each text as a bag-of-words,
and computes the similarity, e.g., cosine value, be-
tween two sparse vectors in the high-dimensional
space. When the contextual information is insuffi-
cient, e.g., due to the short length of the document,
explicit semantic analysis (ESA) has been used as
a way to enrich the text representation (Gabrilovich
and Markovitch, 2006; Gabrilovich and Markovitch,

2007). Instead of using only the words in a doc-
ument, ESA uses a bag-of-concepts retrieved from
Wikipedia to represent the text. Then the similarity
between two texts can be computed in this enriched
concept space.

Both bag-of-words and bag-of-concepts model-
s suffer from the sparsity problem. Because both
models use sparse vectors to represent text, when
comparing two pieces of texts, the similarity can be
zero even when the text snippets are highly related,
but make use of different vocabulary. We can expect
that these two texts are related but the similarity val-
ue does not reflect that. ESA, despite augmenting
the lexical space with relevant Wikipedia concepts,
still suffers from the sparsity problem. We illustrate
this problem with the following simple experiment,
done by choosing a documents from the “rec.autos”
group in the 20-newsgroups data set1. For both doc-
uments and the label description “cars” (here we fol-
low the description shown in (Chang et al., 2008;
Song and Roth, 2014)), we computed 500 concepts
using ESA. Then we identified the concepts that ap-
pear both in the document ESA representation and
in the label ESA representation. The average sizes
of this intersection (number of overlapping concepts
in the document and label representation) are shown
in Table 1. In addition to the original documents, we
also split each document into 2, 4, 8, 16 equal length
parts, computed the ESA representation of each, and
then the intersection with the ESA representation of
the label. Table 1 shows that the number of concepts
shared by the label and the document representation
decreases significantly, even if not as significantly

1http://qwone.com/˜jason/20Newsgroups/
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Table 1: Average sizes of the intersection between the
ESA concept representations of documents and label-
s. Both documents and label are represented with 500
Wikipedia concepts. Documents are split into different
lengths.

# of split Avg. # of words per doc. Avg. # of concepts
1 209.6 23.1
2 104.8 18.1
4 52.4 13.8
8 26.2 10.6

16 13.1 8.4

as the drop in the document size. For example, there
are on average 8 concepts in the intersection of two
vectors with 500 non-zero concepts when we split
each document into 16 parts.

When there are fewer overlapping terms between
two pieces of texts, it can cause mismatch or biased
match and result in less accurate comparison. In this
paper, we propose to use unsupervised approaches
to improve the representation, along with a corre-
sponding similarity approach between these repre-
sentations. Our contribution is twofold. First, we
incorporate the popular word2vec (Mikolov et al.,
2013a; Mikolov et al., 2013b) representations into
ESA representation, and show that incorporating se-
mantic relatedness between Wikipedia titles can in-
deed help the similarity measure between short texts.
Second, we propose and evaluate three mechanism-
s for comparing the resulting representations. We
verify the superiority of the proposed methods using
three different NLP tasks.

2 Sparse Vector Densification

In this section, we introduce a way to compute
the similarity between two sparse vectors by aug-
menting the original similarity measure, i.e., co-
sine similarity. Suppose we have two vectors x =
(x1, . . . , xV )T and y = (y1, . . . , yV )T where V is
the vocabulary size. Traditional cosine similarity
computes the dot product between these two vec-
tors and normalizes it by their norms: cos(x,y) =

xT y
||x||·||y|| . This requires each dimension of x to be
aligned with the same dimension of y. Note that
for sparse vectors x and y, most of the the elements
can be zero. Aligning the indices can result in zero
similarity even though the two pieces of texts are re-
lated. Thus, we propose to align different indices of

x and y together to increase the similarity value.
We can rewrite the vectors x and y as x =
{xa1 , . . . , xanx

} and y = {yb1 , . . . , ybny
}, where ai

and bj are indices of the non-zero terms in x and y
(1 ≤ ai, bj ≤ V ). xai and ybi are the weights asso-
ciated to the terms in the vocabulary. Suppose there
are non-zero terms nx and ny in x and y respective-
ly. Then cosine similarity can be rewritten as:

cos(x,y) =

∑nx
i=1

∑ny

j=1 δ(ai − bj)xaiybj
||x|| · ||y|| , (1)

where δ(·) is the Dirac function δ(0) = 1 and
δ(other) = 0. Suppose we can compute the simi-
larity between terms ai and bj , which is denoted as
φ(ai, bj), then the problem is how to aggregate the
similarities between all ai’s and bj’s to augment the
original cosine similarity.

2.1 Similarity Augmentation
The most intuitive way to integrate the similarities
between terms is averaging them:

SA(x,y) =
1

nx||x|| · ny||y||
nx∑
i=1

ny∑
j=1

xaiybjφ(ai, bj).

(2)
This similarity averages all the pairwise similarities
between terms ai’s and bj’s. However, we can ex-
pect a lot of the similarities φ(ai, bj) to be close to
zero. In this case, instead of introducing the relat-
edness between nonidentical terms, it will also in-
troduce noise. Therefore, we also consider an align-
ment mechanism that we implement greedily via a
maximum matching mechanism:

SM (x,y) =
1

||x|| · ||y||
nx∑
i=1

xaiybj max
j
φ(ai, bj).

(3)
We choose j as argmaxj′ φ(ai, bj′) and substitute
the similarity φ(ai, bj) between terms ai and bj in-
to the final similarity between x and y. Note that
this similarity is not symmetric. Thus, if one needs
a symmetric similarity, the similarity can be com-
puted by averaging two similarities SM (x,y) and
SM (y,x).

The above two similarity measurements are sim-
ple and intuitive. We can think about SA(x,y)
as leveraging term many-to-many mapping, while
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(a) rec.autos vs. sci.electronics (full doc.) (b) rec.autos vs. sci.electronics (1/16 doc.) (c) rec.autos vs. rec.motorcycles (full doc.) (d) rec.autos vs. rec.motorcycles (1/16 doc.)

Figure 1: Accuracy of dataless classification using ESA and Dense-ESA with different numbers of concepts.

SM (x,y) uses only one-to-many term mapping.
SA(x,y) can introduce small and noisy similarity
values between terms. While SM (x,y) essentially
aligns each term in x with it’s best match in y, we
run the risk that multiple components of x will se-
lect the same element in y. To ensure that all the
non-zero terms in x and y are matched, we propose
to constrain this metric by disallowing many-to-one
mapping. We do that by using a similarity metric
based on the Hungarian method (Papadimitriou and
Steiglitz, 1982). The Hungarian method is a combi-
natorial optimization algorithm that solves the bipar-
tite graph matching problem by finding an optimal
assignment matching the two sides of the graph on a
one-to-one basis. Assume that we run the Hungari-
an method on the the pair {x,y}, and let h(ai) = bj
denote the outcome of the algorithm, that is ai is
aligned with bj . (We assume here, for simplicity,
that nx = ny; we can always achieve that by adding
some zero weighted terms that are not aligned). The
we define the similarity as:

SH(x,y) =
1

||x|| · ||y||
nx∑
i=1

xaiyh(ai)φ(ai, h(ai)).

(4)

2.2 Term Similarity Measure
To evaluate the term similarity φ(·, ·), we use lo-
cal contextual similarity based on distributed rep-
resentations. We adopt the word2vec (Mikolov et
al., 2013a; Mikolov et al., 2013b) approach to ob-
tain a dense representation of words. The represen-
tation of each word is predicted based on the context
word distribution in a window around it. We trained
word2vec on the Wikipedia dump data using the de-
fault parameters (CBOW model with window size

as five). For each word, we finally obtained a 200
dimensional vector. If the term is a phrase, we sim-
ply average words’ vectors of each phrase to obtain
the representation following the original word2vec
approach (Mikolov et al., 2013a; Mikolov et al.,
2013b). We use two vectors a and b to represent the
vectors for the two terms. To evaluate the similarity
between two terms, for the average approach as E-
q. (2), we use the RBF kernel over the two vectors
exp{−||a− b||2/(0.03 · ||a|| · ||b||)} as the similari-
ty for all the experiments, since this will have a good
property to cut the terms with small similarities. For
the max and Hungarian approach as Eqs. (3) and (4),
we simply use the cosine similarity between the two
word2vec vectors. In addition, we cut off all simi-
larities below threshold γ and map them to zero.

3 Experiments

We experiment on three data sets. We use dataless
classification (Chang et al., 2008; Song and Roth,
2014) over 20-newsgroups data set to verify the cor-
rectness of our argument of short text problems, and
use two short text data sets to evaluate document
similarity measurement and event classification for
sentences.

3.1 Dataless Classification

Dataless classification uses the similarity between
documents and labels in an enriched “semantic” s-
pace to determine in which category the given doc-
ument is. In this experiment, we used the label de-
scriptions provided by (Chang et al., 2008). It has
been shown that ESA outperforms other representa-
tions for dataless classification (Chang et al., 2008;
Song and Roth, 2014). Thus, we chose ESA as our
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Table 2: Accuracy of dataless classification using ESA and Dense-ESA with 500 dimensions.

rec.autos vs. sci.electronics (easy) rec.autos vs. rec.motorcycles (difficult)
Method Full document Short (1/16 doc.) Full document Short (1/16 doc.)
ESA (Cosine) 87.75% 56.55% 80.95% 46.64%
Dense-ESA (Average) 87.80% 64.67% 81.11% 59.38%
Dense-ESA (Max) 87.10% 64.34% 84.30% 59.11%
Dense-ESA (Hungarian) 88.85% 65.95% 82.15% 59.65%

Figure 2: Boxplot of similarity scores for “rec.autos vs. sci.electronics” (easy, left) and “rec.autos vs.
rec.motorcycles” (difficult, right). For each method of ESA and Dense-ESA with max matching in Eq. (3), we com-
pute S(d, l1) and S(d, l2) between a document d and the labels l1 and l2. Then we compute S(d) = S(d, l1)−S(d, l2).
For each ground truth label, we draw the distribution of S(·) with outliers in the figures. For example, “ESA:autos”
shows the S(·)’s distribution of the data with label “rec.autos.” The t-test results show that the distributions of different
labels are significantly different (99%). We can see that Dense-ESA pulls apart the distributions of different labels and
that the separation is more significant for the more difficult problem (right).

baseline method. To demonstrate how the length of
documents affects the classification result, we used
both full documents and the 16 split parts (the part-
s are associated with the same label as the origi-
nal document). To demonstrate the impact of den-
sification, we selected two problems as an illustra-
tion: “rec.autos vs. sci.electronics” and “rec.autos
vs. rec.motorcycles.” While the former problem is
relatively easy since they belong to different super-
classes, the latter problem is more difficult since
they are under the same super-class. The value of
threshold γ for max matching and Hungarian based
densification is set to 0.85 empirically.

Figure 1 shows the results of the dataless clas-
sification using ESA and ESA with densification
(Dense-ESA) with different numbers of Wikipedia
concepts as the representation dimensionality. We
can see that Dense-ESA significantly improves the
dataless classification results. As shown in Table 2,
while the max matching and Hungarian matching
based methods are typically the best metrics the
most significant results, the improvements are more
significant for shorter documents, and for more diffi-
cult problems. Figure 2 highlights this observation.

Table 3: Spearman’s correlation of document similarity
using ESA and Dense-ESA with 500 concepts.

Method Spearman’s correlation
ESA (Cosine) 0.5665
Dense-ESA (Average) 0.5814
Dense-ESA (Max) 0.5888
Dense-ESA (Hungarian) 0.6003

3.2 Document Similarity

We used the data set provided by Lee et al.2 (Lee et
al., 2005) to evaluate pairwise short document simi-
larity. There are 50 documents and the average num-
ber of words is 80.2. We averaged all the human
annotations for the same document pair as the sim-
ilarity score. After computing the scores for pairs
of documents, we used Spearman’s correlation to e-
valuate the results. Larger correlation score mean-
s that the similarity is more consistent with human
annotation. The best word level based similarity re-
sult is close to 0.5 (Lee et al., 2005). We tried the
cosine similarity between ESA representations and

2http://faculty.sites.uci.edu/mdlee/similarity-data/
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Table 4: F1 of sentence event type classification using
ESA and Dense-ESA with 500 concepts.

Method F1 (mean±std)
ESA (Cosine) 0.469±0.011
Dense-ESA (Average) 0.451±0.010
Dense-ESA (Max) 0.481±0.008
Dense-ESA (Hungarian) 0.475±0.016

also Dense-ESA. The value of γ for max matching
based densification is set to 0.95, and for Hungari-
an based densification it is set to 0.89. We can see
that from Table 3, ESA is better than the word based
method, and that all versions of Dense-ESA outper-
form the original ESA.

3.3 Event Classification
In this experiment, we chose the ACE20053 data set
to test how well we can classify sentences into even-
t types without any training. There are eight type-
s of events: life, movement, conflict, contact, etc.
We chose all the sentences that contain event infor-
mation as the data set. Following the dataless clas-
sification protocol, we compare the similarity be-
tween sentences and label descriptions to determine
the event types. There are 3,644 unique sentences
with events, including 2,712 sentences having on-
ly one event type, 421 having two event types, and
30 having three event types. The average length of
the sentences is 23.71. Thus, this is a multi-label
classification problem. To test the approaches, we
used five-fold cross validation to select the thresh-
olds for each class to classify whether the sentence
belongs to an event type. The value of threshold γ
for both max matching and Hungarian based densifi-
cation is also set to 0.85 empirically. Then we report
the mean and standard derivation over five runs. The
results are shown in Table 4. We can see that Dense-
ESA also outperforms ESA.

4 Related Work

ESA (Gabrilovich and Markovitch, 2006;
Gabrilovich and Markovitch, 2007) and dis-
tributed word representations (Ratinov and Roth,
2009; Turian et al., 2010; Collobert et al., 2011;
Mikolov et al., 2013a; Mikolov et al., 2013b; Pen-
nington et al., 2014) are popular text representations

3http://www.itl.nist.gov/iad/mig/tests/ace/2005/

that encode world knowledge. Recently, several
representations were proposed to extend word
representations for phrases or sentences (Lu and Li,
2013; Hermann and Blunsom, 2014; Passos et al.,
2014; Kalchbrenner et al., 2014; Le and Mikolov,
2014; Hu et al., 2014; Sutskever et al., 2014; Zhao
et al., 2015). In this paper, we evaluate how to
combine two off-the-shelf representations to densify
the similarity between text data.

Yih et al. also used average matching and a dif-
ferent maximum matching for QA problem (Yih et
al., 2013). However, their sparse representation is
still at the word level while ours is based on ESA.
Interestingly, related ideas to our average matching
mechanism have been proposed also in the comput-
er vision community, which is the set kernel (or set
similarity) (Smola et al., 2007; Gretton et al., 2012;
Xiong et al., 2013).

5 Conclusion

In this paper, we study the mechanisms of com-
bining two popular representations of text, i.e., E-
SA and word2vec, to enhance computing short text
similarity. Furthermore, we proposed three differ-
ent mechanisms to compute the similarity between
these representations, and demonstrated, using three
different data sets that the proposed method outper-
forms the traditional ESA.
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Abstract

In September 2014, Twitter users unequivo-
cally reacted to the Ray Rice assault scan-
dal by unleashing personal stories of domes-
tic abuse via the hashtags #WhyIStayed or
#WhyILeft. We explore at a macro-level
firsthand accounts of domestic abuse from a
substantial, balanced corpus of tweeted in-
stances designated with these tags. To seek
insights into the reasons victims give for stay-
ing in vs. leaving abusive relationships, we
analyze the corpus using linguistically moti-
vated methods. We also report on an annota-
tion study for corpus assessment. We perform
classification, contributing a classifier that dis-
criminates between the two hashtags excep-
tionally well at 82% accuracy with a substan-
tial error reduction over its baseline.

1 Introduction

Domestic abuse is a problem of pandemic propor-
tions; nearly 25% of females and 7.6% of males
have been raped or physically assaulted by an inti-
mate partner (Tjaden and Thoennes, 2000). These
numbers only include physical violence; psycholog-
ical abuse and other forms of domestic abuse may be
even more prevalent. There is thus an urgent need to
better understand and characterize domestic abuse,
in order to provide resources for victims and effi-
ciently implement preventative measures.

Survey methods exploring domestic abuse involve
considerable time and investment, and may suffer
from under-reporting, due to the taboo and stress-
ful nature of abuse. Additionally, many may not

have the option of directly seeking clinical help.
Social media may provide a less intimidating and
more accessible channel for reporting, collectively
processing, and making sense of traumatic and stig-
matizing experiences (Homan et al., 2014; Walther,
1996). Such data has been used for analyzing and
predicting distinct societal and health issues, aimed
at improving the understanding of wide-reaching
societal concerns. For instance, Choudhury et al.
(2013) predicted the onset of depression from user
tweets, while other studies have modeled distress
(Homan et al., 2014; Lehrman et al., 2012). Xu
et al. (2013) used Twitter data to identify bullying
language, then analyzed the characteristics of these
tweets, and forecasted if a tweet would be deleted
out of regret.

In September 2014, in the wake of the Ray Rice
assault scandal1 and the negative public reaction to
the victim’s decision to stay and support her abuser,
Twitter users unequivocally reacted in a viral dis-
cussion of domestic abuse, defending the victim us-
ing the hashtag #WhyIStayed and contrasting those
with #WhyILeft. Such narrative sharing may have a
cathartic and therapeutic effect, extending the viral
reach of the trend.

Analysis of the linguistic structures embedded in
these tweet instances provides insight into the criti-
cal reasons that victims of domestic abuse report for
choosing to stay or leave. Trained classifiers agree
with these linguistic structures, adding evidence that
these social media texts provide valuable insights
into domestic abuse.

1
http://www.sbnation.com/nfl/2014/5/23/5744964/

ray-rice-arrest-assault-statement-apology-ravens.
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Figure 1: Tweet count per hour with #WhyIStayed (dotted) or #WhyILeft (solid) from 9/8 to 9/12. Times in EST,
vertical lines mark 12 hour periods, with label corresponding to its left line. Spam removed, includes meta tweets.

2 Data

We collected a new corpus of tweets using the Twit-
ter and Topsy2 application programming interfaces.
The corpus spans the beginning of September (the
start of the trend) to the beginning of October, 2014.
We fully rehydrated the tweets (to update the retweet
count, etc.) at the end of the collection period. Fig-
ure 1 displays the behavior from the initial days of
this trend. Due to its viral nature, the majority of
tweets are from the first week of the trend’s creation.

2.1 Preprocessing

We removed spam tweets based on the usernames of
the most prevalent spammers, as well as key spam
hashtags.3 We also removed tweets related to a
key controversy, in which the Twitter account for
DiGiorno Pizza (ignorant of the trend’s meaning)
tweeted #WhyIStayed You had pizza.4 This resulted
in over 57,000 unique tweets in the corpus.

Many tweets in the dataset were reflections on the
trend itself or contained messages of support to the
users sharing their stories, for example, Not usually
a fan of hashtag trends, but #WhyIStayed is incredi-
bly powerful. #NFL #RayRice.5 These tweets, here
denoted meta-tweets, were often retweeted, but they
rarely contained reasons for staying or leaving (our
interest), so we filtered them out by keyword.6 In
section 2.3 we empirically explore the remaining in-
stances.

2For outside Twitter’s history, http://topsy.com/
3Such as #MTVEMA, #AppleWatch, #CMWorld.
4Removed by keywords pizza, digiorno.
5Illustrative tweet examples were anonymized and we pur-

posefully attempted to minimize inclusion of sensitive content.
6Including janay/ray rice, football, tweets, trend, video, etc.

2.2 Extracting Gold Standard Labels

Typically, users provided reasons for staying and
leaving, with the reasons prefixed by or appended
with the hashtags #WhyIStayed or #WhyILeft as in
this example: #WhyIStayed because he told me no
one else would love me. #WhyILeft because I gained
the courage to love myself. Regular expressions
matched these structures and for tweets marked by
both tags, split them into multiple instances, labeled
with their respective tag. If the tweet contained only
one of the target hashtags, the instance was labeled
with that hashtag. If the tweet contained both hash-
tags but did not match with any of the regular ex-
pressions, it was excluded to ensure data quality.

The resulting corpus comprised 24,861 #WhyIS-
tayed and 8,767 #WhyILeft labeled datapoints. The
class imbalance may be a result of the origins of the
trend rather than an indicator that more victims stay
than leave. The tweet that started the trend contained
only the hashtag #WhyIStayed, and media reporting
on the trend tended to refer to it as the “#WhyIS-
tayed phenomenon.” As Figure 1 shows, the first
#WhyILeft tweet occurred hours after the #WhyIS-
tayed trend had taken off, and never gained as much
use. By this reasoning, we concluded that an even
set of data would be appropriate, and enable us to
use the ratio metric in experiments discussed in this
paper, as well as compare themes in the two sets. By
random sampling of #WhyIStayed, a balanced set of
8,767 examples per class was obtained, resulting in
a binary 50% baseline. From this set, 15% were held
out as a final testset, to be considered after a tuning
procedure with the remaining 85% devset.
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2.3 Annotation Study

Four people (co-authors) annotated a random sam-
ple of 1000 instances from the devset, to further
characterize the filtered corpus and to assess the au-
tomated extraction of gold standard labels. This
random subset is composed of 47% #WhyIStayed
and 53% #WhyILeft gold standard samples. Overall
agreement overlap was 77% and Randolph’s free-
marginal multirater kappa (Warrens, 2010) score
was 0.72. According to the annotations in this ran-
dom sample, on average 36% of the instances are
reasons for staying (S), 44% are reasons for leaving
(L), 12% are meta comments (M), 2% are jokes (J),
2% are ads (A), and 4% do not match prior cate-
gories (O). Table 1 shows that most related directly
to S or L, with annotators identifying more clearly
L. Of interest are examples in which annotators did
not agree, as these are indicative of problems in the
data, and are samples that a classifier will likely la-
bel incorrectly. The tweet because i was slowly dy-
ing anyway was marked by two annotators as S and
two annotators as L. Did the victim have no hope
left and decide to stay? Or did the victim decide that
since they were “slowly dying anyway” they could
attempt to leave despite the possibility of potentially
being killed in the attempt? The ground truth label
is #WhyILeft. Another example with two annotators
labeling as S and two as L is two years of bliss, fol-
lowed by uncertainty and fear. This tweet’s label is
#WhyIStayed. The limited context from these sam-
ples makes it difficult to interpret fully, and causes
human annotators to fail; however, most cases con-
tain clear enough reasoning to interpret correctly.

A J L M O S
#L .01 .01 .78 .11 .03 .07

A1
#S .01 .03 .10 .21 .02 .63
#L .02 .01 .72 .06 .09 .10

A2
#S .03 .01 .07 .16 .10 .63
#L .00 .02 .77 .09 0 .11

A3
#S .01 .04 .06 .21 0 .68
#L .02 .01 .75 .05 .04 .14

A4
#S .03 .01 .16 .12 .05 .63

Table 1: Confusion matrices of all 4 annotators, com-
pared to the gold standard. Annotators mostly identified
reasons for staying or leaving, and only a small fraction
were unrelated. #L=#WhyILeft, #S=#WhyIStayed.

3 Methods for Exploring Reasons

3.1 Cleaning and Classifier Tuning

All experiments used the same cleaned data: re-
moving hashtags, replacing URLs with the token
url and user mentions with @mention, and replac-
ing common emoticons with a sentiment indicator:
emotsent{p|n|neut} for positive/negative/neutral.
Informal register was expanded to standard English
forms using a slang dictionary.7 Classifier tuning in-
volved 5-fold cross-validation and selecting the best
parameters based on the mean accuracy. For held-
out data testing the full devset was used for training.

3.2 Analysis of Vocabulary

We examined the vocabulary in use in the data of
the two hashtag sets by creating a frequency dis-
tribution of all unigrams after stoplisting and low-
ercasing. The wordcloud unigrams in Figure 2 are
weighted by their relative frequency. These word-
clouds hint at the reasons; however, decontextual-
ized unigrams lead to confusion. For example, why
does left appear in both? Other experiments were
done to provide context and expand analysis.

Figure 2: A wordcloud of unigrams, weighted by uni-
gram frequencies, for (top) #WhyIStayed instances and
(bottom) #WhyILeft instances.8

7http://www.noslang.com/
8Created using http://amueller.github.io/

word_cloud/
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Most discriminative abuser onto victim verbs Legend
convince find isolate kick kill love manipulate promise want #WhyIStayed

0.96 1 0.93 1 0.91 0.95 1 0.83 0.93 #WhyILeft
Most discriminative victim as subject verbs

believe choose decide felt know learn realize think want
0.81 1 1 0.79 0.82 1 0.99 0.93 0.83

Table 2: Discriminative verbs for abuser onto victim and victim as subject structures.

3.3 Analysis of Subject-Verb-Object Structures

Data inspection suggested that many users explained
their reasons using a Subject-Verb-Object (SVO)
structure, in which the abuser is doing something
to the victim, or the victim is explaining some-
thing about the abuser or oneself.9 We used the
open-source tools Tweeboparser (Kong et al., 2014)
and TurboParser (Martins et al., 2013) to heuristi-
cally extract syntactic dependencies, constrained by
pronomial usage. Both parsers performed similarly,
most likely due to the well-formed English in the
corpus. While tweets are known for non-standard
forms, the seriousness of the discourse domain may
have encouraged more standard writing conventions.

Using TurboParser, we conducted an analysis for
both male and female genders acting as the abuser
in the subject position. Starting at the lemmatized
predicate verb in each dependency parse, if the pred-
icate verb followed an abuser subject word10 per
the dependency links, and preceded a victim object
word,11 it was added to a conditional frequency dis-
tribution, with the two classes as conditions. These
structures are here denoted abuser onto victim. We
used similar methods to extract structures in which
the victim is the subject. Instances with female
abusers were rare, and statistical gender differences
could not be pursued. Accordingly, both genders’
frequency counts were combined. Discriminative
predicates from these conditional frequency distri-
butions were determined by equation (1). In Table
2 we report on those where the ratio is greater than
0.75 and the total count exceeds a threshold to avoid
bias towards lower frequency verbs.

ratio =
countlargerOfCounts

countleft + countstayed
(1)

9Example: He hurt my child S: He, V: hurt, O: my child.
10Male abuser: he, his, my bf, etc. Female: she, her, etc.
11Male victim: me, my, him, etc. Female: me, my, her, etc.

3.4 Classification Experiments

We examined the usefulness of the SVO struc-
tures, using subsets of the devset and testset hav-
ing SVO structures (10% of the instances in total).
While 10% is not a large proportion overall, given
the massive number of possible dependency struc-
tures, it is a pattern worth examining – not only
for corpus analytics but also classification, partic-
ularly as these SVO structures provide insight into
the abuser-victim relationship. A linear SVM using
boolean SVO features performed best (C=1), obtain-
ing 70% ± 2% accuracy on the devset and 73% ac-
curacy on the testset. The weights assigned to fea-
tures by a Linear SVM are indicative of their impor-
tance (Guyon et al., 2002). Here, the top features
presented as (S,V,O) for #WhyIStayed were: (he,
introduce, me), (i, think, my), (he, convince, me), (i,
believe, his), and (he, beat, my). For #WhyILeft they
were (he, choke, me), (i, beg, me), (he, want, my), (i,
realize, my), and (i, listen, my).

The SVO structures capture meaning related to
staying and leaving, but are limited in their data cov-
erage. Another experiment explored an extended
feature set including uni-, bi-, and trigrams in sublin-
ear tf× idf vectors, tweet instance character length,
its retweet count, and SVO structures. We com-
pared Naı̈ve Bayes, Linear SVM, and RBF SVM
classifiers from the Scikit-learn package (Pedregosa
et al., 2011). The RBF SVM performed slightly bet-
ter than the others, achieving a maximum accuracy
of 81% ± .3% on the devset and 82% on the test-
set.12,13 Feature ablation, following the procedure in
Fraser et al. (2014), was utilized to determine the
most important features for the classifier, the results

12Tuned parameters: max df = 11%, C=10, gamma=1.
13Dimensionality reduction with Supervised Locality Pre-

serving Projections (SLPP) (Ptucha and Savakis, 2014) was at-
tempted, but this did not improve results.
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of which can be seen in Table 3.

Removed Remaining Features % Acc
NG+E+IR+TL+RT+SVO 81.90

SVO NG+E+IR+TL+RT 82.09
TL NG+E+IR+RT 82.21
E NG+IR+RT 82.21
RT NG+IR 82.13
IR NG 81.48

Table 3: Feature ablation study with an RBF SVM and no
dimensionality reduction. NG = ngrams, E = emoticon
replacement, IR = informal register replacement, TL =
tweet length, RT = retweet count, SVO = subject-verb-
object structures. % Acc is accuracy on the testset.

Interestingly, the SVO features combined with n-
grams worsened performance slightly, perhaps due
to trigrams capturing the majority of SVO cases.
The highest accuracy, 82.21% on the testset, could
be achieved with a combination of ngrams, infor-
mal register replacement, and retweet count. How-
ever the vast majority of cases can be classified accu-
rately with ngrams alone. Emoticons may not have
contributed to performance since they were rare in
the corpus. Standardizing non-standard forms pre-
sumably helped the SVM slightly by boosting the
frequency counts of ngrams while removing non-
standard ngrams. Tweet length reduced accuracy
slightly, while the number of retweets helped.

4 Discussion

From the analyses of SVO structures, word-
clouds, and Linear SVM weights, interesting micro-
narratives of staying and leaving emerge. Victims
report staying in abusive relationships due to cogni-
tive manipulation, as indicated by a predominance of
verbs including manipulate, isolate, convince, think,
believe, felt while report leaving when experiencing
or fearing physical violence, via predicates such as
kill and kick. They also report staying when in dire
financial straits (money), when attempting to keep
the nuclear family united (family, marriage) or when
experiencing shame about their situation (ashamed,
shame). They report leaving when threats are made
towards loved-ones (son, daughter), gain agency
(choose, decide), realize their situation or self-worth
(realize, learn, worth, deserve, finally, better), or

gain support from friends or family (courage, sup-
port, help). Importantly, such reasons for staying
are validated in the clinical literature (Buel, 1999).

5 Conclusion

We discuss and analyze a filtered, balanced corpus
having the hashtags #WhyIStayed or #WhyILeft.
Our analysis reveals micro-narratives in tweeted rea-
sons for staying vs. leaving. Our findings are con-
sistent across various methods, correspond to obser-
vations in the clinical literature, and affirm the rele-
vance of NLP for exploring issues of social impor-
tance in social media. Future work will focus on
improving SVO extraction, especially adding con-
sideration for negations of predicate verbs. In ad-
dition we will analyse other hashtags in use in the
trend and perform further analysis of the trend itself,
implement advanced text normalization rather than
relying on a dictionary, and determine the roles fea-
tures from linked webpages and FrameNet or other
semantic resources play in making sense of domes-
tic abuse.
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Abstract

Linguistic similarity is multi-faceted. For in-
stance, two words may be similar with re-
spect to semantics, syntax, or morphology in-
ter alia. Continuous word-embeddings have
been shown to capture most of these shades
of similarity to some degree. This work con-
siders guiding word-embeddings with mor-
phologically annotated data, a form of semi-
supervised learning, encouraging the vectors
to encode a word’s morphology, i.e., words
close in the embedded space share morpho-
logical features. We extend the log-bilinear
model to this end and show that indeed our
learned embeddings achieve this, using Ger-
man as a case study.

1 Introduction

Word representation is fundamental for NLP. Re-
cently, continuous word-embeddings have gained
traction as a general-purpose representation frame-
work. While such embeddings have proven them-
selves useful, they typically treat words holistically,
ignoring their internal structure. For morphologi-
cally impoverished languages, i.e., languages with a
low morpheme-per-word ratio such as English, this
is often not a problem. However, for the processing
of morphologically-rich languages exploiting word-
internal structure is necessary.

Word-embeddings are typically trained to pro-
duce representations that capture linguistic similar-
ity. The general idea is that words that are close in
the embedding space should be close in meaning.
A key issue, however, is that meaning is a multi-
faceted concept and thus there are multiple axes,
along which two words can be similar. For example,

ice and cold are topically related, ice and fire
are syntactically related as they are both nouns, and
ice and icy are morphologically related as they
are both derived from the same root. In this work,
we are interested in distinguishing between these
various axes and guiding the embeddings such that
similar embeddings are morphologically related.

We augment the log-bilinear model (LBL) of
Mnih and Hinton (2007) with a multi-task objective.
In addition to raw text, our model is trained on a
corpus annotated with morphological tags, encour-
aging the vectors to encode a word’s morphology.
To be concrete, the first task is language modeling—
the traditional use of the LBL—and the second is
akin to unigram morphological tagging. The LBL,
described in section 3, is fundamentally a language
model (LM)—word-embeddings fall out as low di-
mensional representations of context used to pre-
dict the next word. We extend the model to jointly
predict the next morphological tag along with the
next word, encouraging the resulting embeddings
to encode morphology. We present a novel met-
ric and experiments on German as a case study
that demonstrates that our approach produces word-
embeddings that better preserve morphological rela-
tionships.

2 Related Work

Here we discuss the role morphology has played in
language modeling and offer a brief overview of var-
ious approaches to the larger task of computational
morphology.

2.1 Morphology in Language Modeling
Morphological structure has been previously inte-
grated into LMs. Most notably, Bilmes and Kirch-
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ARTICLE ADJECTIVE NOUN

ART.DEF.NOM.SG.FEM ADJ.NOM.SG.FEM N.NOM.SG.FEM

die größte Stadt
the biggest city

Table 1: A sample German phrase in TIGER (Brants
et al., 2004) annotation with an accompanying En-
glish translation. Each word is annotated with a com-
plex morphological tag and its corresponding coarse-
grained POS tag. For instance, Stadt is annotated with
N.NOM.SG.FEM indicating that it is a noun in the nomi-
native case and also both singular and feminine. Each tag
is composed of meaningful sub-tag units that are shared
across whole tags, e.g., the feature NOM fires on both ad-
jectives and nouns.

hoff (2003) introduced factored LMs, which effec-
tively add tiers, allowing easy incorporation of mor-
phological structure as well as part-of-speech (POS)
tags. More recently, Müller and Schütze (2011)
trained a class-based LM using common suffixes—
often indicative of morphology—achieving state-
of-the-art results when interpolated with a Kneser-
Ney LM. In neural probabilistic modeling, Luong
et al. (2013) described a recursive neural network
LM, whose topology was derived from the out-
put of MORFESSOR, an unsupervised morpholog-
ical segmentation tool (Creutz and Lagus, 2005).
Similarly, Qiu et al. (2014) augmented WORD2VEC

(Mikolov et al., 2013) to embed morphs as well as
whole words—also taking advantage of MORFES-
SOR. LMs were tackled by dos Santos and Zadrozny
(2014) with a convolutional neural network with a
k-best max-pooling layer to extract character level
n-grams, efficiently inserting orthographic features
into the LM—use of the vectors in down-stream
POS tagging achieved state-of-the-art results in Por-
tuguese. Finally, most similar to our model, Botha
and Blunsom (2014) introduced the additive log-
bilinear model (LBL++). Best summarized as a neu-
ral factored LM, the LBL++ created separate em-
beddings for each constituent morpheme of a word,
summing them to get a single word-embedding.

2.2 Computational Morphology

Our work is also related to morphological tagging,
which can be thought of as ultra-fine-grained POS
tagging. For morphologically impoverished lan-
guages, such as English, it is natural to consider

a small tag set. For instance, in their univer-
sal POS tagset, Petrov et al. (2011) propose the
coarse tag NOUN to represent all substantives. In
inflectionally-rich languages, like German, consid-
ering other nominal attributes, e.g., case, gender and
number, is also important. An example of an anno-
tated German phrase is found in table 1. This often
leads to a large tag set; e.g., in the morphological tag
set of Hajič (2000), English had 137 tags whereas
morphologically-rich Czech had 970 tags!

Clearly, much of the information needed to deter-
mine a word’s morphological tag is encoded in the
word itself. For example, the suffix ed is generally
indicative of the past tense in English. However, dis-
tributional similarity has also been shown to be an
important cue for morphology (Yarowsky and Wi-
centowski, 2000; Schone and Jurafsky, 2001). Much
as contextual signatures are reliably exploited ap-
proximations to the semantics of the lexicon (Har-
ris, 1954)—you shall know the meaning of the word
by the company it keeps (Firth, 1957)—they can be
similarly exploited for morphological analysis. This
is not an unexpected result—in German, e.g., we
would expect nouns that follow an adjective in the
genitive case to also be in the genitive case them-
selves. Much of what our model is designed to ac-
complish is the isolation of the components of the
contextual signature that are indeed predictive of
morphology.

3 Log-Bilinear Model

The LBL is a generalization of the well-known log-
linear model. The key difference lies in how it
deals with features—instead of making use of hand-
crafted features, the LBL learns the features along
with the weights. In the language modeling setting,
we define the following model,

p(w | h) def=
exp (sθ(w, h))∑
w′ exp (sθ(w′, h))

, (1)

where w is a word, h is a history and sθ is an energy
function. Following the notation of Mnih and Teh
(2012), in the LBL we define

sθ(w, h)
def=

(
n−1∑
i=1

Cirhi

)T
qw + bw, (2)
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where n − 1 is history length and the parameters θ
consist ofC, a matrix of context specific weights,R,
the context word-embeddings, Q, the target word-
embeddings, and b, a bias term. Note that a sub-
scripted matrix indicates a vector, e.g., qw indicates
the target word-embedding for word w and rhi

is the
embedding for the ith word in the history. The gra-
dient, as in all energy-based models, takes the form
of the difference between two expectations (LeCun
et al., 2006).

4 Morph-LBL

We propose a multi-task objective that jointly pre-
dicts the next word w and its morphological tag t
given a history h. Thus we are interested in a joint
probability distribution defined as

p(w, t | h) ∝ exp((fTt S +
n−1∑
i=1

Cirhi
)T qw + bw),

(3)
where ft is a hand-crafted feature vector for a mor-
phological tag t and S is an additional weight ma-
trix. Upon inspection, we see that

p(t | w, h) ∝ exp(ftST qw). (4)

Hence given a fixed embedding qw for word w, we
can interpret S as the weights of a conditional log-
linear model used to predict the tag t.

Morphological tags lend themselves to easy fea-
turization. As shown in table 1, the morpholog-
ical tag ADJ.NOM.SG.FEM decomposes into sub-
tag units ADJ, NOM, SG and FEM. Our model in-
cludes a binary feature for each sub-tag unit in the
tag set and only those present in a given tag fire;
e.g., FADJ.NOM.SG.FEM is a vector with exactly four
non-zero components.

4.1 Semi-Supervised Learning
In the fully supervised case, the method we proposed
above requires a corpus annotated with morpholog-
ical tags to train. This conflicts with a key use case
of word-embeddings—they allow the easy incorpo-
ration of large, unannotated corpora into supervised
tasks (Turian et al., 2010). To resolve this, we train
our model on a partially annotated corpus. The key
idea here is that we only need a partial set of la-
beled data to steer the embeddings to ensure they
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Figure 1: Projections of our 100 dimensional embeddings
onto R2 through t-SNE (Van der Maaten and Hinton,
2008). Each word is given a distinct color determined
by its morphological tag. We see clear clusters reflect-
ing morphological tags and coarse-grained POS—verbs
are in various shades of green, adjectives in blue, adverbs
in grey and nouns in red and orange. Moreover, we see
similarity across coarse-grained POS tags, e.g., the gen-
itive adjective sozialen lives near the genitive noun
Friedens, reflecting the fact that “sozialen Friedens”
‘social peace’ is a frequently used German phrase.

capture morphological properties of the words. We
marginalize out the tags for the subset of the data
for which we do not have annotation.

5 Evaluation

In our evaluation, we attempt to intrinsically deter-
mine whether it is indeed true that words similar in
the embedding space are morphologically related.
Qualitative evaluation, shown in figure 1, indicates
that this is the case.

5.1 MorphoDist

We introduce a new evaluation metric for
morphologically-driven embeddings to quanti-
tatively score models. Roughly, the question we
want to evaluate is: are words that are similar in
the embedded space also morphologically related?
Given a word w and its embedding qw, let Mw

be the set of morphological tags associated with w
represented by bit vectors. This is a set because
words may have several morphological parses. Our
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measure is then defined below,

MORPHODIST(w) def= −
∑

w′∈Kw

min
mw,mw′

dh(mw,mw′),

where mw ∈ Mw, mw′ ∈ Mw′ , dh is the Ham-
ming distance and Kw is a set of words close to w in
the embedding space. We are given some freedom
in choosing the set Kw—in our experiments we take
Kw to be the k-nearest neighbors (k-NN) in the em-
bedded space using cosine distance. We report per-
formance under this evaluation metric for various k.
Note that MORPHODIST can be viewed as a soft ver-
sion of k-NN—we measure not just whether a word
has the same morphological tag as its neighbors, but
rather has a similar morphological tag.

Metrics similar to MORPHODIST have been ap-
plied in the speech recognition community. For ex-
ample, Levin et al. (2013) had a similar motivation
for their evaluation of fixed-length acoustic embed-
dings that preserve linguistic similarity.

6 Experiments and Results

To show the potential of our approach, we chose to
perform a case study on German, a morphologically-
rich language. We conducted experiments on the
TIGER corpus of newspaper German (Brants et al.,
2004). To the best of our knowledge, no previ-
ous word-embedding techniques have attempted to
incorporate morphological tags into embeddings in
a supervised fashion. We note again that there
has been recent work on incorporating morpholog-
ical segmentations into embeddings—generally in a
pipelined approach using a segmenter, e.g., MOR-
FESSOR, as a preprocessing step, but we distinguish
our model through its use of a different view on mor-
phology.

We opted to compare Morph-LBL with two
fully unsupervised models: the original LBL and
WORD2VEC (code.google.com/p/word2vec/,
Mikolov et al. (2013)). All models were trained on
the first 200k words of the train split of the TIGER
corpus; Morph-LBL was given the correct morpho-
logical annotation for the first 100k words. The
LBL and Morph-LBL models were implemented in
Python using THEANO (Bastien et al., 2012). All
vectors had dimensionality 200. We used the Skip-
Gram model of the WORD2VEC toolkit with con-
text n = 5. We initialized parameters of LBL

Morph-LBL LBL WORD2VEC

All Types 81.5% 22.1% 10.2%
No Tags 44.8% 15.3% 14.8%

Table 2: We examined to what extent the individual em-
beddings store morphological information. To quantify
this, we treated the problem as supervised multi-way
classification with the embedding as the input and the
morphological tag as the output to predict. Note that “All
Types” refers to all types in the training corpus and “No
Tags” refers to the subset of types, whose morphological
tag was not seen by Morph-LBL at training time.

and Morph-LBL randomly and trained them using
stochastic gradient descent (Robbins and Monro,
1951). We used a history size of n = 4.

6.1 Experiment 1: Morphological Content

We first investigated whether the embeddings
learned by Morph-LBL do indeed encode morpho-
logical information. For each word, we selected
the most frequently occurring morphological tag for
that word (ties were broken randomly). We then
treated the problem of labeling a word-embedding
with its most frequent morphological tag as a multi-
way classification problem. We trained a k nearest
neighbors classifier where k was optimized on de-
velopment data. We used the scikit-learn li-
brary (Pedregosa et al., 2011) on all types in the vo-
cabulary with 10-fold cross-validation, holding out
10% of the data for testing at each fold and an addi-
tional 10% of training as a development set. The
results displayed in table 2 are broken down by
whether MorphLBL observed the morphological tag
at training time or not. We see that embeddings from
Morph-LBL do store the proper morphological anal-
ysis at a much higher rate than both the vanilla LBL
and WORD2VEC.

Word-embeddings, however, are often trained on
massive amounts of unlabeled data. To this end,
we also explored on how WORD2VEC itself encodes
morphology, when trained on an order of magnitude
more data. Using the same experimental setup as
above, we trained WORD2VEC on the union of the
TIGER German corpus and German section of Eu-
roparl (Koehn, 2005) for a total of ≈ 45 million to-
kens. Looking only at those types found in TIGER,
we found that the k-NN classifier predicted the cor-
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Figure 2: Results for the MORPHODIST measure for k ∈
{5, 10, 25, 50}. Lower MORPHODIST values are better—
they indicate that the nearest neighbors of each word are
closer morphologically.

rect tag with ≈ 22% accuracy (not shown in the ta-
ble).

6.2 Experiment 2: MORPHODIST

We also evaluated the three types of embeddings us-
ing the MORPHODIST metric introduced in section
5.1. This metric roughly tells us how similar each
word is to its neighbors, where distance is measured
in the Hamming distance between morphological
tags. We only evaluated on words that MorphLBL
did not observe at training time to get a fair idea of
how well our model has managed to encode mor-
phology purely from the contextual signature. Fig-
ure 2 reports results for k ∈ {5, 10, 25, 50} nearest
neighbors. We see that the values of k studied do
not affect the metric—the closest 5 words are about
as similar as the closest 50 words. We see again that
the Morph-LBL embeddings generally encode mor-
phology better than the baselines.

6.3 Discussion

The superior performance of Morph-LBL over both
the original LBL and WORD2VEC under both eval-
uation metrics is not surprising as we provide our
model with annotated data at training time. That the
LBL outperforms WORD2VEC is also not surpris-
ing. The LBL looks at a local history thus making it
more amenable to learning syntactically-aware em-
beddings than WORD2VEC, whose skip-grams often
look at non-local context.

What is of interest, however, is Morph-LBL’s
ability to robustly maintain morphological relation-
ships only making use of the distributional signature,
without word-internal features. This result shows
that in large corpora, a large portion of morphol-
ogy can be extracted through contextual similarity.

7 Conclusion and Future Work

We described a new model, Morph-LBL, for
the semi-supervised induction of morphologically
guided embeddings. The combination of morpho-
logically annotated data with raw text allows us to
train embeddings that preserve morphological rela-
tionships among words. Our model handily outper-
formed two baselines trained on the same corpus.

While contextual signatures provide a strong cue
for morphological proximity, orthographic features
are also requisite for a strong model. Consider the
words loving and eating. Both are likely to oc-
cur after is/are and thus their local contextual sig-
natures are likely to be similar. However, perhaps an
equally strong signal is that the two words end in the
same substring ing. Future work will handle such
integration of character-level features.

We are interested in the application of our em-
beddings to morphological tagging and other tasks.
Word-embeddings have proven themselves as useful
features in a variety of tasks in the NLP pipeline.
Morphologically-driven embeddings have the po-
tential to leverage raw text in a way state-of-the-
art morphological taggers cannot, improving tag-
ging performance downstream.
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Abstract

In this paper we present our work on rec-
ognizing high level social constructs such as
Leadership and Status from textual conversa-
tion using an approach that makes use of the
background knowledge about social hierarchy
and integrates statistical methods and sym-
bolic logic based methods. We use a stratified
approach in which we first detect lower level
language constructs such as politeness, com-
mand and agreement that help us to infer inter-
mediate constructs such as deference, close-
ness and authority that are observed between
the parties engaged in conversation. These in-
termediate constructs in turn are used to de-
termine the social constructs Leadership and
Status. We have implemented this system
successfully in both English and Korean lan-
guages and achieved considerable accuracy.

1 Introduction and Related Works

The traditional information extraction paradigm has
seen success in extracting simplistic behaviors or
emotions from text. However, to detect high-level
social constructs such as leadership or status, we re-
quire robustly defined notions about language con-
structs that cannot always be directly inferred from
text. Hence, in this paper we focus on extracting
information from text that requires additional back-
ground knowledge and inference. There are a few
works in this direction, such as (Tari et al., 2010),
however our focus in this paper is to extract infor-
mation pertaining to different social constructs from
textual conversation. The earlier research in ana-
lyzing conversations includes developing annotated

chat corpuses (Shaikh et al., 2010), and developing
a socio-cultural phenomena model from discourse
with a small-scale implementation (Strzalkowski et
al., 2010). Other researchers have focused on auto-
matically annotating social behavior in conversation
using statistical approaches (Mayfield et al., 2013).
The discourse structure of a conversation is modeled
as a Hidden Markov Model in (Stolcke, 2000) to de-
termine dialogue acts such as Statement, Question
and Agreement. In (Prabhakaran et al., 2012) an-
notated email threads are presented for facilitating
detection of social relations.

Among recent works, (Gilbert, 2012) uses lin-
guistic cues to discover workplace hierarchy from
emails. The use of phrases to detect language use
such as “commands” is motivating. However, due
to the lack of logical explanation and robust defi-
nition, the effectiveness of this method decreases in
the semi-formally moderated Wikipedia community,
which has interplay of several different LUs such
as command, politeness and informal language. In
(Danescu-Niculescu-Mizil et al., 2012), the authors
explain how reflection of linguistic styles can shed
light on power differentials; though, a social com-
munity like Wikipedia might not always conform to
the lingustic style coordination assumption. For ex-
ample, two friends who are coordinating on writing
an article may have the same status socially, but dif-
ference in their expertise will drive the conversation.
Other works such as (Gupte et al., 2011) have con-
centrated more on other features of the persons in-
volved in social network, than linguistic cues. Also,
we feel that, the hierarchy depends on the task or
the context. In other words, one person could as-
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sume different roles in different context. The above
works do not seem to address this. (Prabhakaran et
al., 2012) achieves a commendable accuracy in de-
tecting overt display of “power”. However, by our
definitions, this is a lower level attribute and is sim-
ilar to authoritative behavior which is a lower level
concept than Leadership or Status. Hence, their re-
sults are not directly comparable to ours.

In this paper, we use a mixture of logic-based and
statistical approaches which better encodes the do-
main knowledge and infers higher-level constructs
from indirect textual cues. The aim of this paper is
to formalize the theory behind our work, highlight
the advantages of integration of statistical and logic-
based approaches and present results from an empir-
ical study.

2 Motivation by a use-case

We start our discussion by presenting a use-case and
explain how results of other traditional methods in-
spired us to come up with an integrated approach.

Consider the following conversation from
Wikipedia where the participants discuss about a
misleading animation that is used under the topic
Convolution.

{D: Put a message on the talk page of the guy who
made it. You’re right; g(t) should be g(tau - t), and
(f*g)(t) should be (f*g)(tau).

T: I don’t think he has a talk page. He’s provided the
code so I can reproduce it. I think he’s right with (f*g)(t),
though?

D: Actually, I think we’re both wrong. You need a vari-
able of integration running opposite directions ....

T: I’ve updated ... I guess it’s not important, but would
be kind of cool. Feel free to suggest improvements to the
animations.}

As we understand, these conversations suggest that
participant D is supposed to hold a higher rank/status
than T . If we analyze manually, we understand that
phrases like Put a message, You’re right, I think we’re
both wrong together supports our conclusion. Consid-
ered separately, the above phrases might be misleading.
To conclude the example, our system outputs :

D has a higher status than T because D demonstrates
more language uses associated with status than T. Confi-
dence: high.

The above example illustrates the degree of context-
sensitivity of our problem. The current statistical liter-
ature suggests methods such as Decision Trees, Boost-
ing methods comprising of a collection of Weak classi-

fiers (basically rules) and probabilistic generative models
(Medhat et al., 2014), (Hutto and Gilbert, 2014), (Vanzo
et al., 2014) and (Saif et al., 2012). While their accuracy
on some datasets is quite satisfactory, it is not clear how
well they do on completely unseen data.

From our experience on such classifiers, we believe
that a higher level of accuracy with explainability can
be achieved by imposing a structure that encodes back-
ground knowledge about the social hierarchy that is ob-
served in nature. With this motivation, we built a system
whose hierarchical architecture robustly defines the so-
cial constructs, the “hidden” concepts that induce them
and their inter-connections. We define notions of inter-
mediate Language Use (LU) and lower level Language
Indicator (LI) categories1. With the help of these ro-
bust definitions, our system properly explains how dif-
ferent emotions and behaviors interact to express status
and leadership among individuals.

3 Social Constructs
Our framework supports determination of various impor-
tant Social Constructs such as Leadership, Status, Group
Cohesion and Sub-Group Formation. However, due to
the length constraints of the paper, we will only discuss
Leadership and Status.

3.1 Definitions and Architecture
We begin by first formally defining the two Social Con-
structs and the different Language Use categories.

Leadership: A leader is someone who guides a group
toward outcomes, controls the group actions, manages in-
teractions between members and members usually recog-
nize the leader.

Status: Status is defined as the social position of one
person with respect to another in a group.

The principal Language Use categories that we detect
are: Deference, Closeness, Authoritative Behavior and
Motivational Behavior. The following intuitions are used
to infer such LUs from text:

Deference is understood when one uses language that
shows respect to another conversational participant or de-
fers to another’s expertise or knowledge or authority.

Closeness is understood when one uses language that
shows familiarity with another conversationalist. It is also
indicated by dialogues where conversationalists refer to
similar events, experiences etc.

Authoritative Behavior is understood when one uses
language that shows power, dominance and control over
a situation.

Motivational Behavior is understood when one uses
language that moves conversational participants toward

1These definitions were proposed as part of the IARPA
Socio-Cultural Content In Language(SCIL) program.
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Figure 1: Social Construct-Language Use-Language In-
dicator hierarchy for English Language

sharing a common goal, collaboration, problem solving
and solidarity.
In Figure 1, we present the entire hierarchy and how the
categories are connected among each other. The arrows
in the figure show which of the LI categories are used to
infer a particular type of LU. It also demonstrates how
each of the LU contributes to the Social Constructs.

4 Behind the Curtain: Our Intuitions
One of the fundamental contributions in this paper is for-
mally describing the hierarchy to determine the Social
Constructs, as shown in Figure 1. To come up with these
interconnections and each of the different pieces of the
puzzle, we went through an iterative process of discus-
sions with many social scientists and linguists to analyze
a large number of example conversations. In this process,
we came up with the aforementioned hierarchy, defini-
tions of SC, LU and LIs and most importantly, the fol-
lowing understanding:

• The Language Indicators as shown in the Figure 1,
suffice for the detection of Leadership and Status.

• Each detected LI is associated with an Intensity
Level that helps us to encode the dissimilar effects
of different words in inferring LIs.

• Each LI is associated with a Signed Language Use.
For example, the LI politeness is associated with the
signed LU positive deference.

• Indicators of an LU with a certain sign are counter-
indicators of the same LU with the opposite sign.

• A signed LU may contribute either favorably or
unfavorably towards its associated SC. For exam-
ple, positive authoritative behavior contributes fa-
vorably towards higher status.

• The signed LUs that contribute towards the SC Sta-
tus are ordered based on their importance. We as-
sume the following ordering exists: authoritative
behavior > motivational behavior > negative defer-
ence > positive deference in the opposite direction
> closeness. However, we do not assume such an
ordering for the SC Leadership.

Our extensive research and successful implementation of
our system for different natural languages leads us to be-
lieve that these notions are universal in application.

5 Fundamentals of the implementation

After we parse each sentence using Stanford Dependency
parser to get the POS tags and mutual dependencies, the
detection of individual LIs and the mapping of LIs, LUs
to SCs are achieved using a combination of statistical and
logic based approach. Many of the ideas and insights
about the detection of LIs and their relations with the LUs
are motivated from (Simon, 1946), (Pennebaker et al.,
2003) , (Bernstein, 2010) , (Brown and Levinson, 1988)
and a few others. Some of our ideas for textual inference
have been inspired by (Scherl et al., 2010).

5.1 Determining the Language Indicators
The process of detection of language indicators from sen-
tences uses a huge ensemble of complex rules. To create
these rules, we borrowed ideas from the researchers of so-
cial science and psychology (Simon, 1946; Pennebaker et
al., 2003).

With the help of POS tags, mutual dependencies and
regular expressions, we create a framework where we de-
tect individual events, verbs, other sentence constituents
and their positive and negative sense. On top of this
framework, we use two different methods to detect lan-
guage indicators. The ideas are similar for all the LIs. We
will only present a few examples for the LI “Command”.

5.1.1 Using Regular Expressions Alone
We use regular expressions of the

form “.*\b[wW]hy don’?t (you|YOU)
(start|read|submit|make|write|get)\s*\b.*” to detect
LIs such as “Command”. We employ a collection of such
expressions to cover several different linguistic styles
which indicates “Command” by an individual.

We achieved a very high recall (close to 1.0) for most
indicators with these rules on test data. However, in few
cases, the frequency of such indicators (such as polite-
ness) were very low deeming the set of regular expres-
sions as incomplete. This observation led us to refine the
regular expressions with Logical rules so that we can in-
corporate our domain knowledge and remove such bias
to the training set.
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5.1.2 Using Logical rules on Regular
Expression output and Sentence
constituents

One example of the rules we use to detect “Command”
is: if the subject of the verb is second person and the verb
is associated with a modal verb which indicates a ques-
tion that suggests command, then the LI “Command” is
detected.

Examples of such verbs are “Would you” and “Could
you” etc. It is to be noted that such a verb will denote
both politeness and command depending on the rest of
the sentence. This fascinating inter-dependency is one
reason why we have to collect all such Language Indica-
tors before we infer the higher level Language Uses.

5.2 Mapping of LIs to LUs and LUs to Social
Constructs

Input: To encode one conversation we use a collection
of facts of the form participant(X) and addresses(X, Y,
LI, Level).

These facts essentially encode the identity of the par-
ticipants and the Language Indicators observed in the
overall conversation among a pair of participants.

Output: The module outputs a collection of claim, ev-
idence and confidence mappings.

For example one such mapping is: claim_mapping(X,
"is the leader", "because", X, "demonstrates <language
use>","(Confidence: <confidence level>)"). Here <lan-
guage use> is one of the language uses, <confidence
level> is either low, medium, or high.

Algorithm: We employ statistical and logic-based
procedure in parallel to get the above output. On the
statistical side, we adopt a regression technique to learn
a function that can map the scores associated with LIs
to individual LUs based on annotated training data and
this function is then applied to test data to get confidence
score on LUs. The same procedure is adopted for map-
ping LUs to SCs.

In parallel to this procedure, we also employ a rule-
based technique that uses quantized confidence scores
and outputs confidence levels along with explanations.
As we are able to get the explanation from logical rea-
soning, we use the output confidence scores as votes from
statistical learning to output the final confidence level.

The rules for logical reasoning are explained as defini-
tions and intuitions in the following paragraphs.

Mapping LIs into LUs: A signed LU is said to be
exhibited by participant X towards participant Y with a
certain degree of confidence based on the number of in-
dicators(LI) and counter-indicators(LI) of the signed LU
used by X when addressing Y. The confidence in LU is
directly proportional to the difference between the num-
ber of indicators and counter-indicators.

We categorize LUs according to the number of indi-
cators and apply slight variation to the above rules for
each such category. Also, there are a few LIs that, when
used, automatically override the computed confidence
level for an LU and increase it to high. For example,
“criticism” increases confidence level of positive “moti-
vational behavior” to high.

Mapping LUs to SCs: The relative status of two par-
ticipants is determined based on i) the number of rele-
vant signed LUs exhibited by each participant towards
the other, ii) the ordering of relevant signed LUs and iii)
the confidence level in each exhibited signed LU.

The leader is determined based on the number of ex-
hibited relevant LUs (both favorable and unfavorable).

Mapping LIs to SCs: As shown in Figure 1, we di-
rectly associate some of the LIs to Social Constructs. For
such an association, we again adopt the regression tech-
nique mentioned previously. In this case, the confidence
scores from LIs are directly mapped to the confidence
scores of SCs. We combine this confidence with the
above confidence levels using simplistic rules to output
final social constructs.

It should be noted that the constants used in the rules
are obtained from statistics on annotated conversations.
The annotation process involves labels about SCs, LUs
and LIs for each conversation data.

5.3 Brief Details and Results of the Regression
Technique

In this sub-section, we provide few details of the Sparse
Logistic Regression technique we have used alongside
the logical formulation and present few results from our
experiments with relevant statistical methods. We have
used a similar formulations for mapping LIs to LUs and
LUs to SCs. Here, we provide the example of formulat-
ing the entire problem of detection of Social Constructs
directly in the Classification paradigm.

Status and Leadership can be formulated as a three-
class and two-class problem respectively. For Status,
we had 102 samples with the 38(higher), 26(equal) and
38(lower) samples each for three classes. For Lead-
ership, we had 149 samples with 108(not-leader) and
41(leader) samples for the two classes. For both the tasks,
we extracted 28 textual features. We used the one-vs-rest
scheme for multi-class problem. For each task, we eval-
uated the framework as follows: i. First, we randomly
separate the dataset into training set(p) and test set(1-p).
ii. In the training set, we use 10-fold cross validation to
select proper parameters. iii. We iterate the above proce-
dure for 100 times, and accuracy is evaluated on the pre-
dictions in all iterations. iv. We select different p (from
0.25 to 0.9) and observe the change of accuracy.

We compared the accuracy achieved using Sparse Lo-
gistic Regression with SVM(with RBF Kernel) among

1296



(a) (b)

Figure 2: (a) Training set percentage vs Accuracy graph
for Leadership problem, (b) Training set percentage vs
Accuracy graph for Status classification problem.

others. The accuracy comparison of the SVM(with RBF
kernel) and sparse Logistic Regression is provided in Fig-
ure 2. As we can observe, though the two methods are
comparable, in most cases Sparse Logistic regression per-
forms better.

5.4 Advantages from the integrated approach
The primary advantages are the following:

In general, statistical approaches need a “lot of data”
to attain a certain level of accuracy. As the rules we use
are quite universal and compact, we can achieve a com-
parable(or higher) accuracy with much less training data.

Using the evidence and claim mappings, we give an
“explanation” as to why we detected such a particular SC
in the dialogue. Knowldege of such depth is very hard to
achieve with only statistical approaches.

Explicit representation of “context” specific informa-
tion via rules results in improved accuracy in detection of
LIs such as criticism, praise, command etc.

Statistical modules complement the rule-based ap-
proach where our domain knowledge is “incomplete”.

We use ASP as the Logic Programming language of
our choice as its ability to represent defaults and excep-
tions eases the implementation procedure.

6 Results
We have implemented this system using ASP(Gelfond
and Lifschitz, 1988) and Java. The Wikipedia con-
versations are obtained by parsing the wiki dump from
http://dumps.wikimedia.org/. We also evalu-
ated on the NWTRB (US Nuclear Waste Technical Re-
view Board) dataset. The accuracy and F1 measure are
summarized in Table 1 for approximately two thousand
English and one thousand Korean Wikipedia conversa-
tions. We evaluated two types of questions - i. Yes-No
indicates questions like Is John the leader? and ii. List
indicates questions such as List all the leaders.. Our work

is perhaps unique in determining such social constructs
and evaluating on familiar and unfamiliar datasets. Table

Table 1: Results

SC Q-Type Language Accuracy F1
Task Leader Y-N EN 0.8900 0.6700
Task Leader List EN 0.6700 0.9900
Status Y-N EN 0.4700 0.3457
Status List EN 0.6923 0.5200
Task Leader Y-N KO 0.5667 0.4338
Status Y-N KO 0.4074 0.3900

1 reports evaluations on wikipedia dump. These values
are computed by comparing the results of our systems
with annotated data. Note, in our experiments, we have
performed strict evaluations. For example, the results
are only marked positive if the complete list of leaders
matches with a human-annotated list. Also, we consider
the “explanation” too while performing the evaluation.
The results are true positive only when the detected con-
struct is correct alongwith the explanation provided by
the reasoning module. In general, the previous research
achieves an accuracy of 0.45 in comparable tasks such as
dialog act tagging (Stolcke, 2000).

7 Conclusion
In this paper, we have proposed a novel approach for log-
ically recognizing social constructs from textual conver-
sations. We have used both statistical classification and
logical reasoning to robustly detect status and leadership
as observed in virtual social networks. From our exper-
iments, we show empirically how our approach achieves
a significant accuracy and provides logical explanation of
construct detection.

This research shows the merits of using logical rules
along with statistical techniques to determine Social Con-
structs. As per our understanding, this level of accuracy
and explainability needs integration of both statistical and
logic based methods. Our observations suggest that there
is an increasing need for such integration in various do-
mains. We believe that this work is one of the early steps
in that direction.
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Abstract

We present two simple modifications to the
models in the popular Word2Vec tool, in or-
der to generate embeddings more suited to
tasks involving syntax. The main issue with
the original models is the fact that they are
insensitive to word order. While order in-
dependence is useful for inducing semantic
representations, this leads to suboptimal re-
sults when they are used to solve syntax-based
problems. We show improvements in part-of-
speech tagging and dependency parsing using
our proposed models.

1 Introduction

Word representations learned from neural language
models have been shown to improve many NLP
tasks, such as part-of-speech tagging (Collobert et
al., 2011), dependency parsing (Chen and Man-
ning, 2014; Kong et al., 2014) and machine trans-
lation (Liu et al., 2014; Kalchbrenner and Blunsom,
2013; Devlin et al., 2014; Sutskever et al., 2014).
These low-dimensional representations are learned
as parameters in a language model and trained to
maximize the likelihood of a large corpus of raw
text. They are then incorporated as features along
side hand-engineered features (Turian et al., 2010),
or used to initialize the parameters of neural net-
works targeting tasks for which substantially less
training data is available (Hinton and Salakhutdinov,
2012; Erhan et al., 2010; Guo et al., 2014).

One of the most widely used tools for building
word vectors are the models described in (Mikolov
et al., 2013), implemented in the Word2Vec tool,

in particular the “skip-gram” and the “continuous
bag-of-words” (CBOW) models. These two mod-
els make different independence and conditioning
assumptions; however, both models discard word
order information in how they account for context.
Thus, embeddings built using these models have
been shown to capture semantic information be-
tween words, and pre-training using these models
has been shown to lead to major improvements in
many tasks (Collobert et al., 2011). While more so-
phisticated approaches have been proposed (Dhillon
et al., 2011; Huang et al., 2012; Faruqui and Dyer,
2014; Levy and Goldberg, 2014; Yang and Eisen-
stein, 2015), Word2Vec remains a popular choice
due to their efficiency and simplicity.

However, as these models are insensitive to word
order, embeddings built using these models are sub-
optimal for tasks involving syntax, such as part-of-
speech tagging or dependency parsing. This is be-
cause syntax defines “what words go where?”, while
semantics than “what words go together”. Obvi-
ously, in a model where word order is discarded,
the many syntactic relations between words can-
not be captured properly. For instance, while most
words occur with the word the, only nouns tend to
occur exactly afterwords (e.g. the cat). This is
supported by empirical evidence that suggests that
order-insensitivity does indeed lead to substandard
syntactic representations (Andreas and Klein, 2014;
Bansal et al., 2014), where systems using pre-trained
with Word2Vec models yield slight improvements
while the computationally far more expensive which
use word order information embeddings of Col-
lobert et al. (2011) yielded much better results.
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In this work, we describe two simple modifica-
tions to Word2Vec, one for the skip-gram model
and one for the CBOW model, that improve the
quality of the embeddings for syntax-based tasks1.
Our goal is to improve the final embeddings while
maintaining the simplicity and efficiency of the orig-
inal models. We demonstrate the effectiveness of
our approaches by training, on commodity hard-
ware, on datasets containing more than 50 million
sentences and over 1 billion words in less than a
day, and show that our methods lead to improve-
ments when used in state-of-the-art neural network
systems for part-of-speech tagging and dependency
parsing, relative to the original models.

2 Word2Vec

The work in (Mikolov et al., 2013) is a popular
choice for pre-training the projection matrix W ∈
<d×|V | where d is the embedding dimension with
the vocabulary V . As an unsupervised task that is
trained on raw text, it builds word embeddings by
maximizing the likelihood that words are predicted
from their context or vice versa. Two models were
defined, the skip-gram model and the continuous
bag-of-words model, illustrated in Figure 1.

The skip-gram model’s objective function is to
maximize the likelihood of the prediction of contex-
tual words given the center word. More formally,
given a document of T words, we wish to maximize

L =
1
T

T∑
t=1

∑
−c≤j≤c,

j 6=0

log p(wt+j | wt) (1)

Where c is a hyperparameter defining the window
of context words. To obtain the output probabil-
ity p(wo|wi), the model estimates a matrix O ∈
<|V |×dw , which maps the embeddings rwi into a
|V |-dimensional vector owi . Then, the probability
of predicting the word wo given the word wi is de-
fined as:

p(wo | wi) =
eowi (wo)∑
w∈V e

owi (w)
(2)

This is referred as the softmax objective. However,
for larger vocabularies it is inefficient to compute

1The code developed in this work is made available in
https://github.com/wlin12/wang2vec.

owi , since this requires the computation of a |V |×dw
matrix multiplication. Solutions for problem are ad-
dressed in the Word2Vec by using the hierarchical
softmax objective function or resorting to negative
sampling (Goldberg and Levy, 2014).

The CBOW model predicts the center word wo
given a representation of the surrounding words
w−c, ..., w−1, w1, wc. Thus, the output vector
ow−c,...,w−1,w1,wc is obtained from the product of the
matrix O ∈ <|V |×dw with the sum of the embed-
dings of the context words

∑
−c≤j≤c,j 6=0 rwj .

We can observe that in both methods, the order of
the context words does not influence the prediction
output. As such, while these methods may find sim-
ilar representations for semantically similar words,
they are less likely to representations based on the
syntactic properties of the words.
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Figure 1: Illustration of the Skip-gram and Continuous
Bag-of-Word (CBOW) models.

3 Structured Word2Vec

To account for the lack of order-dependence in the
above models, we propose two simple modifications
to these methods that include ordering information,
which we expect will lead to more syntactically-
oriented embeddings. These models are illustrated
in Figure 2.

3.1 Structured Skip-gram Model
The skip-gram model uses a single output matrix
O ∈ <|V |×d to predict every contextual word
w−c, ..., w−1, w1, ..., wc, given the embeddings of
the center word w0. Our approach adapts the
model so that it is sensitive to the positioning of the
words. It defines a set of c × 2 output predictors
O−c, ..., O−1, O1, Oc, with size O ∈ <(|V |)×d. Each
of the output matrixes is dedicated to predicting the
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output for a specific relative position to the center
word. When making a prediction p(wo | wi), we
select the appropriate output matrix Oo−i to project
the word embeddings to the output vector. Note, that
the number of operations that must be performed for
the forward and backward passes in the network re-
mains the same, as we are simply switching the out-
put layer O for each different word index.

3.2 Continuous Window Model

The Continuous Bag-Of-Words words model
defines a window of words w−c, ..., wc with
size c, where the prediction of the center word
w0 is conditioned on the remaining words
w−c, ..., w−1, w1, ..., wc. The prediction matrix
O ∈ <(|V |)×d is fed with the sum of the embed-
dings of the context words. As such, the order
of the contextual words does not influence the
prediction of the center word. Our approach
defines a different output predictor O ∈ <(|V |×2cd

which receives as input a (2c × d)-dimensional
vector that is the concatenation of the embeddings
of the context words in the order they occur
[e(w−c), . . . , e(w−1), e(w1), . . . , e(wc)]. As matrix
O defines a parameter for the word embeddings for
each relative position, this allows the words to be
treated differently depending on where they occur.
This model, denoted as CWindow, is essentially the
window-based model described in (Collobert et al.,
2011), with the exception that we do not project
the vector of word embeddings into a window
embedding before making the final prediction.

In both models, we are increasing the number
of parameters of matrix O by a factor of c × 2,
which can lead to sparcity problems when training
on small datasets. However, these models are gener-
ally trained on datasets in the order of 100 millions
of words, where these issues are not as severe.

4 Experiments

We conducted experiments in two mainstream
syntax-based tasks part-of-speech Tagging and De-
pendency parsing. Part-of-speech tagging is a word
labeling task, where each word is to be labelled with
its corresponding part-of-speech. In dependency
parsing, the goal is to predict a tree built of syntactic
relations between words. In both tasks, it has been

O2
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O-1

w-2

input

w-1

w1

w2

projection output

w0
O

input projection output

O-2

w0

w-2

w-1

w1

w2

CWINDOW Structured Skip-Ngram

Figure 2: Illustration of the Structured Skip-gram and
Continuous Window (CWindow) models.

shown that pre-trained embeddings can be used to
achieve better generalization (Collobert et al., 2011;
Chen and Manning, 2014).

4.1 Building Word Vectors

We built vectors for English in two very different
domains. Firstly, we used an English Wikipedia
dump containing 1,897 million words (60 million
sentences), collected in September of 2014. We
built word embeddings using the original and our
proposed methods on this dataset. These embed-
dings will be denoted as WIKI(L). Then, we took a
sample of 56 million English tweets with 847 mil-
lion words collected in (Owoputi et al., 2013), and
applied the same procedure to build the TWITTER
embeddings. Finally, we also use the Wikipedia
documents, with 16 million words, provided in the
Word2Vec package for contrastive purposes, de-
noted as WIKI(S). As preprocessing, the text was
lowercased and groups of contiguous digits were re-
placed by a special word. For all corpora, we trained
the network with a c = 5, with a negative sampling
value of 10 and filter out words with less than 40
instances. WIKI(L) and TWITTER have a vocabu-
lary of 424,882 and 216,871 types, respectively, and
embeddings of 50 dimensions.

Table 1 shows the similarity for a few selected
keywords for each of the different embeddings. We
can see hints that our models tend to group words
that are more syntactically related. In fact, for the
word breaking, the CWindow model’s top five words
are exclusively composed by verbs in the contin-
uous form, while the Structured Skip-gram model
tends to combine these with other forms of the verb
break. The original models tend to be less keen on
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Embeddings WIKI(S) TWITTER WIKI(L)
query breaking amazing person

CBOW breaks incredible someone
turning awesome anyone
broke fantastic oneself
break phenomenal woman

stumbled awsome if
Skip-gram break incredible harasser

breaks awesome themself
broke fantastic declarant
down phenominal someone

broken phenomenal right-thinking
CWindow putting incredible woman
(this work) turning amaaazing man

sticking awesome child
pulling amzing grandparent
picking a-mazing servicemember

Structured break incredible declarant
Skip-gram turning awesome circumstance
(this work) putting amaaazing woman

out ah-mazing schoolchild
breaks amzing someone

Table 1: Most similar words using different word embed-
ding models for the words breaking, amazing and person.
Each word is queried in a different dataset.

preserving such properties. As for the TWITTER
embeddings, we can observe that our adapted em-
beddings are much better at finding lexical variations
of the words, such as a-mazing, resembling the re-
sults obtained using brown clusters (Owoputi et al.,
2013). Finally, for the query person, we can see
that our models tend to associate this term to other
words in the same class, such as man, woman and
child, while original models tend to include unre-
lated words, such as if and right-thinking.

In terms of computation speed, the Skip-gram
and CBOW models, achieve a processing rate of
71.35k and 342.17k words per second, respectively.
The Structured Skip-gram and CWindow models
can process 34.64k and 124.43k words per second,
respectively. There is a large drop in computa-
tional speed in the CWindow model compared to
the CBOW model, as it uses a larger output ma-
trix, which grows with the size of the window. The
Structured Skip-gram model processes words at al-
most half the speed of the Skip-gram model. This is
explained by the fact that the Skip-gram model sub-
samples context words, varying the size of the win-
dow size stochastically, so that words closer to the

center word are sampled more frequently. That is,
when defining a window size of 5, the actual win-
dow size used for each sample is a random value
between 1 and 5. As we use a separate output layer
for each position, we did not find this property to be
useful as it provides less training samples for out-
put matrixes with higher indexes. While our models
are slower they are still suitable for processing large
datasets as all the embeddings we use were all built
within a day.

4.2 Part-Of-Speech Tagging

We reimplemented the window-based model pro-
posed in (Collobert et al., 2011), which defines a
3-layer perceptron. In this network, words are first
projected into embeddings, which are concatenated
and projected into a window embedding. These are
finally projected into an output layer with size of the
POS tag vocabulary, followed by a softmax. In our
experiments, we used a window size of 5, word em-
beddings of size 50 and window embeddings of size
500. Word embeddings were initialized using the
pre-trained vectors and these parameters are updated
as the rest of the network. Additionally, we also add
a capitalization feature which indicates whether the
first letter of the work is uppercased, as all word fea-
tures are lowercased words. Finally, for words un-
seen in the training set and in the pre-trained em-
beddings, we replace them with a special unknown
token, which is also modelled as a word type with a
set of 50 parameters. At training time, we stochasti-
cally replace word types that only occur once in the
training dataset with the unknown token. Evaluation
is performed with the part-of-speech tag accuracy,
which denotes the percentage of words labelled cor-
rectly.

Experiments are performed on two datasets, the
English Penn Treebank (PTB) dataset using the
standard train, dev and test splits, and the ARK
dataset (Gimpel et al., 2011), with 1000 training,
327 dev and 500 labelled English tweets from Twit-
ter. For the PTB dataset, we use the WIKI(L) em-
beddings and use TWITTER embeddings for the
ARK dataset. Finally, the set of parameters with the
highest accuracy in the dev set are used to report the
score for the test set.

Results are shown in Table 2, where we observe
that our adapted models tend to yield better re-
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PTB Twitter
Dev Test Dev Test

CBOW 95.89 96.13 87.85 87.54
Skip-gram 96.62 96.68 88.84 88.73
CWindow 96.99 97.01 89.72 89.63

Structured Skip-gram 96.62 97.05 89.69 89.79
SENNA 96.54 96.58 84.96 84.85

Table 2: Results for part-of-speech tagging using differ-
ent word embeddings (rows) on different datasets (PTB
and Twitter). Cells indicate the part-of-speech accuracy
of each experiment.

sults than the original models in both datasets. In
the Twitter dataset, our results slightly higher than
the accuracy reported using only Brown clusters
in (Owoputi et al., 2013), which was 89.50. We also
try initializing our embeddings with those in (Col-
lobert et al., 2011), which are in the “Senna” row.
Even though results are higher in our models, we
cannot conclude that our method is better as they
are trained crawls from Wikipedia in different time
periods. However, it is a good reference to show that
our embeddings are on par with those learned using
more sophisticated models.

4.3 Dependency Parsing
The evaluation on dependency parsing is performed
on the English PTB, with the standard train, dev and
test splits with Stanford Dependencies. We use neu-
ral network defined in (Chen and Manning, 2014),
with the default hyper-parameters2 and trained for
5000 iterations. The word projections are initial-
ized using WIKI(L) embeddings. Evaluation is
performed with the labelled (LAS) and unlabeled
(UAS) attachment scores.

In Table 3, we can observe that results are consis-
tent with those in part-of-speech tagging, where our
models obtain higher scores than the original models
and with competitive results compared to Senna em-
beddings. This suggests that our models are suited
at learning syntactic relations between words.

5 Conclusions

In this work, we present two modifications to the
original models in Word2Vec that improve the word
embeddings obtained for syntactically motivated

2Found in http://nlp.stanford.edu/software/nndep.shtml

Dev Test
UAS LAS UAS LAS

CBOW 91.74 88.74 91.52 88.93
Skip-gram 92.12 89.30 91.90 89.55
CWindow 92.38 89.62 92.00 89.70

Structured Skip-gram 92.49 89.78 92.24 89.92
SENNA 92.24 89.30 92.03 89.51

Table 3: Results for dependency parsing on PTB using
different word embeddings (rows). Columns UAS and
LAS indicate the labelled attachment score and the unla-
belled parsing scores, respectively.

tasks. This is done by introducing changes that make
the network aware of the relative positioning of con-
text words. With these models we obtain improve-
ments in two mainstream NLP tasks, namely part-
of-speech tagging and dependency parsing, and re-
sults generalize in both clean and noisy domains.
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Abstract

This work is an attempt to automatically ob-
tain numerical attributes of physical objects.
We propose representing each physical object
as a feature vector and representing sizes as
linear functions of feature vectors. We train
the function in the framework of the com-
bined regression and ranking with many types
of fragmentary clues including absolute clues
(e.g., A is 30cm long) and relative clues (e.g.,
A is larger than B).

1 Introduction

We know how large surfboards usually are and also
that an inner pocket of any jacket is much smaller
than a surfboard. Since we know about these nu-
merical attributes, nobody of sound mind has prob-
ably ever tried to vainly put a surfboard into an in-
ner pocket of a jacket. However, computers do not
have comprehensive knowledge of this sort. This
lack of comprehensive knowledge of the numerical
attributes is one obstacle to flexible and natural man-
machine communication. This work is an attempt
to automatically obtain knowledge on numerical at-
tributes so that computers can use it.

The knowledge on numerical attributes is also
very useful on many other occasions. For exam-
ple, it enables computers to alert their users when
the users input incorrect numbers that are outside of
the normal range of the attribute. In image recogni-
tion, a large red object will unlikely be recognized as
a strawberry if the computer knows its normal size.
In natural language processing, QA systems can use

numerical knowledge to eliminate the out-of-range
answer candidates to numerical questions.

A number of attempts similar to the current work
have been made in some other fields such as psy-
chology or fuzzy theory. However, such attempts
heavily rely on costly experiments such as giving
questionnaires to human subjects and have a prob-
lem in their scalability. In contrast, the current
work attempts to use NLP techniques on large text
data both online and offline in order to obtain such
knowledge without relying on costly experiments
such as questionnaires. A possible criticism of this
project is that simply examining an existing knowl-
edge source such as Wikipedia might accomplish
this purpose without much effort. Indeed Wikipedia
provides numerical information of some physical
objects, but not all. For example, the Wikipedia page
for watches provides descriptions on their function
and their history, but no information on their size.

Clues to the numerical attributes are rather scat-
tered over corpora and other linguistic resources. In
a corpus, we can find informative descriptions such
as “X is 35cm tall”. We can also find text fragments
suggesting an order relation between two physical
objects with regard to the size as in “X is larger
than Y”, as well as implicit clues such as “I put X
into Y”, which usually means X is smaller than Y .
Holonymy relations (X is a part of Y ) in a thesaurus
suggest an order relation in size (X is smaller than
Y ). Glosses in a dictionary also provide subtle clues
to the sizes of entry words. Each of these clues alone
is not sufficient for precisely determining the size,
so we have to bring them together. We have there-
fore developed a mathematical model that uses these
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clues and determines the sizes of many physical ob-
jects simultaneously. The approach consists of two
steps: (i) many different types of clues to the numer-
ical attribute are collected from various linguistics
resources, and (ii) those collected clues are brought
together by a combined regression and ranking.

2 Related Work

Hovy et al. (2002) pointed out the importance of the
knowledge on the numerical attributes in question
answering. They hand-coded the possible range of
a numerical attribute. Akiba et al. (2004), Fujihata
et al. (2001), Aramaki et al. (2007), and Bakalov
et al. (2011) made similar attempts. Their target,
however, is the fixed numerical attributes of the
named entities, while our target is the numerical at-
tributes of general physical objects, not restricted to
the named entities.

Davidov and Rappoport (2010) collected various
types of text fragments indicating values of numer-
ical attributes of physical objects. Our work differs
from theirs in that we explore more subtle linguistic
clues in addition to those used in the previous work,
by using a global mathematical model that brings to-
gether all the clues.

Narisawa et al. (2013) tried to determine whether
a given amount is large, small, or normal as a size
of an object, making good use of clue words such as
only; The sentence “This laptop weighs only 0.7kg”
means that laptops are usually heavier than 0.7kg.

3 Fragmentary clues to sizes

3.1 Physical objects
We first collect physical objects, i.e., objects for
which the size can be defined. However, the numeri-
cal attribute of a word depends on the sense in which
the word is being used. We will therefore determine
the size of each sense instead of each word. Specif-
ically, we determine the size of each noun synset in
the Japanese WordNet (Bond et al., 2009). We basi-
cally regard as physical objects the synsets that are
descendants of the synset corresponding to “physi-
cal objects” (00002684-n). We filter out the physi-
cal objects that are descendants of any of the follow-
ing synsets ( 09334396-n, 00027167-n, 09239740-n,
09287968-n, 09277686-n, 09335240-n, 04564698-
n, and 03670849-n), since their sizes would be hard

to define (e.g., earth, location, soil).
We further filter out approximately 400 synsets

for various reasons such as ambiguity.1

3.2 Collecting absolute clues

We collect absolute clues, which indicate a value of
a physical object without reference to other physical
objects.

We used a search engine2 with a query such as
‘ “the size of A” AND meter’ (AND represents a log-
ical conjunction) and decompose the retrieved snip-
pets into text fragments with “...” as a delimiter.
We used only the first 1,000 pages (the maximum
amount allowed by the terms of use for API users)
for the query comprising a pattern (“the size of A”,
“the length of A”, or “the height of A”) and a length
unit (millimeter, centimeter, meter, or kilometer).

Note that absolute clues are corpus-based.

3.3 Collecting relative clues

We also collect relative clues, which suggest a nu-
merical order relation between two physical objects,
i.e., A should be larger than B. Note that holonymy
and comparative sentences below are explicit rela-
tive clues as opposed to implicit relative clues that
follow. Note also that holonymy is WordNet-based
while comparative sentences and implicit relative
clues are corpus-based.

3.3.1 Holonymy
If A is a part of B, it usually means that A

is smaller than B. We can obtain such part-of
(holonymy) relations from the WordNet. Specif-
ically, for each physical object obtained in Sec-
tion 3.1, we retrieve its holonymy synsets. If a
synset is a holonym of another synset, it suggests
that the former is larger than the latter.

3.3.2 Comparative sentences
The sentence “the middle finger is longer than the

ring finger” suggests that the relation ‘middle finger
> ring finger’ holds for the size attribute. We collect
such comparative sentences. Specifically, we search

1The list of those synsets and textual patterns and Japanese
search keywords used in this work are available from
http://www.lr.pi.titech.ac.jp/˜takamura/
core9.html .

2Yahoo!JAPAN API.
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an n-gram corpus (Kudo and Kazawa, 2007) for the
textual patterns including “A is longer than B”.3

3.3.3 Implicit relative clues
People tend not to write out clues explicitly

when most readers are expected to have the relevant
knowledge. Since absolute clues and comparative
sentences are explicit, we cannot expect a sufficient
amount of such clues.

We argue that people unintentionally put many
pieces of common knowledge into some specific tex-
tual patterns. The sentence “I put my wallet into the
pocket” suggests that ‘pocket > wallet’ holds for the
numerical attribute. We collect from the n-gram cor-
pus such textual patterns (A in B, put A in B, take
A out of B, store A in B, put A on B, drop A from
B, A go into B, and A go out of B).

4 Bringing together the clues

4.1 Feature representation and linear model

To bring together the clues introduced in Section 3,
we first represent physical objects with feature vec-
tors and employ a linear model in which the size
f(w, x) is represented as the inner product w · x
of feature vector x and weight vector w.

We use the following features: the synsets that are
ancestors of the target synset (i.e., synsets that can be
found by traversing up through hypernym-hyponym
relations or instance-of relations), the synsets that
the target synset is a member of (hmem in WordNet),
the hypernym synsets of the target synset (hype in
WordNet), the synsets that the target synset is an in-
stance of (inst in WordNet), the synsets that the tar-
get synset has as a component (mprt in WordNet),
the synsets that the target synset is a component of
(hprt in WordNet), the head word in the gloss in a
dictionary, and the synonyms in the target synset.

4.2 Formalization

We discuss how to estimate weight vector w.
Some physical objects are given absolute clues. If

multiple absolute clues are found for an object, we
regard their average (actually, its logarithm) as the
approximate size used for training. Since the size
is a real number, the machine learning framework
to be employed should be regression. Additionally,

3We also used “shorter”, “larger”, and “smaller”.

relative clues are incorporated into the training by
means of ranking framework. We henceforth use the
combined regression and ranking.

Our formalization is similar to the combined re-
gression and ranking model developed by Scul-
ley (2010). Let Da and Dr denote respectively the
training datasets consisting of absolute clues and rel-
ative clues. Each element in Da is represented as a
pair of a feature vector x and its average size y. Each
element in Dr is represented as a tuple of feature
vectors x1 and x2, and the order relation z; z indi-
cates whether x1 is larger (z = +1), or x2 is larger
(z = −1). We minimize the following function:

(1 − α)La(w, Da) + αLr(w, Dr) +
λ

2
||w||2, (1)

where α is a trade-off parameter between regres-
sion loss La(w, Da) and pairwise loss Lr(w, Dr).
(λ/2)||w||2 is the regularization term.

The regression loss La(w, Da) is decomposed as

1
|Da|

∑
(x,y)∈Da

la(y, f(w, x)), (2)

where la(y, f(w, x)) is the loss of the pair (x, y)
under the model w, and is represented by squared
loss (y − f(w,x))2, indicating the difference be-
tween the target value and the model output.

The pairwise loss Lr(w, Dr), is decomposed as

1
|Dr|

∑
(x1,x2,z)∈Dr

lr(z, x1, x2, w), (3)

where lr(z,x1,x2,w) is the loss of the tuple
(x1, x2, z) under the model w, and is represented
by hinge loss, max(0, 1 − z · f(w, x1 − x2)).

While a single type of loss function was used for
the regression loss and the pairwise loss in the pre-
vious work (Sculley, 2010), the current framework
relies on two different types of loss functions, i.e.,
squared loss and hinge loss, so that both absolute
and relative clues can be used in the model.

5 Experiments

5.1 Experimental setting

We followed the process in Section 3.1 and elimi-
nated infrequent ones from the obtained synsets. For
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the remaining synsets, we performed a search for ab-
solute and relative clues and obtained 1,329 abso-
lute clues and 7,335 relative clues. This set of rela-
tive clues stems from 848 WordNet-based clues and
6,496 corpus-based clues with a small overlap. We
note that fewer than 1% of these 6,496 corpus-based
clues are explicit. The synsets for which no clues
are found are removed from the following process,
leaving 3,598 synsets. Thoroughly using the web
data might provide a larger overall amount, but the
current result suggests that there are fewer absolute
clues than relative ones and fewer explicit clues than
implicit ones.

We evaluate the methods in two different ways.
One is the difference: the sizes of the 262 randomly
sampled synsets without absolute clues are manu-
ally determined, and we calculated the difference
between the estimated size and the manually deter-
mined size for each of those synsets. The other is
the order relation classification: the size relations of
1,152 randomly sampled pairs of synsets are manu-
ally annotated, and we employ as an evaluation met-
ric the accuracy indicating how many of those rela-
tions are correctly predicted.

We implemented our combined regression and
ranking method by modifying a package.4 We used
the logarithms of sizes as the target value. We tuned
λ in Equation (1) to the value that optimizes the ac-
curacy out of 11 values5: 10−7, 10−6, · · · , 103.

We tested different numbers of absolute clues in
training (namely, 300, 500, 800, 1,000) in order to
examine its effect.

5.2 Results

Figure 1 shows how the average difference for each
number of absolute clues changes as α in Equa-
tion (1) is varied. All types of clues and features
are used for Figure 1 (a), while the clues and fea-
tures extracted from WordNet except for glosses are
excluded for Figure 1 (b). The latter emulates the
situation where the dictionary is available, but the
large-scale thesaurus such as WordNet is not. The
left-most point (α = 0) for each figure corresponds
to simple regression. The curves show that the dif-
ference can be reduced by using the combined re-

4http://code.google.com/p/sofia-ml/
5In the actual application, we would be able to use develop-

ment data for tuning.

Size (cm) Synset Example word
1.35×10−1 11678768-n ovum
2.68×100 02312744-n silkworm
3.26×100 02206856-n bee
7.16×100 04453037-n tooth of gear
9.09×100 03209910-n floppy disk
1.14×101 03378442-n foot
3.01×101 04586225-n wind chime
3.35×101 03485794-n hand towel
4.57×101 04590553-n windshield
1.56×102 09189157-n nest of hawk or eagle
1.65×102 04152829-n screen
4.31×104 02687992-n airport

Table 1: Sample of the estimated sizes

gression and ranking. The improvement is more re-
markable when fewer absolute clues are used.

Similarly, Figure 2 shows how the accuracy of the
order relation classification for each number of ab-
solute clues changes as α is varied. The accuracy
of the order relation classification was around 70
to 80 %. The benefit of using combined regression
and ranking is more remarkable in Figure 2 (b), i.e.,
when the thesaurus is not available.

Table 1 shows a sample of physical objects and
their estimated sizes. We can see that the overall
trend of the size has been successfully captured.

We also examine some features with small or
large weights in Table 2. Very small weights are
given to, for example, elementary particles in the
field of particle physics, hydrons, and bacteria.6

Feature Weight
Synset for baryon, as ancestor -7.75
Hydron as synonym -7.75
Synset for fermion, as ancestor -7.13
Electron, as synonym -6.06
Bacteria, as synonym -6.06
Bell tower, hprt feature +7.15
Railroad as synonym, +8.16
Means of transportation as ancestor +8.38

Table 2: Features with large absolute weights. Note that
baryon is a heavy particle in the field of particle physics.

6More comprehensive results are available from
http://www.lr.pi.titech.ac.jp/˜takamura/
core9.html .
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Figure 2: Accuracy of order relation classification

6 Conclusion

We addressed the task of automatically extracting
numerical attributes of physical objects. We propose
representing the sizes of objects using a linear func-
tion. We used the combined regression and ranking
model with both absolute and relative clues.

Currently, many features are extracted from a the-
saurus WordNet. If we can extract effective features
from other resources, we would be able to apply our
method to the objects that are not in the thesaurus.
Future work also includes the following:
· more accurately collecting physical objects,
· sense disambiguation of words in clues,

· use of superlative sentences,
· filtering out descriptions of rare events,
· a more effective way of using glosses,
· application to other attributes, e.g., weight,
· handling idioms.
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Abstract

Unsupervised word embeddings have been
shown to be valuable as features in supervised
learning problems; however, their role in unsu-
pervised problems has been less thoroughly ex-
plored. In this paper, we show that embeddings
can likewise add value to the problem of unsu-
pervised POS induction. In two representative
models of POS induction, we replace multi-
nomial distributions over the vocabulary with
multivariate Gaussian distributions over word
embeddings and observe consistent improve-
ments in eight languages. We also analyze the
effect of various choices while inducing word
embeddings on “downstream” POS induction
results.

1 Introduction

Unsupervised POS induction is the problem of as-
signing word tokens to syntactic categories given
only a corpus of untagged text. In this paper we ex-
plore the effect of replacing words with their vector
space embeddings1 in two POS induction models:
the classic first-order HMM (Kupiec, 1992) and the
newly introduced conditional random field autoen-
coder (Ammar et al., 2014). In each model, instead
of using a conditional multinomial distribution2 to
generate a word token wi ∈ V given a POS tag ti ∈ T ,
we use a conditional Gaussian distribution and gen-
erate a d-dimensional word embedding vwi ∈ Rd
given ti .

1Unlike Yatbaz et al. (2014), we leverage easily obtainable
and widely used embeddings of word types.

2Also known as a categorical distribution.

Our findings suggest that, in both models, sub-
stantial improvements are possible when word em-
beddings are used rather than opaque word types.
However, the independence assumptions made by
the model used to induce embeddings strongly deter-
mines its effectiveness for POS induction: embedding
models that model short-range context are more ef-
fective than those that model longer-range contexts.
This result is unsurprising, but it illustrates the lack
of an evaluation metric that measures the syntactic
(rather than semantic) information in word embed-
dings. Our results also confirm the conclusions of
Sirts et al. (2014) who were likewise able to improve
POS induction results, albeit using a custom clus-
tering model based on the the distance-dependent
Chinese restaurant process (Blei and Frazier, 2011).

Our contributions are as follows: (i) reparameter-
ization of token-level POS induction models to use
word embeddings; and (ii) a systematic evaluation
of word embeddings with respect to the syntactic
information they contain.

2 Vector Space Word Embeddings

Word embeddings represent words in a language’s
vocabulary as points in a d-dimensional space such
that nearby words (points) are similar in terms of their
distributional properties. A variety of techniques for
learning embeddings have been proposed, e.g., matrix
factorization (Deerwester et al., 1990; Dhillon et al.,
2011) and neural language modeling (Mikolov et al.,
2011; Collobert and Weston, 2008).

For the POS induction task, we specifically need
embeddings that capture syntactic similarities. There-
fore we experiment with two types of embeddings
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that are known for such properties:

• Skip-gram embeddings (Mikolov et al., 2013) are
based on a log bilinear model that predicts an un-
ordered set of context words given a target word.
Bansal et al. (2014) found that smaller context win-
dow sizes tend to result in embeddings with more
syntactic information. We confirm this finding in
our experiments.

• Structured skip-gram embeddings (Ling et al.,
2015) extend the standard skip-gram embeddings
(Mikolov et al., 2013) by taking into account the
relative positions of words in a given context.

We use the tool word2vec3 and Ling et al. (2015)’s
modified version4 to generate both plain and struc-
tured skip-gram embeddings in nine languages.

3 Models for POS Induction

In this section, we briefly review two classes of mod-
els used for POS induction (HMMs and CRF autoen-
coders), and explain how to generate word embed-
ding observations in each class. We will represent a
sentence of length ` as w = 〈w1,w2, . . . ,w`〉 ∈ V `

and a sequence of tags as t = 〈t1, t2, . . . , t`〉 ∈ T `.
The embeddings of word type w ∈ V will be written
as vw ∈ Rd .

3.1 Hidden Markov Models
The hidden Markov model with multinomial emis-
sions is a classic model for POS induction. This
model makes the assumption that a latent Markov pro-
cess with discrete states representing POS categories
emits individual words in the vocabulary according
to state (i.e., tag) specific emission distributions. An
HMM thus defines the following joint distribution
over sequences of observations and tags:

p(w, t) =
∏̀
i=1

p(ti | ti−1) × p(wi | ti ) (1)

where distributions p(ti | ti−1) represents the transi-
tion probability and p(wi | ti ) is the emission prob-
ability, the probability of a particular tag generating
the word at position i.5

We consider two variants of the HMM as baselines:
3https://code.google.com/p/word2vec/
4https://github.com/wlin12/wang2vec/
5Terms for the starting and stopping transition probabilities

are omitted for brevity.

• p(wi | ti ) is parameterized as a “naïve multino-
mial” distribution with one distinct parameter for
each word type.

• p(wi | ti ) is parameterized as a multinomial logis-
tic regression model with hand-engineered features
as detailed in (Berg-Kirkpatrick et al., 2010).

Gaussian Emissions. We now consider incorporat-
ing word embeddings in the HMM. Given a tag t ∈ T ,
instead of generating the observed word w ∈ V , we
generate the (pre-trained) embedding vw ∈ Rd of that
word. The conditional probability density assigned
to vw | t follows a multivariate Gaussian distribution
with mean µt and covariance matrix Σt :

p(vw ; µt ,Σt ) =
exp

(
− 1

2 (vw − µt )
>Σ−1

t (vw − µt )
)

√
(2π)d |Σt |

(2)

This parameterization makes the assumption that em-
beddings of words which are often tagged as t are
concentrated around some point µt ∈ Rd , and the
concentration decays according to the covariance ma-
trix Σt .6

Now, the joint distribution over a sequence of
observations v = 〈vw1 ,vw2 . . . ,vw` 〉 (which corre-
sponds to word sequence w = 〈w1,w2, . . . ,w`,〉) and
a tag sequence t = 〈t1, t2 . . . , t`〉 becomes:

p(v, t) =
∏̀
i=1

p(ti | ti−1) × p(vwi ; µti
,Σti )

We use the Baum–Welch algorithm to fit the µt

and Σti parameters. In every iteration, we update µt∗
as follows:

µnew
t∗ =

∑
v∈T

∑
i=1...` p(ti = t∗ | v) × vwi∑

v∈T
∑

i=1...` p(ti = t∗ | v)
(3)

where T is a data set of word embedding sequences
v each of length |v| = `, and p(ti = t∗ | v) is the
posterior probability of label t∗ at position i in the
sequence v. Likewise the update to Σt∗ is:

Σnew
t∗ =

∑
v∈T

∑
i=1...` p(ti = t∗ | v) × δδ>∑

v∈T
∑

i=1...` p(ti = t∗ | v)
(4)

where δ = vwi − µnew
t∗ .

6“Essentially, all models are wrong, but some are useful.” —
George E. P. Box
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3.2 Conditional Random Field Autoencoders

The second class of models this work extends is
called CRF autoencoders, which we recently pro-
posed in (Ammar et al., 2014). It is a scalable family
of models for feature-rich learning from unlabeled
examples. The model conditions on one copy of the
structured input, and generates a reconstruction of
the input via a set of interdependent latent variables
which represent the linguistic structure of interest. As
shown in Eq. 5, the model factorizes into two distinct
parts: the encoding model p(t | w) and the recon-
struction model p(ŵ | t); where w is the structured
input (e.g., a token sequence), t is the linguistic struc-
ture of interest (e.g., a sequence of POS tags), and
ŵ is a generic reconstruction of the input. For POS
induction, the encoding model is a linear-chain CRF
with feature vector λ and local feature functions f.

p(ŵ,t | w) = p(t | w) × p(ŵ | t)

∝ p(ŵ | t) × expλ ·
|w |∑
i=1

f(ti , ti−1,w) (5)

In (Ammar et al., 2014), we explored two kinds of
reconstructions ŵ: surface forms and Brown clusters
(Brown et al., 1992), and used “stupid multinomials”
as the underlying distributions for re-generating ŵ.

Gaussian Reconstruction. In this paper, we use d-
dimensional word embedding reconstructions ŵi =

vwi ∈ Rd , and replace the multinomial distribution of
the reconstruction model with the multivariate Gaus-
sian distribution in Eq. 2. We again use the Baum–
Welch algorithm to estimate µt∗ and Σt∗ similar to
Eq. 3. The only difference is that posterior label prob-
abilities are now conditional on both the input se-
quence w and the embeddings sequence v, i.e., re-
place p(ti = t∗ | v) in Eq. 2 with p(ti = t∗ | w,v).

4 Experiments

In this section, we attempt to answer the following
questions:

• §4.1: Do syntactically-informed word embeddings
improve POS induction? Which model performs
best?

• §4.2: What kind of word embeddings are suitable
for POS induction?

4.1 Choice of POS Induction Models
Here, we compare the following models for POS
induction:

• Baseline: HMM with multinomial emissions (Ku-
piec, 1992),

• Baseline: HMM with log-linear emissions (Berg-
Kirkpatrick et al., 2010),

• Baseline: CRF autoencoder with multinomial re-
constructions (Ammar et al., 2014),7

• Proposed: HMM with Gaussian emissions, and

• Proposed: CRF autoencoder with Gaussian recon-
structions.

Data. To train the POS induction models, we used
the plain text from the training sections of the
CoNLL-X shared task (Buchholz and Marsi, 2006)
(for Danish and Turkish), the CoNLL 2007 shared
task (Nivre et al., 2007) (for Arabic, Basque, Greek,
Hungarian and Italian), and the Ukwabelana corpus
(Spiegler et al., 2010) (for Zulu). For evaluation, we
obtain the corresponding gold-standard POS tags by
deterministically mapping the language-specific POS
tags in the aforementioned corpora to the correspond-
ing universal POS tag set (Petrov et al., 2012). This
is the same set up we used in (Ammar et al., 2014).

Setup. In this section, we used skip-gram (i.e.,
word2vec) embeddings with a context window size
= 1 and with dimensionality d = 100, trained with
the largest corpora for each language in (Quasthoff

et al., 2006), in addition to the plain text used to train
the POS induction models.8 In the proposed models,
we only show results for estimating µt , assuming
a diagonal covariance matrix Σt (k, k) = 0.45∀k ∈
{1, . . . ,d}.9 While the CRF autoencoder with multi-
nomial reconstructions were carefully initialized as

7We use the configuration with best performance which re-
constructs Brown clusters.

8We used the corpus/tokenize-anything.sh script in
the cdec decoder (Dyer et al., 2010) to tokenize the corpora
from (Quasthoff et al., 2006). The other corpora were already
tokenized. In Arabic and Italian, we found a lot of discrepancies
between the tokenization used for inducing word embeddings
and the tokenization used for evaluation. We expect our results
to improve with consistent tokenization.

9Surprisingly, we found that estimating Σt significantly de-
grades the performance. This may be due to overfitting (Shi-
nozaki and Kawahara, 2007). Possible remedies include using a
prior (Gauvain and Lee, 1994).
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Figure 1: POS induction results. (V-measure, higher is better.) Window size is 1 for all word embeddings.
Left: Models which use standard skip-gram word embeddings (i.e., Gaussian HMM and Gaussian CRF
Autoencoder) outperform all baselines on average across languages. Right: comparison between standard
and structured skip-grams on Gaussian HMM and CRF Autoencoder.

discussed in (Ammar et al., 2014), CRF autoencoder
with Gaussian reconstructions were initialized uni-
formly at random in [−1,1]. All HMM models were
also randomly initialized. We tuned all hyperparame-
ters on the English PTB corpus, then fixed them for
all languages.

Evaluation. We use the V-measure evaluation met-
ric (Rosenberg and Hirschberg, 2007) to evaluate the
predicted syntactic classes at the token level.10

Results. The results in Fig. 1 clearly suggest that
we can use word embeddings to improve POS induc-
tion. Surprisingly, the feature-less Gaussian HMM
model outperforms the strong feature-rich baselines:
Multinomial Featurized HMM and Multinomial CRF
Autoencoder. One explanation is that our word em-
beddings were induced using larger unlabeled cor-
pora than those used to train the POS induction mod-
els. The best results are obtained using both word em-
beddings and feature-rich models using the Gaussian
CRF autoencoder model. This set of results suggest
that word embeddings and hand-engineered features
play complementary roles in POS induction. It is
worth noting that the CRF autoencoder model with
Gaussian reconstructions did not require careful ini-
tialization.11

10We found the V-measure results to be consistent with the
many-to-one evaluation metric (Johnson, 2007). We only show
one set of results for brevity.

11In (Ammar et al., 2014), we found that careful initialization
for the CRF autoencoder model with multinomial reconstructions
is necessary.

4.2 Choice of Embeddings

Standard skip-gram vs. structured skip-gram.
On Gaussian HMMs, structured skip-gram embed-
dings score moderately higher than standard skip-
grams. And as context window size gets larger, the
gap widens (as shown in Fig. 2.) The reason may
be that structured skip-gram embeddings give each
position within the context window its own project
matrix, so the smearing effect is not as pronounced
as the window grows when compared to the standard
embeddings. However the best performance is still
obtained when window size is small.12

Dimensions = 20 vs. 200. We also varied the
number of dimensions in the word vectors (d ∈
{20,50,100,200}). The best V-measure we obtain
is 0.504 (d = 20) and the worst is 0.460 (d = 100).
However, we did not observe a consistent pattern as
shown in Fig. 3.

Window size = 1 vs. 16. Finally, we varied the win-
dow size for the context surrounding target words
(w ∈ {1,2,4,8,16}). w = 1 yields the best average
V-measure across the eight languages as shown in
Fig. 2. This is true for both standard and structured

12In preliminary experiments, we also compared standard skip-
gram embeddings to SENNA embeddings (Collobert et al., 2011)
(which are trained in a semi-supervised multi-task learning setup,
with one task being POS tagging) on a subset of the English
PTB corpus. As expected, the induced POS tags are much better
when using SENNA embeddings, yielding a V-measure score of
0.57 compared to 0.51 for skip-gram embeddings. Since SENNA
embeddings are only available in English, we did not include it
in the comparison in Fig. 1.
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Figure 2: Effect of window size and embeddings type
on POS induction over the languages in Fig. 1. d =

100. The model is HMM with Gaussian emissions.

skip-gram models. Notably, larger window sizes ap-
pear to produce word embeddings with less syntactic
information. This result confirms the observations of
Bansal et al. (2014).

4.3 Discussion

We have shown that (re)generating word embeddings
does much better than generating opaque word types
in unsupervised POS induction. At a high level, this
confirms prior findings that unsupervised word em-
beddings capture syntactic properties of words, and
shows that different embeddings capture more syn-
tactically salient information than others. As such,
we contend that unsupervised POS induction can be
seen as a diagnostic metric for assessing the syntactic
quality of embeddings.

To get a better understanding of what the multi-
variate Gaussian models have learned, we conduct a
hill-climbing experiment on our English dataset. We
seed each POS category with the average vector of
10 randomly sampled words from that category and
train the model. Seeding unsurprisingly improves tag-
ging performance. We also find words that are the
nearest to the centroids generally agree with the cor-
rect category label, which validate our assumption
that syntactically similar words tend to cluster in the
high-dimensional embedding space. It also shows
that careful initialization of model parameters can
bring further improvements.

However we also find that words that are close
to the centroid are not necessarily representative of
what linguists consider to be prototypical. For exam-
ple, Hopper and Thompson (1983) show that physical,
telic, past tense verbs are more prototypical with re-
spect to case marking, agreement, and other syntactic
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Dimension size

V
−m
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su

re
0.

30
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45

Figure 3: Effect of dimension size on POS induction
on a subset of the English PTB corpus. w = 1. The
model is HMM with Gaussian emissions.

behavior. However, the verbs nearest our centroid all
seem rather abstract. In English, the nearest 5 words
in the verb category are entails, aspires, attaches,
foresees, deems. This may be because these words
seldom serve functions other than verbs; and plac-
ing the centroid around them incurs less penalty (in
contrast to physical verbs, e.g. bite, which often also
act as nouns). Therefore one should be cautious in
interpreting what is prototypical about them.

5 Conclusion

We propose using a multivariate Gaussian model to
generate vector space representations of observed
words in generative or hybrid models for POS induc-
tion, as a superior alternative to using multinomial
distributions to generate categorical word types. We
find the performance from a simple Gaussian HMM
competitive with strong feature-rich baselines. We
further show that substituting the emission part of the
CRF autoencoder can bring further improvements.
We also confirm previous findings which suggest
that smaller context windows in skip-gram models
result in word embeddings which encode more syn-
tactic information. It would be interesting to see if we
can apply this approach to other tasks which require
generative modeling of textual observations such as
language modeling and grammar induction.
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Abstract

Integer Linear Programming (ILP) based sum-
marization methods have been widely adopted
recently because of their state-of-the-art per-
formance. This paper proposes two new mod-
ifications in this framework for update sum-
marization. Our key idea is to use discrimi-
native models with a set of features to mea-
sure both the salience and the novelty of words
and sentences. First, these features are used
in a supervised model to predict the weights
of the concepts used in the ILP model. Sec-
ond, we generate preliminary sentence candi-
dates in the ILP model and then rerank them
using sentence level features. We evaluate our
method on different TAC update summariza-
tion data sets, and the results show that our
system performs competitively compared to
the best TAC systems based on the ROUGE
evaluation metric.

1 Introduction

Update summarization has attracted significant re-
search focus recently. Different from generic extrac-
tive summarization, update summarization assumes
that users already have some information about a
given topic from an old data set, and thus for a
new data set the system aims to generate a summary
that contains as much novel information as possi-
ble. This task was first introduced at DUC 2007 and
then continued until TAC 2011. It is very useful to
chronological events in real applications.

Most basic update summarization methods are
variants of multi-document summarization methods,
with some consideration of the difference between
the earlier and later document sets (Boudin et al.,

2008; Fisher and Roark, 2008; Long et al., 2010;
Bysani, 2010). One important line is to use graph-
based co-ranking. They rank the sentences in the
earlier and later document sets simultaneously by
considering the sentence relationship. For example,
Li et al. (2008) was inspired by the intuition that
“a sentence receives a positive influence from the
sentences that correlate to it in the same collection,
whereas receives a negative influence from the sen-
tences that correlates to it in the different (or previ-
ously read) collection’, and proposed a graph based
sentence ranking algorithm for update summariza-
tion. Wan (2012) integrated two co-ranking pro-
cesses by adding some strict constraints, which led
to more accurate computation of sentences’ scores
for update summarization. A similar method was
also applied earlier by (Wan et al., 2011) for mul-
tilingual news summarization. In addition, genera-
tive models, such as topic models, have also been
adopted for this task. For example, Delort and
Alfonseca (2012) proposed a novel nonparametric
Bayesian approach, a variant of Latent Dirichlet Al-
location (LDA), aiming to distinguish between com-
mon information and novel information. Li et al.
(2012) borrowed the idea of evolutionary cluster-
ing and proposed a three-level HDP (Hierarchical
Dirichlet Process) model to represent the diversity
and commonality between aspects discovered from
two different document data sets.

One of the most competitive summarization meth-
ods is based on Integer Linear Programming (ILP).
It has been widely adopted in the generic sum-
marization task (Martins and Smith, 2009; Berg-
Kirkpatrick et al., 2011; Woodsend and Lapata,
2012; Li et al., 2013a; Li et al., 2013b; Li et al.,
2014). In this paper, we use the ILP summarization
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framework for the update summarization task, and
make improvement from two aspects, with the goal
to more discriminatively represent both the salience
and novelty of words and sentences. First, we use
supervised models and a rich set of features to learn
the weights for the bigram concepts used in the
ILP model. Second, we design a sentence rerank-
ing component to score the summary candidate sen-
tences generated by the ILP model. This second
reranking approach allows us to explicitly model a
sentence’s importance and novelty, which comple-
ments the bigram centric view in the first step of ILP
sentence selection. Our experimental results on mul-
tiple TAC data sets demonstrate the effectiveness of
our proposed method.

2 Proposed Update Summarization System

2.1 ILP Framework for Summarization
The core idea of the ILP based summarization
method is to select the summary sentences by maxi-
mizing the sum of the weights of the language con-
cepts that appear in the summary. Bigrams are of-
ten used as the language concepts in this method.
Gillick et al. (2009) stated that the bigrams gave
consistently better performance than unigrams or tri-
grams for a variety of ROUGE measures. The as-
sociation between the language concepts and sen-
tences serves as the constraints. This ILP method
is formally represented as below (see (Gillick et al.,
2009) for more details):

max
∑

iwici (1)

s.t. ci ∈ {0, 1} ∀i sj ∈ {0, 1} ∀j
sjOccij ≤ ci

∑
j

sjOccij ≥ ci∑
j ljsj ≤ L

where ci and sj are binary variables that indicate the
presence of a concept and a sentence respectively. lj
is the sentence length and L is the maximum length
(word number) of the generated summary. wi is a
concept’s weight and Occij means the occurrence
of concept i in sentence j. The first two inequalities
associate the sentences and concepts. They ensure
that selecting a sentence leads to the selection of all

the concepts it contains, and selecting a concept only
happens when it is present in at least one of the se-
lected sentences.

2.2 Bigrams Weighting for Salience and
Novelty

In the above ILP-based summarization method, how
to determine the concepts and measure their weights
is the key factor impacting the system performance.
Intuitively, if we can successfully identify the im-
portant key bigrams used in the ILP system, or as-
sign large weights to those important bigrams, the
generated summary sentences will contain as many
important bigrams as possible, and thus resulting in
better summarization performance. The oracle ex-
periment in (Gillick et al., 2008) showed that if they
use the bigrams extracted from the human written
summaries as the input of the ILP system, much bet-
ter ROUGE scores can be obtained than using the
automatically selected bigrams, suggesting the im-
portance of using the right concepts. (Gillick et al.,
2009) used document frequency as the weight of a
bigram. They also provided some justification for
document frequency as a weighting function in that
paper.

For update summarization, intuitively we need to
not only identify the salience of the bigram, but
also incorporate bigrams’ novelty in their weights.
Therefore, only using the document frequency as the
weight in the objective function is insufficient. We
thus propose to use a supervised framework for the
bigram weight estimation in the ILP model. The new
objective function is:

max
∑

i(θ · f(bi)) ci (2)

We replace the heuristic wi in Formula (1) with a
feature based one: f(bi) represents the features for
a bigram bi, and θ is a weight vector for these fea-
tures. Constraints remain the same as before in the
ILP method.

There are two kinds of features for each bigram:
one set is related to the bigrams themselves; the
other set is related to the sentences containing the
bigram. Table 1 shows the features we design.
For both the bigram and the sentence level fea-
tures, we separate the features based on whether
they represent the importance or the novelty. For
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Feature 8 and 17, the summary is generated by
a general unsupervised ILP-based summarization
system from the given old data set. The idea of
Feature 9 and 10 was first introduced by (Bysani,
2010); here we applied it to bigrams. dfmax is
the number of documents in the data set (10 in the
TAC data), which can be thought of the maximum
value of document frequency for a bigram. Fea-
ture 11 is interpolated n-gram document frequency,
which was first introduced by (Ng et al., 2012):
α
∑

wu∈S dfnew(wu)+(1−α)
∑

wb∈S dfnew(wb)

|S| , where wu
and wb are unigrams and bigrams respectively in
sentence S. Feature 18 and 19 are variants of Fea-
tures 11, where instead of document frequency (df
in the formula above), bigram and unigram’s nov-
elty and uniqueness values are used. Among these
features, the feature values of feature 4, 5 and 6 are
discrete. In this study, we discretized all the other
continuous values into ten categories according to
the value range in the training data.

To train the model (feature weights), we use the
average perceptron strategy (Collins, 2002) to up-
date the feature weights whenever the hypothesis by
the ILP decoding process is incorrect. Binary class
labels are used for bigrams in the learning process,
that is, we only consider whether a bigram is in the
system generated summary or human summaries,
not their term or document frequency. We use a fixed
learning rate (0.1) in training.

2.3 Sentence Reranking on ILP Results

In the ILP method, sentence selection is done by
considering the concepts that a sentence contains. It
is difficult to add indicative features in this frame-
work to explicitly represent the sentence’s salience,
and more importantly, its novelty for the update
summarization task. This information is only cap-
tured by the weights of the bigrams using the method
described above. Therefore, we propose to use a
two-step approach, where an initial ILP module first
selects some sentences and then a reranking module
uses sentence level features to rerank them to gener-
ate the final summary. We expect this step of mod-
eling sentences directly can complement the bigram

1Note that we do not use all the sentences in the ILP module.
The ‘relevant’ sentences are those that have at least one bigram
with document frequency larger than or equal to three.

Bigram Level Features
Importance Related Features
1. dfnew(b): document frequency in new data
set
2. normalized term frequency in all filtered rel-
evant sentences1

3. sentence frequency in all relevant sentences
4. do bigram words appear in topic’s query ?
5. is the bigram in the first 1/2/3 position of that
sentence?
6. is the bigram in the last 1/2/3 position of that
sentence?
Novelty Related Features
7. dfold(b): document frequency in old data set
8. normalized term frequency in the summary
from old data set
9. bigram novelty value n(b) = dfnew(b)

dfold(b)+dfmax

10. bigram uniqueness value u(b) = 0 if
dfold(b) > 0; otherwise u(b) = dfnew(b)

dfmax

Sentence Level Features
Importance Related Features
11. interpolated n-gram document frequency
12. sentence position in that document
13. is the sentence in the first 1/2/3 position in
that document?
14. is the sentence in the last 1/2/3 position in
that document?
15. sentence length
16. sentence similarity with topic’s query
Novelty Related Features
17. sentence similarity with the summary from
old data set
18. interpolated n-gram novelty
19. interpolated n-gram uniqueness

Table 1: Features in the supervised ILP model for weight-
ing bigrams.

centric view in the first ILP summarization module.
For the first step, we use the ILP framework with

our supervised bigram weighting method to obtain
a summary of N words (N is greater than the re-
quired summary length L). Note that the ILP model
selects these output sentences as a set that optimizes
the objective function, and there are no scores for
each individual sentence. Second, we use sentence
level features listed in Table 1 to rerank the can-
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didate sentences. This is expected to better eval-
uate the salience and the novelty of the sentences.
We use a regression model (SVR) for this rerank-
ing purpose. When training the model, a sentence’s
ROUGE2 score compared with the human gener-
ated summary is used as the regression target. Af-
ter reranking, we just select the top sentences that
satisfy the length constraint to form the final sum-
mary. In this work we do not use any redundancy
removal (e.g., MMR method). This is because the
ILP decoding process tries to find a global optimal
set maximizing the concept coverage, subject to the
length constraint, and thus already considers redun-
dancy among sentences. Typically when the initial
set (i.e., the output from the first ILP step) is not too
big, redundancy is not a big problem.

3 Experiments and Results

3.1 Data and Experiment Setup
We evaluate our methods using several recent TAC
data sets, from 2008 to 2011. Every topic has two
sets of 10 documents (Set A and B). The update
task aims to create a 100-word summary from Set B
given a topic query and Set A. When evaluating on
one year’s data, we use the data from the other three
years as the training set. This applies to both the su-
pervised ILP method and the sentence reranking re-
gression model. All the summaries are evaluated us-
ing ROUGE (Lin, 2004). An academic free solver2

does all the ILP decoding and libsvm3 is used for
SVR implementation.

3.2 Results
Table 2 and Table 3 show the R2 and R-SU4 values
on different TAC data sets for the following systems.

• ILP baseline. This is the unsupervised ILP-
based summarization system (Gillick et al.,
2009), in which only bigrams with document
frequency greater than 2 are used in the ILP
summarization process, and weight wi is the
document frequency of that bigram.

• TAC best. This is the best result in the TAC
update summarization evaluation.4 Note that

2http://www.gurobi.com
3http://www.csie.ntu.edu.tw/c̃jlin/libsvm/
4The ID of the TAC best system from 2008 to 2011 is

14,40,16 and 43.

there is limited research on update summariza-
tion and we cannot find better published results
for these data sets than the TAC best systems.

• Supervised ILP. This is our supervised ILP
method where bigram weights are learned dis-
criminately. It is the one-step system that gen-
erates the summary with the target length. We
use the same bigram set as the ILP baseline sys-
tem. For this method, we show results using
different features: only using the importance
features; and using all the features. This is used
to evaluate the impact of the novelty features on
the update summarization task.

• Two-step method: supervised ILP followed by
sentence reranking. We generate 200 (value of
N ) words summary in the ILP system. Two
different configurations are also used: with and
without the sentence novelty features in the
sentence ranking module. All the features (in-
cluding the novelty features) are used in the ILP
pre-selection step.

• Sentence ranking without ILP. In this experi-
ment, we do not use the ILP summarization
module to generate candidate sentences first,
but just apply sentence ranking to the entire
data set. Then MMR is leveraged to select the
final summary sentences. Again, we present re-
sults using different feature sets.

We can see from the tables that the supervised ILP
model outperforms the unsupervised one. After in-
cluding the novelty related features, the model can
assign higher weights for the bigrams with novel in-
formation, resulting in improved summarization per-
formance. There is further improvement when us-
ing our 2-step approach with the sentence rerank-
ing model. Our proposed method (ILP followed by
sentence reranking, and using all the features) out-
performs the TAC best result in 2010 and 2011, and
also yields competitive results in the other data sets.
The gain of ROUGE-2 of our proposed system com-
pared with the ILP baseline is statistically significant
based on ROUGE’s 95% confidence. When using
sentence ranking on the entire document set, without
the ILP pre-selection step, its performance is worse
than our proposed method. This shows the benefit of
doing pre-selection using the ILP module. Finally,
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2008 2009 2010 2011

ILP Baseline 8.55 8.84 7.04 8.63
TAC Best 10.10 10.41 8.00 9.58

Supervised ILP

w/o novelty features 9.18 9.06 7.39 9.20
w all features 9.4 9.28 7.76 9.46

2-step: Supervised ILP + Sentence Ranking

w/o novelty features 9.65 9.47 7.97 9.70
w all features 9.99 9.61 8.11 9.99

Sentence Ranking w/o ILP

w/o novelty features 9.25 9.10 7.41 9.18
w all features 9.42 9.32 7.70 9.43

Table 2: ROUGE-2 results on TAC 2008-2011 data.

2008 2009 2010 2011

ILP Baseline 12.17 12.54 10.57 12.01
NIST Best 13.66 13.95 11.97 13.08

Supervised ILP

w/o novelty features 12.57 12.94 11.01 12.76
w all features 12.78 13.21 11.61 12.95

2-step: Supervised ILP + Sentence Ranking

w/o novelty features 13.10 13.65 11.98 13.24
w all features 13.61 13.77 12.20 13.42

Sentence Ranking w/o ILP

w/o novelty features 12.60 12.99 11.25 12.73
w all features 12.85 13.31 11.50 12.90

Table 3: ROUGE-SU4 results on TAC 2008-2011 data.

for all the methods, adding the novelty related fea-
tures always performs better than that without them,
proving the effect of our novelty features for update
summarization.

Lastly we evaluate the effect of the summary
length from the ILP module on the two-step summa-
rization systems. Figure 1 shows the performance
when N changes from 150 to 400. We can see that
there is some difference in the patterns for different
data sets, and the best results are obtained when N
is around 150 to 250. When the first ILP module
produces many sentence candidates, it is likely that
there is redundancy among them. In this case, redun-
dancy removal approaches such as MMR need to be
used to generate the final summary. In addition, for
a large candidate set, our current regression model
also faces some challenges due to its limited features
used in sentence reranking. Addressing these prob-

lems is our future work.
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Figure 1: ROUGE-2 results when varying the output
length for the first ILP selection step.

4 Conclusions

In this paper, we adopt the supervised ILP frame-
work for the update summarization task. A set of
rich features are used to measure the importance
and novelty of the bigram concepts used in the ILP
model. In addition, we proposed a re-selection com-
ponent to rank candidate sentences generated by the
ILP model based on sentence level features. Our
experiment results show that our features and the
reranking procedure both help improve the summa-
rization performance. This pilot research points out
new directions for generic or update summarization
based on the ILP framework.
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Florian Boudin, Marc El-Bèze, and Juan-Manuel Torres-
Moreno. 2008. The LIA update summarization sys-
tems at tac-2008. In Proceedings of TAC.

1321



Praveen Bysani. 2010. Detecting novelty in the context
of progressive summarization. In Proceedings of the
NAACL Student Research Workshop.

Michael Collins. 2002. Discriminative training meth-
ods for hidden markov models: Theory and experi-
ments with perceptron algorithms. In Proceedings of
EMNLP.

Jean-Yves Delort and Enrique Alfonseca. 2012. Dual-
sum: a topic-model based approach for update sum-
marization. In Proceedings of EACL.

Seeger Fisher and Brian Roark. 2008. Query-focused
supervised sentence ranking for update summaries. In
Proceeding of TAC.

Dan Gillick, Benoit Favre, and Dilek Hakkani-tur. 2008.
The ICSI summarization system at tac 2008. In Pro-
ceedings of TAC.

Dan Gillick, Benoit Favre, Dilek Hakkani-Tur, Berndt
Bohnet, Yang Liu, and Shasha Xie. 2009. The
ICSI/UTD summarization system at tac 2009. In Pro-
ceedings of TAC.

Wenjie Li, Furu Wei, Qin Lu, and Yanxiang He. 2008.
PNR2: Ranking sentences with positive and negative
reinforcement for query-oriented update summariza-
tion. In Proceedings of Coling.

Jiwei Li, Sujian Li, Xun Wang, Ye Tian, and Baobao
Chang. 2012. Update summarization using a multi-
level hierarchical dirichlet process model. In Proceed-
ings of COLING.

Chen Li, Fei Liu, Fuliang Weng, and Yang Liu. 2013a.
Document summarization via guided sentence com-
pression. In Proceedings of the EMNLP.

Chen Li, Xian Qian, and Yang Liu. 2013b. Using super-
vised bigram-based ilp for extractive summarization.
In Proceedings of ACL.

Chen Li, Yang Liu, Fei Liu, Lin Zhao, and Fuliang Weng.
2014. Improving multi-documents summarization by
sentence compression based on expanded constituent
parse trees. In Proceedings of EMNLP.

Chin-Yew Lin. 2004. Rouge: a package for automatic
evaluation of summaries. In Proceedings of ACL.

Chong Long, Minlie Huang, and Xiaoyan Zhu. 2010.
Summarizing multidocuments by information dis-
tance. In Proceedings of TAC.

Andre F. T. Martins and Noah A. Smith. 2009. Summa-
rization with a joint model for sentence extraction and
compression. In Proceedings of the ACL Workshop
on Integer Linear Programming for Natural Language
Processing.

Jun-Ping Ng, Praveen Bysani, Ziheng Lin, Min-Yen Kan,
and Chew-Lim Tan. 2012. Exploiting category-
specific information for multi-document summariza-
tion. In Proceedings of COLING.

Xiaojun Wan, Houping Jia, Shanshan Huang, and Jian-
guo Xiao. 2011. Summarizing the differences in mul-
tilingual news. In Proceedings of SIGIR.

Xiaojun Wan. 2012. Update summarization based on co-
ranking with constraints. In Proceedings of COLING.

Kristian Woodsend and Mirella Lapata. 2012. Multiple
aspect summarization using integer linear program-
ming. In Proceedings of EMNLP-CoNLL.

1322



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1323–1328,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

MPQA 3.0: An Entity/Event-Level Sentiment Corpus

Lingjia Deng
Intelligent Systems Program

University of Pittsburgh
lid29@pitt.edu

Janyce Wiebe
Intelligent Systems Program

Department of Computer Science
University of Pittsburgh
wiebe@cs.pitt.edu

Abstract

This paper presents an annotation scheme for
adding entity and event target annotations to
the MPQA corpus, a rich span-annotated opin-
ion corpus. The new corpus promises to be
a valuable new resource for developing sys-
tems for entity/event-level sentiment analysis.
Such systems, in turn, would be valuable in
NLP applications such as Automatic Question
Answering. We introduce the idea of entity
and event targets (eTargets), describe the an-
notation scheme, and present the results of an
agreement study.

1 Introduction

Much work in sentiment analysis and opinion min-
ing is at the document level (Pang et al., 2002;
Turney, 2002). There is increasing interest in
more fine-grained levels - sentence-level (Yu and
Hatzivassiloglou, 2003; McDonald et al., 2007),
phrase-level (Choi and Cardie, 2008), aspect-level
(Hu and Liu, 2004; Titov and McDonald, 2008),
etc. We specifically address sentiments toward en-
tities and events (i.e., eTargets) expressed in data
such as blogs, newswire, and editorials. A system
that could recognize sentiments toward entities and
events would be valuable in an application such as
Automatic Question Answering, to support answer-
ing questions such as “Toward whom/what isX neg-
ative/positive?” “Who is negative/positive toward
X?” (Stoyanov et al., 2005). Or, to augment an
automatic wikification system (Ratinov et al., 2011)
– in addition to relationships such as spouse and
parents, the system could include information about

whom or what the subject supports or opposes. A re-
cent NIST evaluation – The Knowledge Base Popu-
lation (KBP) Sentiment track1 — aims at using cor-
pora to collect information regarding sentiments ex-
pressed toward or by named entities.

Annotated corpora of reviews (e.g., (Hu and Liu,
2004; Titov and McDonald, 2008)), widely used in
NLP, often include target annotations. Such targets
are often aspects or features of products or services,
and as such are somewhat limited.2

Recently, to create the Sentiment Treebank
(Socher et al., 2013), researchers crowdsourced an-
notations of movie review data and then overlaid
the annotations onto syntax trees. Thus, the tar-
gets are not limited to aspects of products/services.
However, annotators were asked to annotate small
and then increasingly larger segments of the sen-
tence. Thus, the annotations are mixed in the de-
gree to which context was considered when making
the judgements. Previously, we (Deng et al., 2013)
annotated a corpus of non-review data with senti-
ments toward entities, but only for those that partic-
ipate in certain types of events. In all of the above
corpora, the only sentiments considered are those of
the writer, excluding sentiments attributed to other
entities.

The MPQA opinion annotated corpus (Wiebe et
al., 2005; Wilson, 2007) is entirely span-based, and
contains no eTarget annotations. However, it pro-
vides an infrastructure for sentiment annotation that
is not provided by other sentiment NLP corpora, and

1http://www.nist.gov/tac/2014/KBP/Sentiment/index.html
2For example, as stated in SemEval-2014: “We annotate

only aspect terms naming particular aspects.”
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is much more varied in topic, genre, and publication
source. This paper addresses adding eTarget annota-
tions to the MPQA corpus; we believe that the result
will be a valuable new resource for the community.

2 From MPQA 2.0 to MPQA 3.0

To create MPQA 3.0, entity-target and event-target
(eTarget) annotations are added to the MPQA 2.0
annotations.3 The MPQA annotations consist of
private states, which are states of sources holding
attitudes toward targets. In the MPQA 2.0 anno-
tations, the top-level annotations are direct subjec-
tive (DS) and objective speech event annotations.
DS annotations are for private states, and objec-
tive speech event annotations are for objective state-
ments attributed to a source. An important property
of sources is that they are nested, reflecting the fact
that private states and speech events are often em-
bedded in one another.

As shown in Figure 1, one DS may contain links
to multiple attitude annotations, meaning that all of
the attitudes share the same nested source. The atti-
tudes differ from one another in their attitude types,
polarities, and/or targets. There are several types of
attitudes included in MPQA 2.0 (Wilson, 2007; So-
masundaran et al., 2007), including sentiment and
arguing. This work focuses on sentiments, which
are defined in (Wilson, 2007) as positive and nega-
tive evaluations, emotions, and judgements.

MPQA 2.0 also contains expressive subjective el-
ement (ESE) annotations, which pinpoint specific
expressions used to express subjectivity (Wiebe et
al., 2005). An ESE also has a nested-source an-
notation. Since we focus on sentiments, we only
consider ESEs whose polarity is positive or negative
(excluding those marked neutral).

The target-span annotations in MPQA 2.0 are
linked to from the attitudes. More than one target
may be linked to from an attitude, but most atti-
tudes have only one target. The MPQA 2.0 anno-
tators identified the main/most important target(s)
they perceive in the sentence. If there is no target,
the target-span annotation is “none”. However, there
are many other eTargets to be identified. First, while
ESE annotations have nested sources, they do not
have any target annotations. Second, there are many

3Available at http://mpqa.cs.pitt.edu

Figure 1: Structure in MPQA 3.0.

more targets that may be marked than the major ones
identified in MPQA 2.0. In Figure 1, the eTargets are
what we add in MPQA 3.0. We identify the blue (or-
ange) eTargets that are in the span of a blue (orange)
target in MPQA 2.0. We also identify the green eTar-
gets that are not in the scope of any target.

Since our priority was to add eTargets to senti-
ments, no eTargets have yet been added to objective
speech events, as shown in Figure 1.

To create MPQA 3.0, the corpus is first parsed,
and potential eTarget annotations are automatically
created from the heads of NPs and VPs. The annota-
tors then consider each sentiment attitude and each
polar ESE, and decide for each which eTargets to
add. By adding eTargets to the existing annotations,
the information in MPQA 2.0 is retained. Before
presenting the scheme, we first give some examples.

2.1 Examples

For each example, a subset of the annotations are
shown. The phrase in blue is an attitude span, the
phrase in red is a target span, the tokens in yellow are
the eTargets which are newly annotated in MPQA
3.0. The underlined phrases are ESE spans. Each
example is followed by the MPQA structure of the
annotations.

In Ex(1), a negative attitude is shown, issued the
fatwa against. The source is the Imam. The target
is the event Rushdie insulting the Prophet. How-
ever, the assertion that the Imam is negative toward
the insult event is within the scope of this article.
This is captured by an objective speech event anno-
tation (not shown) whose target span includes the in-
sult event, and whose source is the writer (w). Thus,
the complete interpretation of this negative attitude
is, according to the writer, the Imam is negative to-
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ward the insult event. And, the nested source is w,
imam.

Ex(1) When the Imam issued the fatwa
against Salman Rushdie for insulting
the Prophet ...

DS: issued the fatwa
nested-source: w, imam
attitude: issued the fatwa against

attitude-type: sentiment-negative
target: Salman...insult...Prophet

eTarget : Rushdie, insulting

We find two eTargets in the target-span:
“Rushdie” himself plus his act of “insulting.”

In the same sentence, there is another negative at-
titude, insulting, as shown in Ex(2). The source is
Salman Rushdie and the target is the Prophet. Note
that the span covering this event is the target span of
the attitude in Ex(1) — the private state of Ex(2) is
nested in the private state of Ex(1). Thus, the com-
plete interpretation of the negative attitude in Ex(2)
is: according to the writer, the Imam is negative
toward Rushdie insulting the Prophet. The nested
source is w, Imam, Rushdie.

Ex(2) When the Imam issued the fatwa
against Salman Rushdie for insulting the
Prophet ...

DS: insulting
nested-source: w, imam, rushdie
attitude: insulting

attitude-type: sentiment-negative
target: the Prophet

eTarget : Prophet

We add an eTarget for the Prophet, anchored to
the head “Prophet.” Interestingly, “Prophet” is an
eTarget for w,Iman,Rushdie (i.e., Rushdie is nega-
tive toward the Prophet), but not for w,Imam (i.e.,
the Imam is not negative toward the Prophet).

In the following example, the target span is short.

Ex(3) He is therefore planning to

trigger wars ...

DS: (entire sentence)
nested-source: w

attitude: planning to trigger wars
attitude-type: sentiment-negative
target: He

eTarget : He

eTarget : planning, trigger, wars

“He” is George W. Bush; this article appeared in
the early 2000s. The writer is negative toward Bush
because (the writer claims) he is planning to trig-
ger wars. As shown in the example, the MPQA 2.0
target span is only “He,” for which we do create
an eTarget. But there are three additional eTargets,
which are not included in the target span. The writer
is negative toward Bush planning to trigger wars; we
make sense of this by inferring that the writer is neg-
ative toward the idea of triggering wars and thus to-
ward war itself.

Ex(4) Three leading international organ-
isations warned jointly Thursday that
the international fight against terror-
ism should not be a pretext for the

violation of human rights.

DS: warned
nested-source: w, threeint
attitude: warned

attitude-type: sentiment-negative
target: the international ... rights

eTarget :be, pretext, violation
ESE: pretext

nested-source: w, threeint
polarity: negative
eTarget : pretext

The viewpoints in the article of Ex(4) are not
against fighting terrorism (another sentence begins
“While we recognize that the threat of terrorism re-
quires specific measures ...”) but against doing so
in certain ways. Here the three organizations are
against the fight being used as a pretext for civil
rights violations. Thus, “be”, “pretext”, and “vi-
olation” are eTargets, but “fight” and “terrorism”
are not. We mark “be” as an eTarget because the
source is negative toward the state of the fight be-
ing a pretext for the violation of human rights. This
makes sense with the source also being negative to-
ward “pretext” and “violation.” The fact that “pre-
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text” is identified as a negative ESE annotation in the
MPQA 2.0 supports this as well.

There is a difference between ESE and attitude
eTarget annotations. Since ESE annotations pin-
point specific wording used to express subjectivity,
ESE eTargets are annotated more narrowly than atti-
tude eTargets. For ESEs, the eTargets are the entities
and events that are directly evaluated by the expres-
sion, while, for attitudes, the eTargets include all en-
tities and events toward which the attitude holds (as
we saw in the examples above). For example:

Ex(5) ... because the hard-line wing in
the US administration comprising Vice
President Dick Cheney ...

DS: (entire sentence)
nested-source: w
attitude: hard-line

attitude-type: sentiment-negative
target: wing in the .. Dick Cheney

eTarget : wing, Cheney
ESE: hard-line wing

nested-source: w
polarity: negative
eTarget : wing

The ESE has only one eTarget, “wing,” while the
attitude has two: “wing” and “Cheney.”

2.2 MPQA 3.0 Annotation Scheme

An eTarget is an entity or event that is the target of
a sentiment (identified in MPQA 2.0 by a sentiment
attitude or polar ESE span). The eTarget annotation
is anchored to the head word of the NP or VP that
refers to the entity or event, and has three slots: id
(unique within the document), isNegated (yes or no),
and type (entity or event; note that event includes
both states and events). The isNegated = yes option
is for the case where the eTarget is the negation of
the event referred to by the head word, for example,
when the source is positive toward someone not do-
ing something.

An attitude has one or more target-span annota-
tions in MPQA 2.0. We provide two slots for the kth

target annotation. k-targetSpan shows the kth tar-
get span. k-eTarget-link is to be filled with a list of
ids of eTargets whose text anchors are within the kth

target span. An additional slot new-eTarget-link is to
be filled with a list of ids of other eTargets.

Each eTarget of an ESE has two slots, one for the
eTarget id, and one for an attribute, isReferedInSpan
(yes, or no). The value is yes if the eTarget is referred
to in the ESE span.

3 Agreement Study

We developed the manual via iterative annotation,
discussion, and revision. Once the manual was de-
veloped, we participated in an agreement study.

For the formal agreement study, one document
was randomly selected from each of the four topics
of the OPQA subset (Stoyanov et al., 2005) of the
MPQA corpus. They were not any of the documents
used to develop the manual. We then independently
annotated the four documents. There are 292 eTar-
gets in the four documents in total.

To evaluate the results, the same agreement mea-
sure is used for both attitude and ESE eTargets.
Given an attitude or ESE, let set A be the set of
eTargets annotated by annotator X , and set B be the
set of eTargets annotated by annotator Y . Following
(Wilson and Wiebe, 2003; Johansson and Moschitti,
2013), which treat each set A and B in turn as the
gold-standard, we calculate the average F-measure,
denoted agr(A,B). The agr(A,B) is 0.82 on aver-
age over the four documents, showing good agree-
ment: agr(A,B) = (|A∩B|/|B|+ |A∩B|/|A|)/2.

4 Disagreement Analysis

One issue is whether an attitude toward an entity or
event is indeed communicated in the sentence. Con-
sider this sentence: “President Mugabe’s reelection
has been praised by OAU.” The OAU is positive to-
ward “reelection,” which is an eTarget both annota-
tors mark. The question is whether it is also commu-
nicated in this sentence that the OAU is also positive
toward “Mugabe.” X did not mark Mugabe as an
eTarget, whereas Y did. During the subsequent dis-
cussion, X now agrees that it should be marked. In
general, X was using what we now consider to be
a too conservative policy. Overall, 29% of all dis-
agreements are of this type of borderline case.

8% of the disagreements arise when there are
multiple attitudes with overlapping spans, the same
source, the same polarity, but different targets and
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intensities4. When there are new eTargets which are
not in any target span, annotator X splits the new
eTargets into different attitudes based on the inten-
sity, while annotator Y adds the new eTargets to all
the attitudes regardless of intensity. Later the an-
notators discuss to decide which attitude each new
eTarget should be linked to in the final version.

31% of the disagreements are caused by negli-
gence, meaning an annotator realized, during later
discussion, that she should have included an eTarget
when she saw that the other annotator had included
it.

The remaining disagreements are due to annotator
mistakes such as filling in the wrong id.

5 Current Corpus

The current corpus consists of 70 documents, in-
cluding the subset of the documents in MPQA 2.0
that come from English-language sources (i.e., that
are not translations) and a subset of the OPQA sub-
set in MPQA 2.0. A subset contains consensus an-
notations of X and Y and the rest were annotated
by Y . The 70 documents have 1,029 ESEs, 1,287
attitudes, and 1,213 target spans of attitudes (exclud-
ing the target span that are marked as “none”) from
MPQA 2.0; they have 4,459 eTargets in total. We
added 1,366 eTargets to the ESEs and 1,608 eTar-
gets to the target spans. We added 1,485 eTargets
which are not in any target span.

6 An Example

In this section, we present an example from the
OPQA subset (Stoyanov et al., 2005) to demonstrate
how eTargets could help to automatically answer a
question. There are opinion and fact questions for
each document in the OPQA subset. The sentence
below is annotated in MPQA 2.0 to answer the ques-
tion, “Is the US Annual Human Rights Report re-
ceived with universal approval around the world?”
Here the writer is negative toward the report.

It is due to this hegemony, which the
United States wants to maintain, that its
State Department makes an assessment
of the human rights situation in different

4In MPQA 2.0, an attitude is marked with an intensity (low,
medium, or high) representing the intensity.

countries and prepares a report on their
violations all over the world.

The annotations in MPQA 2.0:
S1: 〈writer-US, positive, hegemony〉
S2: 〈writer, negative, the United States〉
ESE1: 〈writer, negative, N/A〉

First, it is possible for a state-of-the-art system
to be trained to recognize the sentiment S1, by the
maintaining phrase and syntax information. But it
would be difficult to find S2. There is no direct sen-
timent modifying the US, nor is there any sentiment
or ESE annotation toward maintain or hegemony in
MPQA 2.0. Now, in MPQA 3.0, we add the eTarget
of the ESE1, so that it becomes 〈writer, negative,
hegemony〉. This is a critical step, because the com-
plete ESE bridges the two sentiments together.

Second, even though we have the two sentiments
and the ESE, there is still a gap between the United
States in the sentence and report in the question.
One of the eTargets we add is “report.” It is more
feasible for a co-reference system to recognize re-
port in both the sentence and the question as the
same thing, than recognizing that the United States
and report refer to the same concept.

Third, in this sentence, according to the newly
added eTargets, the system knows the writer is nega-
tive toward both the United States and State Depart-
ment. When building a knowledge base about the
human rights report, this reveals that the two entities
have the same stance toward this topic, even without
any world knowledge.

7 Conclusion

This paper presents an annotation scheme for adding
entity and event target annotations to the MPQA cor-
pus. A subset of MPQA has already been annotated
according to the new scheme. We believe that the
corpus will be a valuable new resource for develop-
ing entity/event-level sentiment analysis systems to
facilitate NLP applications such as Automatic Ques-
tion Answering.
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Abstract

Online shopping caters the needs of millions
of users on a daily basis. To build an accurate
system that can retrieve relevant products for
a query like “MB252 with travel bags” one
requires product and query categorization
mechanisms, which classify the text as
Home&Garden>Kitchen&Dining>Kitchen
Appliances>Blenders. One of the biggest
challenges in e-Commerce is that providers
like Amazon, e-Bay, Google, Yahoo! and
Walmart organize products into different
product taxonomies making it hard and
time-consuming for sellers to categorize
goods for each shopping platform.

To address this challenge, we propose an
automatic product categorization mechanism,
which for a given product title assigns the cor-
rect product category from a taxonomy. We
conducted an empirical evaluation on 445, 408
product titles and used a rich product taxon-
omy of 319 categories organized into 6 lev-
els. We compared performance against mul-
tiple algorithms and found that the best per-
forming system reaches .88 f-score.

1 Introduction and Related Work

Over the past decade, e-Commerce has rapidly
grown enabling customers to purchase any product
with a click of a button. A key component for the
success of such online shopping platforms is their
ability to quickly and accurately retrieve the desired
products for the customers. To be able to do so,
shopping platforms use taxonomies (Kanagal et al.,
2012), which hierarchically organize products from
general to more specific classes. Taxonomies sup-
port keyword search and guarantee consistency of

the categorization of similar products, which fur-
ther enables product recommendation (Ziegler et al.,
2004; Weng et al., 2008) and duplicate removal.

Shopping platforms like Amazon, e-Bay, Google,
Yahoo!, Walmart among others use different tax-
onomies to organize products making it hard and
labor-intensive for sellers to categorize the products.
Sometimes sellers are encouraged to find similar
products to those they sell and adopt this category
to their products. However, this mechanism leads to
two main problems: (1) it takes a lot of time for a
merchant to categorize items and (2) such taggings
can be inconsistent since different sellers might cat-
egorize the same product differently. To solve these
problems, ideally one would like to have an auto-
mated procedure, which can classify any product ti-
tle into a product taxonomy. Such process will both
alleviate human labor and further improve product
categorization consistency in e-Commerce websites.

Recently, a lot of interest has been developed
around the induction of taxonomies using hierarchal
LDA models (Zhang et al., 2014) and the categoriza-
tion of products using product descriptions (Chen
and Warren, 2013). Despite these efforts, yet no
study focuses on classifying products using only ti-
tles. The question we address in this paper is: Given
a product title and a product taxonomy, can we ac-
curately identify the corresponding category (root-
to-leaf path in the taxonomy) that the title belongs
to?

The main contributions of the paper are:

• We built multi-class classification algorithm
that classifies product titles into 319 distinct
classes organized in 6 levels.
• We conducted an empirical evaluation with

445, 408 product titles and reach .88 f-score.
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• During the error analysis we found out that
our algorithm predicted more specific and fine-
grained categories compared to those provided
by humans.

2 Product Categorization Task Definition

We define our task as:

Task Definition: Given a set of titles describing prod-
ucts and a product taxonomy of 319 nodes organized
into 6 levels, the goal is to build a multi-class classi-
fier, which can accurately predict the product category
of a new unlabeled product title.

The algorithm takes as input a product title “MB22B
22 piece with bonus travel/storage bag” and re-
turns as output the whole product category hierarchy
“Home and Garden >Kitchen&Dining>Kitchen
Appliances>Blenders” as illustrated in Figure 1.

!!!!!!!!!!!!!!!!!!!MB22B!22!Piece!With!Bonus!Travel!/Storage!Bag!

Home%&%Garden%>%%
%Kitchen%&%Dining%>%%
% %Kitchen%Appliances%>%
% % % %Blenders%

product((
categoriza.on(

Figure 1: Example of Product Title Categorization.

3 Classification Methods

We model the product categorization task as classi-
fication problem, where for a given collection of la-
beled training examples P , the objective is to learn
a classification function f : pi → ci. Here, pi is a
product title and ci ∈ {1, ...,K} is its corresponding
category (one of 319 product taxonomy classes).

We learn a linear classifier model f (parametrized
by a weight vector w) that minimizes the mis-
classification error on the training corpus P :

min
w

∑
pi∈P

δ(ci 6= f(w, pi)) + λ||w||22
where, δ(.) is an indicator function which is 1 iff the
prediction matches the true class and λ is a regular-
ization parameter.

For our experiments, we used two multi-
classification algorithms from the large scale ma-
chine learning toolkit Vowpal Wabbit (Beygelzimer

et al., 2009): one-against-all (OAA) and error cor-
rection tournament (ECT). OAA reduces the K-
way multi-classification problem into multiple bi-
nary classification tasks by iteratively classifying
each product title for category K and comparing
it against all other categories. ECT also reduces
the problem to binary classification but employs a
single-elimination tournament strategy to compare
a set of K players and repeats this process for
O(logK) rounds to determine the multi-class label.

4 Feature Modeling

Next we describe the set of features we used to train
our model.

4.1 Lexical Information

N-grams are commonly used features in text classi-
fication. As a baseline system, we use unigram and
bigram features.

4.2 Mutual Information Dictionary

Lexical features require very large amount of train-
ing data to produce accurate predictions. To gen-
eralize the categorization models, we use seman-
tic dictionaries, which capture the presence of a
term with a product category. Ideally, we would
like to use existing dictionaries for each product
category, however such information is not avail-
able. For instance, WordNet provides at most syn-
onyms/hyponyms/hypernyms for a given category
name, but it does not provide products, brand names
and the meaning of abbreviations.

We decided to generate our own dictionaries, by
taking all product titles and estimating the mutual in-
formation MI(w,Ci) = log f(w,Ci)

(f(w,∗).f(∗,Ci)
of every

word w and product category Ci. For the dictionary,
we keep all word-category pairs with MI above 5.
During feature generation, for each title we estimate
the percentage of words found with each categoryCi
according to our automatically generated dictionary.
The dimensions of the feature vector is equal to the
total number of categories. The size of the generated
lexicon is 34, 337 word-category pairs.

4.3 LDA Topics

We also incorporate latent information associated
with product titles using topic modeling techniques.
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We learn latent topics corresponding to terms oc-
curring in the titles using Latent Dirichlet Alloca-
tion (David Blei and Jordan, 2003). We capture the
meaning of a title using the learned topic distribu-
tion. For our experimental setting, we use the MAL-
LET (McCallum, 2002) implementation of LDA and
build it in the following manner.
Method: Given a set of titles and descriptions D
of products from different categories, find K la-
tent topics. The generative story is modeled as fol-
lows:

for each product category sk where k ∈ {1, ...,K} do
Generate βsk

according to Dir(η)
end for
for each title i in the corpus D do

Choose θi ∼ Dir(α)
for each word wi,j where j ∈ {1, ..., Ni} do

Choose a topic zi,j ∼Multinomial(θi)
Choose a word wi,j ∼Multinomial(βzi,j

)
end for

end for

Inference: We perform inference on this model us-
ing collapsed Gibbs sampling, where each of the
hidden sense variables zi,j are sampled conditioned
on an assignment for all other variables, while inte-
grating over all possible parameter settings (Griffiths
and Steyvers, 2002). We set the hyperparameter η to
the default value of 0.01 and α=50. During feature
generation, we take all words in the title and estimate
the percentage of words associated with each topic
sk. The topic-word mapping is constructed from the
word distribution learnt for a given topic. The num-
ber of features is equal to the number of topics.

Figure 2 shows an example of the different topics
associated with the word bag for different product
titles.

T"Sac&Disposable&Paper&Filter&Tea&Bags,&Size&2,&100"Count&

SKB&Mixer&Bag&for&Powered&Mackie&mixers&&

NauEca&Baby"Girls&Infant&Printed&Paper&Bag&Waist&Dress&&

t22'

t13'

t59'

Figure 2: Learnt Topic Assignments for bag.

4.4 Neural Network Embeddings

While LDA allows us to capture the latent topics
of the product titles, recent advances in unsuper-

vised algorithms have demonstrated that deep neu-
ral network architectures can be effective in learning
semantic representation of words and phrases from
large unlabeled corpora.

To model the semantic representations of product
titles, we learn embeddings over the corpus P using
the technique of (Mikolov et al., 2013a; Mikolov et
al., 2013b). We use a feedforward neural network
architecture in which the training objective is to find
word (vector) representations that are useful for pre-
dicting the current word in a product title based on
the context. Formally, given a sequence of training
words w1, w2, ..., wT the objective is to maximize
the average log probability

1
T

T∑
t=1

∑
−n≤j≤n,j 6=0

log p(wt|wt+j)

where n is the size of the training context and
p(wt|wt+j) predicts the current position wt using
the surrounding context words wt+j and learned
with hierarchical softmax algorithm.

Since word2vec provides embeddings only for
words or at most two word phrases, to represent a
product title p containing a sequence of M word to-
kens (w1, ..., wM ), we retrieve the embeddings of all
words and take the average score.

p = [e1, ..., ed]

where, ei =
1
M

M∑
j=1

eiwj

Here, d is the embedding vector size, ei and eiwj

are the vector values at position i for the product p
and word wj in p, respectively.

To build the embeddings, we use a vector size of
200 and context of 5 consecutive words in our exper-
iments. We then use the new vector representation
[e1, ..., ed] (d features per title) to train and test the
machine learning model.

5 Data Description

To conduct our experimental studies, we have used
and manually annotated product titles from Yahoo’s
shopping platform. For each title, we asked two an-
notators to provide the whole product category from
the root to the leaf and used these annotations as a
gold standard.

We split the data into a training set of 353, 809
examples and a test set of 91, 599 examples. Our
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product taxonomy consists of 6 hierarchical levels.
Figure 3 shows the total number of categories per
level. The highest density is at levels 3 and 4.

!!!8! ! ! !1!
!!31! ! !2!
!!93! ! !3!
!137! ! !4!
!!49! ! !5!
!!!1!! ! !6!

!!!8! ! ! !1!
!!31! ! !2!
!!93! ! !3!
!137! ! !4!
!!49! ! !5!
!!!1!! ! !6!

levels! #categories!

Figure 3: Product Taxonomy.

6 Experiments and Results

In this section, we describe the evaluation metric and
the sets of experiments we have conducted.

6.1 Evaluation Metric

To evaluate the performance of the product catego-
rization algorithms, we calculate f-score on the test
set. The results are on exact match from top-to-leaf
path of the gold and predicted categories.

6.2 Results

Table 1 shows the obtained results. For each fea-
ture we report the performance of the two machine
learning algorithms one-against-all (OAA) and error
correcting tournament (ECT).

features OAA ECT
unigram .72 .63

unigram+bigram .67 .58
MI Dictionary .85 .77

LDA Dictionary .79 .67
NN-Embeddings .88 .80

Table 1: Results on Product Categorization.

The highest performance is achieved with the neu-
ral network embedding representation. Between the
two classifiers one-against-all consistently achieved
the highest scores for all different feature sets. We
also studied various feature combinations, however
embeddings reached the highest performance.

6.3 Error Analysis

We analyzed the produced outputs and noticed that
sometimes the predicted category could be different
from the gold one, but often the predicted category
was semantically similar or more descriptive than

•  flat$slat$sleigh$crib$espresso$8022n$

furniture(>(baby(&(toddler(furniture(>(cribs(&(toddler(beds(

baby(&(toddler(GOLD(

PREDICTED(

•  angel$line$flat$slat$sleigh$changer$w/drawer$$
natural$8583$

furniture(>(baby(&(toddler(furniture(>(cribs(&(toddler(beds(GOLD(

•  cabela's()pped(berber(camo(comfy(cup(

•  carolina(pet(company(large(faux(suede(&(
)pped(berber(round(comfy(cup(green(

animals'&'pet'supplies'>'pet'supplies'>'small'animal'supplies'>'small'animal'bedding'GOLD'

animals'&'pet'supplies'>'pet'supplies'>'dog'supplies'>'dog'beds'GOLD'

PREDICTED'
animals'&'pet'supplies'>'pet'supplies'>'small'animal'supplies'>'small'animal'bedding'

•  aprica&side&carrier&bou-que&pink&

•  julie&brown&girl's&jersey&tunic/pink&9&pink&
apparel&&&accessories&>&clothing&>&shirts&&&tops&GOLD&

baby&&&toddler&>&baby&transport&>&baby&carriers&GOLD&

apparel&&&accessories&>&clothing&>&shirts&&&tops&PREDICTED&

Figure 4: Examples of Categorized Products.

those provided by humans. Figure 4 shows some
examples of the errors we discovered.

For instance, the title cabela’s tipped beer como
comfy cup was classified as Small Animal Bedding,
while the gold standard category was Dog Beds. In
our case we penalized such predictions, but still the
two top level categories of Animals and Pet Sup-
plies are similar. The major difference between the
prediction and gold label is that the humans anno-
tated bed as belonging to Dog Beds, while our al-
gorithm predicted it as Small Animal Bedding. Dur-
ing manual inspection, we also noticed that often our
classifier produces more descriptive categories com-
pared to humans. For example, flat slat sleigh crib
espresso 8022n had gold category Baby & Toddler,
while our algorithm correctly identified the more de-
scriptive category Cribs and Toddler Beds.

7 Conclusions

In this paper we have presented the first product cat-
egorization algorithm which operates on product ti-
tle level. We classified products into a taxonomy
of 319 categories organized into a 6 level taxon-
omy. We collected data for our experiments and
conducted multiple empirical evaluations to study
the effect of various features. Our experiments
showed that neural network embeddings lead to the
best performance reaching .88 f-score. We man-
ually inspected the produced classification outputs
and found that often the predicted categories are
more specific and fine-grained compared to those
provided by humans.
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Abstract

Voice conversion is the task of transforming
a source speaker’s voice so that it sounds like
a target speaker’s voice. We present a GPU-
friendly local regression model for voice con-
version that is capable of converting speech
in real-time and achieves state-of-the-art ac-
curacy on this task. Our model uses a new
approximation for computing local regression
coefficients that is explicitly designed to pre-
serve memory locality. As a result, our infer-
ence procedure is amenable to efficient imple-
mentation on the GPU. Our approach is more
than 10X faster than a highly optimized CPU-
based implementation, and is able to convert
speech 2.7X faster than real-time.

1 Introduction

Voice conversion is the task of transforming an ut-
terance from a source speaker’s voice into a target
speaker’s voice. The primary setup in recent work
has been to learn this transformation from a paral-
lel corpus consisting of recordings of the same se-
quence of sentences read by both source and tar-
get speakers (Stylianou et al., 1998). The converted
speech is evaluated by how well its spectral proper-
ties match those of the target voice.

While various models have been proposed
(Stylianou et al., 1998; Toda et al., 2007; Toda et al.,
2005), the most accurate ones are non-parametric
because the mapping between two voices’ spectra
can be highly non-linear (Helander et al., 2012; Popa
et al., 2012). Unfortunately, while non-parametric
methods are accurate, they are also slow – current
non-parametric approaches to voice conversion are
too compute-intensive for the real-time speed re-
quired by many voice conversion applications. In
this paper, we begin with the state-of-the-art local

linear regression (LLR) model used by by Popa et
al. (2012) for voice conversion, and present a new
GPU-based inference approach that greatly acceler-
ates it, to much faster than real-time.

LLR, in principle, requires each new model pre-
diction to be a function of the entire set of training
examples. In practice, LLR depends most strongly
on nearby points, so a standard CPU implementa-
tion will skip distant points, with limited loss of ac-
curacy. A GPU cannot exploit sparsity in the same
way (scan and skip) without suffering from memory
bottlenecks, but even a GPU will be relatively slow if
all training points are included in each computation.
Our primary algorithmic change is to make use of a
new sparsity structure that allows the GPU to skip
major sections of the training data while still using
dense memory access patterns on the points it does
process. In experiments, this inference technique is
more than 10X faster than a highly-optimized CPU-
based implementation, operates almost three times
faster than real-time, and is only slightly less accu-
rate than the CPU-based method.

2 Background and Model

Most representations of speech that are useful for
speech processing break the acoustic signal into sep-
arate components that represent the sound source
(the lungs and vocal folds) and sound filter (the vo-
cal tract) portions of the vocal apparatus. Work on
voice conversion is generally focused on transform-
ing the representation of the vocal tract. We follow
this approach and learn a transformation of a mel-
cepstral representation of the acoustic signal (Kawa-
hara, 2006).

We treat the task as a multiple regression prob-
lem. In order to produce the transformed signal, we
break the source signal into a sequence of frames,
each of which is a 24-dimensional vector of mel-
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cepstral coefficients. We denote a single frame of
input mel-cepstral coefficients as x. In order to
produce the transformed signal, we simply predict
frame-by-frame. Specifically, for a frame x of the
input we predict a transformed frame ŷ as the mode
of density p(y|x), which we estimate from training
data. A naive approach would be to use a linear
model:

y = Ax+ ε

Here, ε is a Gaussian noise term, and the model is
parameterized by the transformation matrix, A. For
now, we assume training data are already frame-
aligned (see Section 4). Let yi be frame i of the
target signal in the training data. Similarly, let xi
be the corresponding frame of the source signal in
the training data. Thus, using this linear model, we
would estimate the transformation as:

Â = argmin
A

∑
i

‖yi −Axi‖2

This very simple approach works, to some extent,
but, because it cannot capture important non-linear
relationships between x and y, it is far from state-of-
the-art. A more popular approach is to use a Gaus-
sian mixture model (GMM) to jointly generate both
source and target cepstral features (Stylianou et al.,
1998; Toda et al., 2007; Toda et al., 2005). This
approach essentially learns different linear transfor-
mations for different regions of the input space, cap-
turing some non-linearity. However, the GMM in-
troduces a new problem: the posterior over the la-
tent clusters learned by the GMM can be highly
peaked (Popa et al., 2012) and as a result distortion is
introduced by discontinuities at cluster boundaries.
Thus, we adopt neither the simple linear approach
nor the GMM. We instead the state-of-the-art fully
non-parametric approach introduced by Popa et al.
(2012). This method, described in the next section,
learns transformations that capture non-linearity but
vary smoothly as the input changes.

2.1 Local Regression

Like Popa et al. (2012), we use local linear regres-
sion (LLR) (Cleveland, 1979) to estimate p(y|x).
LLR is a non-parametric method that estimates
p(y|x) as a linear transformation that varies slowly

with the input x. Specifically, p(y|x) is estimated as
follows:

y = A(x) · x+ ε

Â(x) = argmin
A

∑
i

[
w(x, xi) · ‖yi −Axi‖2

]
The transformation Â is a function of x, and is com-
puted by solving a weighted least squares problem
that depends on x. w is a kernel function that mea-
sures similarity between the current input, x, and
each of the source training frames, xi. We use a
Gaussian kernel:

w(x, xi) = exp
(−‖x− xi‖2

2σ2

)
Intuitively, for each input frame x we solve a sepa-
rate least squares regression where each training da-
tum is weighted by its similarity to the input. As the
input varies, so will the weighting, and thus so will
the linear transformation.

3 Inference

Exact inference using LLR is too computationally
expensive for most applications since it means solv-
ing a least squares problem over the entire training
set for each input frame x. A common approach is
to define a neighborhood function that, for each in-
put frame x, selects K training frames xi that are
most relevant to x. Then, Â(x) is computed by only
solving the least squares problem over this neigh-
borhood. This approach can work well in practice
since the support for each local least squares prob-
lem is relatively sparse. By choosing the right neigh-
borhood function, work can be skipped without sub-
stantially impacting learning.

3.1 Inference on the CPU
The standard approach when using a CPU is to let
the neighborhood function pick out the indices of the
K training frames xi that maximize w(x, xi). We
let this particular neighborhood function be called
g(x), depicted in Figure 1. Using this approach, for
input frame x, Â(x) has the following closed form
expression:

Â(x) = H(x)>W (x)G(x)
(
G(x)>W (x)G(x)

)−1
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G(x) is a matrix formed by appending the train-
ing source vectors in the neighborhood of x. More
specifically, G(x) is a matrix that has the vectors x>i
s.t. i ∈ g(x) as its rows. Similarly, H(x) is a matrix
that has the vectors y>i s.t. i ∈ g(x) as its rows (in
the corresponding order). W (x) is a matrix that has
the weights w(x, xi) s.t. i ∈ g(x) along its diagonal
(also in the corresponding order).

This approach is much faster than the exhaustive
method, but at typical audio sampling frequencies,
inferring the transformation of the signal for an en-
tire sentence can take over 30 seconds on a mod-
ern CPU, which is too slow for real-time conversion.
In order to transform the signal for a new sentence,
Â(x) must be computed for each frame. This means
that for each frame x, the distance to all training
source frames must be computed, neighborhood ma-
trices G(x) and H(x) must be formed, followed by
several matrix multiplies, an LU decomposition, and
a triangular solve operation.

3.2 Inference on the GPU

The computation of Â(x) for a block of multiple in-
put frames can be done in parallel if a fixed amount
of lag is tolerated in the conversion process. The
parallel computation of large number of small dense
matrix operations (multiply, LU decomposition, tri-
angular solve) is a perfect fit for implementation
a GPU, which can achieve vastly more throughput
than modern CPUs can. However, using the CPU’s
neighborhood structure on the GPU has a crippling
bottleneck. The extraction of the neighborhood ma-
tricesG(x) andH(x) from the training data requires
a large number of memory accesses that are effec-
tively random. The indices of the closest K train-
ing source vectors to an input x are generally non-
contiguous. As a result, the K vectors in each of the
neighborhood matrices must be copied with sepa-
rate memory accesses, and since random access time
on modern GPUs is very slow, extraction becomes
a bottleneck. In initial experiments, we found that
when this approach is implemented on a GPU it is
even slower than the CPU-based implementation.

In contrast, memory bandwidth is extremely high
on modern GPUs. Thus, if it were possible to order
the training vectors xi and yi in GPU memory such
that neighborhood matrices G(x) and H(x) were
composed of contiguous blocks of training vectors,

x1

x2

surrogate
neighborhood

g̃(x)

g(x)
neighborhood input frame

x

first principal
direction

GPU

CPU

Figure 1: Depiction of standard neighborhood function g(x)
used for local regression on the CPU and surrogate neighbor-
hood function g̃(x) used for inference on the GPU, plotted for
two-dimensional input data.

extraction on the GPU could be made very effi-
cient. Unfortunately, with the current definition of
the neighborhood function, g, such an ordering does
not exist. Therefore, we define a new GPU-friendly
neighborhood function, g̃, for which an ordering that
permits contiguous extraction does exist.

Let u(x) be the projection of source vector x onto
the first principal component resulting from running
PCA on the source side of the training data. Now,
we define g̃ as follows: g̃(x) is the set of K indices
for which |u(x)− u(xi)| is the smallest, or, in other
words, the set of training indices with source projec-
tions closest to the projection of the input frame. By
ordering the training data by their projection onto
the first principal component, we can ensure that
G(x) and H(x) are contiguous in memory.

The hope is that this approach yields substantial
speedups on the GPU without negatively impacting
the learned transformation (see Section 4). Figure
1 depicts the difference between the CPU neighbor-
hood function g and the GPU function g̃. Intuitively,
when most of the variance in the training data occurs
along the first principal direction, the CPU and GPU
neighborhood functions may be similar since the
distance between projections is a good proxy for dis-
tance in the original space. The weighting function,
w, is still computed in the original space, so distant
training vectors that are inadvertently included in the
neighborhood will be severely down-weighted. The
potential pitfall is that for a fixed neighborhood size,
g̃ may be less efficient at collecting training points
that are relevant to the input.
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System Scottish Male to US Female US Female to Scottish Male
CD Time Frac. RT CD Time Frac. RT

GMM 7.05 1.1 3.7X 7.01 0.7 3.9X
CPU LLR 5.99 12.2 0.3X 6.51 8.75 0.3X
GPU LLR 5.98 1.4 2.7X 6.55 0.9 2.9X

Table 1: Voice conversion results for the GMM baseline system, CPU-based local linear regression baseline system, and the GPU-
based local linear regression method. The cepstral distortion (CD), average inference time per sentence in seconds (Time), and
fraction of real-time (Frac. RT) are shown. Smaller cepstral distortion corresponds to more accurate transformations and fractions
of real-time that exceed one imply faster than real-time operation.

4 Experiments

We run a series of experiments to determine whether
our GPU-based inference technique offers speeds-
ups and at what cost to accuracy.

Baselines We compare our LLR-based conversion
system that performs inference on the GPU (using
the GPU-friendly neighborhood function) with two
different baseline systems. The first baseline sys-
tem also uses LLR, but performs inference on the
CPU using the standard neighborhood function. The
second baseline is the GMM model of Toda et al.
(2007), which is known to be fast and is widely used
in practice. The size, K, of both CPU and GPU
neighborhoods was set on a development data to the
smallest value that did not show degraded perfor-
mance compared to exact local regression.

Implementation We implemented our GPU-
based LLR technique using the CUDA API
(Nickolls et al., 2008), and the CUBLAS API
which contains bindings for GPU BLAS routines.
We ran the system using an NVIDIA Tesla K40c
GPU. We built a multi-threaded implementation
of CPU-based inference for local regression using
calls to CPU BLAS routines, and ran this system on
a 4.4GHz 4-core Intel CPU.

Data We train and test on a portion of the CMU
Arctic database. The training data consists of 70
sentences spoken by both a US female speaker and
a Scottish male speaker. The testing data consists of
20 sentences spoken by the same two speakers. We
give results for converting in both directions, from
the female voice to the male voice, and from the
male voice to the female voice.

Frame Alignment Since the source and target
speakers speak at slightly different rates, our train-
ing data consist of different numbers of frames for
each training sentence. We use dynamic time warp-
ing to induce the frame alignment. Specifically, we
find the minimum cost monotonic alignment from
source frames into target frames where the cost of
each alignment edge is the L2 distance between the
corresponding vectors. We use a distortion limit of
2, and a linear distortion cost.

Analysis and Synthesis We use the CMU imple-
mentation of the STRAIGHT analysis and synthe-
sis methods introduced by Kawahara (2006). This
is the same method used many state-of-the-art voice
conversion systems, included our GMM baseline of
Toda et al. (2007). We transform the top 24 cep-
stral coefficients using our system, but process the
power coefficient and fundamental frequency sep-
arately, using simple transformations for the latter
two components.

Evaluation In order to evaluate the accuracy of
our model we measure the cepstral distortion be-
tween the predicted ceptstral frames ŷ and the actual
cepstral frames for the target voice y. The cepstral
distortion is calculated as follows:

distortion(ŷ, y) ∝ ‖ŷ − y‖

We using dynamic time warping to align the pre-
dicted frame sequence to the target frame sequence.

4.1 Results

The results of our experiments are displayed in Ta-
ble 1. For the Scottish male to US female and the US
female to Scottish male transformations the systems
that use local regression outperform the parametric
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GMM baseline in terms of average cepstral distor-
tion. The GMM baseline, is however, the fastest
of the compared systems. For both experiments,
it is able to produce transformations substantially
faster than real-time. The CPU-based local regres-
sion baseline achieves the best overall cepstral dis-
tortion, but is also the slowest method. In both ex-
periments, it operates at 0.3X real-time speed. The
GPU-based local regression method performs only
slightly worse overall than the exact method in terms
of cepstral distortion, yet in both experiments it op-
erates substantially faster than real-time, nearly as
fast as the parametric baseline.

5 Conclusion

We have demonstrated a method for substantially
speeding-up inference using a non-parametric es-
timator for spectral voice conversion. Related
approaches may prove useful for making non-
parametric estimators more efficient in other areas
of speech and language processing.
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Abstract

Response-based learning allows to adapt a sta-
tistical machine translation (SMT) system to
an extrinsic task by extracting supervision sig-
nals from task-specific feedback. In this pa-
per, we elicit response signals for SMT adap-
tation by executing semantic parses of trans-
lated queries against the Freebase database.
The challenge of our work lies in scaling se-
mantic parsers to the lexical diversity of open-
domain databases. We find that parser perfor-
mance on incorrect English sentences, which
is standardly ignored in parser evaluation, is
key in model selection. In our experiments,
the biggest improvements in F1-score for re-
turning the correct answer from a semantic
parse for a translated query are achieved by
selecting a parser that is carefully enhanced by
paraphrases and synonyms.

1 Introduction

In response-based learning for SMT, supervision
signals are extracted from an extrinsic response to
a machine translation, in contrast to using human-
generated reference translations for supervision. We
apply this framework to a scenario in which a se-
mantic parse of a translated database query is exe-
cuted against the Freebase database. We view learn-
ing from such task-specific feedback as adaptation
of SMT parameters to the task of translating open-
domain database queries, thereby grounding SMT in
the task of multilingual database access. The success
criterion for this task is F1-score in returning the cor-
rect answer from a semantic parse of the translated
query, rather than BLEU. Since the semantic parser

provides feedback to the response-based learner and
defines the final evaluation criterion, the challenge
of the presented work lies in scaling the seman-
tic parser to the lexical diversity of open-domain
databases such as Freebase. Riezler et al. (2014)
showed how to use response-based learning to adapt
an SMT system to a semantic parser for the Geo-
query domain. The state-of-the-art in semantic pars-
ing on Geoquery achieves a parsing accuracy of over
82% (see Andreas et al. (2013) for an overview),
while the state-of-the-art in semantic parsing on the
Free917 data (Cai and Yates, 2013) achieves 68.5%
accuracy (Berant and Liang, 2014). This is due to
the lexical variability of Free917 (2,036 word types)
compared to Geoquery (279 word types).

In this paper, we compare different ways of scal-
ing up state-of-the-art semantic parsers for Freebase
by adding synonyms and paraphrases. First, we con-
sider Berant and Liang (2014)’s own extension of
the semantic parser of Berant et al. (2013) by us-
ing paraphrases. Second, we apply WordNet syn-
onyms (Miller, 1995) for selected parts of speech to
the queries in the Free917 dataset. The new pairs of
queries and logical forms are added to the dataset
on which the semantic parsers are retrained. We
find that both techniques of enhancing the lexical
coverage of the semantic parsers result in improved
parsing performance, and that the improvements add
up nicely. However, improved parsing performance
does not correspond to improved F1-score in an-
swer retrieval when using the respective parser in a
response-based learning framework. We show that
in order to produce helpful feedback for response-
based learning, parser performance on incorrect En-
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glish queries needs to be taken into account, which is
standardly ignored in parser evaluation. That is, for
the purpose of parsing translated queries, a parser
should retrieve correct answers for correct English
queries (true positives), and must not retrieve cor-
rect answers for incorrect translations (false posi-
tives). In order to measure false discovery rate, we
prepare a test set of manually verified incorrect En-
glish in addition to a standard test set of original En-
glish queries. We show that if false discovery rate
on incorrect English queries is taken into account in
model selection, the semantic parser that yields best
results for response-based learning in SMT can be
found reliably.

2 Related Work

Our work is most closely related to Riezler et al.
(2014). We extend their application of response-
based learning for SMT to a larger and lexically
more diverse dataset and show how to perform
model selection in the environment from which re-
sponse signals are obtained. In contrast to their
work where a monolingual SMT-based approach
(Andreas et al., 2013) is used as semantic parser, our
work builds on existing parsers for Freebase, with a
focus on exploiting paraphrasing and synonym ex-
tension for scaling semantic parsers to open-domain
database queries.

Response-based learning has been applied in pre-
vious work to semantic parsing itself (Kwiatowski
et al. (2013), Berant et al. (2013), Goldwasser and
Roth (2013), inter alia). In these works, extrinsic re-
sponses in form of correct answers from a database
are used to alleviate the problem of manual data an-
notation in semantic parsing. Saluja et al. (2012) in-
tegrate human binary feedback on the quality of an
SMT system output into a discriminative learner.

Further work on learning from weak supervision
signals has been presented in the machine learning
community, e.g., in form of coactive learning (Shiv-
aswamy and Joachims, 2012), reinforcement learn-
ing (Sutton and Barto, 1998), or online learning with
limited feedback (Cesa-Bianchi and Lugosi, 2006).

3 Response-based Online SMT Learning

We denote by φ(x, y) a joint feature representa-
tion of input sentences x and output translations

Algorithm 1 Response-based Online Learning
repeat

for i = 1, . . . , n do
Receive input string x(i)

Predict translation ŷ
Receive task feedback e(ŷ) ∈ {1, 0}
if e(ŷ) = 1 then

y+ ← ŷ
Store ŷ as reference y(i) for x(i)

Compute y−

else
y− ← ŷ
Receive reference y(i)

Compute y+

end if
w ← w + η(φ(x(i), y+)− φ(x(i), y−))

end for
until Convergence

y ∈ Y (x), and by s(x, y;w) = 〈w, φ(x, y)〉 a lin-
ear scoring function for predicting a translation ŷ.
A response signal is denoted by a binary function
e(y) ∈ {1, 0} that executes a semantic parse against
the database and checks whether it receives the same
answer as the gold standard parse. Furthermore, a
cost function c(y(i), y) = (1−BLEU(y(i), y)) based
on sentence-wise BLEU (Nakov et al., 2012) is used.
Algorithm 1, called “Response-based Online Learn-
ing” in Riezler et al. (2014), is based on contrast-
ing a “positive” translation y+ that receives positive
feedback, has a high model score, and a low cost of
predicting y instead of y(i), with a “negative” trans-
lation y− that leads to negative feedback, has a high
model score, and a high cost:

y+ = arg max
y∈Y (x(i)):e(y)=1

(
s(x(i), y;w)− c(y(i), y)

)
,

y− = arg max
y∈Y (x(i)):e(y)=0

(
s(x(i), y;w) + c(y(i), y)

)
.

The central algorithm operates as follows: The SMT
system predicts translation ŷ, and in case of positive
task feedback, the prediction is accepted and stored
as positive example by setting y+ ← ŷ. In that
case, y− needs to be computed in order to perform
the stochastic gradient descent update of the weight
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vector. If the feedback is negative, the prediction is
treated as y− and y+ needs to be computed for the
update. If either y+ or y− cannot be computed, the
example is skipped.

4 Scaling Semantic Parsing to
Open-domain Database Queries

The main challenge of grounding SMT in seman-
tic parsing for Freebase lies in scaling the seman-
tic parser to the lexical diversity of the open-domain
database. Our baseline system is the parser of Berant
et al. (2013), called SEMPRE. We first consider the
approach presented by Berant and Liang (2014) to
scale the baseline to open-domain database queries:
In their system, called PARASEMPRE, pairs of logi-
cal forms and utterances are generated from a given
query and the database, and the pair whose utterance
best paraphrases the input query is selected. These
new pairs of queries and logical forms are added as
ambiguous labels in training a model from query-
answer pairs.

Following a similar idea of extending parser cov-
erage by paraphrases, we extend the training set with
synonyms from WordNet. This is done by iterat-
ing over the queries in the FREE917 dataset. To
ensure that the replacement is sensible, each sen-
tence is first POS tagged (Toutanova et al., 2003) and
WordNet lookups are restricted to matching POS be-
tween synonym and query words, for nouns, verbs,
adjectives and adverbs. Lastly, in order to limit
the number of retrieved words, a WordNet lookup
is performed by carefully choosing from the first
three synsets which are ordered from most common
to least frequently used sense. Within a synset all
words are taken. The new training queries are ap-
pended to the training portion of FREE917.

5 Model Selection

The most straightforward strategy to perform model
selection for the task of response-based learning for
SMT is to rely on parsing evaluation scores that are
standardly reported in the literature. However, as
we will show experimentally, if precision is taken as
the percentage of correct answers out of instances
for which a parse could be produced, recall as the
percentage of total examples for which a correct an-
swer could be found, and F1 score as their harmonic

mean, the metrics are not appropriate for model se-
lection in our case. This is because for our goal
of learning the language of correct English database
queries from positive and negative parsing feedback,
the semantic parser needs to be able to parse and re-
trieve correct answers for correct database queries,
but it must not do so for incorrect queries.

However, information about incorrect queries is
ignored in the definition of the metrics given above.
In fact, retrieving correct answers for incorrect
database queries hurts response-based learning for
SMT. The problem lies in the incomplete nature of
semantic parsing databases, where terms that are
not parsed into logical forms in one context make
a crucial difference in another context. For exam-
ple in Geoquery, the gold standard queries “Peo-
ple in Boulder?” and “Number of people in Boul-
der?” parse into the same logical form, however,
the queries “Give me the cities in Virginia” and
“Give me the number of cities in Virginia” have dif-
ferent parses and different answers. While in the
first case, for example in German-to-English transla-
tion of database queries, the German “Anzahl” may
be translated incorrectly without consequences, it is
crucial to translate the term into “number” in the
second case. On an example from Free917, the
SMT system translates the German “Steinformatio-
nen” into “kind of stone”, which is incorrect in the
geological context, where it should be “rock forma-
tions”. If during response-based learning, the error
slips through because of an incomplete parse lead-
ing to the correct answer, it might hurt on the test
data. Negative parser feedback for incorrect transla-
tions is thus crucial for learning how to avoid these
cases in response-based SMT.

In order to evaluate parsing performance on in-
correct translations, we need to extend standard
evaluation data of correct English database queries
with evaluation data of incorrect English database
queries. For this purpose, we took translations of
an out-of-domain SMT system that were judged ei-
ther grammatically or semantically incorrect by the
authors to create a dataset of negative examples. On
this dataset, we can define true positives (TP) as cor-
rect English queries that were given a correct an-
swer by the semantic parser, and false positives (FP)
as wrong English queries that obtained the correct
answer. The crucial evaluation metric is the false
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Model #data F1 FDR

S 620 56.8 28.00
P 620 66.54 25.22
P1 3,982 65.38 24.89
P2 6,740 66.92 26.38
P3 8,465 66.15 25.97

Table 1: Parsing F1 scores and False Discovery Rate
(FDR) for SEMPRE (S), PARASEMPRE (P), and exten-
sions of the latter with synonyms from first one (P1),
first two (P2) and first three (P3) synsets, evaluated on
the FREE917 test set of correct database queries for F1
and including the test set of incorrect database queries for
FDR, and trained on #data training queries. Best results
are indicated in bold face.

discovery rate (FDR) (Murphy, 2012), defined as
FP/FP+TP, i.e., as the ratio of false positives out
of all positive answer retrieval events.

6 Experiments

We use a data dump of Freebase1 which was has
been indexed by the Virtuoso SPARQL engine2 as
our knowledge base. The corpus used in the ex-
periments is the FREE917 corpus as assembled by
Cai and Yates (2013) and consists of 614 training
and 276 test queries in English and corresponding
logical forms.3 The dataset of negative examples,
i.e., incorrect English database queries that should
receive incorrect answers, consists of 166 examples
that were judged either grammatically or semanti-
cally incorrect by the authors.

The translation of the English queries in
FREE917 into German, in order to provide a set
of source sentences for SMT, was done by the au-
thors. The SMT framework used is CDEC (Dyer
et al., 2010) with standard dense features and ad-
ditional sparse features as described in Simianer et
al. (2012)4. Training of the baseline SMT system
was performed on the COMMON CRAWL5 (Smith

1http://www.freebase.com/
2http://virtuoso.openlinksw.com/
3Note that we filtered out 33 questions (21 from the training

set and 12 from the test set) because their logical forms only
returned an empty string as an answer.

4https://github.com/pks/cdec-dtrain
5http://www.statmt.org/wmt13/

training-parallel-commoncrawl.tgz

et al., 2013) dataset consisting of 7.5M parallel
English-German segments extracted from the web.
Response-based learning for SMT uses the code de-
scribed in Riezler et al. (2014)6.

For semantic parsing we use the SEMPRE and
PARASEMPRE tools of Berant et al. (2013) and Be-
rant and Liang (2014) which were trained on the
training portion of the FREE917 corpus7. Further
models use the training data enhanced with syn-
onyms from WordNet as described in Section 4. Fol-
lowing Jones et al. (2012), we evaluate semantic
parsers according to precision, defined as the per-
centage of correctly answered examples out of those
for which a parse could be produced, recall, defined
as the percentage of total examples answered cor-
rectly, and F1-score, defined as harmonic mean of
precision and recall. Furthermore, we report false
discovery rate (FDR) on the combined set of 276
correct and 166 incorrect database queries.

Table 1 reports standard parsing evaluation
metrics for the different parsers SEMPRE (S),
PARASEMPRE (P), and extensions of the latter with
synonyms from the first one (P1), first two (P2) and
first three (P3) synsets which are ordered according
to frequency of use of the sense. As shown in the
second column, the size of the training data is in-
creased up to 10 times by using various synonym ex-
tensions. As shown in the third column, PARASEM-
PRE improves F1 by nearly 10 points over SEMPRE.
Another 0.5 points are added by extending the train-
ing data using two synsets. The third column shows
that the system P1 that scored second-worst in terms
of F1 score, scores best under the FDR metric8.

Table 2 shows an evaluation of the use of differ-
ent parsing models to retrieve correct answers from
the FREE917 test set of correct database queries.
The systems are applied to translated queries, but
evaluated in terms of standard parsing metrics. Sta-
tistical significance is measured using an Approxi-
mate Randomization test (Noreen, 1989; Riezler and
Maxwell, 2005). The baseline system is CDEC as de-
scribed above. It never sees the FREE917 data dur-
ing training. As a second baseline method we use
a stochastic (sub)gradient descent variant of RAM-
PION (Gimpel and Smith, 2012). This system is

6https://github.com/pks/rebol
7www-nlp.stanford.edu/software/sempre
8Note that in case of FDR, smaller is better.
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1 CDEC 2 RAMPION 3 REBOL

S 40.0 40.36 42.9212

P 42.92 44.59 45.85
P1 42.92 46.361 48.81

P2 43.81 45.92 47.06
P3 43.36 45.92 47.49

Table 2: Parsing F1 score on FREE917 test set of trans-
lated database queries using different parser models to
provide response for translated queries. Best results are
indicated in bold face. Statistical significance of result
differences at p < 0.05 are indicated by algorithm num-
ber in superscript.

CDEC RAMPION REBOL

F1 0.85 0.29 0.1
FDR -0.21 -0.58 -0.7

Table 3: Spearman correlation between F1 / FDR from
Table 1 and CDEC / RAMPION / REBOL F1 from Table 2.

trained by using the correct English queries in the
FREE917 training data as references. Neither CDEC

nor RAMPION use parser feedback in training. RE-
BOL (Response-based Online Learning) is an im-
plementation of Algorithm 1 described in Section 3.
This algorithm makes use of positive parser feed-
back to convert predicted translation into references,
in addition to using the original English queries as
references. Training for both RAMPION and REBOL

is performed for 10 epochs over the FREE917 train-
ing set, using a constant learning rate η that was
chosen via cross-validation. All methods then pro-
ceed to translate the FREE917 test set. Best results
in Table 2 are obtained by using an extension of
PARASEMPRE with one synset as parser in response-
based learning with REBOL. This parsing system
scored best under the FDR metric in Table 1.

Table 3 shows the Spearman rank correlation
(Siegel and Castellan, 1988) between the F1 / FDR
ranking of semantic parsers from Table 1 and their
contribution to F1 scores in Table 2 for parsing
query translations of CDEC, RAMPION or REBOL.
The system CDEC cannot learn from parser perfor-
mance based on query translations, thus best results
on translated queries correlate positively with good
parsing F1 score per se. RAMPION can implicitly

take advantage of parsers with good FDR score since
learning to move away from translations dissimilar
to the reference is helpful if they do not lead to
correct answers. REBOL can make the best use of
parsers with low FDR score since it can learn to pre-
vent incorrect translations from hurting parsing per-
formance at test time.

7 Conclusion

We presented an adaptation of SMT to translating
open-domain database queries by using feedback of
a semantic parser to guide learning. Our work high-
lights an important aspect that is often overlooked in
parser evaluation, namely that parser model selec-
tion in real-world applications needs to take the pos-
sibility of parsing incorrect language into account.
We found that for our application of response-based
learning for SMT, the key is to learn to prevent
cases where the correct answer is retrieved despite
the translation being incorrect. This can be avoided
by performing model selection on semantic parsers
that parse and retrieve correct answers for correct
database queries, but do not do retrieve correct an-
swers for incorrect queries.

In our experiments, we found that the parser that
contributes most to response-based learning in SMT
is one that is carefully extended by paraphrases and
synonyms. In future work, we would like to investi-
gate additional techniques for paraphrasing and syn-
onym extension. For example, a good fit for our task
of response-based learning for SMT might be Ban-
nard and Callison-Burch (2005)’s approach to para-
phrasing via pivoting on SMT phrase tables.
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Abstract

Developing a system that can automatically
respond to a user’s utterance has recently be-
come a topic of research in natural language
processing. However, most works on the topic
take into account only a single preceding ut-
terance to generate a response. Recent works
demonstrate that the application of statisti-
cal machine translation (SMT) techniques to-
wards monolingual dialogue setting, in which
a response is treated as a translation of a stim-
ulus, has a great potential, and we exploit the
approach to tackle the context-dependent re-
sponse generation task. We attempt to extract
relevant and significant information from the
wider contextual scope of the conversation,
and incorporate it into the SMT techniques.
We also discuss the advantages and limitations
of this approach through our experimental re-
sults.

1 Introduction

Various approaches have been applied to the re-
sponse generation task, each with its own merits
and drawbacks. While one of the main concerns on
the topic has been the semantic relevance of the re-
sponse, it has mostly been discussed in terms of a
limited conversational scope, mostly a single utter-
ance. This provides us with a room for research on a
wider scope of conversation, which reflects not only
a single preceding utterance, but the overall context
of the current conversation.

SMT-based data-driven approach to the response
generation task was recently introduced by Ritter
et al. (2011). They demonstrated that it was

better-suited for response generation than some of
the previous approaches, including information re-
trieval approach. We exploit this model to address
the above-mentioned problem of reflecting a wider
scope of conversation.

We present a context-dependent model where we
attempt to generate more semantically relevant and
diverse responses by adding the semantically impor-
tant words from previous utterances to the most re-
cent one. By doing so, we hope not only to diversify
the responses, but also to be able to take semantics
from broader scope of the conversation into account.

2 Response Generation using SMT

2.1 Overview

Ritter et al. (2011) remarked that stimulus-response
pairs in the same language often have a strong struc-
tural resemblance, as shown in the example conver-
sation below, that may be exploited in SMT plat-
forms. In the usual SMT setting, a string f in a
source language is translated into a string e in a
target language according to probability distribution
p(e|f ) (Brown et al., 1993). Ritter et al. applied the
SMT techniques to monolingual conversation set-
ting, and treated the response as the translation of
the stimulus.

Stimulus: What is your hobby?
Response: My hobby is hiking.

2.2 Challenges

Although the application of SMT to the response
generation task demonstrates potentials, it has a few
drawbacks due to its nature.
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First, the lengths of the source and target utter-
ances are not correlated in the conversational setting,
and there is hardly any general tendency towards the
relative length of the utterances, as shown in the ex-
ample conversation below. SMT usually works on
the data in which the ratio between the lengths of
the source and target utterances stays relatively con-
stant (Och and Ney, 2000). However, conversational
setting, in which such constant ratio is absent, jeop-
ardizes the functionality of the usual SMT models
to make alignments. Although it is highly proba-
ble that some of the semantic elements in the source
utterance are reflected in the target utterance, it is
rarely on a one-to-one basis.

A: Is something going on today? (S1)
B: Of course, it’s dad’s birthday. (S2)
A (most recent stimulus) : What?! (S3)
B (target) : Oh, you didn’t know? (S4)
Second, it cannot take into account what was pre-

viously discussed in the conversation. Unless the
most recent utterance brings a completely new topic,
or it has sufficient information in itself, such prob-
lem is evident.

Both problems regarding the context and the
alignment become more pronounced especially in
cases where the source utterance is short as shown in
the above example. Clearly, no meaningful response
can be derived from the most recent stimulus alone,
and it is highly unclear how the alignments should
be made. Indeed, the response generated by apply-
ing SMT to the most recent stimulus “What?” in this
example is “that,” which only mimics the syntactic
structure but fails to deliver any meaningful content.

3 Context-Dependent Model

3.1 Overview

In order to deal with the issues of context and the
lengths of the utterances without correlation, we
work on building a context-dependent model, in
which we balance the utterance lengths by selecting
contextually important words from the previous part
of the conversation, and adding them to the source
utterance. For example, applying one of our mod-
els to the most recent stimulus (S3) of the previous
example conversation results in the following utter-
ance, where the words in the parenthesis are newly
added:

A: (today birthday) What?!
The rationale behind this approach is that the

topic of a conversation can be characterized by a
number of contextually important words, which pro-
vide semantic information to be reflected in the re-
sponse generation process.

This approach seemingly reduces the grammat-
ical integrity of the source utterance, and it may
seem as if we risk confusing the translation model
and losing grammaticality of the output. However,
grammaticality of the output is handled by the lan-
guage model, and the language model is constructed
upon the target language only, which in our case
corresponds to the target utterances that remain un-
touched. Also, the newly added words are of high
relevance to the topic, so the new source utterance
frequently demonstrates high semantic coherence
both within itself, and in parallel with the target ut-
terance.

The question now is how to determine which
words are contextually important throughout the
conversation. Since finding such contextually im-
portant words is our main concern, we find sim-
ple statistical significance test models more suitable
than conventional methods from discourse model-
ing or dialogue systems (Oh et al., 2002). We ex-
amine two approaches, namely the pair-based ap-
proach, and the token-based approach. The pair-
based approach uses Fisher’s Exact Test (Moore,
2004), which is reported to give more accurate p-
values than χ2 or G2 when the counts are small (Rit-
ter et al., 2011). This approach takes advantage of
the proximity of utterances, and assumes that a ut-
terance whose distance to the source utterance is
shorter is likely to be more contextually related to
the source utterance, i.e. Sn−1 is more likely than
Sn−2 to be semantically relevant to Sn. The token-
based approach considers at the entire conversation,
and selects the words most characteristic of the con-
versation, using the most widely used term weight-
ing algorithm, tf-idf.

3.2 Pair-Based Model
Given a conversation consisting of utterances
S1,...,Sn+1, where Sn is the source utterance and
Sn+1 is the target utterance, we start by computing
the p-value from Fisher’s Exact Test for every pos-
sible word pair between Sn and Sn−1. If the p-value
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is less than the threshold, implying a significant rel-
evance between the words constituting the pair, we
store the words. We then add the stored words to the
source utterance, avoiding duplicates with words al-
ready in the source utterance, until its length is the
same as that of the target utterance. Words are added
in a reversed order of their appearance, i.e., we give
priority to words that appeared in the later part of
the discourse, in light of the previously mentioned
assumption. If, after adding all stored words to the
source utterance, the length of the source utterance
is still less than the length of the target utterance,
we repeat the process with word pairs between Sn−1

and Sn−2, and so forth. This “crawling-up” is nec-
essary because Sn is often short or semantically triv-
ial that further comparison of Sn with other previous
utterances fails to capture the contextually important
words that are continuously discussed in the previ-
ous part of the conversation. The procedure ends
when there are no more pairs whose p-value is less
than the threshold, or the source utterance has the
same length as the target utterance.

Note that, for training, we limit the application
of our model only to the cases where source utter-
ances are shorter than target utterances, since adding
words in the opposite case will exacerbate the diffi-
culty of alignment. In the test setting, however, we
do not know the length of the actual target utterance,
and thus selectively apply our model based on the
absolute length of the source utterance, where the
threshold is set to the average length of the source
utterance throughout the training data. Also, since it
is evident that we are not dealing with grammatically
well-formed utterances whose ordering should mat-
ter, we opt not to use the reordering table (Bisazza
et al., 2011).

3.3 Token-Based Model

The assumption behind the pair-based approach is
that a topic of a conversation is something that con-
tinues to be discussed throughout the conversation,
i.e. something that gets reflected/matched in the
later part of the conversation. Finding collocated
words using significant test does just that. How-
ever, there may be a trade-off here in terms of rep-
resenting the diversity of context; for example, there
may be a characteristic word that is not directly re-
flected/matched in the later part of the conversation.

That provides the motivation for our token-based ap-
proach, using tf-idf.

This approach follows a similar manner of adding
words to the source utterance until its length is equal
to the target utterance, but differs in that it picks con-
textually important words by examining individual
tokens, rather than pairs of words, using tf-idf. For
idf, the total number of documents was set to the
number of conversations in our training data.

Also, instead of crawling up the conversation
from the source utterance, it scans through the entire
conversation and selects characteristic words within
the given scope of the conversation. This is intended
to reflect that there could be words that are highly
relevant to the overall topic of the conversation, yet
not very close to the current source utterance. For
example, in the following conversation, both (S3)
and (S4) lack any element characteristic of the con-
versation that leads to the final response (S5), while
“NBA” or “fans” in (S1) and (S2) is indicative of
the topic of the conversation, and will be relevant to
words like “LeBron” or “dominating” in the target
utterance.

A: Well, the NBA season is near again.(S1)
B: Yeah! So excited for all the NBA fans!(S2)
A: I’m not. (S3)
B (source) : How come? (S4)
A (target) : It’s just gonna be LeBron dominating

again. (S5)
Although we examine the entire conversation,

words that are too far from the source utterance (for
example, 50 utterances apart) will rarely have much
semantic impact to the current topic. Thus, it is nec-
essary to keep the size of the conversation reason-
ably small, and we restrict it to be at most 8 utter-
ances.

4 Experiment

4.1 Setting

We first built our baseline model following the pro-
cedure proposed by Ritter et al. (2011). In accor-
dance with the paper, we also filtered out the phrase
table by Fisher’s Exact Test. We then implemented
our model using Moses (Koehn et al., 2007) toolkit
with KenLM (Heafield, 2011) as the language model
in 5-gram setting. In accordance with the baseline,
we built our training, tuning, and test data set from
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Model A Model B A>B A=B A<B p-value Agreement

Pair
Baseline 287 32 81 4.0e-28 .488
Actual 58 28 314 1.2e-43 .543
Token 175 52 173 0.96 .373

Token Baseline 280 35 85 2.0e-25 .462
Actual 62 35 303 3.2e-39 .529

Table 1: Performances against Each Model

Twitter, except we collected conversations, consist-
ing of a tweet and successive replies, rather than
pairs of tweets. We also restricted each conversa-
tion to have 3 to 8 utterances with only two speakers
taking turns, to make it more likely that the topic of
the conversation is preserved. Although there were
some cases in which the topic deviated, our valida-
tion of the dataset showed that the amount of such
cases was negligible. We ended up having approxi-
mately 1.4M pairs of utterances in the training data,
which constitute 425,547 conversations. The thresh-
old p-value for Fisher’s Exact Test was set to 0.0001,
to well-balance the number of selected words with
the lengths of the utterances.

4.2 Evaluation

One of the challenging aspects of the researches on
conversation is its distinct nature in which there is
an extremely wide range of acceptable candidate re-
sponses to a stimulus, unlike usual bilingual trans-
lation tasks where there are typically pre-set candi-
dates to be referenced with high reliability. Using
the automatic evaluation metrics, we obtained slight
improvements; for example, BLEU score (Papineni
et al., 2002), with the actual responses from Twitter
as the gold standard, increased from 0.82 for base-
line to 0.89 for the pair-based approach. For the
above-mentioned reason, however, we found it du-
bious whether a higher score in these metrics cor-
responds to better responses, and we thus resort to
human manual evaluation as our primary source of
evaluation.

We performed a human evaluation on Amazon
Mechanical Turk (Buhrmester et al., 2011). The
evaluation task consisted of four different sets of
100 questions, each set of which was handled by
10 workers. Each question was a ranking task, and
the workers were shown a part of conversation and
were instructed to rank the responses that followed

Model 1st 2nd 3rd 4th Avg. Rank
Actual .664 .129 .087 .120 1.66

Baseline .092 .232 .271 .406 2.99
Pair .112 .323 .346 .220 2.67

Token .134 .315 .297 .255 2.67

Table 2: Rankings from Human Evaluation

the conversation in consideration of their relevance
to the topic of the conversation. For all questions,
workers were given four responses; the actual re-
sponse from Twitter, one generated by the baseline
model, and two by each of our context-dependent
models.

The order of responses was randomized for each
question. In addition, in order to filter out the work-
ers who do not take the tasks seriously, generating
noise answers, we selected 10 questions that had
obvious answers, and rejected the answers by the
workers who failed to achieve 70% or higher accu-
racy on those questions. As stated in Section 3.1, the
threshold for length of source sentence to determine
whether to add words or not was set to the average
length of source sentences throughout the training
data, which in our case was 10. In roughly half of
400 questions, no words were added to the source
sentence, and 1 to 6 words were added for roughly
25 to 30 questions respectively. Beyond 6 words, the
number of questions begins to decline.

4.3 Results

Table 1 shows how our models performed against
the actual responses, the baseline model, and each
other, in regards to the number of questions for
which our models were ranked higher. Overall, the
table shows that our models were preferred over the
baseline model, but performed poorly against the
actual responses as expected. Yet, it was able to
perform better than the actual responses in roughly
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Conversation Response∗ Avg. Rank

A: if youre following today maybe follow me
B: lol ur off to an early start

1: im at the bus stop how was your night 2.1
2: i dont fancy hame pass for 3.6
3: lmao i got my second home 3.2
4: updating haha I get u off too 1.9

A: like you’re talking about the stupidest things ever.
its annoying

B: who is this about

1: the ppl behind you 1.9
2: I want tie you 3.6
3: like I said Im talking seriously are you 2.3
4: one of them is that you 2.9

A: Aww man happy birthday bro!! Lol you know you
gotta die right?

B: What? Lol

1: you gotta damn near die from drinking today 1.2
2: lol yea 3.8
3: thank you man you know me 2.4
4: lol I know I know 2.8

* 1 is the actual response on Twitter, while 2,3 and 4 are responses generated by the baseline, pair-based, token-based
models respectively.

Table 3: Examples of Responses

15% of the questions, especially when the actual re-
sponses were grammatically poor, or irrelevant to
the topic of the conversation. There was no sig-
nificant difference between the performances of our
models. It also shows the p-value and mutual agree-
ment between two models. Using S coefficient
(Bennett et al., 1954) as a measurement of agree-
ment yields the following result. Most of them fall
into “moderate agreement” range of 0.4 to 0.6, ex-
cept Token-based model against Pair-based model is
slightly lower and falls into “fair agreement” range
(Landis and Koch, 1977).

Table 2 shows the distribution of each model over
each ranking and their average rankings. Our mod-
els outperform the baseline model in higher rank-
ings. Table 3 features examples of responses gen-
erated by each model and the actual responses on
Twitter, along with their average ranking in the final
evaluation. In the first conversation, one of our mod-
els was ranked higher than both the baseline model
and the actual response. In other conversations, our
models were ranked higher than the baseline model,
but lower than the actual response. Generally, our
models have a wider range of topic-relevant vocab-
ularies, and sound comparatively coherent than the
baseline model, without too much grammatical vio-
lations.

5 Conclusion and Future Work

As we observed in the experimental results, our
context-dependent model outperformed the baseline

model when examined in a wider scope of conver-
sations. Although its performance against the actual
responses was not as satisfactory, it could outper-
form them when the actual responses diverted from
the topic, or had poor coherence and grammaticality.

Possible applications include chatterbots or con-
versational agents. Most such applications are based
on one-turn conversation, where user says some-
thing, system gives some response, and that is tech-
nically the end of the conversation of current topic,
which will not be referred to in later conversations.
Our work can, for example, provide the system with
possible topics to talk about, especially when the in-
put from the user is short or trivial. Diversity of the
responses is obtained because, even when the system
is given the same input, it will return completely dif-
ferent responses depending on what was previously
talked about, as opposed to the applications where
certain responses can be expected given an input.

An improvement is likely to come from attempt-
ing different methods to extract the core tokens from
the past utterances. We relied on the Fisher’s Ex-
act Test and tf-idf throughout the research, but other
approaches may perform better. Alternatively, we
may try different weighting systems depending on
whether a token is from the same speaker as the cur-
rent utterance or a different speaker, since it would
generally make more sense for a particular speaker
not to repeat him/herself.
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Abstract

Open domain relation extraction systems iden-
tify relation and argument phrases in a sen-
tence without relying on any underlying
schema. However, current state-of-the-art re-
lation extraction systems are available only
for English because of their heavy reliance
on linguistic tools such as part-of-speech tag-
gers and dependency parsers. We present a
cross-lingual annotation projection method for
language independent relation extraction. We
evaluate our method on a manually annotated
test set and present results on three typolog-
ically different languages. We release these
manual annotations and extracted relations in
ten languages from Wikipedia.

1 Introduction

Relation extraction (RE) is the task of assigning a
semantic relationship between a pair of arguments.
The two major types of RE are closed domain and
open domain RE. While closed-domain RE systems
(Bunescu and Mooney, 2005; Bunescu, 2007; Mintz
et al., 2009; Yao and Van Durme, 2014; Berant
and Liang, 2014) consider only a closed set of re-
lationships between two arguments, open domain
systems (Yates et al., 2007; Carlson et al., 2010;
Fader et al., 2011; Mausam et al., 2012) use an ar-
bitrary phrase to specify a relationship. In this pa-
per, we focus on open-domain RE for multiple lan-
guages. Although there are advantages to closed
domain RE (Banko and Etzioni, 2008), it is expen-
sive to construct a closed set of relation types which
would be meaningful across multiple languages.

Open RE systems extract patterns from sentences
in a given language to identify relations. For learn-

ing these patterns, the sentences are analyzed using a
part of speech tagger, a dependency parser and pos-
sibly a named-entity recognizer. In languages other
than English, these tools are either unavailable or not
accurate enough to be used. In comparison, it is eas-
ier to obtain parallel bilingual corpora which can be
used to build machine translation systems (Resnik
and Smith, 2003; Smith et al., 2013).

In this paper, we present a system that performs
RE on a sentence in a source language by first trans-
lating the sentence to English, performing RE in En-
glish, and finally projecting the relation phrase back
to the source language sentence. Our system as-
sumes the availability of a machine translation sys-
tem from a source language to English and an open
RE system in English but no any other analysis tool
in the source language. The main contributions of
this work are:

• A pipeline to develop relation extraction sys-
tem for any source language.

• Extracted open relations in ten languages based
on Wikipedia corpus.

• Manual judgements for the projected relations
in three languages.

We first describe our methodology for language
independent cross-lingual projection of extracted re-
lations (§2) followed by the relation annotation pro-
cedure and the results (§3). The manually anno-
tated relations in 3 languages and the automati-
cally extracted relations in 10 languages are avail-
able at: http://cs.cmu.edu/˜mfaruqui/
soft.html.
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Figure 1: RE in a Spanish sentence using the cross-
lingual relation extraction pipeline.

2 Multilingual Relation Extraction

Our method of RE for a sentence s = 〈s1, s2, . . . sN 〉
in a non-English language consists of three steps: (1)
Translation of s into English, that generates a sen-
tence t = 〈t1, t2, . . . tM 〉 with word alignments a
relative to s, (2) Open RE on t, and (3) Relation pro-
jection from t to s. Figure 1 shows an example of RE
in Spanish using our proposed pipeline. We employ
OLLIE1 (Mausam et al., 2012) for RE in English and
GOOGLE TRANSLATE2 API for translation from the
source language to English, although in principle,
we could use any translation system to translate the
language to English. We next describe each of these
components.

2.1 Relation Extraction in English

Suppose t = 〈t1, t2, . . . , tM 〉 is a tokenized English
sentence. Open relation extraction computes triples
of non-overlapping phrases (arg1; rel; arg2) from
the sentence t. The two arguments arg1 and arg2
are connected by the relation phrase rel.

We utilized OLLIE (Mausam et al., 2012) to ex-
tract the relation tuples for every English sentence.
We chose OLLIE because it has been shown to
give a higher yield at comparable precision rela-
tive to other open RE systems such as REVERB

and WOEparse (Mausam et al., 2012). OLLIE was
trained by extracting dependency path patterns on
annotated training data. This training data was boot-
strapped from a set of high precision seed tuples ex-
tracted from a simpler RE system REVERB (Fader
et al., 2011). In Godse killed Gandhi, the ex-

1http://knowitall.github.io/ollie/
2https://developers.google.com/

translate/

Data: s, t, a, pt
Result: ps
P ← PhraseExtract(s, t, a)
ps = ∅, score = −∞, overlap = 0
for (phrs, phrt) ∈ P do

if BLEU(phrt, pt) > score then
if phrt ∩ pt 6= ∅ then

pt ← phrt
score← BLEU(phrt, pt)
overlap← phrt ∩ pt

if overlap 6= 0 then
length =∞
for (phrs, pt) ∈ P do

if len(phrs) < length then
length← len(phrs)
ps ← phrs;

else
ps ←WordAlignmentProj(s, t, a, pt);

Algorithm 1: Cross-lingual projection of phrase pt
from a target sentence t to a source sentence s using
word alignments a and parallel phrases P .

tracted relation (Godse; killed; Gandhi) can be ex-
pressed by the dependency pattern: arg1 ↑ nsubj ↑
rel:postag=VBD ↓ dobj ↓ arg2.3 OLLIE also nor-
malizes the relation phrase for some of the phrases,
for example is president of is normalized to be pres-
ident of. 4

2.2 Cross-lingual Relation Projection

We next describe an algorithm to project the ex-
tracted relation tuples in English back to the source
language sentence. Given a source sentence, the
GOOGLE TRANSLATE API provides us its transla-
tion along with the word-to-word alignments rela-
tive to the source. If s = sN1 and t = tM1 denote
the source and its English translation, then the align-
ment a = {aij : 1 ≤ i ≤ N ; 1 ≤ j ≤ M} where,
aij = 1 if si is aligned to tj , and is 0 otherwise. A

3Example borrowed from Mausam et al. (2012)
4For sentences where the veracity of a relation depends on

a clause, OLLIE also outputs the clause. For example, in Early
astronomers believed that Earth is the center of the universe,
the relation (Earth; be center of; universe) is supplemented by
an (AttributedTo: believe; Early astronomers) clause. We ignore
this clausal information.
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naive word-alignment based projection would map
every word from a phrase extracted in English to the
source sentence. This algorithm has two drawbacks:
first, since the word alignments are many-to-many,
each English word can be possibly mapped to more
than one source word which leads to ambiguity in its
projection; second, a word level mapping can pro-
duce non-contiguous phrases in the source sentence,
which are hard to interpret semantically.

To tackle these problems, we introduce a novel
algorithm that incorporates a BLEU score (Papineni
et al., 2002) based phrase similarity metric to per-
form cross-lingual projection of relations. Given
a source sentence, its translation, and the word-
to-word alignment, we first extract phrase-pairs P
using the phrase-extract algorithm (Och and Ney,
2004). In each extracted phrase pair (phrs, phrt) ∈
P , phrs and phrt are contiguous word sequences in
s and t respectively. We next determine the trans-
lations of arg1, rel and arg2 from the extracted
phrase-pairs.

For each English phrase p ∈ {arg1, rel, arg2}, we
first obtain the phrase-pair (phrs, phrt) ∈ P such
that phrt has the highest BLEU score relative to
p subject to the condition that p ∩ phrt 6= ∅ i.e,
there is at least one word overlap between the two
phrases. This condition is necessary since we use
BLEU score with smoothing and may obtain a non-
zero BLEU score even with zero word overlap. If
there are multiple phrase-pairs in P that correspond
to the same target phrase phrt, we select the shortest
source phrase (phrs). However, if there is no word
overlap between the target phrase p and any of the
target phrases in P , we project the phrase using the
word-alignment based projection. The cross-lingual
projection method is presented in Algorithm 1.

3 Experiments

Evaluation for open relations is a difficult task with
no standard evaluation datasets. We first describe the
construction of our multilingual relation extraction
dataset and then present the experiments.

Annotation. The current approach to evaluation
for open relations (Fader et al., 2011; Mausam et
al., 2012) is to extract relations from a sentence
and manually annotate each relation as either valid
(1) or invalid (0) for the sentence. For exam-

ple, in the sentence: “Michelle Obama, wife of
Barack Obama was born in Chicago”, the follow-
ing are possible annotations: a) (Michelle Obama;
born in; Chicago): 1, b) (Barack Obama; born in;
Chicago): 0. Such binary annotations are not avail-
able for languages apart from English. Further-
more, a binary 1/0 label is a coarse annotation that
could unfairly penalize an extracted relation which
has the correct semantics but is slightly ungrammat-
ical. This could occur either when prepositions are
dropped from the relation phrase or when there is an
ambiguity in the boundary of the relation phrase.

Therefore to evaluate our multilingual relation ex-
traction framework, we obtained annotations from
professional linguists for three typologically differ-
ent languages: French, Hindi, and Russian. The an-
notation task is as follows: Given a sentence and
a pair of arguments (extracted automatically from
the sentence), the annotator identifies the most rel-
evant contiguous relation phrase from the sentence
that establishes a plausible connection between the
two arguments. If there is no meaningful contigu-
ous relation phrase between the two arguments, the
arguments are considered invalid and hence, the ex-
tracted relation tuple from the sentence is considered
incorrect.

Given the human annotated relation phrase and
the automatically extracted relation phrase, we can
measure the similarity between the two, thus alle-
viating the problem of coarse annotation in binary
judgments. For evaluation, we first report the per-
centage of valid arguments. Then for sentences with
valid arguments, we use smoothed sentence-level
BLEU score (max n-gram order = 3) to measure the
similarity of the automatically extracted relation rel-
ative to the human annotated relation.5

Results. We extracted relations from the entire
Wikipedia6 corpus in Russian, French and Hindi
from all sentences whose lengths are in the range
of 10 − 30 words. We randomly selected 1, 000
relations for each of these languages and annotated
them. The results are shown in table 1. The percent-
age of valid extractions is highest in French (81.6%)

5We obtained two annotations for≈ 300 Russian sentences.
Between the two annotations, the perfect agreement rate was
74.5% and the average BLEU score was 0.85.

6www.wikipedia.org
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Language Argument 1 Relation phrase Argument 2

French Il fut enrôlé de force au RAD
He was conscripted to RAD

Hindi bahut se log aaye cailifornia
Many people came to California

Russian Автокатастрофа произошла Черногории
Crash occured Montenegro

Table 3: Examples of extracted relations in different languages with English translations (Hindi is transliterated).

Language % valid BLEU Relation length
Gold Auto

French 81.6% 0.47 3.6 2.5
Hindi 64.9% 0.38 4.1 2.8
Russian 63.5% 0.62 1.8 1.7

Table 1: % of valid relations and BLEU score of the ex-
tracted relations across languages with the average rela-
tion phrase length (in words).
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Figure 2: Number of automatically extracted relations
binned by their BLEU scores computed relative to the
manually annotated relations.

followed by Hindi and Russian (64.0%). Surpris-
ingly, Russian obtains the lowest percentage of valid
relations but has the highest BLEU score between
the automatic and the human extracted relations.
This could be attributed to the fact that the average
relation length (in number of words) is the shortest
for Russian. From table 1, we observe that the length
of the relation phrase is inversely correlated with the
BLEU score.

Figure 2 shows the distribution of the number
of extracted relations across bins of similar BLEU
scores. Interestingly, the highest BLEU score bin
(1) contains the maximum number of relations in

Language Size Language Size
French 6,743 Georgian 497
Hindi 367 Latvian 491
Russian 7,532 Tagalog 102
Chinese 2,876 Swahili 114
Arabic 707 Indonesian 1,876

Table 2: Number of extracted relations (in thousands)
from Wikipedia in multiple languages.

all three languages. This is an encouraging result
since it implies that the majority of the extracted re-
lation phrases are identical to the manually anno-
tated relations. Table 2 lists the sizes of automat-
ically extracted relations on 10 different languages
from Wikipedia that we are going to make publicly
available. These were selected to include a mix-
ture of high-resource, low-resource, and typologi-
cally different languages. Table 3 shows examples
of randomly selected relations in different languages
along with their English translations.

4 Related Work

Cross-lingual projection has been used for transfer
of syntactic (Yarowsky and Ngai, 2001; Hwa et al.,
2005) and semantic information (Riloff et al., 2002;
Padó and Lapata, 2009). There has been a grow-
ing interest in RE for languages other than English.
Gamallo et al. (2012) present a dependency-parser
based open RE system for Spanish, Portuguese and
Galician. RE systems for Korean have been de-
veloped for both open-domain (Kim et al., 2011)
and closed-domain (Kim and Lee, 2012; Kim et
al., 2014) using annotation projection. These ap-
proaches use a Korean-English parallel corpus to
project relations extracted in English to Korean. Fol-
lowing projection, a Korean POS-tagger and a de-
pendency parser are employed to learn a RE system
for Korean.
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Tseng et al. (2014) describe an open RE for Chi-
nese that employs word segmentation, POS-tagging,
dependency parsing. Lewis and Steedman (2013)
learn clusters of semantically equivalent relations
across French and English by creating a semantic
signature of relations by entity-typing. These rela-
tions are extracted using CCG parsing in English
and dependency parsing in French. Blessing and
Schütze (2012) use inter-wiki links to map relations
from a relation database in a pivot language to the
target language and use these instances for learn-
ing in a distant supervision setting. Gerber and
Ngomo (2012) describe a multilingual pattern ex-
traction system for RDF predicates that uses pre-
existing knowledge bases for different languages.

5 Conclusion

We have presented a language independent open do-
main relation extraction pipeline and have evalu-
ated its performance on three typologically differ-
ent languages: French, Hindi and Russian. Our
cross-lingual projection method utilizes OLLIE and
GOOGLE TRANSLATE to extract relations in the
language of interest. Our approach does not rely
on the availability of linguistic resources such as
POS-taggers or dependency parsers in the target lan-
guage and can thus be extended to multiple lan-
guages supported by a machine translation system.
We are releasing the manually annotated judgements
for open relations in the three languages and the
open relations extracted over the entire Wikipedia
corpus in ten languages. The resources are avail-
able at: http://cs.cmu.edu/˜mfaruqui/
soft.html.
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Abstract

Natural language processing (NLP) annota-
tion projects employ guidelines to maximize
inter-annotator agreement (IAA), and models
are estimated assuming that there is one single
ground truth. However, not all disagreement is
noise, and in fact some of it may contain valu-
able linguistic information. We integrate such
information in the training of a cost-sensitive
dependency parser. We introduce five differ-
ent factorizations of IAA and the correspond-
ing loss functions, and evaluate these across
six different languages. We obtain robust im-
provements across the board using a factoriza-
tion that considers dependency labels and di-
rectionality. The best method-dataset combi-
nation reaches an average overall error reduc-
tion of 6.4% in labeled attachment score.

1 Introduction

Typically, NLP annotation projects employ guide-
lines to maximize inter-annotator agreement. Pos-
sible inconsistencies are resolved by adjudication,
and models are induced assuming there is one sin-
gle ground truth. However, there exist linguistically
hard cases where there is no clear answer (Zeman,
2010; Manning, 2011), and incorporating such dis-
agreements into the training of a model has proven
helpful for POS tagging (Plank et al., 2014a; Plank
et al., 2014b).

Inter-annotator agreement (IAA) is straight-
forward to calculate for POS, but not for depen-
dency trees. There is no well-established standard
for computing agreement on trees (Skjærholt, 2014).

For a dependency tree, annotators can disagree in
attachment, labeling, or both. We implement dif-
ferent strategies, i.e., factorizations (§2), to capture
disagreement on specific syntactic phenomena.

Our hypothesis is that a dependency parser can be
informed of disagreements to regularize over anno-
tators’ biases. Testing our hypothesis requires the
availability of doubly-annotated data, and involves
two steps: i) how to factorize attachment or labeling
disagreements; and ii) how to inform the parser of
them during learning (§3).

2 Factorizations

Assume a sample of sentences annotated by annota-
torsA1 andA2. With such a sample we can estimate
probabilities of the two annotators’ disagreeing on
the annotation of a word or span, relative to some de-
pendency tree factorization. We factorize disagree-
ment on dependency tree annotations relative to four
properties of the annotated dependency edges: the
POS of the dependent, the POS of the head, the la-
bel of the edge and the direction (left or right) of
the head with regards to the dependent. This section
describes the different factorizations.

We present five factorizations, depicted in Fig-
ure 1. With artificial root notes, all words in a depen-
dency tree have one incoming edge. This means that
in our sample, any word wi has two 〈headId, label〉
annotations, i.e., 〈h1, l1〉 and 〈h2, l2〉 given by A1

and A2, respectively, with POS(·) being a function
from word indices to POS. The five factorizations
are as follows:
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Figure 1: Factorizations: a) LABEL, b) LABELD; c)
CHILDPOSD, d) HEADPOS and e) HEADPOSD. Red and
green depict different choices by annotators A1 and A2.

a) LABEL: disagreement over label pairs, regard-
less of attachment (h1,h2). That is, 〈h1, l1〉 and
〈h2, l2〉 count as disagreement, iff l1 6= l2.

b) LABELD, same as LABEL, but incorporating
edge direction. That is, 〈h1, l1〉 and 〈h2, l2〉
count as disagreement, for any j, k ∈ h1, h2,
iff hj < i < hk or l1 6= l2.

c) CHILDPOSD, i.e., disagreement on attachment
direction given POS(i). That is, for POS(i),
〈h1, l1〉 and 〈h2, l2〉 count as disagreement, iff
hj < i < hk.

d) HEADPOS: disagreement on head POS. That
is, 〈h1, l1〉 and 〈h2, l2〉 count as disagreement,
iff POS(h1) 6=POS(h2).

e) HEADPOSD, i.e., HEADPOS, plus direction.
That is, 〈h1, l1〉 and 〈h2, l2〉 count as disagree-
ment, iff POS(h1) 6=POS(h2) or hj < i < hk.

Each factorization yields a symmetric confusion ma-
trix. In our Norwegian data (§4), for instance, for
LABEL there are 834 words that have been labeled
as ATR (attribute) by both annotators, while there
are 44 cases where one annotator has given the ATR
label and the other has given the ADV (adverbial)
label. For LABELD, there are 968 words that have
been labeled as ADV where both annotators agree
on the head being on the left side of the word,
whereas there are 9 cases where the annotators agree
on ADV label but not on the direction of the head.
These 9 cases count as disagreements for LABELD
but not for LABEL.

lang train test l p
NO 13.7k/209k 5.8k/96.7k 29 19
EN 3.6k/70k †1.0k/20.3k 30 44
DA 4.2k/74k †1.2k/23.4k 31 25
CA 3.9k/73k 1.7k/34.4k 27 11
HR 3.1k/79k 1.3k/35.5k 26 27
FI 9.1k/123k 3.9k/54.4k 45 12

Table 1: Data statistics: number of sentences/tokens, de-
pendency labels l, POS tags p for NO (Norwegian), EN
(English), DA (Danish), CA (Catalan), Croatian (HR)
and Finnish (FI); †=canonical test split available.

3 Cost-sensitive updates

We use the cost-sensitive perceptron classifier, fol-
lowing Plank et al. (2014a), but extend it to
transition-based dependency parsing, where the pre-
dicted values are transitions (Goldberg and Nivre,
2012). Given a gold yi and predicted label ŷi (POS
tags or transitions), the loss is weighted by γ(ŷi, yi):

Lw(ŷi, yi) = γ(ŷi, yi) max(0,−yiw · xi)

Whenever a transition has been wrongly predicted,
we retrieve the predicted edge and compare it to the
gold dependency to calculate γ. γ(yi, yj) is then the
inverse of the confusion probability estimated from
our sample of doubly-annotated data. For example,
using the factorization LABEL, if the parser predicts
wi to be SUBJECT and the gold annotation is OB-
JECT, the confusion probability is the number of
times one annotator said SUBJECT while the other
said OBJECT out of the times one annotator said one
of them. In LABELD, A1 and A2 can disagree even
if both say the grammatical function of some word
wi is SUBJECT, namely if one says the subject is left
of wi, and the other says it is right of wi. The con-
fusion probability is then the count of disagreements
over the total number of cases where both annotators
said a word was SUBJECT.

In our baseline model, γ(ŷi, yi) = 1. The values
for our cost-sensitive systems (LABEL, LABELD,
CHILDPOSD, HEADPOS, HEADPOSD) are never
above 1, which means that we are selectively under-
fitting the parser for specific syntactic phenomena.
In other words, we use the doubly-annotated data to
regularize our model, hopefully preventing overfit-
ting to annotators’ biases.
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4 Data

We use six treebanks (Buch-Kromann et al., 2003;
Buch-Kromann et al., 2007; Arias et al., 2014; Sol-
berg et al., 2014; Agić and Merkler, 2013; Haveri-
nen et al., 2010) for which we could get a sample
of doubly-annotated data. All these treebanks are
directly developed as dependency treebanks, instead
of being converted from constituent treebanks. Ta-
ble 1 gives overview statistics of the treebanks, Ta-
ble 2 lists the sizes of the doubly-annotated samples,
as well as F1 scores between annotators and α val-
ues (Skjærholt, 2014). The doubly-annotated sam-
ples are solely used to estimate confusion probabili-
ties, and not for training or testing. When a treebank
had no canonical train/test split, we took the final
30% for testing.

between annotator:
lang sents tokens LAS UAS LA α plain
NO 400 5.3k 94.70 96.47 96.62 0.984
EN 264 5.5k 88.44 93.83 91.95 0.925
DA 162 2.4k 90.43 96.12 92.40 0.957
CA 63 1.3k 94.48 98.26 95.64 0.978
HR 100 2.4k 78.89 89.16 84.07 0.939
FI 400 5.1k 83.45 88.77 89.83 0.950

Table 2: Statistics of the doubly-annotated data.

5 Experiments

In our experiments, we use redshift,1 a
transition-based arc-eager dependency parser that
implements the dynamic oracle (Goldberg and
Nivre, 2012) with averaged perceptron training. We
modified the parser2 to read confusion matrices and
weigh the updates with the respective γ. We com-
pare the five (§2) factorized systems to a baseline
system that does not take confusion probabilities
into account, i.e., standard redshift. Through-
out the experiments, we fix the number of iterations
to 5, and we use pseudo-projectivization (Nivre and
Nilsson, 2005).3 The parser does not include mor-
phological features, which lowers performance for
morphological rich languages like FI. We report la-
beled attachment scores (LAS) incl. punctuation.

1https://github.com/syllog1sm/redshift
2The modified code, as well as the confusion matrices for all

factorizations, is available at https://bitbucket.org/
lowlands/iaa-parsing

315–33% of the sentences contain non-projectivities.

We use bootstrap sampling in all our experiments
in order to get more reliable results. This method
allows abstracting away from biases—in sampling
and annotation—of training and test splits. We
use two complementary evaluation methods: cross-
validation within the training data, and learning
curves against the test set. We calculate significance
using the approximate randomization test (Noreen,
1989) with 10k iterations.

Cross-validation In this setup, we perform 50
runs of 5-fold cross validation on bootstrap-based
samples of the training data. This allows us to gauge
the effect of our factorization without committing to
a certain test set. We report on the average of the
total of 250 runs.

Learning curve To calculate the learning curves,
we train the parser on increasing amounts of train-
ing data, bootstrap-sampled in steps of 10%, and
evaluate against the test set. Each 10% increment
is repeated k = 50 times. We finally report average
overall error reduction over the baseline.

6 Results

Cross-validation The results for cross-validation
are shown in Table 3. For 5 out of the 6 languages
we get significant improvements over the baseline
with some factorization. We obtain improvements
on all treebanks using LABELD, and on five out of
six using CHILDPOSD. For CA, with the smallest
doubly-annotated sample, results are not as consis-
tent across the two evaluation methods.

Learning curve Table 4 summarizes the overall
average error reduction over the 10-step bootstrap-
based learning curve (with 50 runs at each step).
We get consistent improvements for languages for
which we have a sample of 100+ sentences (Ta-
ble 2). Again, the most robust factorization is LA-
BELD. Figure 2 shows the learning curves for the
system with the highest error reduction (NO with
CHILDPOSD).

Additional studies In order to evaluate whether
our results are meaningful and not just artifacts
of random regularization, we performed a sanity
check for the best performing system and factoriza-
tion (i.e., NO with CHILDPOSD factorization). We
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BASELINE CHILDPOSD LABEL LABELD HEADPOS HEADPOSD
NO 90.98 92.67∗ 91.16 91.34 92.08∗ 90.48
EN 81.72 83.48∗ 80.35 83.05∗ 85.89∗ 85.91∗
DA 80.56 83.67∗ 82.90∗ 82.47∗ 83.23∗ 84.11∗
CA 83.78 83.26 84.21∗ 83.79 82.84 82.61
HR 76.94 78.07 78.22 77.52 79.49* 78.71*
FI 66.19 66.74 64.88 67.18 65.63 65.27

Table 3: Crossvalidation results (in LAS incl. punctuation). Gray: below baseline. Best factorization per language in
boldface. Significance at p < 0.01 (computed over runs and wrt baseline) is indicated by ∗ .
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Figure 2: Bootstrap learning curve (k=50) for NO with
CHILDPOSD. Black: LAS, green: UAS; solid line: base-
line; dashed line: IAA-weighted model.

CHILDPOSD LABEL LABELD HEADPOS HEADPOSD
NO 6.4% 0.6% 0.7% 3.3% 1.2%
EN 2.0% 2.6% 2.9% 5.3% 3.8%
DA 0.7% 1.6% 1.0% 2.0% 1.0%
CA -2.0% -0.1% -0.1% -2.9% -2.8%
HR -0.2% 0.3% 0.7% 0.1% 0.1%
FI 0.4% -0.4% 0.1% -0.1% -0.70%

Table 4: Overall avg. error red. across learning curves.

shuffled the confusion matrix and ran the bootstrap
learning curve with k = 50 repetitions, for five dif-
ferent shufflings. The mean over the five runs for the
overall average error reductions is negative (-0.38%,
compared to the 2.4% mean for the original, non-
shuffled version). We thus conclude that our factor-
izations capture linguistically plausible information
rather than random noise.

7 Related Work

Plank et al. (2014a) propose IAA-weighted cost-
sensitive learning for POS tagging. We extend their
line of work to dependency parsing.

A single sentence can have more than one plausi-
ble dependency annotation. Some researchers have

proposed evaluation metrics that do not penalize dis-
agreements (Schwartz et al., 2011; Tsarfaty et al.,
2011), while others have argued that we should in-
stead ensure the consistency of treebanks (Dickin-
son, 2010; Manning, 2011; McDonald et al., 2013).
Others have claimed that because of these ambigu-
ities, only downstream evaluations are meaningful
(Elming et al., 2013).

Syntactic annotation disagreement has typically
been studied in the context of treebank develop-
ment. Haverinen et al. (2012), for example, ana-
lyze annotator disagreement for Finnish dependency
syntax, and compare it against parser performance.
Skjærholt (2014) use doubly-annotated data to eval-
uate various agreement metrics. Our paper differs
from both lines of research in that we leverage dis-
agreements from doubly-annotated data to obtain
more robust models. While we agree that evaluation
metrics should probably reflect disagreements, we
show that our learning algorithms can indeed bene-
fit from information about disagreement, also using
standard performance metrics.

8 Conclusions

We have evaluated five different factorizations on six
treebanks to evaluate the impact of IAA-weighted
learning for dependency parsing, obtaining promis-
ing results. The findings support our hypothesis that
annotator disagreement is informative for parsing.
The LABELD factorization—which takes both la-
beling and word order into account—is the overall
most robust factorization across all languages. How-
ever, the best factorization for each language varies.
This variation can be a result of the morphosyntax of
the language, but also of the dependency annotation
formalisms, annotation method, training corpus and
size of the doubly-annotated sample.
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Marina Fomicheva, and Imanol Larrea. 2014. Boost-
ing the creation of a treebank. In LREC.

Matthias Buch-Kromann, Line Mikkelsen, and
Stine Kern Lynge. 2003. Danish dependency
treebank. In TLT.

Matthias Buch-Kromann, Jürgen Wedekind, and Jakob
Elming. 2007. The Copenhagen Danish-
English Dependency Treebank v.2.0. http://buch-
kromann.dk/matthias/cdt2.0.

Markus Dickinson. 2010. Detecting errors in
automatically-parsed dependency relations. In ACL.

Jakob Elming, Anders Johannsen, Sigrid Klerke,
Emanuele Lapponi, Hector Martinez, and Anders
Søgaard. 2013. Down-stream effects of tree-to-
dependency conversions. In NAACL.

Yoav Goldberg and Joakim Nivre. 2012. A dynamic or-
acle for arc-eager dependency parsing. In COLING.

Katri Haverinen, Timo Viljanen, Veronika Laippala,
Samuel Kohonen, Filip Ginter, and Tapio Salakoski.
2010. Treebanking finnish. In TLT.

Katri Haverinen, Filip Ginter, Samuel Kohonen, Timo
Viljanen, Jenna Nyblom, and Tapio Salakoski. 2012.
A dependency-based analysis of treebank annotation
errors. In Computational Dependency Theory. IOS
Press.

Christopher D Manning. 2011. Part-of-speech tagging
from 97% to 100%: is it time for some linguistics?
In Computational Linguistics and Intelligent Text Pro-
cessing. Springer.

Ryan McDonald, Joakim Nivre, Yvonne Quirmbach-
Brundage, Yoav Goldberg, Dipanjan Das, Kuzman
Ganchev, Keith Hall, Slav Petrov, Hao Zhang, Oscar
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Abstract

Research on automatically geolocating social
media users has conventionally been based on
the text content of posts from a given user or
the social network of the user, with very lit-
tle crossover between the two, and no bench-
marking of the two approaches over compara-
ble datasets. We bring the two threads of re-
search together in first proposing a text-based
method based on adaptive grids, followed by a
hybrid network- and text-based method. Eval-
uating over three Twitter datasets, we show
that the empirical difference between text-
and network-based methods is not great, and
that hybridisation of the two is superior to
the component methods, especially in contexts
where the user graph is not well connected.
We achieve state-of-the-art results on all three
datasets.

1 Introduction

There has recently been a spike in interest in the
task of inferring the location of users of social me-
dia services, due to its utility in applications in-
cluding location-aware information retrieval (Ami-
tay et al., 2004), recommender systems (Noulas et
al., 2012) and rapid disaster response (Earle et al.,
2010). Social media sites such as Twitter and Face-
book provide two primary means for users to de-
clare their location: (1) through text-based metadata
fields in the user’s profile; and (2) through GPS-
based geotagging of posts and check-ins. However,
the text-based metadata is often missing, mislead-
ing or imprecise, and only a tiny proportion of users
geotag their posts (Cheng et al., 2010). Given the
small number of users with reliable location infor-
mation, there has been significant interest in the task

of automatically geolocating (predicting lat/long co-
ordinates) of users based on their publicly avail-
able posts, metadata and social network information.
These approaches are built on the premise that a
user’s location is evident from their posts, or through
location homophily in their social network.

Our contributions in this paper are: a) the demon-
stration that network-based methods are generally
superior to text-based user geolocation methods due
to their robustness; b) the proposal of a hybrid clas-
sification method that backs-off from network- to
text-based predictions for disconnected users, which
we show to achieve state-of-the-art accuracy over all
Twitter datasets we experiment with; and c) empir-
ical evidence to suggest that text-based geolocation
methods are largely competitive with network-based
methods.

2 Related Work

Past work on user geolocation falls broadly into two
categories: text-based and network-based methods.
Common to both methods is the manner of fram-
ing the geolocation prediction problem. Geographic
coordinates are real-valued, and accordingly this is
most naturally modelled as (multiple) regression.
However for modelling convenience, the problem
is typically simplified to classification by first pre-
partitioning the regions into discrete sub-regions us-
ing either known city locations (Han et al., 2012;
Rout et al., 2013) or a k-d tree partitioning (Roller et
al., 2012; Wing and Baldridge, 2014). In the k-d tree
methods, the resulting discrete regions are treated ei-
ther as a flat list (as we do here) or a nested hierarchy.
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2.1 Text-based Geolocation

Text-based approaches assume that language in so-
cial media is geographically biased, which is clearly
evident for regions speaking different languages
(Han et al., 2014), but is also reflected in regional
dialects and the use of region specific terminology.
Text based models have predominantly used bag of
words features to learn per-region classifiers (Roller
et al., 2012; Wing and Baldridge, 2014), including
feature selection for location-indicative terms (Han
et al., 2012).

Topic models have also been applied to model
geospatial text usage (Eisenstein et al., 2010; Ahmed
et al., 2013), by associating latent topics with lo-
cations. This has a benefit of allowing for predic-
tion over continuous space, i.e., without the need to
render the problem as classification. On the other
hand, these methods have high algorithmic com-
plexity and their generative formulation is unlikely
to rival the performance of discriminative methods
on large datasets.

2.2 Network-based Geolocation

Although online social networking sites allow
for global interaction, users tend to befriend and
interact with many of the same people online as
they do off-line (Rout et al., 2013). Network-based
methods exploit this property to infer the location
of users from the locations of their friends (Jurgens,
2013; Rout et al., 2013). This relies on some
form of friendship graph, through which location
information can be propagated, e.g., using label
propagation (Jurgens, 2013; Talukdar and Crammer,
2009). A significant caveat regarding the generality
of these techniques is that friendship graphs are
often not accessible, e.g., secured from the public
(Facebook) or hidden behind a heavily rate-limited
API (Twitter).

While the raw accuracies reported for network-
based methods (e.g., Jurgens (2013) and Rout et
al. (2013)) are generally higher than those reported
for text-based methods (e.g., Wing and Baldridge
(2014) and Han et al. (2014)), they have been eval-
uated over different datasets and spatial representa-
tions, making direct comparison uninformative. Part
of our contribution in this paper is direct compar-

ison between the respective methods over standard
datasets. In this, we propose both text- and network-
based methods, and show that they achieve state-of-
the-art results on three pre-existing Twitter geoloca-
tion corpora. We also propose a new hybrid method
incorporating both textual and network information,
which also improves over the state-of-the-art, and
outperforms the text-only or network-only methods
over two of the three datasets.

3 Data

We evaluate on three Twitter corpora, each of which
uses geotagged tweets to derive a geolocation for
each user. Each user is represented by the concate-
nation of their tweets, and is assumed to come from
a single location.

GEOTEXT: around 380K tweets from 9.5K users
based in contiguous USA, of which 1895 is
held out for development and testing (Eisen-
stein et al., 2010); the location of each user is
set to the GPS coordinates of their first tweet.

TWITTER-US: around 39M tweets from 450K
users based in the contiguous USA. 10K users
are held out for each of development and test-
ing (Roller et al., 2012); again users’ locations
are taken from their first tweet.

TWITTER-WORLD: around 12M English tweets
from 1.4M users based around the world, of
which 10K users are held out for each of de-
velopment and testing (Han et al., 2012); users
are geotagged with the centre of the closest city
to their tweets.

In each case, we use the established training, de-
velopment and testing partitions, and follow Cheng
et al. (2010) and Eisenstein et al. (2010) in evaluat-
ing based on: (1) accuracy at 161km (“Acc@161”);
(2) mean error distance, in kilometres (“Mean”); and
(3) median error distance, in kilometres (“Median”).

4 Methods

4.1 Text-based Classification

Our baseline method for text based geolocation is
based on Wing and Baldridge (2014), who formulate
the geolocation problem as classification using k-d
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trees. In summary, their approach first discretises the
continuous space of geographical coordinates using
a k-d tree such that each sub-region (leaf) has simi-
lar numbers of users. This results in many small re-
gions for areas of high population density and fewer
larger regions for country areas with low popula-
tion density. Next, they use these regions as class
labels to train a logistic regression model (“LR”).
Our work is also subject to a sparse l1 regularisa-
tion penalty (Tibshirani, 1996). In their work, Wing
and Baldridge (2014) showed that hierarchical lo-
gistic regression with a beam search achieves higher
results than logistic regression over a flat label set,
but in this research, we use a flat representation, and
leave experiments with hierarchical classification to
future work.

For our experiments, the number of users in each
region was selected from {300, 600, 900, 1200} to
optimise median error distance on the development
set, resulting in values of 300, 600 and 600 for GEO-
TEXT, TWITTER-US and TWITTER-WORLD, re-
spectively. The l1 regularisation coefficient was also
optimised in the same manner.

As features, we used a bag of unigrams (over
both words and @-mentions) and removed all fea-
tures that occurred in fewer than 10 documents,
following Wing and Baldridge (2014). The fea-
tures for each user were weighted using tf-idf, fol-
lowed by per-user l2 normalisation. The normali-
sation is particularly important because our ‘docu-
ments’ are formed from all the tweets of each user,
which vary significantly in size between users; fur-
thermore, this adjusts for differing degrees of lexical
variation (Lee, 1995). The number of features was
almost 10K for GEOTEXT and about 2.5M for the
other two corpora. For evaluation we use the median
of all training locations in the sub-region predicted
by the classifier, from which we measure the error
against a test user’s gold standard location.

4.2 Network-based Label Propagation

Next, we consider the approach of Jurgens (2013)
who used label propagation (“LP”; Zhu and Ghahra-
mani (2002)) to infer user locations using so-
cial network structure. Jurgens (2013) defined an
undirected network from interactions among Twit-
ter users based on @-mentions in their tweets, a
mechanism typically used for conversations between

GEOTEXT TWITTER-US TWITTER-WORLD

User mentions 109K 3.63M 16.8M
Disconnected

23.5% 27.7% 2.36%
test users:

Table 1: The graph size and proportion of test users dis-
connected from training users for each dataset.

friends. Consequently these links often correspond
to offline friendships, and accordingly the network
will exhibit a high degree of location homophily.
The network is constructed by defining as nodes all
users in a dataset (train and test), as well as other
external users mentioned in their tweets. Unlike Jur-
gens (2013) who only created edges when both users
mentioned one another, we created edges if either
user mentioned the other. For the three datasets used
in our experiments, bi-directional mentions were too
rare to be useful, and we thus used the (weaker)
uni-directional mentions as undirected edges in-
stead. The edges between users are undirected and
weighted by the number of @-mentions in tweets by
either user.1

The mention network statistics for each of our
datasets is shown in Table 1.2 Following Jurgens
(2013), we ran the label propagation algorithm to
update the location of each non-training node to the
weighted median of its neighbours. This process
continues iteratively until convergence, which oc-
curred at or before 10 iterations.

4.3 A Hybrid Method

Unfortunately many test users are not transitively
connected to any training node (see Table 1), mean-
ing that LP fails to assign them any location. This
can happen when users don’t use @-mentions, or
when a set of nodes constitutes a disconnected com-
ponent of the graph.

In order to alleviate this problem, we use the text
for each test user in order to estimate their location,
which is then used as an initial estimation during la-
bel propagation. In this hybrid approach, we first

1As our datasets don’t have tweets for external users, these
nodes do not contribute to the weight of their incident edges.

2Note that @-mentions were removed in the published
TWITTER-US and TWITTER-WORLD datasets. To recover
these we rebuilt the corpora from the Twitter archive.
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GEOTEXT TWITTER-US TWITTER-WORLD

Acc@161 Mean Median Acc@161 Mean Median Acc@161 Mean Median

LR (text-based) 38.4 880.6 397.0 50.1 686.7 159.2 63.8 866.5 19.9
LP (network-based) 45.1 676.2 255.7 37.4 747.8 431.5 56.2 1026.5 79.8
LP-LR (hybrid) 50.2 653.9 151.2 50.2 620.0 157.1 59.2 903.6 53.7

Wing and Baldridge (2014) (uniform) — — — 49.2 703.6 170.5 32.7 1714.6 490.0
Wing and Baldridge (2014) (k-d) — — — 48.0 686.6 191.4 31.3 1669.6 509.1
Han et al. (2012) — — — 45.0 814 260 24.1 1953 646
Ahmed et al. (2013) ??? ??? 298 — — — — — —

Table 2: Geolocation accuracy over the three Twitter corpora comparing Logistic Regression (LR), Label Propagation
(LP) and LP over LR initialisation (LP-LR) with the state-of-the-art methods for the respective datasets (“—” signifies
that no results were published for the given dataset, and “???” signifies that no results were reported for the given
metric).

estimate the location for each test node using the
LR classifier described above, before running label
propagation over the mention graph. This iteratively
adjusts the locations based on both the known train-
ing users and guessed test users, while simultane-
ously inferring locations for the external users. In
such a way, the inferred locations of test users will
better match neighbouring users in their sub-graph,
or in the case of disconnected nodes, will retain their
initial classification estimate.

5 Results

Table 2 shows the performance of the three methods
over the test set for the three datasets. The results are
also compared with the state of the art for TWITTER-
US and TWITTER-WORLD (Wing and Baldridge,
2014), and GEOTEXT (Ahmed et al., 2013).

Our methods achieve a sizeable improvement
over the previous state of the art for all three
datasets. LP-LR performs best over GEOTEXT

and TWITTER-US, while LR performs best over
TWITTER-WORLD; the reduction in median error
distance over the state of the art ranges from around
40% to over 95%. Even for TWITTER-WORLD, the
results for LP-LR are substantially better than the
best-published results for that dataset.

Comparing LR and LP, no strong conclusion can
be drawn — the text-based LP actually outperforms
the network-based LR for two of the three datasets,
but equally, the combination of the two (LP-LR)
performs better than either component method over
two of the three datasets. For the third (TWITTER-
WORLD), LR outperforms LP-LR due to a combi-

nation of factors. First, unlike the other two datasets,
the label set is pre-discretised (everything is aggre-
gated at the city level), meaning that LP and LR
use the same label set.3 This annuls the represen-
tational advantage that LP has in the case of the
other two datasets, in being able to capture a more
fine-grained label set (i.e., all locations associated
with training users). Second, there are substantially
fewer disconnected test users in TWITTER-WORLD

(see Table 1), meaning that the results for the hybrid
LP-LR method are dominated by the empirically-
inferior LP.

Although LR is similar to Wing and Baldridge
(2014), we achieved large improvements over their
reported results. This might be due to: (a) our use
of @-mention features; (b) l1 regularisation, which
is essential to preventing overfitting for large feature
sets; or (c) our use of l2 normalisation of rows in
the design matrix, which we found reduced errors
by about 20% on GEOTEXT, in keeping with results
from text categorisation (Lee, 1995). Preliminary
experiments also showed that lowering the term fre-
quency threshold from 10 can further improve the
LR results on all three datasets.
LP requires few hyper-parameters and is rela-

tively robust. It converged on all datasets in fewer
than 10 iterations, and geolocates not only the test
users but all nodes in the mention graph. Another
advantage of LP over LR is the relatively modest
amount of memory and processing power it requires.

3For consistency, we learn a k-d tree for TWITTER-WORLD

and use the merged representation for LR, but the k-d tree
largely preserves the pre-existing city boundaries.
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6 Conclusion

We proposed a series of approaches to social me-
dia user geolocation based on: (1) text-based analy-
sis using logistic regression with regularisation; (2)
network-based analysis using label propagation; and
(3) a hybrid method based on network-based label
propagation, and back-off to text-based analysis for
disconnected users. We achieve state-of-the-art re-
sults over three pre-existing Twitter datasets, and
find that, overall, the hybrid method is superior to
the two component methods.The LP-LR method is
a hybrid approach that uses the LR predictions as pri-
ors. It is not simply a backoff from network informa-
tion to textual information in the sense that it propa-
gates the LR geolocations through the network. That
is, if a test node is disconnected from the training
nodes but still has connections to other test nodes,
the geolocation of the node is adjusted and propa-
gated through the network. It is possible to add extra
nodes to the graph after applying the algorithm and
to geolocate only these nodes efficiently, although
this approach is potentially less accurate than infer-
encing over the full graph from scratch.

Label propagation algorithms such as Modified
Adsorption (Talukdar and Crammer, 2009) allow for
different levels of influence between prior/known la-
bels and propagated label distributions. These algo-
rithms require a discretised output space for label
propagation, while LP can work directly on contin-
uous data. We leave label propagation over discri-
tised output and allowing different influence levels
between prior and propagated label distributions to
future work.

There is no clear consensus on whether text- or
network-based methods are empirically superior at
the user geolocation task. Our results show that the
network-based method (LP) is more robust than the
text-based (LR) method as it requires a smaller num-
ber of hyper-parameters, uses less memory and com-
puting resources, converges much faster and geolo-
cates not only test users but all mentioned users. The
drawback of LP is that it fails to geolocate discon-
nected test users. So for connected nodes – the ma-
jority of test nodes in all our datasets – LP is more
robust than LR. Text-based methods are very sen-
sitive to the regularisation settings and the types of
textual features. That said, with thorough param-

eter tuning, they might outperform network-based
method in terms of accuracy.

In future work, we hope to look at different types
of network information for label propagation, more
precise propagation methods to deal with non-local
interactions, and also efficient ways of utilising both
textual and network information in a joint model.
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Abstract

This work, concerning paraphrase identifica-
tion task, on one hand contributes to expand-
ing deep learning embeddings to include con-
tinuous and discontinuous linguistic phrases.
On the other hand, it comes up with a new
scheme TF-KLD-KNN to learn the discrimi-
native weights of words and phrases specific
to paraphrase task, so that a weighted sum of
embeddings can represent sentences more ef-
fectively. Based on these two innovations we
get competitive state-of-the-art performance
on paraphrase identification.

1 Introduction

This work investigates representation learning via
deep learning in paraphrase identification task,
which aims to determine whether two sentences
have the same meaning. One main innovation of
deep learning is that it learns distributed word repre-
sentations (also called “word embeddings”) to deal
with various Natural Language Processing (NLP)
tasks. Our goal is to use and refine embeddings to
get competitive performance.

We adopt a supervised classification approach to
paraphrase identification like most top performing
systems. Our focus is representation learning of sen-
tences. Following prior work (e.g., Blacoe and Lap-
ata (2012)), we compute the vector of a sentence as
the sum of the vectors of its components. But unlike
prior work we use single words, continuous phrases
and discontinuous phrases as the components, not
just single words. Our rationale is that many seman-
tic units are formed by multiple words – e.g., the

continuous phrase “side effects” and the discontin-
uous phrase “pick . . . off”. The better we can dis-
cover and represent such components, the better the
compositional sentence vector should be. We use
the term unit to refer to single words, continuous
phrases and discontinuous phrases.

Ji and Eisenstein (2013) show that not all words
are equally important for paraphrase identification.
They propose TF-KLD, a discriminative weighting
scheme to address this problem. While they do not
represent sentences as vectors composed of other
vectors, TF-KLD is promising for a vector-based
approach as well since the insight that units are of
different importance still applies. A shortcoming of
TF-KLD is its failure to define weights for words
that do not occur in the training set. We propose
TF-KLD-KNN, an extension of TF-KLD that com-
putes the weight of an unknown unit as the average
of the weights of its k nearest neighbors. We de-
termine nearest neighbors by cosine measure over
embedding space. We then represent a sentence as
the sum of the vectors of its units, weighted by TF-
KLD-KNN.

We use (Madnani et al., 2012) as our baseline
system. They used simple features – eight dif-
ferent machine translation metrics – yet got good
performance. Based on above new sentence rep-
resentations, we compute three kinds of features
to describe a pair of sentences – cosine similarity,
element-wise sum and absolute element-wise differ-
ence – and show that combining them with the fea-
tures from Madnani et al. (2012) gets state-of-the-art
performance on the Microsoft Research Paraphrase
(MSRP) corpus (Dolan et al., 2004).
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In summary, our first contribution lies in em-
bedding learning of continuous and discontinuous
phrases. Our second contribution is the weighting
scheme TF-KLD-KNN.

This paper is structured as follows. Section 2 re-
views related work. Section 3 describes our method
for learning embeddings of units. Section 4 intro-
duces a measure of unit discriminativity that can be
used for differential weighting of units. Section 5
presents experimental setup and results. Section 6
concludes.

2 Related work

The key for good performance in paraphrase iden-
tification is the design of good features. We now
discuss relevant prior work based on the linguistic
granularity of feature learning.

The first line is compositional semantics, which
learns representations for words and then composes
them to representations of sentences. Blacoe and La-
pata (2012) carried out a comparative study of three
word representation methods (the simple distribu-
tional semantic space (Mitchell and Lapata, 2010),
distributional memory tensor (Baroni and Lenci,
2010) and word embedding (Collobert and Weston,
2008)), along with three composition methods (ad-
dition, point-wise multiplication, and recursive auto-
encoder (Socher et al., 2011)). They showed that ad-
dition over word embeddings is competitive, despite
its simplicity.

The second category directly seeks sentence-level
features. Ji and Eisenstein (2013) explored uni-
grams, bigrams and dependency pairs as sentence
features. They proposed TF-KLD to weight fea-
tures and used non-negative factorization to learn la-
tent sentence representations. Our method TF-KLD-
KNN is an extension of their work.

The third line directly computes features for sen-
tence pairs. Wan et al. (2006) used N-gram overlap,
dependency relation overlap, dependency tree-edit
distance and difference of sentence lengths. Finch
et al. (2005) and Madnani et al. (2012) combined
several machine translation metrics. Das and Smith
(2009) presented a generative model over two sen-
tences’ dependency trees, incorporating syntax, lex-
ical semantics, and hidden loose alignments between
the trees to model generating a paraphrase of a given

sentence. Socher et al. (2011) used recursive autoen-
coders to learn representations for words and word
sequences on each layer of the sentence parsing tree,
and then proposed dynamic pooling layer to form
a fixed-size matrix as the representation of the two
sentences. Other work representative of this line is
by Kozareva and Montoyo (2006), Qiu et al. (2006),
Ul-Qayyum and Altaf (2012).

Our work, first learning unit embeddings, then
adding them to form sentence representations, fi-
nally calculating pair features (cosine similarity, ab-
solute difference and MT metrics) actually is a com-
bination of above three lines.

3 Embedding learning for units

As explained in Section 1, “units” in this work in-
clude single words, continuous phrases and discon-
tinuous phrases. Phrases have a larger linguistic
granularity than words and thus will in general con-
tain more meaning aspects for a sentence. For ex-
ample, successful detection of continuous phrase
“side effects” and discontinuous phrase “pick · · ·
off” is helpful to understand the sentence meaning
correctly. This section focuses on how to detect
phrases and how to represent them.

3.1 Phrase collection

Phrases defined by a lexicon have not been inves-
tigated extensively before in deep learning. To
collect canonical phrase set, we extract two-word
phrases defined in Wiktionary1 and Wordnet (Miller
and Fellbaum, 1998) to form a collection of size
95,218. This collection contains continuous phrases
– phrases whose parts always occur next to each
other (e.g., “side effects”) – and discontinuous
phrases – phrases whose parts more often occur sep-
arated from each other (e.g., “pick . . . off”).

3.2 Identification of phrase continuity

Wiktionary and WordNet do not categorize phrases
as continuous or discontinuous. So we need a
heuristic to determine this automatically.

For each phrase “A B”, we compute [c1, c2, c3,
c4, c5] where ci, 1 ≤ i ≤ 5, indicates there are ci
occurrences of A and B in that order with a distance

1http://en.wiktionary.org
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of i. We compute these statistics for a corpus con-
sisting of English Gigaword (Graff et al., 2003) and
Wikipedia. We set the maximal distance to 5 be-
cause discontinuous phrases are rarely separated by
more than 5 tokens.

If c1 is 10 times higher than (c2 +c3 +c4 +c5)/4,
we classify “A B” as continuous, otherwise as dis-
continuous. For example, [c1, . . . , c5] is [1121, 632,
337, 348, 4052] for “pick off”, so c1 is smaller than
the average 1342.25 and “pick off” is set as “discon-
tinuous”; [c1, . . . , c5] is [14831, 16, 177, 331, 3471]
for “Cornell University”, c1 is 10 times larger than
the average and this phrase is set to “continuous”.

We found that that this heuristic for distinguish-
ing between continuous and discontinuous phrases
works well and leave the development of a more
principled method for future work.

3.3 Sentence reformatting
Sentence “. . . A . . . B . . . ” is

• reformatted as “. . . A B . . . ” if A and B form a
continuous phrase and no word intervenes be-
tween them and

• reformatted as “. . . A B . . . A B . . . ” if A and
B form a discontinuous phrase and are sepa-
rated by 1 to 4 words. We replace each of
the two component words with A B to make
the context of both constituents available to the
phrase in learning.

This method of phrase detection will generate
some false positives, e.g., if “pick” and “off” occur
in a context like “she picked an island off the coast
of Maine”. However, our experimental results indi-
cate that it is robust enough for our purposes.

We run word2vec (Mikolov et al., 2013) on the
reformatted Wikipedia corpus to learn embeddings
for all units. Embedding size is set to 200.

4 Measure of unit discriminativity

We will represent a sentence as the sum of the em-
beddings of its units. Building on Ji and Eisenstein
(2013)’s TF-KLD, we want to weight units accord-
ing to their ability to discriminate two sentences spe-
cific to the paraphrase task.

TF-KLD assumes a training set of sentence pairs
in the form 〈ui, vi, ti〉, where ui and vi denote the

binary unit occurrence vectors for the sentences in
the ith pair and ti ∈ {0, 1} is the gold tag. Then, we
define pk and qk as follows.

• pk = P (uik|vik = 1, ti = 1). This is the prob-
ability that unit wk occurs in sentence ui given
that wk occurs in its counterpart vi and they are
paraphrases.

• qk = P (uik|vik = 1, ti = 0). This is the prob-
ability that unit wk occurs in sentence ui given
that wk occurs in its counterpart vi and they are
not paraphrases.

TF-KLD computes the discriminativity of unit wk
as the Kullback-Leibler divergence of the Bernoulli
distributions (pk, 1-pk) and (qk, 1-qk)

TF-KLD has a serious shortcoming for unknown
units. Unfortunately, the test data of the commonly
used MSPR corpus in paraphrase task has about 6%
unknown words and 62.5% of its sentences contain
unknown words. It motivates us to design an im-
proved scheme TF-KLD-KNN to reweight the fea-
tures.

TF-KLD-KNN weights are the same as TF-KLD
weights for known units. For a unit that did not oc-
cur in training, TF-KLD-KNN computes its weight
as the average of the weights of its k nearest neigh-
bors in embedding space, where unit similarity is
calculated by cosine measure.2

Word2vec learns word embeddings based on the
word context. The intuition of TF-KLD-KNN is
that words with similar context have similar discrim-
inativities. This enables us to transfer the weights
of features in training data to the unknown features
in test data, greatly helping to address problems of
sparseness.

5 Experiments

5.1 Data and baselines

We use the MSRP corpus (Dolan et al., 2004) for
evaluation. It consists of a training set of 2753 true
paraphrase pairs and 1323 false paraphrase pairs and
a test set of 1147 true and 578 false pairs.

2Unknown words without embeddings (only seven cases in
our experiments) are ignored. This problem can be effectively
relieved by training embedding on larger corpora.
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For our new method, it is interesting to measure
the improvement on the subset of those MSRP sen-
tences that contain at least one phrase. In the stan-
dard MSRP corpus, 3027 training pairs (2123 true,
904 false) and 1273 test pairs (871 true, 402 false)
contain phrases; we denote this subset as subset.
We carry out experiments on overall (all MSRP sen-
tences) as well as subset cases.

We compare six methods for paraphrase identifi-
cation.

• NOWEIGHT. Following Blacoe and Lapata
(2012), we simply represent a sentence as the
unweighted sum of the embeddings of all its
units.

• MT is the method proposed by Madnani et
al. (2012): the sentence pair is represented as
a vector of eight different machine translation
metrics.

• Ji and Eisenstein (2013). We reimplemented
their “inductive” setup which is based on ma-
trix factorization and is the top-performing sys-
tem in paraphrasing task.3

The following three methods not only use this
vector of eight MT metrics, but use three
kinds of additional features given two sentence
representations s1 and s2: cosine similarity,
element-wise sum s1+s2 and element-wise ab-
solute difference |s1 − s2|. We now describe
how each of the three methods computes the
sentence vectors.

• WORD. The sentence is represented as the sum
of all single-word embeddings, weighted by
TF-KLD-KNN.

• WORD+PHRASE. The sentence is repre-
sented as the sum of the embeddings of all
its units (including phrases), weighted by TF-
KLD-KNN.

• WORD+GOOGLE. Mikolov et al. (2013)
use a data-driven method to detect statistical
phrases which are mostly continuous bigrams.

3They report even better performance in a “transductive”
setup that makes use of test data. We only address paraphrase
identification for the case that the test data are not available for
training the model in this paper.

We implement their system by first exploiting
word2phrase4 to reformat Wikipedia, then us-
ing word2vec skip-gram model to train phrase
embeddings.

We use the same weighting scheme TF-KLD-
KNN for the three weighted sum approaches:
WORD, WORD+PHRASE and WORD+GOOGLE.
Note however that there is an interaction be-
tween representation space and nearest neighbor
search. We limit the neighbor range of unknown
words for WORD to single words; in contrast, we
search the space of all single words and linguistic
(resp. Google) phrases for WORD+PHRASE (resp.
WORD+GOOGLE).

We use LIBLINEAR (Fan et al., 2008) as our lin-
ear SVM implementation. 20% training data is used
as development data. Parameter k is fine-tuned on
development set and the best value 3 is finally used
in following reported results.

5.2 Experimental results
Table 1 shows performance for the six methods as
well as for the majority baseline. In the overall (resp.
subset) setup, WORD+PHRASE performs best and
outperforms (Ji and Eisenstein, 2013) by .009 (resp.
.052) on accuracy. Interestingly, Ji and Eisen-
stein (2013)’s method obtains worse performance on
subset. This can be explained by the effect of ma-
trix factorization in their work: it works less well
for smaller datasets like subset. This is a short-
coming of their approach. WORD+GOOGLE has a
slightly worse performance than WORD+PHRASE;
this suggests that linguistic phrases might be more
effective than statistical phrases in identifying para-
phrases.

Cases overall and subset both suggest that phrase
embeddings improve sentence representations. The
accuracy of WORD+PHRASE is lower on overall
than on subset because WORD+PHRASE has no ad-
vantage over WORD for sentences without phrases.

5.3 Effectiveness of TF-KLD-KNN
The key contribution of TF-KLD-KNN is that it
achieves full coverage of feature weights in the face
of data sparseness. We now compare four weight-
ing methods on overall corpus and with the combi-

4https://code.google.com/p/word2vec/
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overall subset
method acc F1 acc F1

baseline .665 .799 .684 .812
NOWEIGHT .708 .809 .713 .823
MT .774 .841 .772 .839
Ji and Eisenstein (2013) .778 .843 .749 .827
WORD .775 .839 .776 .843
WORD+GOOGLE .780 .843 .795 .853
WORD+PHRASE .787 .848∗ .801 .857∗

Table 1: Results on overall and subset corpus. Significant
improvements over MT are marked with ∗ (approximate
randomization test, Padó (2006), p < .05).

method acc F1

NOWEIGHT .746 .815
TF-IDF .752 .821
TF-KLD .774 .842
TF-KLD-KNN .787 .848

Table 2: Effects of different reweighting methods on
overall.

nation of MT features: NOWEIGHT, TF-IDF, TF-
KLD, TF-KLD

Table 2 suggests that task-specific reweighting ap-
proaches (including TF-KLD and TF-KLD-KNN)
are superior to unspecific schemes (NOWEIGHT
and TF-IDF). Also, it demonstrates the effectiveness
of our weight learning solution for unknown units in
paraphrase task.

5.4 Reweighting schemes for unseen units

We compare our reweighting scheme KNN (i.e., TF-
KLD-KNN) with three other reweighting schemes.
Zero: zero weight, i.e., ignore unseen units; Type-
average: take the average of weights of all known
unit types in test set; Context-average: average of
the weights of the adjacent known units of the un-
known unit (two, one or defaulting to Zero, depend-
ing on how many there are). Figure 1 shows that
KNN performs best.

6 Conclusion

This work introduced TF-KLD-KNN, a new
reweighting scheme that learns the discriminativi-
ties of known as well as unknown units effectively.
We further improved paraphrase identification per-

KNN Zero Type−average Context−average
0.78

0.781

0.782

0.783

0.784

0.785

0.786

0.787

0.788

Reweighting methods for unseen units

A
c
c
u
ra

c
y

Figure 1: Performance of different reweighting schemes
for unseen units on overall.

formance by the utilization of continuous and dis-
continuous phrase embeddings.

In future, we plan to do experiments in a cross-
domain setup and enhance our algorithm for domain
adaptation paraphrase identification.
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Abstract

Compositional embedding models build a rep-
resentation for a linguistic structure based on
its component word embeddings. While re-
cent work has combined these word embed-
dings with hand crafted features for improved
performance, it was restricted to a small num-
ber of features due to model complexity, thus
limiting its applicability. We propose a new
model that conjoins features and word em-
beddings while maintaing a small number of
parameters by learning feature embeddings
jointly with the parameters of a compositional
model. The result is a method that can scale to
more features and more labels, while avoiding
overfitting. We demonstrate that our model at-
tains state-of-the-art results on ACE and ERE
fine-grained relation extraction.

1 Introduction

Word embeddings represent words in some low-
dimensional space, where each dimension might in-
tuitively correspond to some syntactic or semantic
property of the word.1 These embeddings can be
used to create novel features (Miller et al., 2004;
Koo et al., 2008; Turian et al., 2010; Sun et al., 2011;
Nguyen and Grishman, 2014; Roth and Woodsend,
2014), and can also be treated as model parameters

∗ The work was done while the author was visiting JHU.
1Such embeddings have a long history in NLP, such as term

co-occurrence frequency matrices and their low-dimensional
counterparts obtained by linear algebra tools (LSA, PCA, CCA,
NNMF) and word clusters. Recently, neural networks have be-
come popular methods for obtaining such embeddings (Bengio
et al., 2006; Collobert et al., 2011; Mikolov et al., 2013).

to build representations for higher-level structures in
some compositional embedding models (Collobert
et al., 2011; Collobert, 2011; Socher et al., 2012;
Socher et al., 2013b; Hermann et al., 2014). Appli-
cations of embedding have boosted the performance
of many NLP tasks, including syntax (Turian et al.,
2010; Collobert et al., 2011), semantics (Socher et
al., 2012; Socher et al., 2013b; Hermann et al.,
2014), question answering (Bordes et al., 2014) and
machine translation (Devlin et al., 2014).

While compositional models aim to learn higher-
level structure representations, composition of em-
beddings alone may not capture important syntac-
tic or semantic patterns. Consider the task of re-
lation extraction, where decisions require examin-
ing long-distance dependencies in a sentence. For
the sentence in Figure 1, “driving” is a strong in-
dicator of the “ART” (ACE) relation because it ap-
pears on the dependency path between a person and
a vehicle. Yet such conjunctions of different syntac-
tic/semantic annotations (dependency and NER) are
typically not available in compositional models.

In contrast, hand-crafted features can easily cap-
ture this information, e.g. feature fi3 (Figure 1).
Therefore, engineered features should be combined
with learned representations in compositional mod-
els. One approach is to use the features to select spe-
cific transformations for a sub-structure (Socher et
al., 2013a; Hermann and Blunsom, 2013; Hermann
et al., 2014; Roth and Woodsend, 2014), which can
conjoin features and word embeddings, but is im-
practical as the numbers of transformations will ex-
ponentially increase with additional features. Typ-
ically, less than 10 features are used. A solution
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bc cts wl
Model P R F1 P R F1 P R F1
HeadEmb
CNN (wsize=1) + local features
CNN (wsize=3) + local features
FCT local only
FCT global 60.69 42.39 49.92 56.41 34.45 42.78 41.95 31.77 36.16
FCT global (Brown) 63.15 39.58 48.66 62.45 36.47 46.05 54.95 29.93 38.75
FCT global (WordNet) 59.00 44.79 50.92 60.20 39.60 47.77 50.95 34.18 40.92
PET (Plank and Moschitti, 2013) 51.2 40.6 45.3 51.0 37.8 43.4 35.4 32.8 34.0
BOW (Plank and Moschitti, 2013) 57.2 37.1 45.0 57.5 31.8 41.0 41.1 27.2 32.7
Best (Plank and Moschitti, 2013) 55.3 43.1 48.5 54.1 38.1 44.7 39.9 35.8 37.8

Table 7: Performance on ACE2005 test sets. The first part of the table shows the performance of different models on
different sources of entity types, where ”G” means that the gold types are used and ”P” means that we are using the
predicted types. The second part of the table shows the results under the low-resource setting, where the entity types
are unknown.

Dev MRR Test MRR
Model Fine-tuning 1,000 10,000 100,000 1,000 10,000 100,000
SUM - 46.95 35.29 30.69 52.63 41.19 37.32
SUM Y 50.81 36.81 32.92 57.23 45.01 41.23
Best Recursive NN (d=50) Y 45.67 30.86 27.05 54.84 39.25 35.49
Best Recursive NN (d=200) Y 48.97 33.50 31.13 53.59 40.50 38.57
FCT N 47.53 35.58 31.31 54.33 41.96 39.10
FCT Y 51.22 36.76 33.59 61.11 46.99 44.31
FCT + LM - 49.43 37.46 32.22 53.56 42.63 39.44
FCT + LM +supervised Y 53.82 37.48 34.43 65.47 49.44 45.65

joint 56.53 41.41 36.45 68.52 51.65 46.53

Table 8: Performance on the semantic similarity task with PPDB data.

Appendix 1: Features Used in FCT

7.1 Overall performances on ACE 2005

SUM(AB) 6= SUM(BA) (7)

2n2 |V |n (8)

A A0 of B0 B (9)

A B A0 of B0 (10)

T � f � e) Relations (11)
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Tl � fwi � ewi (12)

@`

@T
=

nX
i=1

@`

@R
⌦ fwi ⌦ ewi , (13)

fi ewi 

ewi 

fi 

(wi=“driving”) 

fi3 : (wi is on path, M1 
is PER and M2 is VEH ) 

… 

y=ART(M1,M2) 

M1=man M2=taxicab 

w1=“A” wi=“driving” 

A 
… 

fi f1 

[A man]M1 driving what appeared to be [a taxicab]M2 

Figure 1: Example of input structure. Left: a sentence
with target entities (M1,M2) and annotations A (e.g. de-
pendency tree). Right: outer product representation of a
single word wi with an example of useful features fi3.

is provided by the recent work of Yu et al. (2014),
which reduces this complexity by using a tensor to
transform the input feature vectors to a matrix trans-
formation. The model is equivalent to treating the
outer product between word embeddings and fea-
tures as input to a parameter tensor, thus model pa-
rameters increase linearly with the number of fea-
tures. Yet this model also uses too many parameters
when a large number of features (e.g. over 1000) are
used. This limits the applicability of their method
to settings where there are a large number of train-
ing examples. For smaller training sets, the variance
of their estimator will be high resulting in increased
generalization error on test data. We seek to use
many more features (based on rich annotations such
as syntactic parsing and NER) and larger label sets,
which further exacerbates the problem of overfitting.

We propose a new method of learning interactions
between engineered features and word embeddings
by combining the idea of the outer product in FCM

(Yu et al., 2014) with learning feature embeddings
(Collobert et al., 2011; Chen and Manning, 2014).2

Our model jointly learns feature embeddings and
a tensor-based classifier which relies on the outer
product between features embeddings and word em-
beddings. Therefore, the number of parameters are
dramatically reduced since features are only repre-
sented as low-dimensional embeddings, which al-
leviates problems with overfitting. The resulting
model benefits from both approaches: conjunctions
between feature and word embeddings allow model

2Collobert et al. (2011) and Chen and Manning (2014) also
capture interactions between word embeddings and features by
using deep convolutional networks with max-pooling or cube
activate function, but they cannot directly express conjunctions
of word embeddings and features.

expressiveness, while keeping the number of param-
eters small. This is especially beneficial when con-
sidering tasks with many labels, such as fine-grained
relation extraction. We demonstrate these advan-
tages on two relation extraction tasks: the well stud-
ied ACE 2005 dataset and the new ERE relation
extraction task. We consider both coarse and fine-
grained relations, the latter of which has been largely
unexplored in previous work.

2 Factor-based Compositional Embedding
Models (FCM)

We begin by briefly summarizing the FCM model
proposed by Yu et al. (2014) in the context of re-
lation extraction. In relation extraction, for a pair of
mentions in a given sentence, the task is to determine
the type of relation that holds between the two enti-
ties, if any. For each pair of mentions in a sentence,
we have a training instance (x, y); x is an annotated
sentence, including target entity mentions M1 and
M2, and a dependency parse. We consider directed
relations: for relation type Rel, y = Rel(M1,M2)
and y′ = Rel(M2,M1) are different.

FCM has a log-linear form, which defines a partic-
ular utilization of the features and embeddings. FCM

decomposes the structure of x into single words.
For each word wi, a binary feature vector fi is de-
fined, which considers the ith word and any other
substructure of the annotated sentence x. We de-
note the dense word embedding by ewi and the label-
specific model parameters by matrix Ty, e.g. in Fig-
ure 1, the gold label corresponds to matrix Ty where
y=ART(M1,M2). FCM is then given by:

P (y|x;T ) ∝ exp(
∑

i Ty � (fi ⊗ ewi)) (1)

where ⊗ is the outer-product of the two vectors and
� is the ‘matrix dot product’ or Frobenious inner
product of the two matrices. Here the model param-
eters form a tensor T = [T1 : ... : T|L|], which
transforms the input matrix to the labels.

The key idea in FCM is that it gives similar words
(i.e. those with similar embeddings) with simi-
lar functions in the sentence (i.e. those with sim-
ilar features) similar matrix representations. Thus,
this model generalizes its model parameters across
words with similar embeddings only when they
share similar functions in the sentence. For the
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Figure 2: Neural network representation of LRFCM.

example in Figure 1, FCM can learn parameters
which give words similar to “driving” with the
feature f3 = 1 (is-on-dependency-path
∧ type(M1)=PER ∧ type(M2)=VEH ) high
weight for the ART label.

3 Low-Rank Approximation of FCM

FCM achieved state of the art performance on Se-
mEval relation extraction (Yu et al., 2014), yet its
generalization ability is limited by the size of the
tensor T , which cannot easily scale to large num-
ber of features. We propose to replace features with
feature embeddings (Chen and Manning, 2014),
thereby reducing the dimensionality of the feature
space, allowing for more generalization in learning
the tensor. This will be especially beneficial with an
increased number of output labels (i.e. more relation
types), as this increases the number of parameters.

Our task is to determine the label y (relation)
given the instance x. For each word wi ∈ x,
there exists a list of m associated features fi =
fi,1, fi,2, ..., fi,m. The model then transforms the
feature vector into a dg-dimensional (dg � m)
vector with a matrix (i.e. a lookup table) Wf as:
gi = fi ·Wf . Here we use a linear transformation
for computational efficiency. We score label y given
x as (replacing Eq. 1):

P (y|x;T,Wf ) ∝ exp(
∑

i Ty � (gi ⊗ ewi)) (2)

We call this model low-rank FCM (LRFCM). The
result is a dramatic reduction in the number of model
parameters, from O(md|L|) to O(dgd|L| + dgm),
where d is the size of the word embeddings. This re-
duction is intended to reduce the variance of our es-
timator, possibly at the expense of higher bias. Con-
sider the case of 32 labels (fine-grained relations in

§4), 3,000 features, and 200 dimensional word em-
beddings. For FCM, the size of T is 1.92 × 107;
potentially yielding a high variance estimator. How-
ever, for LRFCM with 20-dimensional feature em-
beddings, the size of T is 1.28 × 105, significantly
smaller with lower variance. Moreover, feature em-
beddings can capture correlations among features,
further increasing generalization.

Figure 2 shows the vectorized form of LRFCM as
a multi-layer perceptron. LRFCM constructs a dense
low-dimensional matrix used as the input to Eq. 2.
By contrast, FCM does not have a feature embedding
layer and both feature vector f and word embed-
ding ew are feed forward directly to the outer prod-
uct layer.

Training We optimize the following log-
likelihood (of the probability in Eq. 2) objective
with AdaGrad (Duchi et al., 2011) and compute
gradients via back-propagation:

L(T,Wf ) = 1
|D|
∑

(y,x)∈D logP (y|x;T,Wf ),
(3)

where D is the training set. For each instance
(y,x) we compute the gradient of the log-likelihood
` = logP (y|x;T,Wf ). We define the vec-
tor s = [

∑
i Ty � (gi ⊗ ewi)]1≤y≤L, which yields

∂`/∂s =
[
(I[y = y′]− P (y′|x;T,Wf ))1≤y′≤L

]T
,

where I[x] is the indicator function equal to 1 if x
is true and 0 otherwise. Then we have the following
stochastic gradients, where ◦ is the tensor product:

∂`

∂T
=
∂`

∂s
⊗

n∑
i=1

gi ⊗ ewi
, (4)

∂`

∂Wf
=

n∑
i=1

∂`

∂gi

∂gi

∂Wf
=

n∑
i=1

(
T ◦ ∂`

∂s
◦ ewi

)
⊗ fi.

4 Experiments

Datasets We consider two relation extraction
datasets: ACE2005 and ERE, both of which contain
two sets of relations: coarse relation types and fine
relation (sub-)types. Prior work on English ACE
2005 has focused only on coarse relations (Plank
and Moschitti, 2013; Nguyen and Grishman, 2014;
Li and Ji, 2014); to the best of our knowledge, this
paper establishes the first baselines for the other
datasets. Since the fine-grained relations require a
large number of parameters, they will test the ability
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ACE-bc (|L|=11) ACE-bc (|L|=32) ERE (|L|=9) ERE (|L|=18)
Model P R F1 P R F1 P R F1 P R F1
PM’13 (S) 55.3 43.1 48.5 - - - - - - - - -
FCM (S) 62.3 45.1 52.3 59.7 41.6 49.0 68.3 52.6 59.4 67.1 51.5 58.2
LRFCM(S) 58.5 46.8 52.0 57.4 46.2 51.2 65.1 56.1 60.3 65.4 55.3 59.9
BASELINE (ST) 72.2 52.0 60.5 60.2 51.2 55.3 76.2 64.0 69.5 73.5 62.1 67.3
FCM (ST) 66.2 54.2 59.6 62.9 49.6 55.4 73.0 65.4 69.0 74.0 60.1 66.3
LRFCM (ST) 65.1 54.7 59.4 63.5 51.1 56.6 75.0 65.7 70.0 73.2 63.2 67.8

Table 1: Results on test for ACE and ERE where only the entity spans (S) are known (top) and where both the entity
spans and types are known (ST). PM’13 is an embedding method. The sizes of relation sets are indicated by |L|.

of LRFCM to scale and generalize. As is standard,
we report precision, recall, and F1 for all tasks.

ACE 2005 We use the English portion of the
ACE 2005 corpus (Walker et al., 2006). Following
Plank and Moschitti (2013), we train on the union of
the news domains (Newswire and Broadcast News),
hold out half of the Broadcast Conversation (bc) do-
main as development data, and evaluate on the re-
mainder of bc. There are 11 coarse types and 32
fine (sub-)type classes in total. In order to com-
pare with traditional feature-based methods (Sun et
al., 2011), we report results in which the gold en-
tity spans and types are available at both train and
test time. We train the models with all pairs of en-
tity mentions in the training set to yield 43,518 clas-
sification instances. Furthermore, for comparison
with prior work on embeddings for relation extrac-
tion (Plank and Moschitti, 2013), we report results
using gold entity spans but no types, and generate
negative relation instances from all pairs of entities
within each sentence with three or fewer intervening
entities.

ERE We use the third release of the ERE anno-
tations from Phase 1 of DEFT (LDC, 2013) . We
divided the proxy reports summarizing news articles
(pr) into training (56,889 relations), development
(6,804 relations) and test data (6,911 relations). We
run experiments under both the settings with and
without gold entity types, while generating negative
relation instances just as in ACE with the gold entity
types setting. To the best of our knowledge, we are
the first to report results on this task.

Following the annotation guidelines of ERE
relations, we treat all relations, except for
“social.business”, “social.family” and “so-
cial.unspecified”, as asymmetric relations. For

coarse relation task, we treat all relations as
asymmetric, including the “social” relation. The
reason is that the asymmetric subtype, “social.role”,
dominates the class: 679 of 834 total “social”
relations.

Setup We randomly initialize the feature embed-
dings Wf and pre-train 200-dimensional word em-
beddings on the NYT portion of Gigaword 5.0
(Parker et al., 2011) with word2vec (default set-
ting of the toolkit) (Mikolov et al., 2013). Depen-
dency parses are obtained from the Stanford Parser
(De Marneffe et al., 2006). We use the same fea-
ture templates as Yu et al. (2014). When gold entity
types are unavailable, we replace them with Word-
Net tags annotated by Ciaramita and Altun (2006).
Learning rates, weights of L2-regularizations, the
number of iterations and the size of the feature em-
beddings d are tuned on dev sets. We selected d
from {12, 15, 20, 25, 30, 40}. We used d=30 for
feature embeddings for fine-grained ACE without
gold types, and d=20 otherwise. For ERE, we have
d=15. The weights of L2 λ was selected from {1e-
3, 5e-4, 1e-4}. As in prior work (Yu et al., 2014),
regularization did not significantly help FCM. How-
ever for LRFCM, λ=1e-4 slightly helps. We use a
learning rate of 0.05.

We compare to two baselines. First, we use the
features of Sun et al. (2011), who build on Zhou
et al. (2005) with additional highly tuned features
for ACE-style relation extraction from years of re-
search. We implement these in a logistic regression
model BASELINE, excluding country gazetteer and
WordNet features. This baseline includes gold en-
tity types and represents a high quality feature rich
model. Second, we include results from Plank and
Moschitti (2013) (PM’13), who obtained improve-
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ERE LRFCM
(|L|=18) Correct Incorrect

FCM
Correct 423 34

Incorrect 57 246

Table 2: Confusion Matrix between the results of FCM
and LRFCM on the test set of ERE fine relation task. Each
item in the table shows the number of relations on which
the two models make correct/incorrect predictions.

ments for coarse ACE relations with word embed-
dings (Brown clusters and LSA) without gold entity
types. To demonstrate improvements of the low rank
approximation of LRFCM, we compare to FCM 3.

Results Both FCM and LRFCM outperform Plank
and Moschitti (2013) (no gold entities setting) (Ta-
ble 1). With gold entity types, the feature-rich base-
line beats both composition models for ACE coarse
types. However, as we consider more labels, LR-
FCM improves over this baseline, as well as for
ERE coarse types. Furthermore, LRFCM outper-
forms FCM on all tasks, save ACE coarse types, both
with and without gold entity types. The fine-grained
settings demonstrate that our model can better gen-
eralize by using relatively fewer parameters. Addi-
tionally, the gap between train and test F1 makes this
clear. For coarse relations, FCM’s train to test F1 gap
was 35.2, compared to LRFCM with 25.4. On fine
relations, the number increases to 40.2 for FCM but
only 31.2 for LRFCM. In both cases, LRFCM does
not display the same degree of overfitting.

Analysis To highlight differences in the results we
provide the confusion matrix of the two models on
ERE fine relations. Table 2 shows that the two mod-
els are complementary to each other to a certain
degree. It indicates that the combination of FCM

and LRFCM may further boost the performance. We
leave the combination of FCM and LRFCM, as well
as their combination with the baseline method, to fu-
ture work.

5 Conclusion

Our LRFCM learns conjunctions between features
and word embeddings and scales to many features

3We used their implementation: https://github.com/Gorov/
FCM_nips_workshop/

and labels, achieving improved results for relation
extraction tasks on both ACE 2005 and ERE.

To the best of our knowledge, we are the first to
report relation extraction results on ERE. To make it
easier to compare to our results on these tasks, we
make the data splits used in this paper and our im-
plementation available for general use4.
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Abstract

We present a new context-aware method for
lexical simplification that uses two free lan-
guage resources and real web frequencies. We
compare it with the state-of-the-art method for
lexical simplification in Spanish and the es-
tablished simplification baseline, that is, the
most frequent synonym. Our method im-
proves upon the other methods in the detection
of complex words, in meaning preservation,
and in simplicity. Although we use Spanish,
the method can be extended to other languages
since it does not require alignment of parallel
corpora.

1 Introduction

Simplified text is crucial for some populations to
read effectively, especially for cognitively impaired
people such as people with autism spectrum disor-
der (Evans et al., 2014; Orasan et al., 2013), aphasia
(Carroll et al., 1999), dyslexia (Rello et al., 2013a),
Down syndrome (Saggion et al., 2015; Saggion et
al., 2011), or other intellectual disabilities (Huener-
fauth et al., 2009).

In fact, the United Nations (1994) proposed a set
of standard rules to leverage document accessibility
for persons with disabilities. Text simplification at-
tempts to solve this problem automatically by reduc-
ing the complexity of the lexicon, syntax, or seman-
tics while attempting to preserve its meaning and in-
formation content (Siddharthan, 2006). Among all
the types of text simplification this paper focuses on
lexical simplification.

Lexical simplification methods require language
resources, such as simplified corpora or synonyms
dictionaries. For languages with less resources than
English, e.g. no Simple Wikipedia (Biran et al.,
2011; Yatskar et al., 2010) or less representation in
WordNet, such as Spanish,1 the creation of lexical
simplification methods is more challenging.

Our approach makes use of two free resources,
Google Books Ngram Corpus and the Spanish
OpenThesaurus, as well as real web frequencies to
create a lexical simplification system. Our system
improves upon the state of the art for lexical simpli-
fication in Spanish and the established simplification
baseline, i.e., the most frequent synonym, in several
aspects: complex word detection, meaning preser-
vation, and simplicity. We also show the coverage
of our technique in a collection of books in Spanish,
as this is another relevant measure of a simplifica-
tion algorithm. The method is language independent
and given that these resources are available in other
languages, it could be easily extended to other lan-
guages with similar language resources.

The rest of the paper is organized as follows. The
next section presents related work. Then in Section 3
we present the simplification algorithm while in Sec-
tions 4 and 5 we present our experimental evalua-
tion. Finally, in Section 6 we discuss our results, ex-
tensions to other languages, and outline future work.

1The Spanish part of EuroWordNet contains only 50,526
word meanings and 23,370 synsets, in comparison to 187,602
meanings and 94,515 synsets in the English WordNet 1.5.
(Vossen, 2004).
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2 Related Work

Lexical simplification is a kind of text simplification
that aims at the word level. It can be performed
through the substitution of words by simpler syn-
onyms, by adding a definition, or by showing sim-
pler synonyms. Most of the approaches aim at the
substitution of complex words.

To find appropriate synonyms, many approaches
use WordNet (Burstein et al., 2007; Carroll et al.,
1999; Lal and Ruger, 2002). De Belder et al.
(2010) apply explicit word sense disambiguation
with a latent words language model. Devlin and Un-
thank (2006) use dictionaries. Aluisio and Gasperin
(2010) use a thesaurus and lexical ontologies.

More recently, Biran et al. (2011) and Yatskar
et al. (2010) used Simple English Wikipedia, in
combination with the standard English Wikipedia
for their lexical simplification algorithms using ma-
chine learning.

There are also machine translation based ap-
proaches (Coster and Kauchak, 2011; Specia, 2010)
as well as hybrid approaches (Narayan and Gardent,
2014; Siddharthan and Angrosh, 2014) that are also
able to handle lexical simplification, since the trans-
lation model maps words from the non-simplified
language to words of the simplified language.

The closest algorithm to ours is LexSiS (Bott et
al., 2012; Saggion et al., 2013), that uses the Span-
ish OpenThesaurus and a corpus that contains 6,595
words of original and 3,912 words of manually sim-
plified news articles. To the best of our knowledge
this is the first and only lexical simplification algo-
rithm for Spanish. Hence, we use it here as the state-
of-the-art in our evaluation.

To the best of our knowledge, our approach is
novel in using the Google Books Ngram corpus
for the word context, Open Thesaurus for the syn-
onyms, and real web frequencies for disambiguat-
ing synonym candidates. However, Google Ngram
have been previously used to find synonyms, for
instance to expand user queries by including syn-
onyms (Baker and Lamping, 2011).

3 Method

CASSA (Context-Aware Synonym Simplification
Algorithm) is a method that generates simpler syn-
onyms of a word. It takes into consideration the con-

text and the web frequency of the complex word for
disambiguation.

3.1 Resources
Our method uses the following two resources:

– Spanish OpenThesaurus (version 2): The
thesaurus is freely available2 to be used
with OpenOffice.org. This thesaurus provides
21,378 target words (lemmas) with a total of
44,348 different word senses for them. The
following is a part of the thesaurus entry for
farol, which is ambiguous, as it could mean
‘lie’, ‘lamp’, or the adjective ‘flashy’, among
others.

farol

- embuste|mentira (‘lie’)
- luz|lámpara|fuego|bombilla

(‘lamp’)
- ostentoso|jactancioso|farolero

(‘flashy’)

– Google Books Ngram Corpus for Spanish
(2012 edition): The corpus consists of n-grams
and their usage frequency over time,3 and is
derived from 8,116,746 books, over 6% of all
books ever published. The corpus has 854,649
volumes and 83,967,471,303 tokens (Lin et al.,
2012).

3.2 Algorithm Description
First, we modified and enriched the Spanish
OpenThesaurus and created our List of Senses. In-
stead of having a target word with different senses,
we included the target word in each sense, and we
kept a list of unique senses, including for each word
its frequency in the Web using a large search engine
index. The Spanish OpenThesaurus contains single-
word and multi-word expressions. We only treated
single-word units, which represent 98% of the cases,
leaving out only 399 multi-word expressions, such
as de esta forma (‘in this manner’).

We lemmatized the words because the frequen-
cies were all for inflected word forms as they ap-
pear in the Web while we were interested in the
lemma frequencies for the synonyms, adding all the

2http://openthes-es.berlios.de
3http://books.google.com/ngrams
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frequencies for each lemma. We take into account
the frequency of the words, because previous stud-
ies have shown that less frequent words were found
to be more challenging for people with and without
the most frequent reading disorder, that is, dyslexia
(Rello et al., 2013b).

Second, we use the 5-grams in the Google Books
Ngram Corpus, where we use the third token of each
5-gram as our target words. The other tokens are the
context of the target word. A context is considered
valid if all words, including the target word, consist
only of lowercase alphabetic characters, to filter for
proper names, and is not a stop word, using a stan-
dard list of stop words in Spanish.

The lemmatized token is included in the list of
target words only if it appears in our List of Senses.
The remaining four tokens are the context, kept in
a context list. We count the frequency of the target
word appearing with that context in the corpus, as
well as the frequency of the same context appearing
with different target words. See two possible con-
texts for noche and fortuna in the examples below:

era una noche oscura de (‘it was a dark night of’)
de probar fortuna en el (‘to try fortune in the’)

Third, we define the complexity of a word using
the relative frequency of the synonyms within the
same sense in the List of Senses.

That is, our definition is tailored to web text. For
this we use a parameter k such that if a word is k
or more times less frequent than one or more of its
synonyms, is considered a complex word. We used
k = 10 as the default threshold to get that 27% of
the words have simpler synonyms. We later show
how this percentage changes with smaller k.

Finally, for each complex word and the contexts
it appears in, we select as simpler synonym the
most frequent synonym of the sense that appears
most frequently for the n-gram corresponding to that
(word, context) pair. That is, to disambiguate the
sense, our method uses the context where the target
word appears. If the context is not found, we use the
most frequent sense (baseline below).

4 Quality Evaluation

4.1 Comparison Points
Baseline: replaces a word with its most frequent
synonym (presumed to be the simplest). This base-

Original Él contemplaba en silencio aquella cruz.
He was contemplating in silence that cross.

Baseline Él veı́a en silencio aquella cruz.
He was seeing in silence that cross.

LexSis Él consideraba en silencio aquella cruz.
He was considering in silence that cross.

CASSA Él miraba en silencio aquella cruz.
He was looking in silence that cross.

Figure 1: Example of substitutions performed by the
three algorithms.

line has been broadly used in previous lexical sim-
plification studies (Burstein et al., 2007; Carroll et
al., 1999; Devlin and Unthank, 2006; Lal and Ruger,
2002), with the exception of (Bott et al., 2012) that
used word frequency and length. It is very hard to
beat this baseline for simpler synonyms generation.
For instance, in SemEval task for English lexical
simplification (Specia et al., 2012), only one sys-
tem out of nine outperformed the frequency base-
line. For the complexity part we use the same as our
new method. That is, both algorithms consider the
same words as complex.

LexSiS: replaces a word with the output of the
state-of-the-art method for Spanish lexical simplifi-
cation (Bott et al., 2012).

4.2 Frequency Bands

We divided the selected complex words methods
into two groups: [LOW], that includes very low
frequency complex words, and [HIGH], that con-
tains high frequency complex words. The word
frequency ranges from 40 to 2,000 occurrences in
Google Books Ngram Corpus for the [LOW] group,
and from 2,001 to 1,300,000 for the [HIGH] group.

4.3 Evaluation Datasets

Main dataset: From a set of texts of scientific and
literature genres (37,876 words), we randomly se-
lected 20 [LOW] and 20 [HIGH] complex words
within the sentence they appear, together with their
corresponding candidate for substitution generated
by the Baseline, LexSiS, and ours (a valid sentence
must had at least 2 different substitutions). We had
in total 120 simplification examples (composed by
an original and a simplified sentence). Figure 1
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shows a set of substitutions along with the original
sentence.

Similar studies had smaller or slightly larger eval-
uation data sets. In Yatskar et al. (2010), 200
simplification examples were rated by six annota-
tors (three native, three non-native speakers of En-
glish), although only the native speakers annotations
were used for the results because they yielded higher
inter-annotator agreement. Biran et al. (2011) used
130 examples that were judged by three annotators
(native English speakers). In Bott et al. (2012), three
annotators (native speakers of Spanish) rated 69 sen-
tences each of the Spanish lexical simplification per-
formed by LexSiS.

Complexity dataset: This dataset was created to
evaluate the degree of complexity of the words se-
lected by the algorithms. Using the same texts as
before we extracted 40 random complex words ac-
cording to LexSiS and 40 according to our method
(recall that those also are complex for the baseline).

4.4 Judgment Guidelines

We presented the 200 examples in two different on-
line tests, one for each evaluation dataset. The exam-
ples were presented in random order to three native
Spanish speakers, frequent readers and non-authors
of this paper. For the Main Dataset each annota-
tor rated the simplification examples on two scales:
Meaning Preservation –does the transformation pre-
serve the original meaning of the sentence (yes/no);
and Simplification –does the transformation result in
a simpler sentence (more complex, same complexity
or simpler). For the Complexity Dataset the annota-
tors rated the examples on a three point scale (com-
plex, neither complex or simple and simple).

We used Fleiss Kappa (Fleiss, 1971) to measure
the inter-annotator agreement for multiple raters.
We obtained a reasonable agreement: 0.46 for mean-
ing preservation, 0.54 for simplicity ratings, and
0.41 for complexity. Hence, we have a moderate
agreement (Landis and Koch, 1977), comparable
with agreements in related literature (Biran et al.,
2011; Bott et al., 2012; Yatskar et al., 2010).

4.5 Results

In Table 1 we show the results for the Main Dataset,
where in the last column we consider only the sim-

Type Mean. (%) Simp. (%) SimpSyn. (%)
Baseline 49.17 60.00 65.08
LexSiS 42.50 35.83 45.83
CASSA 74.17 70.83 77.08

Table 1: Average percentage scores in meaning preser-
vation (Mean.), simplification (Simp.), and simplification
among the synonyms (SimpSyn.).

pler synonym substitutions (21 for Baseline, 16 for
LexSiS, and 32 for ours) that preserved their mean-
ing (agreement of 2 annotators). In this case, the
simplicity performance improves for all the meth-
ods. In Table 2 we give the results for the two band
frequencies for meaning preservation and simplicity.
In the dataset our method overlaps in 15.79% with
LexSiS candidates and in 65.79% with the baseline.

The results of LexSiS are consistent with the ones
presented in Bott et al. (2012) for the news genre.
In that study only for one dataset among three im-
proved upon the frequency baseline in some mea-
sures (meaning preservation and global simplicity).
As it can be observed from the frequency band re-
sults and the complexity measure, LexSiS offers bet-
ter synonyms for high frequency and not for low fre-
quency words. On the other hand, our method im-
proves with low frequency complex words.

In the complexity evaluation, the prediction accu-
racy for complex words was only 13.33% for Lex-
Sis while was more than double, 34.17%, for ours
(idem for the baseline as it used the same complex-
ity criteria). The percentages for the complexity
are low as the annotators were regular readers and
non-impaired native speakers. For people with lan-
guage difficulties or cognitive disabilities the accu-
racy should be higher because people which cogni-
tive disabilities are more sensitive to text simplifi-
cations, such as people with Down Syndrome (Sag-
gion et al., 2015), dyslexia (Rello and Baeza-Yates,
2014), or mild intellectual disabilities (Huenerfauth
et al., 2009).

5 Coverage Evaluation

As not all possible contexts appear in Google Books
Ngrams, we created a corpus made of 195 classic
literature books from the 15th century to the 20th
century of over 100Mb, to check the coverage of our
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Type Freq. Meaning (%) Simp. (%)
Baseline [HIGH] 40.00 58.33
LexSiS [HIGH] 41.67 36.67
CASSA [HIGH] 73.33 70.00
Baseline [LOW] 58.33 61.67
LexSiS [LOW] 43.33 35.00
CASSA [LOW] 75.00 71.67

Table 2: Average percentage scores by frequency band.

Case k = 10 k = 5 k = 2 No k
Comp. words 27.16 38.80 54.24 100.00
Baseline (abs.) 24.07 35.32 50.14 84.43
Baseline (rel.) 88.62 91.03 92.04 84.43
Comp. contexts 27.95 40.03 55.84 100.00
CASSA (abs.) 2.67 4.14 6.44 12.14
CASSA (rel.) 9.55 10.34 11.53 12.14

Table 3: Coverage of the baseline and our method.

method. We included the books that are compulsory
readings for secondary and high school in Spain.
This corpus is composed by 16,495,885 tokens and
5,886,366 lexical words (without stop words, proper
names and punctuation marks).4

The coverage of the Spanish Open Thesaurus in
our corpus is 88.34%.5 This is the maximum that
any simplification algorithm that uses this resource
can obtain. In Table 3 we present the coverage of the
baseline and our method depending on the threshold
k used to decide what a complex word is and hence a
complex content, including the absolute percentages
as well as the relative percentages with respect to the
complex words or contexts.

For smaller k, the coverage of the baseline in-
creases significantly being the maximum possible
84.43% when all words are considered complex
(more than three times the default coverage). On
the other hand, our method does not increase much
the coverage as that is limited by the context cov-
erage reaching a maximum of 12.14%, only 27%
more than the default case (k = 10). This maxi-
mum, compared with the baseline is a bit more than
14% of the cases, implying that our method is equal
to the baseline around 85% of the time.

4All the book titles used for this corpus are given in the Ap-
pendix of Rello (2014).

5Note that this only applies to the corpus used in the cover-
age, not for the evaluation dataset.

Considering the maximum possible coverage of
the baseline and assuming that all non covered sen-
tences contain complex words (most probable case),
the simplicity performance of the baseline drops to
53.1% while for ours would be 54.2% (that is, a
2.1% improvement). This should improve if any of
the resources used grow.

6 Conclusions and Future Work

Our method improves upon LexSiS and the base-
line for all the measures. As we mentioned earlier,
even beating the baseline is very hard and we im-
prove upon both other methods by more than 50%
in meaning preservation and is 11.8% better than the
baseline, the second best, for simplicity. Compared
to the results for English of Biran et al. (2011) using
WordNet, our method has better simplicity scores
for low frequency words as well as is in meaning
preservation, although they are not directly compa-
rable as different resources are used.

Although Open Thesaurus is available in nine lan-
guages and Google Books Ngrams in seven, there
are only two languages in both sets: Spanish and
German. Hence our method should be easily ex-
tended to German. Other languages are also possible
with language resources, in particular English.
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Española para el Procesamiento del Lenguaje Natural
(Journal of the Spanish Society for Natural Language
Processing), 47.

H. Saggion, S. Bott, and L. Rello. 2013. Comparing
resources for Spanish lexical simplification. In SLSP
2013: Statistical Language and Speech Processing,
volume 7978 of Lecture Notes in Computer Science,
pages 236–247.
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Abstract

We introduce a simple wrapper method that
uses off-the-shelf word embedding algorithms
to learn task-specific bilingual word em-
beddings. We use a small dictionary of
easily-obtainable task-specific word equiva-
lence classes to produce mixed context-target
pairs that we use to train off-the-shelf em-
bedding models. Our model has the advan-
tage that it (a) is independent of the choice
of embedding algorithm, (b) does not re-
quire parallel data, and (c) can be adapted to
specific tasks by re-defining the equivalence
classes. We show how our method outper-
forms off-the-shelf bilingual embeddings on
the task of unsupervised cross-language part-
of-speech (POS) tagging, as well as on the
task of semi-supervised cross-language super
sense (SuS) tagging.

1 Introduction
Using multi-layered neural networks to learn word
embeddings has become standard in NLP (Turian et
al., 2010; Guo et al., 2014). While there is still some
controversy whether such methods are superior to
older methods (Levy and Goldberg, 2014; Baroni
et al., 2014), there is little doubt that continuous
word representations can potentially solve some of
the data sparsity problems inherent in NLP.

Most research on word embeddings has focused
on learning representations for the words in a sin-
gle language, making syntactically or semantically
similar words appear close in the embedding space.
Embeddings have been applied to many tasks, from

∗The authors contributed equally to this work. The second
author is funded by the ERC Starting Grant LOWLANDS No.
313695.

named entity recognition (Turian et al., 2010) to de-
pendency parsing (Bansal et al., 2014). It has fur-
thermore been shown that weakly supervised em-
bedding algorithms can also lead to huge improve-
ments for tasks like sentiment analysis (Tang et al.,
2014). In this work, we also use weak or distant su-
pervision, relying on small dictionary seeds.

This paper, however, considers the problem of
learning bilingual word embeddings, i.e., word em-
beddings such that similar words in two different
languages end up close in the embedding space.
Such bilingual word embeddings can potentially be
used for better cross-language transfer of NLP mod-
els, as we show in this paper. Previous work on bilin-
gual word embeddings have defined similar words
as translation equivalents and evaluated embeddings
in the context of document classification tasks (Kle-
mentiev et al., 2012; Kocisky et al., 2014). In this
paper, we present a simple wrapper method to ex-
isting monolingual word embedding algorithms that
can learn task-specific bilingual embeddings, e.g.,
for POS tagging, named entity recognition, or sen-
timent analysis. Our algorithm is simpler and per-
forms better on the tasks where we could compare
performance to existing algorithms. Also, we note
that our approach, unlike existing algorithms (Kle-
mentiev et al., 2012), is as fast as learning monolin-
gual embeddings.

Our contributions In this paper we introduce a
new approach for learning bilingual word embed-
dings and revisit the task of unsupervised cross-
language POS tagging (Das and Petrov, 2011). Our
bilingual embedding model, which we call Bilingual
Adaptive Reshuffling with Individual Stochastic Al-
ternatives (BARISTA), takes two (non-parallel) cor-
pora and a small dictionary as input. The dictio-
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nary is essentially a list of words in the two lan-
guages that are equivalent with respect to some task,
e.g., English car and French maison (‘house’) are
both nouns, and hence “equivalent” in POS tagging;
English clerk and chauffeur are both persons, and
hence “equivalent” in SuS tagging; house and mai-
son are equivalent in machine translation. BARISTA

has the advantage that it (a) is independent of the
choice of embedding algorithm, (b) does not require
parallel data, and (c) can be adapted to specific tasks
by using appropriate dictionaries. We use the bilin-
gual embeddings directly to train a target language
POS tagger on source language training data. In-
stead of lexical features, we use the bilingual embed-
dings. We show our bilingual embedding method
outperforms using off-the-shelf bilingual embed-
dings on this task, and that our system is competitive
to state-of-the-art approaches for cross-language
POS tagging. Finally, we show that the same embed-
dings also lead to significantly better performance in
semi-supervised cross-language SuS tagging. The
code will be made publicly available at https:
//github.com/gouwsmeister/barista.

2 Our approach
Standard monolingual neural language models are
unsupervised models that train on raw text, learning
word features that enable the model to predict the
next word (the target) from a sequence of words (the
context). In the process, the model learns to cluster
words into soft equivalence classes (words that have
similar distributions).

Several authors have proposed bilingual cluster-
ing and embedding algorithms based on parallel data
(Täckström et al., 2012; Klementiev et al., 2012;
Zou et al., 2013; Kocisky et al., 2014; Hermann
and Blunsom, 2014b). These authors have all eval-
uated their embeddings on document classification
and machine translation, and not yet structured pre-
diction tasks like POS/SuS tagging or syntactic pars-
ing. A notable exception is Hermann and Blunsom
(2014a), who do not rely on parallel data and do not
use word alignments, but they still use comparable
data and sentence alignments, and they only evalu-
ate their embeddings in document classification.

The assumption that large amounts of parallel
data exists for a language pair of interest is some-
times too strong (Hermann and Blunsom, 2014a).

On the other hand, we often have access to small
samples of near-equivalences from knowledge bases
of various forms. For example, for POS tagging,
we often have access to small-to-sizeable crowd-
sourced tag dictionaries (e.g. Wiktionary). For SuS
tagging, which is the other example considered in
this paper, we sometimes have access to WordNets
or similar resources. If we have such resources
for both source and target language, we can extract
word-equivalences from them and use these to learn
bilingual embeddings using our proposed method.

In this paper, we experiment with using
both equivalences based on word alignments (e.g.,
house∼ maison), and equivalences based on knowl-
edge bases (e.g., car ∼ maison). Crucially, our ap-
proach to learning bilingual embeddings only as-
sumes a small seed of equivalences, no parallel data.
It then uses these to produce a set of mixed context-
target pairs.

Our input is a source corpus Cs and a target cor-
pusCt, as well as a set of bilingual equivalencesR∼.
We begin by shuffling the concatenation of Cs and
Ct. We then pass over this mixed corpus, and for
each word w, if {w′ | w,w′ ∈ R∼} is non-empty
and of cardinality k, i.e., w is in the seed list of
equivalences, we replace w with w′ with probability
1/2k. In other words, we flip a coin whether to re-
placew, and then randomly choose one of its equiva-
lences as our replacement. For example, using trans-
lation equivalence classes, one could generate any of
the following mixed texts from the English sentence
build the house: construire the house, build la mai-
son, build the maison, etc., or any other combination
of English and French words with the English word
order. With POS equivalence classes, any of the
words in build the house can be replaced with words
with overlapping syntactic categories, e.g., build the
voiture.

3 Experiments
In our experiments we balance the source and tar-
get corpora, by subsampling from the bigger cor-
pus. The vocabularies for all models are kept un-
restricted, and result in around 1M words per lan-
guage pair. We train with a window of 4 words on
either side of the target word, using linear discount-
ing of the initial learning rate of 0.1. These parame-
ters were set on the Spanish POS data (see §3.2). We
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Figure 1: t-SNE visualization of BARISTA embeddings
trained with POS classes.

use the CBOW model in word2vec for training the
word embeddings.1

Both our POS tagging evaluation datasets, as well
as the Wiktionaries,2 are mapped to Google’s univer-
sal tagset (Petrov et al., 2011). We use the derived
dictionaries for extracting bilingual POS equiva-
lence classes. For SuS tagging, we only consider
English-Danish and extract equivalence classes from
Princeton WordNet and DanNet. For translation
equivalents, we made use of Google Translate.

3.1 Qualitative Evaluation
In our main experiments (§3.2–3.3), we use data
from Wikipedia, but we first present a qualitative
evaluation of English-German bilingual embeddings
learned from the smaller Europarl corpus.3 Note that
while this is parallel data, we do not exploit its par-
allel nature.

POS classes The embeddings learned from
English-German Europarl using POS classes from
Wiktionary were visualized using the t-SNE tech-
nique (Van der Maaten and Hinton, 2008), and are
shown in Fig 1. The model learns to cluster words
very distinctively by their POS tag. Monolingual
word embedding models with short context win-
dows typically cluster by POS, but here we see the
same effect for bilingual embeddings, i.e. words
from both languages with the same POS tag clus-
ter together. Individual words, on the other hand, do
not appear to retain the fine-grained relationships we

1https://code.google.com/p/word2vec/
2https://code.google.com/p/

wikily-supervised-pos-tagger/
3http://www.statmt.org/europarl/

(a)

(b)
Figure 2: t-SNE visualizations of BARISTA embedding
subspaces for (a) prepositions and (b) modals.

normally observe in word embeddings (where simi-
lar words cluster closer together). The question thus
is whether such embeddings are more or less useful
for cross-language POS tagging than bilingual em-
beddings based on translation equivalencies.

Translation classes Next, we induced English-
German bilingual embeddings on Europarl using
translations obtained from Google Translate. We
derived a dictionary of the top 20k most frequent
words in English, translated into German. The em-
beddings are shown in Fig 2. The visualizations
show that the models are able to extract very fine-
grained bilingual relationships, and some clusters
still correspond to POS.

3.2 Cross-language part-of-speech tagging
Next we evaluated the embeddings in the context of
unsupervised cross-language POS tagging (Das and
Petrov, 2011). The goal is to train a tagger – in our
case, we use SEARN (Daume et al., 2009), follow-
ing (Johannsen et al., 2014)– on labeled English data
decorated with bilingual embeddings, and then eval-
uate the model on another target language. We use
data from Danish, German, Spanish, Italian, Dutch,
Portuguese, and Swedish. Training and test data,
which are the same used in Das and Petrov (2011),
were converted to use the same 12 universal parts of
speech proposed by Petrov et al. (2011).

All results in this section were obtained by train-
ing bilingual embedding models on the publicly-
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Language TC-Perc Random Klmtv POS-50 POS-300 Tr-50 Tr-300 DP B-K

Spanish 80.6 81.8 79.8 82.4 81 81.6 82.6 84.2 80.2
German 80.4 82.7 82.8 81.8 84.1 82.6 84.8 82.8 81.3
Danish 63 68.9 - 68.9 72.4 71.8 78.4 83.2 69.1
Swedish 71.6 73.7 - 75 76 75.4 77.5 80.5 70.1
Italian 80.1 81.3 - 82.1 80.9 82.1 80.7 86.8 68.1
Dutch 74.5 77.2 - 78.3 77.4 78.7 80.3 79.5 65.1
Portuguese 76.9 78.1 - 77.3 76.1 80.6 80.5 87.9 78.4

Avg 75.3 77.7 - 78 78.3 79 80.7 83.6 73.2

Table 1: Cross-language POS tagging. TC-Perc: type-constrained structured perceptron.

available, pre-tokenized versions of Wikipedia,4 and
then using the trained embeddings as features in a
publicly available implementation of the structured
perceptron.5 We use ortographic features, as well
as the embedding vector of the target word. In ad-
dition, we use type constraints from Wiktionary to
prune the search lattice during decoding (Täckström
et al., 2013). We scaled the embedding features in
the same way as Turian et al. (2010) with scaling
parameter 0.01 (set on Spanish POS data).

Our baseline method is a type-constrained struc-
tured perceptron with only ortographic features,
which are expected to transfer across languages.
We also experiment with using random embeddings,
as well as the embeddings provided by Klemen-
tiev et al. (2012) (Klmtv).6 Our results are dis-
played in Table 1. POS-X refer to X-dimensional
BARISTA embeddings trained with POS equiva-
lence classes, and Tr-X is X-dimensional BARISTA

embeddings trained using translation equivalence
classes. We note that random embeddings improve
over our baseline, suggesting that the random fea-
tures act as regularizers. The embeddings provided
by Klementiev et al. (2012) seem to lead to worse
performance than random embeddings, presumably
because they capture mostly semantic (topic) simi-
larity. We also compare our results to those reported
by Berg-Kirkpatrick et al. (2010) (B-K) and Das and
Petrov (2011) (DP), but note that their approaches
require in-sample unlabeled data, and in the latter
case, also parallel bilingual data.

4https://sites.google.com/site/rmyeid/
projects/polyglot

5https://github.com/coastalcph/rungsted
6http://people.mmci.uni-saarland.de/

˜aklement/data/distrib/

While training with POS classes improves over
the random baseline, training with translation equiv-
alence classes gives even better performance. For
both approaches, using more embedding features
improves the performance (500 dimensions did not
improve significantly over 300). Our model is gener-
ally better than Berg-Kirkpatrick et al. (2010) – but
worse than Das and Petrov (2011).

3.3 Cross-language super sense tagging
Finally, we also tried using the BARISTA-
embeddings for English-Danish (with parameters
still set on Spanish POS) on another task, namely
super sense tagging (Ciaramita and Altun, 2006).
We train a system on a mixture of 1000 randomly
sampled sentences from English SemCor7and 320
labeled Danish sentences (see below) and compare
using bilingual embeddings trained with equiva-
lence classes from English and Danish wordnets
(WN-300), to embeddings trained using translation
equivalence classes (Tr-300). We use 300 dimen-
sional embeddings. We use a POS-sensitive most
frequent sense baseline (MFS), as well as structured
perceptron model trained only with ortographic and
POS features, as well as MFS features (Johannsen
et al., 2014). Our metric is a weighted average
over F1-scores for the (41) semantic classes. Note
that using the knowledge base is superior to using
translation equivalences, but both embeddings
are superior to both our baselines. The Danish
training (newswire only) and test data (six different
domains) – is made publicly available.8

7http://web.eecs.umich.edu/˜mihalcea/
downloads.html#semcor

8https://github.com/coastalcph/noda2015_
sst
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Baselines BARISTA

MFS TC-Searn Tr-300 WN-300
blogs 49.1 46.7 50.5 61.9
forum 44.5 41.2 45.0 53.9
magazine 46.5 45.2 50.4 51.5
newswire 48.4 45.4 52.7 60.9
reviews 48.4 44.9 50.4 55.8
speech 51.1 48.4 51.5 58.4
Avg 48.1 45.4 50.5 58.3

Table 2: Cross-language SuS tagging.

4 Conclusions

We presented a simple approach, BARISTA, to learn-
ing bilingual embeddings. BARISTA has the advan-
tages that it (a) is independent of the choice of em-
bedding algorithm, (b) does not require parallel data,
and (c) can be adapted to specific tasks by using ap-
propriate dictionaries. Our embeddings proved use-
ful for cross-language POS/SuS tagging.
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Abstract

We present the first truly streaming cross doc-
ument coreference resolution (CDC) system.
Processing infinite streams of mentions forces
us to use a constant amount of memory and so
we maintain a representative, fixed sized sam-
ple at all times. For the sample to be repre-
sentative it should represent a large number of
entities whilst taking into account both tempo-
ral recency and distant references. We intro-
duce new sampling techniques that take into
account a notion of streaming discourse (cur-
rent mentions depend on previous mentions).
Using the proposed sampling techniques we
are able to get a CEAFe score within 5% of
a non-streaming system while using only 30%
of the memory.

1 Introduction

Cross document coreference resolution (CDC) -
identifying mentions that refer to the same entity
across documents - is a prerequisite when combin-
ing entity specific information from multiple docu-
ments. Typically large scale CDC involves apply-
ing a scalable clustering algorithm to all the men-
tions. We consider streaming CDC, hence our sys-
tem must conform to the streaming computational
resource model (Muthukrishnan, 2005). Each men-
tion is processed in bounded time and only a con-
stant amount of memory is used. Honoring these
constraints ensures our system can be applied to in-
finite streams such as newswire or social media.

Storing all the mentions in memory is clearly in-
feasible, hence we need to either compress mentions

or store a sample. Compression is more computa-
tionally expensive as it involves merging/forgetting
mention components (for example: components of
a vector) whereas sampling decides to store or for-
get whole mentions. We investigate sampling tech-
niques due to their computational efficiency. We ex-
plore which mentions should be stored while per-
forming streaming CDC. A sample should repre-
sent a diverse set of entities while taking into ac-
count both temporal recency and distant mentions.
We show that using a notion of streaming discourse,
where what is currently being mentioned depends
on what was previously mentioned significantly im-
proves performance on a new CDC annotated Twit-
ter corpus.

2 Related Work

There are many existing approaches to CDC (Bagga
and Baldwin, 1998; Lee et al., 2012; Andrews et
al., 2014). Few of them scale to large datasets.
Singh et al. (2011) proposed a distributed hierar-
chical factor graph approach. While it can process
large datasets, the scalability comes from distribut-
ing the problem. Wick et al. (2012) proposed a sim-
ilar approach based on compressing mentions, while
scalable it does not conform to the streaming re-
source model. The only prior work that addressed
online/streaming CDC (Rao et al., 2010) was also
not constrained to the streaming model. None of
these approaches operate over an unbounded stream
processing mentions in constant time/memory.
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3 Entities in Streams

Streams like Twitter are well known as being real-
time and highly bursty. Some entities are continu-
ally mentioned throughout the stream (eg: President
Obama) whereas others burst, suddenly peak in pop-
ularity then decay (eg: Phillip Hughes, a cricketer
who died following a bowling injury).

Capturing the information required to perform
streaming CDC in constant space requires us to sam-
ple from the stream. For example we may consider
only the most recent information (eg: the previous
24 hours worth of mentions). This may not be ideal
as it would result in a sample biased towards burst-
ing entities, neglecting the continually mentioned
entities. We propose three properties that are im-
portant when sampling mentions from a stream of
tweets:

• Recency: There should be some bias towards
recent mentions to take into account the real-
time nature of the stream. The set of entities
mentioned one day is likely to be similar to the
set of entities mentioned on the following day.

• Distant Reference: The temporal gap between
mentions of the same entity can vary drasti-
cally, recency captures the small gaps though to
capture the larger gaps older mentions should
be stored. A mention should be correctly re-
solved if the last mention of the entity was ei-
ther a day or a week ago.

• Entity Diversity: The sample should contain
mentions of many entities instead of storing
lots of mentions about a few entities. If the
sample only contains mentions of the most
tweeted about entity (the one that is bursting)
it is impossible to resolve references to other
entities.

These properties suggest we should take into ac-
count a notion of streaming discourse when sam-
pling: mentions sampled should depend on the pre-
vious mentions (informed sampling).

4 Approach

We implemented a representative pairwise stream-
ing CDC system using single link clustering. Men-
tion similarity is a linear combination of mention

text and contextual similarity (weighted 0.8 and 0.2
respectively) similar to Rao et al. (2010). Mention
text similarity is measured using cosine similarity of
character skip bigram indicator vectors and contex-
tual similarity is measured using tf-idf weighted co-
sine similarity of tweet terms. The stream is pro-
cessed sequentially: we resolve each mention by
finding its nearest neighbor in the sample, linking
the two mentions if the similarity is above the link-
ing threshold.

5 Sampling Techniques

The sampling techniques we investigate are summa-
rized below. Each technique has an insertion and
removal policy that are followed each time a men-
tion is processed. New sampling techniques are indi-
cated by a star (*). The new sampling techniques re-
quire the nearest neighbor to be identified. As this is
already computed during resolution hence the over-
head of these new techniques is very low. Parame-
ters particular to each sampling technique are noted
in square brackets and are set using a standard grid
search on a training dataset.

• Exact: To provide an upper bound on perfor-
mance we forgo the constraints of the stream-
ing resource model and store all previously
seen mentions:

Insertion: Add current mention to sample. Re-
moval: Do nothing.

• Window: We sample a moving window of the
most recent mentions (first in, first out). For
example this technique assumes that if we are
processing mentions on Monday with a win-
dow of approximately 24 hours all relevant en-
tities were mentioned since Sunday.

Insertion: Add current mention to sample. Re-
moval: Remove oldest mention.

• Uniform Reservoir Sampling (Uniform-R):
A uniform sample of previously seen mentions
will capture a diverse set of entities from the
entire stream - taking into account diversity and
distant references. This can be achieved using
a reservoir sample (Vitter, 1985). We assume
each previously seen mention is equally likely
to help resolve the current mention.
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Insertion: Add current mention with probabil-
ity pi. Removal: If a mention was inserted
choose a mention uniformly at random to re-
move.

Setting pi = k/N where k is the sample size
and N is the number of items seen ensures the
sample is uniform (Vitter, 1985).

• Biased Reservoir Sampling (Biased-R): To
resolve both distant and recent references we
should store recent mentions and some older
mentions. An uninformed approach from ran-
domized algorithms is to use an exponentially
biased reservoir sample (Aggarwal, 2006; Os-
borne et al., 2014). It will store mostly re-
cent mentions but will probabilistically allow
older mentions to stay in the sample. For ex-
ample this technique will sample lots of men-
tions from yesterday and less from the day be-
fore yesterday.

Insertion: Add current mention with proba-
bility pi Removal: If a mention was inserted
choose a mention uniformly at random to re-
move.

Unlike uniform reservoir sampling pi is con-
stant. A higher value puts more emphasis on
the recent past. [pi]

• Cache*: We should keep past mentions criti-
cal to resolving current references (an informed
implementation of recency) and allow men-
tions to stay in the sample for an arbitrary pe-
riod of time to help resolve distance references.
For example if the same mention is used to re-
solve a reference on Saturday and Sunday it
should be in the sample on Monday.

Insertion: Add current mention to sample. Re-
moval: Choose a mention that was not recently
used to resolve a reference uniformly at random
and remove it.

When a mention is resolved we find its most
similar mention in the sample, recording its use
in a first in, first out cache of size n. The men-
tion to be removed is chosen from the set of
mentions not in the cache. We set n equal to
a proportion of the sample size. [Proportion of
mentions to keep]

• Diversity*: If we store fewer mentions about
each distinct entity we can represent more enti-
ties in the sample. For example if news breaks
that a famous person died yesterday the sample
should not be full of mentions about that en-
tity at the expense of other entities mentioned
today.

Insertion: Add current mention to sample. Re-
moval: If there is a sufficiently similar mention
in the sample remove it else choose uniformly
at random to be removed.

We remove the past mention most similar to the
current mention, but only if the similarity ex-
ceeds a threshold. [Replacement Threshold]

• Diversity-Cache (D-C)*: We combine Diver-
sity and Cache sampling.

Insertion: Add current mention to sample. Re-
moval: If there is a sufficiently similar mention
in the sample remove it else remove a mention
that has not recently been used to resolve a ref-
erence chosen uniformly at random.

For this technique we first choose the replace-
ment threshold then the proportion of mentions
to keep. [Replacement threshold and propor-
tion of mentions to keep]

6 Dataset

We collected 52 million English tweets from the 1%
sample of all tweets sent over a 77 day period. We
performed named entity recognition using Ritter et
al. (2011). It is clearly infeasible for us to annotate
all the mentions in the dataset. Hence we annotated
a sample of the entities. As with most prior work we
focused on person named entity mentions (of which
there is approximately 6 million in the dataset).

To select the entities we first sampled two names
based on how frequently they occur in the dataset:
‘Roger’ was chosen randomly from the low fre-
quency names (between 1,000 and 10,000 occur-
rences) and ‘Jessica’ was chosen similarly from
medium frequency names (10,000 to 100,0000 oc-
currences). We first annotated all mentions of
the names ‘Roger’ and ‘Jessica’ discarding entities
mentioned once. For the remaining entities we an-
notated all their mentions (not restricting to men-
tions that contained the words ‘Roger’ or ‘Jessica’).

1393



Figure 1: Mention Frequency Distribution.

This covers a diverse selection of people including:
‘Roger Federer’ (tennis player) and ‘Jessie J’ (the
singer whose real name is ‘Jessica Cornish’) as well
as less popular entities such as porn stars and jour-
nalists1.

Some statistics of the dataset are summarized in
table 1. We also plot the mention frequency (how of-
ten each entity was mentioned) distribution in figure
1 which shows a clear power law distribution similar
to what Rao et al. (2010) reported on the New York
Times annotated corpus. We show that recency and
distant reference are important aspects by plotting
the time since previous mention of the same entity
(gap) for each mention in figure 2. The gap is of-
ten less than 24 hours demonstrating the importance
of recency. There are also plenty of mentions with
much larger gaps, demonstrating the need to be able
to resolve distant references.

Source Mentions Entities Wiki Page Exists
Roger 5,794 137 69%
Jessica 10,543 129 46%

All 16,337 266 58%

Table 1: Mention/entity counts and percentage of entities
that have a Wikipedia page.

7 Experiments

As we are processing a stream we use a rolling eval-
uation protocol. Our corpus is split up into 11 con-
stant sized temporally adjacent blocks each lasting
1The annotations, including links to Wikipedia pages when
available, can be downloaded from https://sites.
google.com/site/lukeshr/.

Figure 2: Distribution of time since previous mention of
the same entity (gap). Each bar represents 24 hours.

approximately one week. Parameters are set using a
standard grid search on one block then we progress
to the next block to evaluate. The first block is re-
served for setting the linking threshold prior to our
rolling evaluation. We report the average over the
remaining blocks. For all sampling techniques that
have a randomized component we report an average
over 10 runs.

As the sample size will have a large effect on per-
formance we evaluate using various sample sizes.
We base our sample size on the average amount of
mentions per day (78,450) and evaluate our system
with sample sizes of 0.25,0.5,1,2 times the average
amount of mentions per day.

We evaluate using CEAFe (Luo, 2005), it is the
only coreference evaluation metric that can be triv-
ially adapted to datasets with a sample of annotated
entities. With no adaption it measures how well a
small amount of entities align with a system out-
put over a large amount. To make the evaluation
more representative we only use response clusters
that contain an annotated mention. This scales pre-
cision and maintains interpretability. We determine
if observed differences are significant by using a
Wilcoxon signed-rank test with a p value of 5% over
the 9 testing points. Results are shown in table 2.

• Window: This shows the performance that can
be achieved by only considering recency.

• Uniform Reservoir Sampling (Uniform-R):
This shows the performance achieved by using
an uninformed technique to store a diverse set
of older mentions.
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Sample Sampling CEAFe
Size Technique P R F
0.25 Days Window 24.2 67.2 35.6

Uniform-R 23.0 67.2 34.3
Biased-R 24.8 67.8 36.3

19,613 Cache ∗ 25.5 67.2 37.0
Mentions Diversity ∗ 27.6 69.2 39.4

D-C ∗ † 30.1 69.7 42.0
0.5 Days Window 31.3 69.4 43.1

Uniform-R 29.9 69.1 41.7
Biased-R 31.6 69.9 43.5

39,225 Cache ∗ 32.9 69.7 44.7
Mentions Diversity ∗ 37.5 71.6 49.2

D-C ∗ † 40.1 72.3 51.6
1.0 Days Window 40.7 72.0 52.0

Uniform-R 39.3 71.4 50.6
Biased-R 40.9 72.3 52.3

78,450 Cache ∗ 42.0 72.0 53.1
Mentions Diversity ∗ 48.5 74.3 58.7

D-C ∗ † 49.8 74.5 59.7
2.0 Days Window 50.2 74.1 59.8

Uniform-R 49.2 73.7 58.9
Biased-R 50.3 74.1 59.9

156,900 Cache ∗ 50.9 74.1 60.4
Mentions Diversity ∗ 55.2 75.2 63.7

D-C ∗ 55.5 75.3 63.9
≈600,000 Exact 59.7 75.4 66.6
Mentions

Table 2: CEAFe performance for various sample sizes
and sampling techniques. ∗ indicates significant improve-
ment over Window sampling. † indicates significant im-
provement over Diversity sampling

• Biased Reservoir Sampling (Biased-R): Un-
informed sampling of older mentions is not suf-
ficient to significantly improve performance.

• Cache: By using an informed model of recency
we keep mentions critical to resolving refer-
ences currently being tweeted resulting in a sig-
nificant performance improvement.

• Diversity: By using an informed technique to
increase the amount of distinct entities repre-
sented in the sample we significantly improve
performance.

• Diversity-Cache (D-C): By combining the
new sampling techniques we significantly im-
prove performance. Once we have increased
the amount of entities represented in the sam-
ple we are still able to benefit from an informed
model of recency.

Using uninformed sampling techniques (reservoir
sampling) does not result in a significant perfor-
mance improvement over Window sampling, only
informed sampling techniques show a significant
improvement. As the sample size increases the per-
formance difference decreases. With larger samples
there is space to represent more entities and it is less
likely to remove a useful mention at random.

8 Conclusion

We presented the first truly streaming CDC sys-
tem, showing that significantly better performance is
achieved by using an informed sampling technique
that takes into account a notion of streaming dis-
course. We are able to get to within 5% of an ex-
act system’s performance while using only 30% of
the memory required. Instead of improving perfor-
mance by using an uninformed sampling technique
and doubling the memory available, similar perfor-
mance can be achieved by using the same amount of
memory and a informed sampling technique. Fur-
ther work could look at improving the similarity
metric used, applying these sampling techniques to
other streaming problems or adding a mention com-
pression component.
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Abstract

This paper describes a simple and princi-
pled approach to automatically construct sen-
timent lexicons using distant supervision. We
induce the sentiment association scores for
the lexicon items from a model trained on
a weakly supervised corpora. Our empiri-
cal findings show that features extracted from
such a machine-learned lexicon outperform
models using manual or other automatically
constructed sentiment lexicons. Finally, our
system achieves the state-of-the-art in Twitter
Sentiment Analysis tasks from Semeval-2013
and ranks 2nd best in Semeval-2014 according
to the average rank.

1 Introduction

One of the early and rather successful models for
sentiment analysis (Pang and Lee, 2004; Pang and
Lee, 2008) relied on manually constructed lexicons
that map words to their sentiment, e.g., positive,
negative or neutral. The document-level polarity is
then assigned by performing some form of averag-
ing, e.g., majority voting, of individual word polari-
ties found in the document. These systems show an
acceptable level of accuracy, they are easy to build
and are highly computationally efficient as the only
operation required to assign a polarity label are the
word lookups and averaging. However, the informa-
tion about word polarities in a document are best ex-
ploited when using machine learning models to train
a sentiment classifier.

In fact, most successful sentiment classification
systems rely on supervised learning. Interestingly,
a simple bag of words model using just unigrams

and bigrams with an SVM has shown excellent re-
sults (Wang and Manning, 2012) performing on par
or beating more complicated models, e.g., using
neural networks (Socher et al., 2011).

Regarding Twitter sentiment analysis, the top
performing system (Mohammad et al., 2013)
from Semeval-2013 Twittter Sentiment Analysis
task (Nakov et al., 2013) follows this recipe by train-
ing an SVM on various surface form, sentiment and
semantic features. Perhaps, the most valuable find-
ing is that sentiment lexicons appear to be the most
useful source of features accounting for over 8 point
gains in the F-measure on top of the standard feature
sets.

Sentiment lexicons are mappings from words to
scores capturing the degree of the sentiment ex-
pressed by a given word. While several manually
constructed lexicons are made available, e.g., the
MPQA (Wilson et al., 2005), the Bing and Liu (Hu
and Liu, 2004) and NRC Emoticon (Mohammad
and Turney, 2013) lexicons, providing high quality
word-sentiment associations compiled by humans,
still their main drawback is low recall.

For example, the largest NRC Emoticon lexicon
contains only 14k items, whereas tweets with ex-
tremely sparse surface forms are known to form very
large vocabularies. Hence, using larger lexicons
with better recall has the potential of learning more
accurate models. Extracting such lexicons automat-
ically is a challenging and interesting problem (Lau
et al., 2011; Bro and Ehrig, 2013; Liu et al., 2013;
Tai and Kao, 2013; Yang et al., 2014; Huang et al.,
2014). However, different from previous work our
goal is not to extract human-interpretable lexicons
but to use them as a source of features to improve
the classifier accuracy.
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Following this idea, the authors in (Mohammad
et al., 2013) use features derived from the lexi-
cons to build a state-of-the-art sentiment classifier
for Twitter. They construct automatic lexicons us-
ing noisy labels automatically inferred from emoti-
cons and hashtags present in the tweets. The word-
sentiment association scores are estimated using
pointwise mutual information (PMI) computed be-
tween a word and a tweet label.

While the idea to model statistical correlations
between the words and tweet labels using PMI or
any other metric is rather intuitive, we believe there
is a more effective way to exploit noisy labels for
estimating the word-sentiment association scores.
Our method relies on the idea of distant supervision
(Marchetti-Bowick and Chambers, 2012). We use
a large distantly supervised Twitter corpus, which
contains noisy opinion labels (positive or negative)
to learn a supervised polarity classifier. We encode
tweets using words and multi-word expressions as
features (which are also entries in our lexicon). The
weights from the learned model are then used to de-
fine which lexicon items to keep, i.e., items that con-
stitute a good sentiment lexicon. The scores for the
lexicon items can be then directly used to encode
new tweets or used to derive more advanced fea-
tures. Using machine learning to induce the scores
for the lexicon items has an advantage of learning
the scores that are directly optimized for the classi-
fication task, where lexicon items with higher dis-
criminative power tend to receive higher weights.

To assess the effectiveness of our approach, we re-
implemented the state-of-the-art system ranking 1st
in Semeval-2013 Twitter Sentiment Analysis chal-
lenge and used it as our baseline. We show that
adding features from our machine-learned sentiment
lexicon yields better results than any of the auto-
matic PMI lexicons used in the baseline and all of
them combined together. Our system obtains new
state-of-the-art results on the SemEval-2013 mes-
sage level task with an F-score of 71.32 – a 2% of
absolute improvement over the previous best sys-
tem in SemEval-2013. We also evaluate the util-
ity of the ML lexicon on the five test sets from a
recent Semeval-2014 task showing significant im-
provement over a strong baseline. Finally, our sys-
tem shows high accuracy among the 42 systems par-
ticipating in the Semeval-2014 challenge ranking

2nd best according to the average rank across all test
sets.

2 Our model

We treat the task of sentiment analysis as a super-
vised learning problem, where we are given labeled
data {(xi,yi)}ni=1 and the goal is to estimate a de-
cision function f(x)→ y that maps input examples
to labels. In particular, we use a linear SVM model
with the prediction function of the following form:
f = sign(wTx + b), where the model weights w
are estimated from the training set.

In the following we describe our approach to con-
struct sentiment lexicons by learning an SVM model
on the the distant supervised dataset. Finally, we de-
scribe our baseline model.

2.1 Distant Supervision for Automatic Lexicon
Construction

Our sentiment lexicon consists of words and word
sequences (we only use word unigrams and bi-
grams). To select lexicon items from a set of all un-
igrams and bigrams, we propose the following pro-
cess:
1. Collect a large unlabelled corpus of tweets C.
2. For each tweet ti ∈ C use cues (hashtags or

emoticons) to automatically infer its label (pos-
itive or negative): yi ∈ {−1,+1}. For example,
positive or negative emoticons, such as ’:-)’ or
’:(’ are good indicators of the general sentiment
expressed by a tweet.

3. Extract unigram and bigram features to encode a
tweet ti into a feature vector xi ∈ R|L|, where the
lexicon L is a set of unigrams and bigrams.

5. Train an SVM model w =
∑

i=1..N αiyixi on
the encoded corpus C = {(xi, yi)}Ni=1. The
model w ∈ R|L| is a dense vector whose com-
ponents are obtained from a weighted combina-
tion of training examples xi (support vectors) and
their labels yi (only those instances with αi > 0
contribute to the components of w).

6. Given that the each component wj of the model
w directly corresponds to the lexicon entry lj ∈
L its raw score is used as a sentiment association
score.

Different from manually constructed lexicons
compiled by humans where each item is assigned
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with an interpretable sentiment score, the scores in
the automatic lexicon are learned automatically on a
weakly supervised task. We use the weights from an
SVM model whose weights are formed by the sup-
port vectors, i.e., the most difficult instances close
to the decision boundary, hence most useful for the
classification task. Additionally, due to its regulari-
sation properties, SVM is known to select only the
most robust features, which is important in the case
of noisy labeled data. Hence, our method is a more
principled way grounded in the statistical learning
theory to exploit the noisy labels for estimating the
word-sentiment association scores for the lexicon
entries. Moreover, feature engineering with our lex-
icon appears to be more helpful (see Sec. 3) on a
supervised task.

2.2 Baseline model
We re-implement the state-of-the-art NRC model
from (Mohammad et al., 2013), which ranked 1st in
the Semeval-2013, and use it as our baseline. This
system relies on various n-gram, surface form and
lexicon features. Briefly, we engineered the follow-
ing feature sets:1

• Word and character grams: we use 1,2,3 n-
grams for words and 3,4,5 n-grams for character
sequences;

• Negation: the number of negated contexts – a
span of words between a negation word (not,
never), and a punctuation mark.

• Lexicons: given a word, we lookup its sentiment
polarity score in the lexicon: score(w). The fol-
lowing aggregate features are produced for the
lexicon items found in a tweet: the total count,
the total sum, the maximal score and the score
of the last token. These features are produced
for unigrams, bigrams, each part-of-speech tag,
hashtags and all-caps tokens.

• Other: number of hashtags, capitalized words,
elongated words, positive and negative emoti-
cons, punctuation.

3 Experiments

In the following experiments our goal is to assess
the value of our distant supervision method to au-

1our baseline system, lexicon and the code to construct it are
freely available at: https://github.com/yyy

Negative Positive

(disappointing,) (no, problem)
(depressing,) (not, bad)
(bummer,) (not, sad)
(sadly,) (cannot, wait)
(passed, away) (no, prob)

Table 1: Lexicon items learned from Emoticon140 cor-
pus with top negative and positive scores.

tomatically extract sentiment lexicons. We com-
pare its performance with other automatically con-
structed lexicons extracted from large Twitter cor-
pora, e.g., auto lexicons built using the PMI ap-
proach from (Mohammad et al., 2013).

3.1 Lexicon learning
We extract our lexicon from a freely available
Emoticon140 Twitter corpus (Go et al., 2009),
where the sentiment labels are automatically in-
ferred from emoticons contained in a tweet2. The
major advantage of such corpora is that it is easy to
build as emoticons serve as fairly good cues for the
general sentiment expressed in a tweet, thus they can
be used as noisy labels. Hence, large datasets can be
collected without incurring any annotation costs.

Tweets with positive emoticons, like ’:)’, are
assumed to be positive, and tweets with negative
emoticons, like ’:(’, are labeled as negative. The
corpus contains 1.6 million tweets with equal distri-
bution between positive and negative tweets. We use
a tokeniser from the CMU Twitter tagger (Gimpel et
al., 2011) extracting only unigrams and bigrams3 to
encode training instances. To make the extraction of
word-sentiment association weights from the model
straight-forward, we ignore neutral labels thus con-
verting the task to a binary classification task. We
use LibLinear (Fan et al., 2008) with L2 regulariza-
tion and default parameters to learn a model. Pre-
processing, feature extraction and learning is very
fast taking only a few minutes. As the number of
unique unigrams and bigrams can be very large and
we would like to keep our sentiment lexicon rea-

2unfortunately, the corpus to build the NRC Hashtag lex-
icon (Mohammad et al., 2013) is not freely available due to
Twitter data distribution policies.

3Adding tri-grams yielded a very minor improvement, yet
the size of the dictionary exploded, so to keep the size of the
dictionary relatively small we use only uni- and bi-grams.
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Dataset Size Pos Neg. Neu.

Train’13 9,728 38% 15% 47%
Dev’13 1,654 35% 21% 45%
Twitter’13 3,813 41% 16% 43%
SMS’13 2093 24% 19% 58%
Twitter’14 1,853 53% 11% 36%
Sarcasm’14 86 38% 47% 15%
LiveJournal’14 1,142 37% 27% 36%

Table 2: Datasets.

sonably small, we filter entries with small weights.
In particular, we found that selecting items with a
weight greater than 1e− 6 did not cause any drop in
accuracy, while the resulting lexicon is reasonably
compact — it contains about 3 million entries.

Table 1 gives an example of top 10 lexicon en-
tries with highest positive and negative scores. In-
terestingly, one would expect to find words such as
amazing, cool, etc. as having the highest positive
sentiment score. However, an SVM model assigns
higher scores to bigrams containing negative words
problem, bad, worries, to outweigh their negative
impact. This helps to handle the inversion of the
sentiment due to negations.

It is important to note that our goal is different
from constructing sentiment lexicons that are inter-
pretable by humans, e.g., manually built lexicons,
but, similar to (Mohammad et al., 2013), we build
automatic lexicons to derive highly discriminative
features improving the accuracy of our sentiment
prediction models.

3.2 Setup
Task. We focused on the Twitter Sentiment Analy-
sis (Task 2) from Semeval-2013 (Nakov et al., 2013)
and its rerun (Task 9) from Semeval-2014 (Rosen-
thal et al., 2014). Both tasks include two subtasks:
an expression-level and a message-level subtasks.
Being more general, we focus only on predicting
the sentiment of tweets at the message level, where
given a tweet, the goal is to classify whether it ex-
presses positive, negative, or neutral sentiment.
Evaluation. We used the official scorers from the
Semeval 2013 & 2014, which compute the average
between F-measures for the positive and negative
classes.
Data. We evaluated our models on both Semeval-
2013 and Semeval-2014 tasks with 44 and 42 par-

ticipating systems correspondingly. The Semeval-
2013 task released the training set containing 9,728
tweets, dev and two test sets: Twitter’13 and
SMS’13. We train our model on a combined train
and dev sets4. The Semeval-2014 re-uses the same
training data and systems are evaluated on 5 test sets:
two test sets from Semeval-2013 and three new test
sets: LiveJournal’14, Twitter’14 and Sarcasm’14.
The datasets are summarized in Table 3.1.

n-grams Manual PMI ML Twitter’13M B N hash s140 raw agg

• 63.53

• • 64.96 (+1.43)
• • 66.74 (+3.21)
• • 64.21 (+0.68)
• • • • 67.44 (+3.91)

• • • • • 68.47 (+4.94)
• • • • • 69.08 (+5.55)
• • • • • • 70.06 (+6.53)

• • • • • 69.47 (+5.94)
• • • • • 69.89 (+6.36)
• • • • • • 70.93 (+7.40)

• • • • • • • • 71.32 (+7.79)

best Semeval’13 system 69.06

Table 3: Results on Semeval-2013 test set. Used fea-
ture sets: n-grams; features from Manual lexicons us-
ing MPQA (M), BingLiu (B) and NRCEmoticon (N)
lexicons; PMI lexicon extracted from NRC-hashtag and
Emoticon140 (s140) datasets; our ML lexicon using raw
and aggregate (agg) features. The numbers in parenthe-
sis indicate absolute improvement w.r.t. baseline n-grams
model.

3.3 Results
We report the results on two runs of the Twitter
Sentiment Analysis challenge organized by Semeval
from 2013 and 2014.

3.3.1 Semeval-2013
The n-grams model includes word and character

n-grams, negation and various surface form features
as described in Section 2. We use this feature set
as a yardstick to assess the value of adding features

4While in the real setting it is also possible to include ad-
ditional weakly labeled data, e.g. Emoticon140, for training a
model, we stick to the constrained setting of the Semeval tasks,
where training is allowed only on the train and dev sets.
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from various lexicons. Firstly, we note that using
three manual lexicons: MPQA (M), BingLiu (B),
and NRC (N) results in almost 4 points of abso-
lute improvement. Notably, among all manual lex-
icons the BingLiu lexicon accounts for the largest
improvement. Next, we explore the value of au-
tomatically generated lexicons using PMI scoring
extracted from two large Twitter datasets: Emoti-
con140 (s140) and hashtag (hash). Both lexi-
cons rely on PMI scoring formula to derive word-
sentiment association scores. Adding features from
these automatically generated lexicons results in fur-
ther improvement over the n-grams feature set and
yields F-score: 70.06.

Next, we explore the value of features derived
from our ML based lexicon. We use the lexicon in
two modalities: (i) including the raw scores (raw)
of each lexicon entry (unigrams and bigrams) found
in the given tweet; (ii) deriving aggregate features
(agg) from the raw scores as described in Sec. 2; and
(iii) using both. We note that the features from our
ML-based lexicon yield superior performance to any
of the PMI lexicons providing at least 2% gains and
is even better when the two PMI lexicons are com-
bined. Finally, adding the ML-based lexicon on top
of the models including manual and auto lexicons
provides the new state-of-the-art result on Semeval-
2013 with an improvement of almost 8 points w.r.t.
to the basic model. Our model achieves the score of
71.32 vs. 69.06 for the previous best system.

3.3.2 Semeval-2014

Table 4 shows that adding features from our ML-
based vocabulary provides a substantial improve-
ment over the previous best NRC system on 4 out of
5 test sets. Interestingly, we observe a strong drop on
the Sarcasm’14 test set. One possible reason is that
the labels for Emoticon140 corpus are inferred auto-
matically using emoticons, which may strongly bias
our model to incorrectly predict sentiment for those
tweets containing sarcasm. With more than 40 sys-
tems participating in Semeval-2014 challenge, we
note that the majority of systems perform well only
on few test sets at once while failing on the others5.
The performance of our system is rather high across
all the test sets with an average rank of 3.4, which

5http://alt.qcri.org/semeval2014/task9/

Table 4: Semeval-2014. Numbers in parenthesis is the
absolute rank of a system on a given test set. Bold scores
compares using our ML lexicon on top of the NRC sys-
tem. Results marked with † are statistically significant at
p > 0.05 (via the paired t-test).

System NRC NRC +
ML lex.

best
score

LJournal’14 75.28 (1) 76.54† (1) 74.84
SMS’13 66.86 (5) 67.20 (5) 70.28
Twitter’13 70.06 (5) 71.32† (2) 72.12
Twitter’14 68.71 (6) 70.51† (2) 70.96
Sarcasm’14 59.20 (1) 55.08 (7) 58.16

ave-rank 3.8 3.4 (2) 2.4 (1)

is the second best result in Semeval-2014 message-
level task (the best system is from the NRC team
with an ave-rank 2.4, whereas the closest follow up
system has an ave-rank 6).

4 Conclusions
We demonstrated a simple and principled approach
grounded in machine learning to construct senti-
ment lexicons. We show that using off-the-shelf ma-
chine learning tools to automatically extract lexicons
greatly outperforms other automatically constructed
lexicons that use pointwise mutual information to
estimate sentiment scores for the lexicon items.

We have shown that combining our machine-
learned lexicon with the previous best system yields
state-of-the-art results in Semeval-2013 gaining over
2 points in F-score and ranking our system 2nd ac-
cording to the average rank over the five test sets
of Semeval-2014. Finally, our ML-based lexicon
shows excellent results when added on top of the
current state-of-the-art NRC system. While our ex-
perimental study is focused on Twitter, our method
is general enough to be applied to sentiment classifi-
cation tasks on other domains. In the future, we plan
to experiment with constructing ML lexicons from
larger Twitter corpora also using hashtags.

Recently, deep convolutional neural networks for
sentence modelling (Kalchbrenner et al., 2014; Kim,
2014) have shown promising results on several NLP
tasks. In particular, (Tang et al., 2014) showed that
learning sentiment-specific word embeddings and
using them as features can boost the accuracy of ex-
isting sentiment classifiers. In the future work we
plan to explore such approaches.
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Abstract

We present a large-scale Native Language
Identification (NLI) experiment on new data,
with a focus on cross-corpus evaluation to
identify corpus- and genre-independent lan-
guage transfer features. We test a new corpus
and show it is comparable to other NLI cor-
pora and suitable for this task. Cross-corpus
evaluation on two large corpora achieves good
accuracy and evidences the existence of reli-
able language transfer features, but lower per-
formance also suggests that NLI models are
not completely portable across corpora. Fi-
nally, we present a brief case study of fea-
tures distinguishing Japanese learners’ En-
glish writing, demonstrating the presence of
cross-corpus and cross-genre language trans-
fer features that are highly applicable to SLA
and ESL research.

1 Introduction

Native Language Identification, the task of deter-
mining the native language (L1) of an author based
on a second language (L2) text, has received much
attention recently. Much of this is motivated by Sec-
ond Language Acquisition (SLA) as NLI, often ac-
complished via machine learning methods, can be
used to study language transfer effects.

Most NLI research hitherto has focused on identi-
fying linguistic phenomena that can capture trans-
fer effects, with little effort towards interpreting
discriminant features. Some researchers have now
shifted their focus to developing data-driven meth-
ods for the automatic extraction and ranking of lin-
guistic features that distinguish specific L1s (Swan-
son and Charniak, 2014).

Such methods could be used not only to confirm
existing SLA hypotheses, but also to create new
ones. This hypothesis formulation is an inherently

difficult problem requiring copious amounts of data.
Contrary to this requirement, researchers have long
noted the paucity of suitable corpora1 for this task
(Brooke and Hirst, 2011). This is one of the research
issues addressed by this work.

Furthermore, deriving SLA hypotheses from a
single corpus may not be entirely useful for SLA
research. Many variables like genre and topic are
constant within a corpus, restricting the validity of
such cross-validation studies to those dimensions.

An alternative, potentially more helpful approach,
is to identify transfer features that reliably distin-
guish an L1 across multiple corpora of differing gen-
res and domains. A cross-corpus methodology may
be a more promising avenue to finding features that
generalize to diverse text sources, but requires addi-
tional large corpora. It is also a more realistic ap-
proach, and one we pursue in this work.

Accordingly, the aims of the present work are to:
(1) test a large new corpus suitable for NLI, (2)
perform within-corpus evaluation with a compara-
tive analysis against equivalent corpora, (3) perform
cross-corpus evaluation to determine the efficiency
of corpus independent features and (4) analyze the
features’ utility for SLA & ESL research.

2 Background and Motivation

NLI work has been growing in recent years, using
a wide range of syntactic and more recently, lexical
features to distinguish the L1. A detailed review of
NLI methods is omitted here for reasons of space,
but a thorough exposition is presented in the report
from the very first NLI Shared Task that was held in
2013 (Tetreault et al., 2013).

Most English NLI work has been done using two
corpora. The International Corpus of Learner En-

1An ideal NLI corpus should have multiple L1s, be balanced
by topic, proficiency, texts per L1 and be large in size.
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glish (Granger et al., 2009) was widely used un-
til recently, despite its shortcomings2 being widely
noted (Brooke and Hirst, 2012a). More recently,
TOEFL11, the first corpus designed for NLI was
released (Blanchard et al., 2013). While it is the
largest NLI dataset available, it only contains argu-
mentative essays, limiting analyses to this genre.

Research has also expanded to use non-English
learner corpora (Malmasi and Dras, 2014a; Mal-
masi and Dras, 2014c). Recently, Malmasi and Dras
(2014b) introduced the Chinese Learner Corpus for
NLI and their results indicate that feature perfor-
mance may be similar across corpora and even L1-
L2 pairs. This is a claim that we will test here.

NLI is now also moving towards using features to
generate SLA hypotheses. Swanson and Charniak
(2014) approach this by using both L1 and L2 data
to identify features exhibiting non-uniform usage in
both datasets, creating lists of candidate transfer fea-
tures. Malmasi and Dras (2014d) propose a different
method, using linear SVM weights to extract lists of
overused and underused linguistic features for each
L1 group.

Cross-corpus studies have been conducted for
various data-driven NLP tasks, including parsing
(Gildea, 2001), WSD (Escudero et al., 2000) and
NER (Nothman et al., 2009). While most such ex-
periments show a drop in performance, the effect
varies widely across tasks, making it hard to predict
the expected drop for NLI. We aim to address this
question using large training and testing data.

3 EFCamDat: A new corpus for NLI

The EF Cambridge Open Language Database
(EFCAMDAT) is an English L2 corpus that was re-
leased recently (Geertzen et al., 2013). It is com-
posed of texts submitted to Englishtown, an online
school used by thousands of learners daily.

This corpus is notable for its size, containing
some 550k texts from numerous nationalities, mak-
ing it an ideal candidate for NLI research. While
the TOEFL11 is made of argumentative essays, EF-
CAMDAT has a much wider range of genres includ-
ing writing emails, descriptions, letters, reviews, in-
structions and more.

In this work we present an application of NLI to
this new data. As some of the texts can be short, we
use the methodology of Brooke and Hirst (2011) to
concatenate and create texts with at least 300 tokens,
much like the TOEFL11.

2The issues exist as the corpus was not designed for NLI.

Common Arabic, Chinese, French, German, Italian,
Japanese, Korean, Spanish, Turkish

EFCAMDAT Portuguese, Russian
TOEFL11 Hindi, Telugu

Table 1: The 11 L1 classes extracted from the EFCAMDAT
corpus, compared to the TOEFL11 corpus. The first 9
classes are common between both.

From the data we choose 850 texts from each of
the top 11 nationalities. This subset of EFCAMDAT
thus consists of 9,350 documents totalling approxi-
mately 3.2m tokens. This is an average of 337 to-
kens per text, close to the 348 tokens per text in
TOEFL11.

This also provides us with the same number of
classes as the TOEFL11, as shown in Table 1, fa-
cilitating direct performance comparisons. The ta-
ble also indicates the 9 classes common to both cor-
pora. This subset of common classes enables us to
perform large-scale cross-corpus validation experi-
ments that have not been possible until now.

4 Methodology

We use the standard NLI classification approach. A
linear Support Vector Machine is used for classi-
fication and feature vectors are created using rel-
ative frequency values. We also combine features
with a mean probability ensemble classifier (Polikar,
2006, §4.2) using the probabilities assigned to each
class. We compare results with a random base-
line and the oracle baseline used by Malmasi et al.
(2015). The oracle correctly classifies a text if any
ensemble member correctly predicts its label and
defines an upper-bound for classification accuracy.
We avoid using lexical features as EFCAMDAT is
not topic balanced. We extract the following topic-
independent feature types:

Function words are topic-independent grammat-
ical words such as prepositions which indicate the
relations between other words. They are known to
be useful for NLI. Frequencies of 400 English func-
tion words3 are extracted as features. We also apply
function word bigrams as described in Malmasi et
al. (2013).

Context-free Grammar Production Rules are
extracted after parsing each sentence. Each rule is
a classification feature (Wong and Dras, 2011) and
captures global syntactic patterns.

3Like previous work, this also includes stop words,
which we sourced from the Onix Text Retrieval Toolkit:
http://www.lextek.com/manuals/onix/stopwords1.html
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Figure 1: Comparing EFCAMDAT feature performance
with the TOEFL11 and Chinese Learner Corpus (CLC).
POS-1/2/3: POS uni/bi/trigrams, FW: Function Words,
PR: CFG Productions

Part-of-Speech (POS) n-grams of size 1–3 are
extracted as features. They capture preferences for
word classes and their localized ordering patterns.

5 Within-Corpus Evaluation

Our first experiment applies 10-fold cross-validation
within the corpus to assess feature efficacy. The re-
sults are shown in the first column of Table 2.

All features perform substantially higher than the
9% baseline. POS trigrams are the best single fea-
ture (53%), suggesting there exist significant inter-
class syntactic differences. Next, we also combined
all features using a classifier ensemble, which has
been shown to be helpful for NLI (Tetreault et al.,
2012). This yields the best accuracy of 65% against
an upper-bound of 87% set by the oracle.

We also compare these results to those from the
TOEFL11 and Chinese Learner Corpus (CLC). As
shown in Figure 1, we find that feature performance
is nearly identical across corpora. Consistent with
the results in Malmasi and Dras (2014b), this seems
to suggest an invariant degree of transfer across dif-
ferent learners and L1-L2 pairs.

Figure 2 shows the confusion matrix. German is
the most correctly classified L1, while the highest
confusion is between Japanese–Korean, followed by
Spanish–Portuguese and French–Italian. This is not
surprising given their syntactic similarity as well as
being typologically related in case of the latter two.

6 Large-scale Cross-Corpus Evaluation

Our second experiment tests the cross-corpus effi-
cacy of the features by training on EFCAMDAT and
testing on TOEFL11,4 and vice versa. As the corpus
texts are from different genres, this approach enables

4The 9 common classes discussed in §3 are used.
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Figure 2: EFCAMDAT 11-class confusion matrix.

Arabic German Japanese
Saudi Germany Japan
Arabia Berlin Tokyo
Arabic Hamburg Osaka
Mohammed Frankfurt Nagoya
Ali Munich Yen

Table 3: Selected items from the top 15 most discrimina-
tive words for Arabic/German/Japanese.

us to test the cross-corpus and cross-genre general-
izability of our features.

Results are shown in the second and third column
of Table 2. While lower than the cross-validation
results which were on 11 classes vs 9 here, the
results are far greater than the baseline. The ac-
curacy for training on EFCAMDAT and testing on
TOEFL11 is higher (33.45%) than the other way
around (28.42%), even though TOEFL11 is the larger
corpus. This is possibly because EFCAMDAT has
numerous genres while TOEFL11 does not. The
cross-corpus oracle is also over 20% lower, despite
an increase in the random baseline, showing some
features are not portable across corpora. Training on
TOEFL11 yields a lower oracle.

Although a performance drop was expected due
to the big genre differences, results suggest the pres-
ence of some corpus-independent features that cap-
ture cross-linguistic influence. However, they also
suggest that a large portion of the features helpful
for NLI are genre-dependent.

Previously, word n-grams have been applied in
small-scale cross-corpus studies and found to be the
best feature (Brooke and Hirst, 2012b). Word n-
grams have been previously used in NLI and are be-
lieved to capture lexical transfer effects which have
been previously noted by researchers and linguists
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Classification Feature EFCAMDAT
10-fold CV

Train EFCAMDAT
Test TOEFL11

Train TOEFL11
Test EFCAMDAT

Random Baseline 9.09 11.11 11.11
Oracle Baseline 86.84 64.92 62.43
Function Word unigrams 52.01 27.14 21.77
Function Word bigrams 47.92 29.21 22.63
Production Rules 49.12 30.73 23.91
Part-of-Speech unigrams 33.21 23.42 16.71
Part-of-Speech bigrams 50.43 31.02 23.09
Part-of-Speech trigrams 53.05 32.38 25.55
Ensemble (All features) 64.95 33.45 28.42
Word unigrams – 41.82 42.48

Table 2: Classification accuracy (%) for our within- and cross-corpus experiments.

(Odlin, 1989). The effects are mediated not only by
cognates and word form similarities, but also seman-
tics and meanings. Other NLI studies have also pro-
vided empirical evidence for this hypothesis (Mal-
masi and Cahill, 2015).

However, issues stemming from topic bias5 have
also limited their use in NLI (Brooke and Hirst,
2012a), although use could be justified in cross-
corpus scenarios due to the lower risk of topic-bias
across corpora. We applied word unigrams to our
cross-corpus experiment, achieving an accuracy of
41.8% for training on the EFCAMDAT and test-
ing on TOEFL11 and 42.5% for the reverse setting.
These are the best results in this setup.

To check for any topic-bias effects, we inspected
the most discriminative features for each L1 class
using the method proposed by Malmasi and Dras
(2014d). This analysis revealed that the top features
were mostly cultural and geographic references re-
lated to the author’s country. Table 3 contains words
selected from the top 15 most discriminative fea-
tures found in the cross-corpus experiment for three
L1s. We observe that most of these are toponyms
or culture-specific terms such as names and curren-
cies. These results reveal another potential issue
with using lexical features. Although this isn’t topic-
bias, the features do not represent genuine linguis-
tic differences or lexical transfer effects between L1
groups. In practical scenarios, this could also make
NLI systems vulnerable to content-based manipula-
tion. The exclusion of proper nouns is one way to
combat this.

7 A Case Study of Japanese Learners
To demonstrate the utility of this cross-corpus ap-
proach we present a brief case study of features that

5Due to correlations between text topics and L1 classes.

characterize English writings of Japanese learners.
We extracted the most discriminative cross-corpus
features of Japanese learner texts using the method
of Malmasi and Dras (2014d).

Table 4 contains the top production rule features.
The first rule shows a preference for having a subor-
dinate clause before the main clause. The next two
rules show that Japanese learners tend to begin their
sentences with adverbs and conjunctions. This pref-
erence for placing information at the start of sen-
tences is most likely rooted in the fact that Japanese
is an SOV head-final language6 where dependent
clauses generally precede the main clause and rel-
ative clauses precede the noun they modify. The in-
fluence of this head-direction parameter on English
acquisition has been previously investigated (Flynn,
1989).

In contrast, it is quite common for the main clause
to precede the subordinate clause in English. Other
research has also noted that Japanese speakers have
a “long before short” preference7 (Yamashita and
Chang, 2001). This is also evidence by another
highly discriminative rule for this L1: S → S ,
CC S .

Japanese writers also seem more likely to split
longer arguments into multiple shorter sentences, as
suggested by our third production rule. It has also
been noted that Japanese and Korean sentences in
the TOEFL11 have the shortest mean length (Cimino
et al., 2013, p. 211).

Turning to POS trigrams, the POS tag sequence
VBZ JJ NN is strongly linked to Japanese learn-

6Contrasted with English which is SVO.
7This refers to how conjuncts are ordered: short-before-long

in English, long-before-short in Japanese. Our findings suggest
that Japanese writers transfer this internal order-preference into
their L2 English writing.
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Production Rule Example Sentence
S → SBAR , NP VP . If you have spare time, you’ll think of shopping.
S → ADVP , NP VP . Therefore, the online studying system is really convenient for me.
S → CC NP VP . But I’m not good at English. / But it wasn’t comfortable and cosy.

Table 4: The top 3 cross-corpus production rule features for Japanese L1 with example lexicalizations.

Overuse Underuse
however perhaps
though somebody
cannot everything
therefore behind
such upon
into between

Table 5: English function words overused and underused
by Japanese learners in their writing.

ers. It represents a third person verb, such as is or
has followed by an adjective and a noun. A brief
analysis reveals that this is commonly observed in
Japanese learner texts because the sequence is miss-
ing a determiner before the noun phrase.8 This likely
stems from the fact that Japanese learners have diffi-
culty with English articles, often failing to use them
(Butler, 2002; Thomas, 1989). Its prominence in the
ranked list shows that it is a common issue across
distinct learners and genres.

The top overused and underused function words
are listed in Table 5. The words however and there-
fore are highly relevant; Japanese writers often use
these to start sentences, possibly due to the above-
mentioned production rules. The word into is also
predictive and seems to be used in places where in is
more appropriate. This may be due to the Japanese
words for in, to and into being similar.9 In the under-
use list, perhaps is never used by Japanese learners.
Other words here are low-frequency in Japanese L1
texts in both corpora.

8 Discussion

In this work we presented the first application of one
of the largest and newest publicly available learner
corpora to NLI. Cross-validation experiments mir-
rored the performance of other corpora and demon-
strated its utility for the task. We believe this will
motivate future work by equipping researchers with
a large-scale corpus that is highly suitable for NLI.

8Example lexicalizations from EFCAMDAT include “She
wears black top” and “This area is famous park.”

9All use the particle ni, see Takenobu et al. (2005)

Next, results from the largest cross-corpus NLI
evaluation to date were presented, providing strong
evidence for the presence of transfer features that
generalize across learners, corpora, topics and gen-
res. However, the fact that the cross-corpus accuracy
is lower than within-corpus cross-validation high-
lights that a large portion of the features are highly
corpus-specific. This suggests that NLI models are
not entirely portable across corpora. Practical appli-
cations of NLI to forensic linguistics or SLA must
be robust to input from numerous sources and their
associated variations, and this finding highlights the
need for a cross-corpus approach.

To demonstrate how this methodology could be
used for SLA, an examination of the cross-corpus
features effective in classifying texts of Japanese
learners was conducted. Through feature analysis,
we were able to link these patterns of syntactic pro-
ductions, article use and lexical choices to L1-based
SLA hypotheses.

Our output lists hundreds of features, not included
or examined here due to space limitations, whose
analysis would allow SLA researchers to explore
and generate new hypotheses, specially by combin-
ing multiple syntactic feature types.

A shortcoming here is that we did not balance
texts by proficiency to match the TOEFL11. We ex-
pect that a more even sampling of proficiency or us-
ing proficiency-segregated models will yield higher
accuracy and features more representative of stu-
dents at each proficiency level.

Directions for future work are manifold. The next
phase of this research will focus on developing tools
to derive and browse ranked lists of the most dis-
criminative cross-corpus features, which will then
be used to formulate SLA hypotheses. Subject to
availability of data, this could be expanded to a mul-
tiple cross-corpus methodology, using three or more
corpora. Its application to other languages besides
English is also of interest.

NLI is a young but rapidly growing field of re-
search and this study is but a first step in shifting
efforts towards a more interpretive approach to the
task. We hope that the new dataset and directions
presented here will galvanize future work.
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Abstract
Speech transcripts often only capture seman-
tic content, omitting disfluencies that can be
useful for analyzing social dynamics of a dis-
cussion. This work describes steps in build-
ing a model that can recover a large fraction of
locations where disfluencies were present, by
transforming carefully annotated text to match
the standard transcription style, introducing a
two-stage model for handling different types
of disfluencies, and applying semi-supervised
learning. Experiments show improvement in
disfluency detection on Supreme Court oral ar-
guments, nearly 23% improvement in F1.

1 Introduction
Many hearings, lectures, news broadcasts and other
spoken proceedings are hand-transcribed and made
available online for easier searching and increased
accessability. For speed and cost reasons, standard
transcription services aim at representing seman-
tic content only; thus, filled pauses (uh, um) and
many disfluencies (repetitions and self corrections)
are omitted, though not all. Careful transcripts rep-
resent all the words (and word fragments spoken), as
shown below with disfluent regions underlined.

Careful: It is it is a we submit
Where there used to be um um um uh the decision

Standard: It is, it is, we submit
Where there used to be the decision

These phenomena are quite common in spon-
taneous speech, even in formal settings such as
Supreme Court oral arguments and congressional
hearings (Zayats et al., 2014).

While disfluencies may not be important for an-
alyzing the topic of a discussion, the rate and type

of disfluencies provide an indication of other factors
of interest in spoken language analysis, including
cognitive load, emotion, and social cues (Shriberg,
2001). Further, predicting locations of disfluencies
in standard transcripts would help to improve time
alignments of transcripts to the audio signal, and to
provide more useful text data for training language
models for speech recognition. Since careful anno-
tation of transcripts with this information is costly,
this paper tackles the problem of recovering the dis-
fluencies from clues in the standard orthographic
transcripts, or “unediting” the transcripts.1

Here, unediting is treated as detection of the
reparandum of the disfluencies. Following the struc-
tural representation of (Shriberg, 1994), as in:

[ we would + which we would ]
[ would + [ who + who ] wouldn’t ]

the task is to detect the words in the brackets preced-
ing the ’+’ which marks the self-interruption point.
Of course, here, some of the words in those regions
may not be in the transcript, so location is more im-
portant than extent. In addition, some cues used (i.e.
filled pauses and word fragments) are not available
in standard transcripts.

Three developments are combined to address the
problem of unediting with the constraint of lim-
ited hand-annotated training data in the target do-
main: oral arguments from the Supreme Court of the
United States (SCOTUS) available from the Oyez
Project archive (oyez.org). First, we identify mech-
anisms for transforming the careful transcripts of
the Switchboard corpus (Godfrey et al., 1992) to be

1Thanks to Mark Liberman for the term “unediting.”
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more similar to the Oyez transcripts. Second, we in-
troduce a multi-stage model that accounts for differ-
ences in the rates of repetitions and self-corrections
in standard vs. careful transcripts. Lastly, we ap-
ply semi-supervised learning to take advantage of
the large amount of original Oyez transcripts. The
system combining all these techniques, referred to
here as UNEDITOR, leads to an improvement in F1
of nearly 23% compared to a baseline of training
from the original disfluency-annotated Switchboard
corpus.

2 Related work

This paper builds on prior work using conditional
random field (CRF) models (Liu et al., 2006;
Georgila, 2009; Ostendorf and Hahn, 2013; Zayats
et al., 2014). More recent work has shown a benefit
from Markov networks (Qian and Liu, 2013; Wang
et al., 2014). Since our work is on the transcription
style mismatch, this work adopts the simpler CRF
approach, but can be easily extended to other classi-
fication techniques.

In this work, we use only text features. While
prosodic features have been shown to be useful
(Shriberg, 1999; Kahn et al., 2005; Liu et al.,
2006; Wang et al., 2014), the fact that the Oyez
transcripts do not capture all the words means that
forced time alignments are unreliable and the as-
sociated prosodic features are too noisy to be use-
ful. Other studies integrate disfluency detection with
parsing, e.g. (Charniak and Johnson, 2001; Johnson
and Charniak, 2004; Lease et al., 2006; Hale et al.,
2006; Miller, 2009; Miller et al., 2009; Zwarts et
al., 2010; Rasooli and Tetreault, 2013; Honnibal and
Johnson, 2014), but parsers trained on standard tree-
bank data sets are not effective on the very long and
complex sentences in SCOTUS; parser adaptation is
left for future work.

There are a few studies that have investigated dis-
fluency detection using cross-domain training data
(Georgila et al., 2010; Ostendorf and Hahn, 2013;
Zayats et al., 2014), and many more that have used
multi-domain data for other language processing
tasks. What is different about the task addressed
here is that both the domain (topic and speaking
style) and the transcription protocol differ between
the target and source domain. There have been some

attempts to transform written text to a more conver-
sational style for training language models, e.g. Bu-
lyko et al. (2007) inserted pause fillers and word rep-
etitions, which led to reductions in perplexity though
not word error rate. The work here differs in that
the transformation is in the reverse direction (remov-
ing fillers from conversational text) and punctuation
cues are emphasized.

3 Transforming training data

Here we describe methods for generating training
data for use with standard transcripts: i) transfer-
ring labels from a small amount of carefully anno-
tated data to corresponding standard transcripts, and
ii) transforming the existing Switchboard training
set to make it more similar to the target domain.

3.1 SCOTUS corpora

The Oyez Project at Chicago-Kent is a multime-
dia archive containing audio and transcripts of the
Supreme Court hearings since 1955. While OYEZ

transcripts are consistent with the audio in general,
they are not accurate when it comes to disfluen-
cies. We notice that most simple disfluencies such
as repetitions have been omitted by OYEZ anno-
tators, while more complex ones are often present
and annotators have used the ‘...’ symbol at loca-
tions of filled pauses or repetitions. Having those
explicit cues indicating interruption points in disflu-
encies makes it possible to consider recovering the
untranscribed disfluencies.

For CAREFUL SCOTUS annotation, we use the
data provided by (Zayats et al., 2014), which in-
cludes seven cases with carefully transcribed au-
dio and hand-annotated disfluencies, with sepa-
rately marked repetitions. We develop ANNOTATED

OYEZ transcripts, by transferring disfluency labels
for those seven cases from CAREFUL SCOTUS to the
corresponding files in OYEZ and dropping the dele-
tion markers. As a result, those transcripts are iden-
tical to the original OYEZ transcripts, but in addition
contain disfluency annotation derived from CARE-
FUL SCOTUS.

In order to align the CAREFUL SCOTUS and
ORIGINAL OYEZ transcripts, we use a dynamic pro-
gramming algorithm for sequence alignment with
matching scores as given in Table 1 and a deletion
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CAREFUL SCOTUS OYEZ Score
exact match exact match 4
‘+’ ‘...’ 3
punctuation punctuation 2
end of sentence ‘...’ 2
word/punct ‘...’ 1
word other word -1
word punct -1

Table 1: Matching scores used in dynamic programming
transcript alignment.

cost of 1. Some examples of CAREFUL SCOTUS,
OYEZ, ALIGNED OYEZ (with deletions marked) and
ANNOTATED OYEZ transcripts are shown below.
The full corpus is available at https://ssli.
ee.washington.edu/tial/data/oyez.

CAREFUL SCOTUS: [ [S It is + it is ] a + ] we submit
Where there used to be um um um uh the decision

OYEZ: It is, it is, we submit
Where there used to be the decision

ALIGNED OYEZ: [ [S It is, + it is ], + ] we submit
Where there used to be the decision

ANNOTATED OYEZ: [ [S It is, + it is ], + ] we submit
Where there used to be the decision

3.2 Switchboard transformation

The ANNOTATED OYEZ training set is a very small
dataset, and other work has shown that Switchboard
(SWBD) is useful for cross-domain training for SCO-
TUS (Zayats et al., 2014). However, prior work has
been with careful transcripts. SWBD transcripts do
not include ‘...’ symbols, and SWBD has many more
commas and other punctuation symbols. In order to
make best use of the SWBD data, we transform it to
be more similar to the OYEZ transcripts in two steps.
First, we add ‘...’ after interruption points in SWBD.
Second, we remove all punctuations except ‘...’ in
the middle of the sentence in both of the corpora.

4 Detecting disfluencies

In this section we describe the UNEDITOR system,
which is a two-stage CRF model trained on trans-
formed training data and takes advantage of a large
pool of unlabeled data with a self-training technique.

Baseline: CRF We use a conditional random field
(CRF) model that labels each word in a sentence,

following a tagging approach with separate repeti-
tion and non-repetition reparandum states, as in (Os-
tendorf and Hahn, 2013). The feature set includes
identity and pattern match features widely used in
disfluency detection tasks, as well as distance-based
and disfluency language model features from (Zay-
ats et al., 2014).

4.1 Two-stage model

Using the same features as in the baseline, we in-
troduce a two-stage CRF model motivated by our
observation that many repetitions are omitted from
the standard transcriptions. Thus, while 62% of dis-
fluencies in CAREFUL SCOTUS are repetitions, only
22% of all disfluencies in ANNOTATED OYEZ are
repetitions. We find that training at two separate
stages helps to overcome the difference in distribu-
tions of two disfluency types between source and tar-
get domains, and hence results in a better model for
adaptation. In the first stage, we train a model to de-
tect repetitions by only considering repetition states
in the training data. In the second stage, we train a
model to detect non-repetitions by removing all rep-
etitions from the training data. Similarly at test time,
we use the first-stage model to detect repetitions,
then remove all the detected repetitions, and apply
the second-stage model to detect non-repetitions. In
evaluation, we report the disfluencies detected in
both stages.

4.2 Self-training

A benefit of OYEZ transcripts is that there is a huge
amount of unlabeled data available, which makes
it natural to use semi-supervised learning. In this
work, we use a simple self-training approach. First
we apply a CRF model trained on the labeled data
to the unlabeled data. Then we augment the training
data with automatically labeled sentences that have
been detected to contain a disfluency with a confi-
dence score greater than 0.5, and retrain the model
with the new augmented training set.

5 Experiments and discussion

We evaluate the different sources/transformations of
training data, self-training and the two-stage detec-
tion model on ANNOTATED OYEZ transcripts from
three cases (∼30k words).
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Training set Prec Rec F1
CAREFUL SCOTUS 66.1 16.7 26.7
ANNOT OYEZ 86.7 20.4 33.0
ORIG SWBD 62.2 29.1 39.7
CAREFUL SCOTUS + ORIG SWBD 63.7 27.8 38.7
ANNOT OYEZ + TRANSF SWBD 70.9 49.0 57.9

Table 2: Disfluency detection of ANNOT OYEZ with
different training sets.

5.1 Transforming training data

First, we assess the utility of different training
sources and training data transformation using the
baseline model. Note that the two SCOTUS sets are
quite small (four cases, ∼64k words) compared to
Switchboard (1.3M words). Because of the differ-
ence in punctuation style between the original Oyez
transcripts and the careful transcripts of both cor-
pora, all sentence-internal punctuation is removed in
the CAREFUL SCOTUS and ORIG SWBD data.

Table 2 reports results on training the CRF model
with the different sources and their combinations.
As expected, detection with in-domain training data
and transformed SWBD (ANNOT OYEZ+TRANSF

SWBD) outperforms training on all other dataset
combinations. Training on ANNOT OYEZ alone sig-
nificantly outperforms detection (especially preci-
sion) when only trained on the carefully annotated
data because of the matching transcription style.
Training with ORIG SWBD outperforms training
with ANNOT OYEZ alone mainly due to the avail-
ability of more training data in the SWBD dataset,
consistent with results in (Ostendorf and Hahn,
2013). Surprisingly, the CAREFUL SCOTUS data
did not provide any benefit when added to the ORIG

SWBD.
Next, we study the impact of adding ‘...’ sym-

bols and removing punctuation for transforming the
SWBD data. Table 3 reports results for training the
CRF model with the combination of ANNOT OYEZ

and SWBD with different transformation steps. We
observe that roughly 30% of the interruption points
in CAREFUL SCOTUS are associated with the ‘...’
symbol in the OYEZ transcripts; therefore, we add
‘...’ symbols after 1/3 of the interruption points in
the SWBD. As expected, disfluency detection is im-
proved by transforming SWBD with adding ‘...’. The
largest gain is obtained when we also remove punc-

Training set:
ANNOT OYEZ+

Prec Rec F1

ORIGSWBD 67.8 29.3 40.9
SWBD WITH ... 63.1 46.8 53.7
TRANSF SWBD 70.9 49.0 57.9

Table 3: The combination of ANNOT OYEZ and SWBD
with different SWBD transformation steps.

Training set Prec Rec F1
CAREFUL SCOTUS 57.8 21.2 31.0
ANNOT OYEZ 81.7 27.3 41.0
ORIG SWBD 59.0 31.7 41.2
CAREFUL SCOTUS + ORIG SWBD 64.6 33.7 44.3
ANNOT OYEZ + TRANSF SWBD 71.7 52.8 60.8

Table 4: Self-training performance using different initial
models.

tuation (the row TRANSF SWBD). All further exper-
iments use this setting for training the models.

5.2 Self-training

Here we study the contribution of semi-supervised
learning when applied on the baseline model (Ta-
ble 5). For self-training, we use 1,765 OYEZ tran-
scripts dated 1990 - 2011 as our unlabeled data
(∼17.5M words), with a confidence threshold of 0.5
for augmenting the training data, as described pre-
viously. We use each one of the baseline models in
Table 2 as an initial model for the self-training for
comparison to the results in Table 4. While adding
a lot of in-domain data definitely helps, the quality
of the initial model plays a major role in the overall
performance.

5.3 Two-stage model

Finally, we assess the impact of the two-stage model
with and without self-training (Table 5). For the
two-stage semi-supervised model, self-training was
only used for the second stage (non-repetition de-
tection). As expected, both two-stage and self-
training models improve the baseline CRF model,
and the combination performs the best. The two-
stage model helps to adapt the differences in dis-
tribution of repetitions and non-repetitions between
the two domains by factoring the different prob-
lems to improve the match of the more difficult non-
repetition cases. Overall, we obtain nearly 23% im-
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Model Prec Rec F1
1-stage 70.9 49.0 57.9
1-stage semi 71.7 52.8 60.8
2-stage 83.3 47.6 60.6
UNEDITOR: 2-stage semi 76.8 52.2 62.2

Table 5: Baseline, two-stages and self-training methods,
comparison: baseline self-training method is trained on
...., all the rest methods are trained on ANNOT OYEZ and
TRANSF SWBD. Our method, UNEDITOR combines self-
training and two-stage models.

provement using the full UNEDITOR system com-
paring to the model trained on the ORIG SWBD

dataset.

6 Conclusion

In this paper we present a framework for disfluency
detection in non-careful transcripts. Experiments
are based on the OYEZ archive of transcriptions of
Supreme Court oral arguments. To address the prob-
lem of lack of annotated data, we first transfer dis-
fluency annotations from careful transcripts of a few
cases to the less precise OYEZ transcripts. Next,
we transform Switchboard transcripts to make them
more similar to the target domain. In addition, we
introduce a two-stage model and self-training to fur-
ther improve performance.

Experiments show improvement in disfluency de-
tection on Supreme Court oral arguments. Start-
ing from baselines of training from carefully anno-
tated in-domain data (F1=26.1) or Switchboard data
(F1=39.7), we achieve a substantial improvement to
(F1=62.2) with our best case system UNEDITOR,
which corresponds to an improvement of nearly
23% over the stronger baseline.

Possible extensions of this work include ex-
ploring graph-based semi-supervised approaches
(e.g., (Subramanya et al., 2010)) and combining the
text-based approach with flexible ASR forced align-
ment allowing optional insertion of filled pauses and
words that are common as repetitions. In addition,
the availability of the automatically annotated dis-
fluencies makes it possible to study the variation in
rates for different cases and speakers over an ex-
tended time period.
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Abstract

Semantic parsing has made significant progress, but
most current semantic parsers are extremely slow
(CKY-based) and rather primitive in representation.
We introduce three new techniques to tackle these
problems. First, we design the first linear-time
incremental shift-reduce-style semantic parsing al-
gorithm which is more efficient than conventional
cubic-time bottom-up semantic parsers. Second, our
parser, being type-driven instead of syntax-driven,
uses type-checking to decide the direction of reduc-
tion, which eliminates the need for a syntactic gram-
mar such as CCG. Third, to fully exploit the power
of type-driven semantic parsing beyond simple types
(such as entities and truth values), we borrow from
programming language theory the concepts of sub-
type polymorphism and parametric polymorphism to
enrich the type system in order to better guide the
parsing. Our system learns very accurate parses in
GEOQUERY, JOBS and ATIS domains.

1 Introduction
Most existing semantic parsing efforts employ a CKY-
style bottom-up parsing strategy to generate a meaning
representation in simply typed lambda calculus (Zettle-
moyer and Collins, 2005; Lu and Ng, 2011) or its variants
(Wong and Mooney, 2007; Liang et al., 2011). Although
these works led to fairly accurate semantic parsers, there
are two major drawbacks: efficiency and expressiveness.

First, as many researches in syntactic parsing (Nivre,
2008; Zhang and Clark, 2011) have shown, compared to
cubic-time CKY-style parsing, incremental parsing can
achieve comparable accuracies while being linear-time,
and orders of magnitude faster in practice. We therefore
introduce the first incremental parsing algorithm for se-
mantic parsing. More interestingly, unlike syntactic pars-
ing, our incremental semantic parsing algorithm, being
strictly type-driven, directly employs type checking to
automatically determine the direction of function applica-
tion on-the-fly, thus reducing the search space and elimi-

∗We thank the reviewers for helpful suggestions. We are also grate-
ful to Luke Zettelmoyer, Yoav Artzi, and Tom Kwiatkowski for pro-
viding data. This research is supported by DARPA FA8750-13-2-0041
(DEFT), NSF IIS-1449278, and a Google Faculty Research Award.

nating the need for a syntactic grammar such as CCG to
explicitly encode the direction of function application.

However, to fully exploit the power of type-driven in-
cremental parsing, we need a more sophisticated type
system than simply typed lambda calculus. Compare the
following two phrases:

(1) the governor of New York

(2) the mayor of New York

If we know that governor is a function from state to per-
son, then the first New York can only be of type state; sim-
ilarly knowing mayor maps city to person disambiguates
the second New York to be of type city. This can not be
done using a simple type system with just entities and
booleans.

Now let us consider a more complex question which
will be our running example in this paper:

(3) What is the capital of the largest state by area?

Since we know capital takes a state as input, we expect
the largest state by area to return a state. But does largest
always return a state type? Notice that it is polymorphic,
for example, largest city by population, or largest lake
by perimeter. So there is no unique type for largest: its
return type should depend on the type of its first argu-
ment (city, state, or lake). This observation motivates us
to introduce the powerful mechanism of parametric poly-
morphism from programming languages into natural lan-
guage semantics for the first time.

For example, we can define the type of largest to be a
template

largest : ('a→t)→('a→i)→'a
where 'a is a type variable that can match any type (for
formal details see §3). Just like in functional program-
ming languages such as ML or Haskell, type variables
can be bound to a real type (or a range of types) during
function application, using the technique of type infer-
ence. In the above example, when largest is applied to
city, we know that type variable 'a is bound to type city
(or its subtype), so largest would eventually return a city.

We make the following contributions:

• We design the first linear-time incremental semantic
parsing algorithm (§2), which is much more efficient
than the existing semantic parsers that are cubic-
time and CKY-based.
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• In line with classical Montague theory (Heim and
Kratzer, 1998), our parser is type-driven instead of
syntax-driven as in CCG-based efforts (Zettlemoyer
and Collins, 2005; Kwiatkowski et al., 2011; Krish-
namurthy and Mitchell, 2014) (§2.3).

• We introduce parametric polymorphism into nat-
ural language semantics (§3), along with proper
treatment of subtype polymorphism, and implement
Hindley-Milner style type inference (Pierce, 2005,
Chap. 10) during parsing (§3.3).1

• We adapt the latent-variable max-violation percep-
tron training from machine translation (Yu et al.,
2013), which is a perfect fit for semantic parsing due
to its huge search space (§4).

2 Type-Driven Incremental Parsing
We start with the simplest meaning representation (MR),
untyped lambda calculus, and introduce typing and the
incremental parsing algorithm for it. Later in §3, we add
subtyping and type polymorphism to enrich the system.

2.1 Meaning Representation with Types
The untyped MR for the running example is:

Q: What is the capital of the largest state by area?

MR: (capital (argmax state size))

Note the binary function argmax(·, ·) is a higher-order
function that takes two other functions as input: the first
argument is a “domain” function that defines the set to
search for, and second argument is an “evaluation” func-
tion that returns a integer for an element in that domain.

The simply typed lambda calculus (Heim and Kratzer,
1998; Lu and Ng, 2011) augments the system with types,
including base types (entities e, truth values t, or num-
bers i), and function types (e.g., e→t). So capital is of
type e→e, state is of type e→t, and size is of type e→i.
The argmax function is of type (e→t)→(e→i)→e.2 The
simply typed MR is now written as

(capital :e→e (argmax :(e→t)→(e→i)→e

state :e→t size :e→i))).

2.2 Incremental Semantic Parsing: An Example
Similar to a standard shift-reduce parser, we maintain
a stack and a queue. The queue contains words to be

1There are three kinds of polymorphisms in programming lan-
guages: parametric (e.g., C++ templates), subtyping, and ad-hoc (e.g.,
operator overloading). See Pierce (2002, Chap. 15) for details.

2Note that the type notation is always curried, i.e., we repre-
sent a binary function as a unary function that returns another unary
function. Also the type notation is always right-associative, so
(e→t)→((e→i)→e) is also written as (e→t)→(e→i)→e.

pattern λ-expression templates, simple types (§2.2)
JJS λP : (e→t)→(e→i)→e . P
NN λP :e→e . P ; λP :e→t . P ; λP :e→i . P

pattern λ-expression templates, polymorphic types (§3.3)
JJS λP : ('a→t)→('a→i)→'a . P
NN λP :'b→'c . P

Table 1: POS-based meaning representation templates used in
the running example (see Figure 1). The polymorphic types
greatly simplifies the representation for common nouns (NN).

parsed, while the stack contains subexpressions of the fi-
nal MR, each of which is a valid typed lambda expres-
sion. At each step, the parser choose to shift or reduce,
but unlike standard shift-reduce parser, there is also a
third possible action, skip, skipping a semantically vacu-
ous word (e.g., “the”, “of”, “is”, etc.). For example, the
first three words of the example question “What is the ...”
are all skipped (steps 1–3 in Figure 1 (left)).

The parser then shifts the next word, “capital”, from
the queue to the stack. But unlike incremental syn-
tactic parsing where the word itself is moved onto the
stack, here we need to find a grounded predicate in the
GeoQuery domain for the current word. Triggered by
the POS tag NN of word “capital”, the template λP :
e→e . P is fetched from a predefined MR templates set
like Table 1. In its outermost lambda abstraction, variable
P needs to be grounded on-the-fly before we push the ex-
pression onto the stack. We find a predicate capital :e→e
in the GEOQUERY domain applicable to the MR tem-
plate. After the application, we push the result onto the
stack (step 4).

Next, words “of the” are skipped (steps 5–6). For the
next word “largest”, argmax : (e→t)→(e→i)→e is ap-
plied to the MR template triggered by its POS tag JJS in
Table 1, and the stack becomes (step 7)

capital :e→e argmax : (e→t)→(e→i)→e.

At this step we have two expressions on the stack and
we could attempt to reduce. But type checking fails be-
cause for left reduce, argmax expects an argument (its
“domain” function) of type (e→t) which is different from
capital’s type (e→e), so is the case for right reduce.
So we have to shift again. This time for word “state”:
state :e→t. The stack becomes:

capital :e→e argmax : (e→t)→(e→i)→e state :e→t.

2.3 Type-Driven Reduce
At this step we can finally perform a reduce action,
since the top two expressions on the stack pass the type-
checking for rightward function application (a partial ap-
plication): argmax expects an (e→t) argument, which is
exactly the type of state. So we conduct a right-reduce,
applying argmax on state, which results in

(argmax state) : (e→i)→e
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step action stack after action (simple type) stack after action (subtyping+polymorphism)
0 - φ φ

1–3 skip φ φ
4 shcapital capital:e→e capital:st→ct
7 shlargest capital:e→e argmax:(e→t)→(e→i)→e capital:st→ct argmax : ('a→t)→('a→i)→'a
8 shstate capital:e→e argmax:(e→t)→(e→i)→e state:e→t capital:st→ct argmax : ('a→t)→('a→i)→'a state :st→t
9 rey capital:e→e (argmax state):(e→i)→e capital:st→ct (argmax state) : (st→i)→st †
11 sh area capital:e→e (argmax state):(e→i)→e size:e→i capital:st→ct (argmax state) : (st→i)→st size : lo→i
12 rey capital:e→e (argmax state size):e capital:st→ct (argmax state size) :st ‡
13 rey (capital (argmax state size)):e (capital (argmax state size)) :ct

Figure 1: Type-driven Incremental Semantic Parsing (TISP) with (a) simple types and (b) subtyping+polymorphism on the example
question: “what is the capital of the largest state by area?”. Steps 5–6 and 10 are skip actions and thus omitted. The stack and queue
in each row are the results after each action. †: Type variable 'a is binded to st. ‡: From Eq. 4, st <: lo⇒ (lo→i)<: (st→i).

while the stack becomes (step 9)
capital :e→e (argmax state) : (e→i)→e

Now if we want to continue reduction, it does not type
check for either left or right reduction, so we have to shift
again. So we move on to shift the final word “area” with
predicate: size :e→i and the stack becomes (step 11):
capital :e→e (argmax state) : (e→i)→e size :e→i.

Now we can do two consecutive right reduces supported
by type checking (step 12, 13) and get the final result:

(capital (argmax state size)) :e.
Here we can see the novelty of our shift-reduce parser:

its decisions are largely driven by the type system. When
we attempt a reduce, at most one of the two reduce
actions (left, right) is possible thanks to type check-
ing, and when neither is allowed, we have to shift (or
skip). This observation suggests that our incremental
parser is more deterministic than those syntactic incre-
mental parsers where each step always faces a three-way
decision (shift, left-reduce, right-reduce). We also note
that this type-checking mechanism, inspired by the clas-
sical type-driven theory in linguistics (Heim and Kratzer,
1998), eliminates the need for an explicit encoding of
direction as in CCG, which makes our formalism much
simpler than the synchronous syntactic-semantic ones
in most other semantic parsing efforts (Zettlemoyer and
Collins, 2005; Zettlemoyer and Collins, 2007; Wong and
Mooney, 2007).3

3 Subtype and Parametric Polymorphisms
Currently in simply typed lambda calculus representation
function capital can apply to any entity type, for example
capital(boston), which should have been disallowed by
the type checker. So we need a more sophisticated system
that helps ground with refined types, which will in turn
help type-driven parsing.

3We need to distinguish between two concepts: a) “direction of re-
duction”: f(g) or g(f). Obviously at any given time, between the top
two (unarized) functions f and g on the stack, at most one reduction is
possible. b) “order of arguments”: f(x, y) or f(y, x). For predicates
such as loc : lo→lo→t the order does matter. Our parser can not dis-
tinguish this purely via types, nor can CCG via its syntactic categories.
In practice, it is decided by features such as the voice of the verb.

top (root)

i (integer)lo (location)

nu (nature unit)

lk (lake)rv (river)

au (admin. unit)

ct (city)st (state)

t (boolean)

Figure 2: Type hierarchy for GEOQUERY (slightly simplified).

3.1 Semantics with Subtype Polymorphism

We first augment the meaning representation with a do-
main specific type hierarchy. For example Figure 2 shows
a (slightly simplified) version of the type hierarchy for
GEOQUERY domain. We use <: to denote the (tran-
sitive, reflexive, and antisymmetric) subtyping relation
between types; for example in GEOQUERY, st <: lo.

Each constant in the GEOQUERY domain is well
typed. For example, there are states (michigan:st), cities
(nyc:ct), rivers (mississippi:rv), and lakes (tahoe:lk).

Similarly each predicate is also typed. For example,
we can query the length of a river, len:rv→i, or the pop-
ulation of some administrative unit, population:au→i.
Notice that population(·) can be applied to both states
and cities, since they are subtypes of administrative unit,
i.e., st <: au and ct <: au. This is because, as in
Java and C++, a function that expects a certain type can
always take an argument of a subtype. For example,
we can query whether two locations are adjacent, using
next_to:lo→(lo→t), as the next_to(·, ·) function can be
applied to two states, or to a river and a city, etc.

Before we move on, there is an important consequence
of polymorphism worth mentioning here. For the types of
unary predicates such as city(·) and state(·) that charac-
terize its argument, we define theirs argument types to be
the required type, i.e., city : ct→t, and state : st→t. This
might look a little weird since everything in the domain
of those functions are always mapped to true; i.e., f(x)
is either undefined or true, and never false for such f ’s.
This is different from classical simply-typed Montague
semantics (Heim and Kratzer, 1998) which defines such
predicates as type top→t so that city(mississippi :st) re-
turns false. The reason for our design is, again, due to
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subtyping and polymorphism: capital takes a state type
as input, so argmax must returns a state, and therefore its
first argument, the state function, must have type st→t
so that the matched type variable 'a will be bound to st.
This more refined design will also help prune unneces-
sary argument matching using type checking.

3.2 Semantics with Parametric Polymorphism
The above type system works smoothly for first-order
functions (i.e., predicates taking atomic type arguments),
but the situation with higher-order functions (i.e., predi-
cates that take functions as input) is more involved. What
is the type of argmax in the context “the capital of largest
state ...”? One possibility is to define it to be as general as
possible, as in the simply typed version (and many con-
ventional semantic parsers):

argmax : (top→t)→(top→i)→top.

But this actually no longer works for our sophisticated
type system for the following reason.

Intuitively, remember that capital:st→ct is a function
that takes a state as input, so the return type of argmax
must be a state or its subtype, rather than top which is a
supertype of st. But we can not simply replace top by
st, since argmax can also be applied in other scenarios
such as “the largest city”. In other words, argmax is a
polymorphic function, and to assign a correct type for it
we have to introduce type variables:

argmax : ('a→t)→('a→i)→'a,
where type variable 'a is a place-holder for “any type”.

3.3 Parsing with Subtype Polymorphism and
Parametric Polymorphism

We modify the previous parsing algorithm to accommo-
date subtyping and polymorphic types. Figure 1 (right)
shows the derivation of the running example using the
new parsing algorithm. Below we focus on the differ-
ences brought by the new algorithm.

Note that we also modified the MR templates as in Ta-
ble 1. The new MR templates are more general due to the
polymorphism from type variables. For example, now we
use only one MR template λP :'b→'c . P to replace the
three NN MR templates for simple types.

In step 4, unlike capital : e→e, we shift the predicate
capital : st→ct; in step 7, we shift the polymorphic ex-
pression for “largest”: argmax : ('a→t)→('a→i)→'a.
And after the shift in step 8, the stack becomes
capital :st→ct argmax : ('a→t)→('a→i)→'a state :st→t

At step 9, in order to apply argmax onto state : st→t,
we simply bind type variable 'a to type st, results in
(argmax state) : (st→i)→st.

After the shift in step 11, the stack becomes:

capital :st→ct (argmax state) : (st→i)→st size : lo→i.

Can we still apply right reduce here? According to sub-
typing requirement (§3.1), we want lo→i <: st→i to
hold, knowing that st <: lo. Luckily, there is a rule about
function types in type theory that exactly fits here:

A <: B

B→C <: A→C
(4)

which states the input side is reversed (contravariant).
This might look counterintuitive, but the intuition is that,
it is safe to allow the function size : lo→i to be used in the
context where another type st→i is expected, since in that
context the argument passed to size will be state type (st),
which is a subtype of location type (lo) that size expects,
which in turn will not surprise size. See the classical type
theory textbook (Pierce, 2002, Chap. 15.2) for details.

Several works in literature (Zettlemoyer and Collins,
2005; Zettlemoyer and Collins, 2007; Wong and Mooney,
2007; Kwiatkowski et al., 2013) employ some primitive
type hierarchies and parse with typed lambda calculus.
However, simply introducing subtyped predicates with-
out polymorphism will cause type checking failures in
handling high-order functions, as we discussed above.

4 Training: Latent Variable Perceptron
We follow the latent variable max-violation perceptron
algorithm of Yu et al. (2013) for training. This algorithm
is based on the “violation-fixing” framework of Huang et
al. (2012) which is tailored to structured learning prob-
lems with abundant search errors such as parsing or ma-
chine translation.

The key challenge in the training is that, for each ques-
tion, there might be many different unknown derivations
that lead to its annotated MR, which is known as the
spurious ambiguity. In our task, the spurious ambigu-
ity is caused by how the MR templates are chosen and
grounded during the shift step, and the different reduce
orders that lead to the same result. We treat this unknown
information as latent variable.

More formally, we denote D(x) to be the set of all
partial and full parsing derivations for an input sentence
x, and mr(d) to be the MR yielded by a full derivation
d. Then we define the sets of (partial and full) reference
derivations as:

good i(x, y) ∆= {d ∈ D(x) | |d| = i,∃full derivation d′ s.t.
d is a prefix of d′,mr(d′) = y},

Those “bad” partial and full derivations that do not lead
to the annotated MR can be defined as:

bad i(x, y) ∆= {d ∈ D(x) | d 6∈ good i(x, y), |d| = i}.

At step i, the best reference partial derivation is

d+
i (x, y) ∆= argmax

d∈goodi(x,y)

w ·Φ(x, d), (5)
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GEOQUERY JOBS ATIS
System P R F1 P R F1 P R F1
Z&C’05 96.3 79.3 87.0 97.3 79.3 87.4 - - -
Z&C’07 91.6 86.1 88.8 - - - 85.8 84.6 85.2
UBL 94.1 85.0 89.3 - - - 72.1 71.4 71.7
FUBL 88.6 88.6 88.6 - - - 82.8 82.8 82.8
TISP (st) 89.7 86.8 88.2 76.4 76.4 76.4 - - -
TISP 92.9 88.9 90.9 85.0 85.0 85.0 84.7 84.2 84.4

Table 2: Performances (precision, recall, and F1) of various
parsing algorithms on GEOQUERY, JOBS, and ATIS datasets.
TISP with simple types are marked “st”.

while the Viterbi partial derivation is

d−i (x, y) ∆= argmax
d∈badi(x,y)

w ·Φ(x, d), (6)

where Φ(x, d) is the defined feature set for derivation d.
In practice, to compute Eq. 6 exactly is intractable, and
we resort to beam search. Following Yu et al. (2013),
we then find the step i∗ with the maximal score differ-
ence between the best reference partial derivation and the
Viterbi partial derivation:

i∗ ∆= argmax
i

w ·∆Φ(x, d+
i (x, y), d−i (x, y)),

and do update w ← w + ∆Φ(x, d+
i∗(x, y), d−i∗(x, y))

where ∆Φ(x, d, d′) ∆= Φ(x, d)−Φ(x, d′).
We also use minibatch parallelization of Zhao and

Huang (2013); in practice we use 24 cores.

5 Experiments
We implement our type-driven incremental semantic
parser (TISP) using Python, and evaluate its perfor-
mance on GEOQUERY, JOBS, and ATIS datasets.

Our feature design is inspired by the very effective
Word-Edge features in syntactic parsing (Charniak and
Johnson, 2005) and MT (He et al., 2008). From each
parsing state, we collect atomic features including the
types and the leftmost and rightmost words of the span
of the top 3 MR expressions on the stack, the top 3 words
on the queue, the grounded predicate names and the ID
of the MR template used in the shift action. We use bud-
get scheme similar to (Yu et al., 2013) to alleviate the
overfitting problem caused by feature sparsity. We get
84 combined feature templates in total. Our final system
contains 62 MR expression templates, of which 33 are
triggered by POS tags, and 29 are triggered by specific
phrases.

In the experiments, we use the same training, develop-
ment, and testing data splits as Zettlemoyer and Collins
(2005) and Zettlemoyer and Collins (2007).

For evaluation, we follow Zettlemoyer and Collins
(2005) to use precision and recall:

Precision =
# of correctly parsed questions

# of successfully parsed questions
,

top (root)

i (integer)jb (job)qa (qualification)

pa (platform)ar (area)ye (year)

t (boolean)

Figure 3: Type hierarchy for JOBS domain (slightly simplified).

Recall =
# of correctly parsed questions

# of questions
.

5.1 Evaluation on GEOQUERY Dataset
We first evaluate TISP on GEOQUERY dataset.

In the training and evaluating time, we use a very small
beam size of 16, which gives us very fast decoding. In
serial mode, our parser takes ∼ 83s to decode the 280
sentences (2,147 words) in the testing set, which means
∼0.3s per sentence, or ∼0.04s per word.

We compare the our accuracy performance with ex-
isting methods (Zettlemoyer and Collins, 2005; Zettle-
moyer and Collins, 2007; Kwiatkowski et al., 2010;
Kwiatkowski et al., 2011) in Table 2. Given that all other
methods use CKY-style parsing, our method is well bal-
anced between accuracy and speed.

In addition, to unveil the helpfulness of our type sys-
tem, we train a parser with only simple types. (Table 2)
In this setting, the predicates only have primitive types
of location lo, integer i, and boolean t, while the con-
stants still keep their types. It still has the type system,
but it is weaker than the polymorphic one. Its accuracy
is lower than the standard one, mostly caused by that the
type system can not help pruning the wrong applications
like (population:au→i mississippi:rv).

5.2 Evaluations on JOBS and ATIS Datasets
We also evaluate the performance of our parser on JOBS
and ATIS datasets. Figure 3 shows the type hierarchy for
JOBS. We omit the type hierarchy for ATIS due to space
constraint. Note that ATIS contains more than 5,000 ex-
amples and is a lot larger than GEOQUERY and JOBS.

We show the results in Table 2. In JOBS, we achieves
very good recall, but the precision is not as good as Zettle-
moyer and Collins (2005), which is actually because we
parsed a lot more sentences. Also, TISP with simple types
is still weaker than the one with subtyping and parametric
polymorphisms. For ATIS, our performance is very close
to the state-of-the-art.

6 Conclusion
We have presented an incremental semantic parser that
is guided by a powerful type system of subtyping and
polymorphism. This polymorphism greatly reduced the
number of templates and effectively pruned search space
during the parsing. Our parser is competitive with state-
of-the-art accuracies, but, being linear-time, is faster than
CKY-based parsers in theory and in practice.
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Abstract

A common approach to dependency parsing
is scoring a parse via a linear function of a
set of indicator features. These features are
typically manually constructed from templates
that are applied to parts of the parse tree. The
templates define which properties of a part
should combine to create features. Existing
approaches consider only a small subset of
the possible combinations, due to statistical
and computational efficiency considerations.
In this work we present a novel kernel which
facilitates efficient parsing with feature rep-
resentations corresponding to a much larger
set of combinations. We integrate the kernel
into a parse reranking system and demonstrate
its effectiveness on four languages from the
CoNLL-X shared task.1

1 Introduction
Dependency parsing is the task of labeling a sen-
tence x with a syntactic dependency tree y ∈ Y (x),
where Y (x) denotes the space of valid trees over x.
Each word in x is represented as a list of linguis-
tic properties (e.g. word form, part of speech, base
form, gender, number, etc.). In the graph based ap-
proach (McDonald et al., 2005b) parsing is cast as a
structured linear prediction problem:

hv(x) = argmax
y∈Y(x)

vT · Φ (x, y) (1)

where Φ (x, y) ∈ Rd is a feature representation de-
fined over a sentence and its parse tree, and v ∈ Rd

is a vector of parameters.
To construct an effective representation, Φ (x, y)

is typically decomposed into local representations

1See https://bitbucket.org/hillel/templatekernels for imple-
mentation.

over parts p of the tree y:

Φ (x, y) =
∑
p∈y

φ (x, p)

Standard decompositions include different types of
parts: arcs, sibling arcs, grandparent arcs, etc. Fea-
ture templates are then applied to the parts to con-
struct the local representations. The templates de-
termine how the linguistic properties of the words
in each part should combine to create features (see
Section 2).

Substantial effort has been dedicated to the man-
ual construction of feature templates (McDonald et
al., 2005b; Carreras, 2007; Koo and Collins, 2010).
Still, for both computational and statistical reasons,
existing templates consider only a small subset of
the possible combinations of properties. From a
computational perspective, solving Eq. 1 involves
applying the templates to y and calculating a dot
product in the effective dimension of Φ. The use
of many templates thus quickly leads to computa-
tional infeasibility (the dimensionality of v, as well
as the number of non-zero features in Φ, become
very large). From a statistical perspective, the use
of a large number of feature templates can lead to
overfitting.

Several recent works have proposed solutions to
the above problem. Lei et al., (2014) represented
the space of all possible property combinations in
an arc-factored model as a third order tensor and
learned the parameter matrix for the tensor under
a low rank assumption. In the context of transi-
tion parsers, Chen and Manning (2014) have im-
plemented a neural network that uses dense repre-
sentations of words and parts of speech as its in-
put and implicitly considers combinations in its in-
ner layers. Earlier work on transition-based depen-
dency parsing used SVM classifiers with 2nd order
polynomial kernels to achieve similar effects (Hall
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Figure 1: Feature template over the second order con-
secutive siblings part type. The part type contains slots
for the head (h), sibling (s) and modifier (m) words, as
well as for the two edges (e1 and e2). Each slot is asso-
ciated with a set of properties. The directed path skips
over the edge properties and defines the partial template
<h-cpos=?; s-cpos=?; m-gender=?>.

et al., 2006). While training greedy transition-based
parsers such as the ones used in (Chen and Manning,
2014) and (Hall et al., 2006) amounts to training a
multiclass classifier, the graph-based parsing frame-
work explored in (Lei et al., 2014) and in the present
work is a more involved structured-learning task.

In this paper we present a kernel based approach
to automated feature generation in the context of
graph-based parsing. Compared to tensors and neu-
ral networks, kernel methods have the attractive
properties of a convex objective and well understood
generalization bounds (Shawe-Taylor and Cristian-
ini, 2004). We introduce a kernel that allows us to
learn the parameters for a representation similar to
the tensor representation in (Lei et al., 2014) but
without the low rank assumption, and without ex-
plicitly instantiating the exponentially many possi-
ble features.

In contrast to previous works on parsing with ker-
nels (Collins and Duffy, 2002), in which the ker-
nels are defined over trees and count the number
of shared subtrees, our focus is on feature combi-
nations. In that sense our work is more closely re-
lated to work on tree kernels for relation extraction
(Zelenko et al., 2003; Culotta and Sorensen, 2004;
Reichartz et al., 2010; Sun and Han, 2014), but the
kernel we propose is designed to generate combi-
nations of properties within selected part types and
does not involve the all-subtrees representation.

2 Template Kernels

For simplicity, we begin with the case where parts
p correspond to head modifier pairs (h,m) (i.e. all
parts belong to the ”arc” part type). The features in
φ(x, p) can then depend on any property of h,m and
the sentence x. We denote properties related to h us-
ing the prefix h- (e.g., h-pos corresponds to the part-
of-speech of the head), and similarly for m-. We
also use e- to denote properties related to the triplets
h,m, x (e.g., the surface distance between h,m in x
is denoted by e-dist).

Templates defined over the ”arc” part type will
then combine different properties of h,m and e,
to create features. e.g. the template <h-form=?;
e-dist=?; m-form=?,m-pos=?>, when applied to
a dependency arc, may yield the feature: <h-
form=dog;e-dist=1;m-form=black,m-pos=JJ>.

More generally, a parse tree part can be seen as
ordered lists of slots that contain properties (differ-
ent part types will contain different lists of slots).
The feature templates defined over them select one
property from each slot (possibly skipping some
slots to produce partial templates). A template can
thus be thought of as a directed path between the
properties it selects in the different slots. Clearly, the
number of possible templates in a given part type is
exponential in the number of its slots. Figure 1 de-
picts the process for sibling parts.

As discussed in Section 1, manually constructed
feature templates consider only a small subset of the
combinations of properties (i.e. a small number of
“good” paths is manually identified and selected).
Our goal is to introduce a kernel that allows us to
represent all possible paths for a part type in poly-
nomial time.

Formally, let Φ (x, y) =
∑
p∈y

φ (x, p) be a feature

representation which associates a feature with any
distinct combination of properties in any of the tree
parts in the training set. For a given part p, the effec-
tive dimensionality of φ (x, p) is thus O (ms) where
s is the number of slots in p, and m is the maximal
number of properties in a slot.

Explicitly representing Φ (x, y) is therefore often
impractical. However, the well known “kernel trick”
(Shawe-Taylor and Cristianini, 2004) implies that
linear classifiers depend only on dot products be-
tween feature vectors and not on the feature vectors
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themselves. In the context of reranking (see Sec-
tion 3), it means we can learn classifiers if we can
calculate dot products K (y1, y2) = ΦT (x1, y1) ·
Φ (x2, y2) for two sentences and candidate parses.2

We first note that such dot products can be ex-
pressed as sum of dot products over parts:

K (y1, y2) =
∑
p∈y1

∑
p′∈y2

k
(
p, p′

)
where k (p, p′) = φ (x1, p) · φ (x2, p).

To calculate k (p, p′) we’ll assume for simplic-
ity that p and p′ are of the same type (otherwise
k(p, p′) = 0). Let pij and p′ij be the values of the
i’th property in the j’th slot in p, p′ (e.g., for a sec-
ond order sibling part as in Figure 1, p1,4 will cor-
respond to the label of the edge e2 in p) , and let
Cp↔p′ ∈ {0, 1}m×s be a binary matrix comparing p
and p′ such that

[
Cp↔p′

]
ij

= 1 when pij = p′ij and
0 otherwise. Simple algebra yields that:

k
(
p, p′

)
=
∏
j

~1T · [Cp↔p′
]
:,j

That is, calculating k (p, p′) amounts to multiply-
ing the sums of the columns in C.3 The runtime of
k (p, p′) is then O (m× s) which means the overall
runtime of K (y1, y2) is O (|y1| × |y2| × |s| × |m|),
where |y1| , |y2| are the number of parts in y1 and y2.

Finally, note that adding 1 to one of the column
counts ofC corresponds to a slot that can be skipped
to produce a partial template (this simulates a wild
card property that is always on).

3 Kernel Reranker
We next show how to use the template kernels within
a reranker. In the reranking approach (Collins and
Koo, 2005; Charniak and Johnson, 2005), a base
parser produces a list of k-best candidate parses for
an input sentence and a separately trained reranking
model is used to select the best one.

2For brevity we’ll omit x from the kernel parameters and use
K (y1, y2) instead of K ((x1, y1), (x2, y2)).

3We omit the proof, but intuitively, the product of column
sums is equal to the number of 1 valued paths between elements
in the different columns of C. Each such path corresponds to a
path in p and p′ where all the properties have identical values.
i.e. it corresponds to a feature that is active in both φ(x1, p) and
φ(x2, p

′) and thus contributes 1 towards the dot product.

Features: Our feature vector will have two parts.
One, Φg(x, y) ∈ Rd1 , consists of features obtained
from manually constructed templates. The other,
Φk(x, y) ∈ Rd2 , corresponds to our kernel features.
We will not evaluate or store it, but rather use the
kernel trick for implicitly learning with it, as ex-
plained below. The score of a candidate parse y
for sentence x is calculated via the following linear
function:

Φ (x, y) = [Φg (x, y) ,Φk (x, y)]
hv (x, y) = v · Φ (x, y) (2)

Learning For learning we use the passive-
aggressive algorithm (Crammer et al., 2006; Mc-
Donald et al., 2005a), and adapt it to use with ker-
nels. Formally, let S = {(xi,K (xi))}ni=1 be a train-
ing set of size n such that K (xi) = {yi1, . . . , yik}
is the set of k-best candidate trees produced for the
sentence xi. Assume that yi1 is the optimal tree in
terms of Hamming distance to the gold tree.

A key observation to make is that the v generated
by the PA algorithm will depend on two parameters.
One is a weight vector w ∈ Rd1 , in the manually
constructed Φg feature space. The other is a set of
weights αij with i = 1, . . . , n and j = 1, . . . , k cor-
responding to the jth candidate for the ith sample.4

The score is then given by:

fw,α(x, y) = v ·Φ (x, y) = w ·Φg (x, y)+fα (x, y)

where:

fα (x, y) =
∑
i,j

αij · (K (yi1, y)−K (yij , y))

We can now rewrite the updates of the PA algo-
rithm using w, α, as described in Alg 1.5

4 Implementation
The classifier depends on parameters αij , which are
updated using the PA algorithm. In the worst case,
all nk of these may be non-zero. For large datasets,
this may slow down both learning and prediction.

4This follows from tracing the steps of PA and noting their
dependence on dot products.

5The denominator in line 5 is equal to
‖Φg (xi, yij)− Φg (xi, yi1)‖2+K (yij , yij)−2K (yij , yi1)+
K (yi1, yi1) so it can be calculated efficiently using the kernel.
‖yi1 − yij‖1 is the hamming distance between yi1 and yij .
The updates for ᾱ are equivalent to averaging over all alphas in
iterations 1, ..., T . We use this form to save space.
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Below we discuss implementation techniques to mit-
igate this problem. To facilitate the discussion we
rewrite the dot-product computation as follows:

fα (x, y) =
∑
p′∈y

f̂α
(
x, p′

)
(3)

where:

f̂α
(
x, p′

)
=
∑
i,j

αij

∑
p∈yi1

k
(
p, p′
)−∑

p∈yij
k
(
p, p′
)

Reducing Prediction Runtime From Equation 3
we note several facts. First, prediction involves cal-
culating k (p, p′) for every combination of a part
p from the support instances (i.e., those for which
αij > 0) and part p′ from the instances in the k-best
list. Our implementation thus maintains its support
as a set of parts rather than a set of instances.

Second, parts that appear in both yi1 and yij do
not affect the result of fα (x, y) since they can-
cel each other out. Our implementation thus only
updates the support set with parts that belong ex-
clusively to either yi1 or yij . This improves per-
formance significantly since the number of non-
overlapping parts in yi1 and yij is typically much
smaller than the total number of parts therein.

Another important performance gain is obtained
by caching the results of f̂α (x, p′) when calculating
fα (x, y) for the different instances in the k-best list.
This avoids recalculating the summation for parts
that occur multiple times in the k-best list. Once
again, this amounts to a considerable gain, as the
number of distinct parts in the k-best list is much
smaller than the total number of parts therein.

Reducing Training Runtime We greatly improve
training speed by caching the results of fα (xi, yij)
between training iterations so that on each repeat-
ing invocation of the function, only the support parts
added since the previous iteration need to be consid-
ered. Since the predictions of the learning algorithm
become increasingly more accurate, the number of
added support parts decreases sharply between iter-
ations6, and so does the runtime. In practice, all iter-
ations from the 3rd onwards have negligible runtime
compared to the first and second iterations. This
technique allows us to comfortably train the kernel

6On correct predictions, τt at line 5 of Alg 1 is 0, so no
update is taking place and no support parts are added.

Algorithm 1 PA Algorithm for Template Kernels
Input: S = {(xi,K (xi))}ni=1, NumIters, Ag-

gressiveness parameter C
1: ∀i, j αij ← 0, ᾱij ← 0;T ← n×NumIters
2: for t = 1 to T do
3: i← t mod n
4: j ← argmax

j: yij∈K(xi)

fw,α (xi, yij)

5: τt←min
{
C,

fw,α(x,yij)−fw,α(x,yi1)+‖yi1−yij‖1
‖Φ(xi,yij)−Φ(xi,yi1)‖2

}
6: αij ← αij + τt
7: ᾱij ← ᾱij + τt (T − t+ 1)
8: w(t+1)←w(t)+τt (Φg(xi, yi1)−Φg(xi, yij))
9: end for

10: ∀i, j, ᾱij ← ᾱij
T , w̄ = 1

T

T∑
t=1

w(t)

Output: predictor: argmax
y∈K(x)

(fw̄,ᾱ (x, y))

predictor on large datasets.

5 Experimental Setup
Datasets We test our system on 4 languages from
the CoNLL 2006 shared task, all with rich mor-
phological features.7 The properties provided for
each word in these datasets are its form, part of
speech (pos), coarse part of speech (cpos), lemma
and morph features (number, gender, person, etc.
around 10-20 feats in total). We use 20-fold jack-
knifing to create the k-best lists for the reranker
(Collins and Duffy, 2002).

Base Parser The base parser used in experiments
was the sampling parser of Lei et al. (2014), aug-
mented to produce the k-best trees encountered dur-
ing sampling. The parser was set to use feature tem-
plates over third order part types, but its tensor com-
ponent and global templates were deactivated.

Features The manual features Φg were based on
first to third order templates from Lei et al. (2014).
For the kernel features Φk we annotated the nodes
and edges in each tree with the properties in Table 1.
We used a first order template kernel to train a model
using all the the possible combinations of head, edge
and modifier properties. Our kernel also produces all
the property combinations of the head and modifier
words (disregarding the edge properties).

7Our property combination approach is less relevant for tree-
banks that do not specify morphological properties. This is the
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Node Unigram properties:
form
pos
cpos
∀i morphi

form−1

pos−1

cpos−1

form+1

pos+1

cpos+1

Node Bigram properties: Edge prop:
pos−1, pos
pos, pos+1

pos, form
∀i pos, morphi

label
len, dist
always on

Table 1: Linguistic properties for nodes and edges.

Results For each language we train a Kernel
Reranker by running Alg 1 for 10 iterations over the
training set, using k-best lists of size 25 and C set to
infinity. As baseline, we train a Base Reranker in the
same setup but with kernel features turned off. Table
2 shows the results for the two systems. Even though
they use the same feature set, the base-reranker lags
behind the base-parser. We attribute this to the fact
that the reranker explores a much smaller fraction
of the search space, and that the gold parse tree
may not be available to it in either train or test
time. However, the kernel-reranker significantly im-
proves over the base-reranker. In Bulgarian and
Danish, the kernel-reranker outperforms the base-
parser. This is not the case for Slovene and Ara-
bic, which we attribute to the low oracle accuracy of
the k-best lists in these languages. As is common in
reranking (Jagarlamudi and Daumé III, 2012), our
final system incorporates the scores assigned to sen-
tences by the base parser: i.e. scorefinal (x, y) =
βscorebase (x, y) + scorereranker (x, y). β is tuned
per language on a development set.8 Our final sys-
tem outperforms the base parser, as well as Tur-
boParser (Martins et al., 2013), a parser based on
manually constructed feature templates over up to
third order parts. The system lags slightly behind
the sampling parser of Zhang et al. (2014) which ad-
ditionally uses global features (not used by our sys-
tem) and a tensor component for property combi-
nations. Another important difference between the
systems is that our search is severely restricted by
the use of a reranker. It is likely that using our ker-
nel in a graph-based parser will further improve its

reason we did not select the English treebank.
8To obtain a development set we further split the reranker

training sets into tuning training and a development sets (90/10).
We then tune β per language on the respective development sets
by selecting the best value from a list of {0, 0.05, . . . , 3}

Arabic Slovene Danish Bulgarian
Base Parser 80.15 86.13 90.76 92.98
Base Reranker 79.46 84.61 90.36 92.27
Kernel Reranker 79.48 85.25 91.04 93.28
Final System 80.19 86.44 91.56 93.4
Turbo Parser 79.64 86.01 91.48 93.1
Zhang et al. 80.24 86.72 91.86 93.72

Table 2: System Performance (UAS excluding punctua-
tion). TurboParser is (Martins et al., 2013), Zhang et al.
is (Zhang et al., 2014)

Arabic Slovene Danish Bulgarian
Sentences 1,460 1,534 5,190 12,823
Avg. Sent Len 37 19 18 15
Support Parts 15,466 10,101 31,627 58,842
Training Time 6m 7m 31m 57m
tokens/sec 551 432 223 99

Table 3: Runtime statistics, measured on a standard Mac-
book Pro 2.8 GHz Core i7 using 8 threads.

accuracy.

Performance Table 3 lists the performance met-
rics of our system on the four evaluation treebanks.
While training times are reasonable even for large
datasets, the increase in support size causes predic-
tion to become slow for medium and large training
sets. The number of support instances is a gen-
eral problem with kernel methods. It has been ad-
dressed using techniques like feature maps (Rahimi
and Recht, 2007; Lu et al., 2014) and bounded on-
line algorithms (Dekel et al., 2008; Zhao et al.,
2012). The application of these techniques to tem-
plate kernels is a topic for future research.

6 Conclusions
We present a kernel approach to graph based de-
pendency parsing. The proposed method facilitates
globally optimal parameter estimation in a high di-
mensional feature space, corresponding to the full
set of property combinations. We implemented our
solution as part of a parse reranking system, demon-
strating state of the art results. Future work will fo-
cus on performance improvements, using the kernel
on higher order parts, and integrating the kernel di-
rectly into a graph based dependency parser.
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dimensional discriminative reranking. In Proceedings
of the 2012 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 699–709.

Terry Koo and Michael Collins. 2010. Efficient third-
order dependency parsers. In Proceedings of the 48th
Annual Meeting of the Association for Computational
Linguistics, pages 1–11. Association for Computa-
tional Linguistics.

Tao Lei, Yu Xin, Yuan Zhang, Regina Barzilay, and
Tommi Jaakkola. 2014. Low-rank tensors for scor-
ing dependency structures. In Proceedings of the 52nd

Annual Meeting of the Association for Computational
Linguistics, volume 1, pages 1381–1391.

Zhiyun Lu, Avner May, Kuan Liu, Alireza Bagheri
Garakani, Dong Guo, Aurélien Bellet, Linxi Fan,
Michael Collins, Brian Kingsbury, Michael Picheny,
et al. 2014. How to scale up kernel methods
to be as good as deep neural nets. arXiv preprint
arXiv:1411.4000.
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Abstract

We present a framework for using continuous-
space vector representations of word meaning
to derive new vectors representing the mean-
ing of senses listed in a semantic network. It
is a post-processing approach that can be ap-
plied to several types of word vector represen-
tations. It uses two ideas: first, that vectors for
polysemous words can be decomposed into
a convex combination of sense vectors; sec-
ondly, that the vector for a sense is kept sim-
ilar to those of its neighbors in the network.
This leads to a constrained optimization prob-
lem, and we present an approximation for the
case when the distance function is the squared
Euclidean.

We applied this algorithm on a Swedish se-
mantic network, and we evaluate the quality
of the resulting sense representations extrinsi-
cally by showing that they give large improve-
ments when used in a classifier that creates
lexical units for FrameNet frames.

1 Introduction

Representing word meaning computationally is cen-
tral in natural language processing. Manual,
knowledge-based approaches to meaning represen-
tation maps word strings to symbolic concepts,
which can be described using any knowledge rep-
resentation framework; using the relations between
concepts defined in the knowledge base, we can in-
fer implicit facts from the information stated in a
text: a mouse is a rodent, so it has prominent teeth.

Conversely, data-driven meaning representation
approaches rely on cooccurrence patterns to derive
a vector representation (Turney and Pantel, 2010).
There are two classes of methods that compute word
vectors: context-counting and context-predicting;

while the latter has seen much interest lately, their
respective strengths and weaknesses are still being
debated (Baroni et al., 2014; Levy and Goldberg,
2014). The most important relation defined in a vec-
tor space between the meaning of two words is sim-
ilarity: a mouse is something quite similar to a rat.
Similarity of meaning is operationalized in terms of
geometry, by defining a distance metric.

Symbolic representations seem to have an advan-
tage in describing word sense ambiguity: when a
surface form corresponds to more than one concept.
For instance, the word mouse can refer to a rodent
or an electronic device. Vector-space representations
typically represent surface forms only, which makes
it hard to search e.g. for a group of words similar
to the rodent sense of mouse or to reliably use the
vectors in classifiers that rely on the semantics of
the word. There have been several attempts to create
vectors representing senses, most of them based on
some variant of the idea first proposed by Schütze
(1998): that senses can be seen as clusters of similar
contexts. Recent examples in this tradition include
the work by Huang et al. (2012) and Neelakantan et
al. (2014). However, because sense distributions are
often highly imbalanced, it is not clear that context
clusters can be reliably created for senses that occur
rarely. These approaches also lack interpretability:
if we are interested in the rodent sense of mouse,
which of the vectors should we use?

In this work, we instead derive sense vectors by
embedding the graph structure of a semantic net-
work in the word space. By combining two com-
plementary sources of information – corpus statis-
tics and network structure – we derive useful vec-
tors also for concepts that occur rarely. The method,
which can be applied to context-counting as well
as context-predicting spaces, works by decompos-
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ing word vectors as linear combinations of sense
vectors, and by pushing the sense vectors towards
their neighbors in the semantic network. This in-
tuition leads to a constrained optimization problem,
for which we present an approximate algorithm.

We applied the algorithm to derive vectors for
the senses in a Swedish semantic network, and we
evaluated their quality extrinsically by using them
as features in a semantic classification task – map-
ping senses to their corresponding FrameNet frames.
When using the sense vectors in this task, we saw a
large improvement over using word vectors.

2 Embedding a Semantic Network

The goal of the algorithm is to embed the seman-
tic network in a geometric space: that is, to asso-
ciate each sense sij with a sense embedding, a vec-
tor E(sij) of real numbers, in a way that reflects the
topology of the semantic network but also that the
vectors representing the lemmas are related to those
corresponding to the senses. We now formalize this
intuition, and we start by introducing some notation.

For each lemma li, there is a set of possible senses
si1, . . . , simi for which li is a surface realization.
Furthermore, for each sense sij , there is a neighbor-
hood consisting of senses semantically related to sij .
Each neighbor nijk of sij is associated with a weight
wijk representing the degree of semantic relatedness
between sij and nijk. How we define the neighbor-
hood, i.e. our notion of semantical relatedness, will
obviously have an impact on the result. In this work,
we simply assume that it can be computed from the
network, e.g. by picking a number of hypernyms
and hyponyms in a lexicon such as WordNet. We
then assume that for each lemma li, we have a D-
dimensional vector F (li) of real numbers; this can
be computed using any method described in Section
1. Finally, we assume a distance function ∆(x, y)
that returns a non-negative real number for each pair
of vectors in RD.

The algorithm maps each sense sij to a sense em-
bedding, a real-valued vector E(sij) in the same
vector space as the lemma embeddings. The lemma
and sense embeddings are related through a mix con-
straint: F (li) is decomposed as a convex combi-
nation

∑
j pijE(sij), where the {pij} are picked

from the probability simplex. Intuitively, the mix

variables correspond to the occurrence probabilities
of the senses, but strictly speaking this is only the
case when the vectors are built using simple context
counting. Since the mix gives an estimate of which
sense is the most frequent in the corpus, we get a
strong baseline for word sense disambiguation (Mc-
Carthy et al., 2007) as a bonus; see our followup
paper (Johansson and Nieto Piña, 2015) for a dis-
cussion of this.

We can now formalize the intuition above: the
weighted sum of distances between each sense and
its neighbors is minimized, while satisfying the mix
constraint for each lemma. We get the following
constrained optimization program:

minimize
E,p

∑
i,j,k

wijk∆(E(sij), E(nijk))

subject to
∑
j

pijE(sij) = F (li) ∀i
∑
j

pij = 1 ∀i

pij ≥ 0 ∀i, j

(1)

The mix constraints make sure that the solution
is nontrivial. In particular, a very large number
of words are monosemous, and the procedure will
leave the embeddings of these words unchanged.

2.1 An Approximate Algorithm
The difficulty of solving the problem stated in Equa-
tion (1) obviously depends on the distance function
∆. Henceforth, we focus on the case where ∆ is
the squared Euclidean distance. This is an impor-
tant special case that is related to a number of other
distances or similarities, e.g. cosine similarity and
Hellinger distance. In this case, (1) is a quadratically
constrained quadratic problem, which is NP-hard in
general and difficult to handle with off-the-shelf op-
timization tools. We therefore resort to an approx-
imation; we show empirically in Sections 3 and 4
that it works well in practice.

The approximate algorithm works in an online
fashion by considering one lemma at a time. It ad-
justs the embeddings of the senses as well as their
mix in order to minimize the loss function

Li =
∑
jk

wijk‖E(sij)− E(nijk)‖2. (2)
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The embeddings of the neighbors nijk of the sense
are kept fixed at each such step. We iterate through
the whole set of lemmas for a fixed number of
epochs or until the objective is unchanged.

Furthermore, instead of directly optimizing with
respect to the sense embeddings (which involves
mi · D scalars), the sense embeddings (and there-
fore also the loss Li) can be computed analytically if
the mix variables pi1, . . . , pimi are given, so we have
reduced the optimization problem to one involving
mi − 1 scalars, i.e. it is univariate in most cases.

Given a sense sij of a lemma li, we define the
weighted centroid of the set of neighbors of sij as

cij =
∑

k wijkE(nijk)∑
k wijk

. (3)

If the mix constraints were removed, cij would be
the solution to the optimization problem: they min-
imize the weighted sum of squared Euclidean dis-
tances to the neighbors. Then, given the mix, the
residual is defined

ri =
1∑

j

p2
ij∑

k wijk

∑
j

pijcij − F (li)

 . (4)

The vector ri represents the difference between the
linear combination of the weighted centroids and the
lemma embedding. Finally, we the sense embed-
dings for the lemma li become

E(sij) = cij − pij∑
k wijk

ri. (5)

Equations (4) and (5) show the role of the mix vari-
ables: if pij = 0, then the sense embeddingE(sij) is
completely determined by the neighbors of the sense
(that is, it is equal to the weighted centroid). On the
other hand, if pij = 1, then the sense embedding be-
comes equal to the embedding of the lemma, F (li).
To optimize the mix variables pi1, . . . , pimi with re-
spect to the loss Li, basically any search procedure
could be used; we found it easiest to use a variant
of a simple randomized gradient-free search method
(Matyas, 1965).

3 Application to Swedish Data

The algorithm described in Section 2 was applied to
Swedish data: we started with lemma embeddings
computed from a corpus, and then created sense em-
beddings by using the SALDO semantic network
(Borin et al., 2013). The algorithm was run for a
few epochs, which seemed to be enough for reach-
ing a plateau in performance; the total runtime of the
algorithm was a few minutes.

3.1 Creating Lemma Embeddings

We created a corpus of 1 billion words downloaded
from Språkbanken, the Swedish language bank.1

The corpora are distributed in a format where the
text has been tokenized, part-of-speech-tagged and
lemmatized. Compounds have been segmented au-
tomatically and when a lemma was not listed in
SALDO, we used the parts of the compounds in-
stead. The input to the software computing the
lemma embedding consisted of lemma forms with
concatenated part-of-speech tags, e.g. dricka..vb
for the verb ‘to drink’ and dricka..nn for the noun
‘drink’. We used the word2vec tool2 to build the
lemma embeddings. All the default settings were
used, except the vector space dimensionality which
was set to 512.

3.2 SALDO, a Swedish Semantic Network

SALDO (Borin et al., 2013) is the largest freely
available lexical resource for Swedish. We used a
version from May 2014, which contains 125,781
entries organized into a single semantic network.
Compared to WordNet (Fellbaum, 1998), there are
similarities but also significant differences. Most
significantly, SALDO is organized according to the
lexical-semantic relation of association, not is-a as
in WordNet. In SALDO, when we go up in the
hierarchy we move from specialized vocabulary to
the most central vocabulary of the language (e.g.
‘move’, ‘want’, ‘who’); in WordNet we move from
specific to abstract (e.g. ‘entity’). Another differ-
ence is that sense distinctions in SALDO tend to be
more coarse-grained than in WordNet.

Each entry except a special root is connected to
other entries, its semantic descriptors. One of the

1http://spraakbanken.gu.se
2https://code.google.com/p/word2vec
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semantic descriptors is called the primary descrip-
tor: this is the semantic neighbor that is conceptu-
ally most central. Primary descriptors are most of-
ten hypernyms or synonyms, but they can also be
e.g. antonyms or meronyms, or be in an argument–
predicate relationship with the entry. To exemplify,
we consider the word rock, which has two senses:
a long coat and rock music, respectively. Its first
sense has the primary descriptor kappa ‘coat’, while
for the second sense it is musik ‘music’.

When embedding the SALDO network using the
algorithm in Section 2, the neighbors nijk of a
SALDO sense sij are its primary descriptor and
inverse primaries (the senses for which sij is the
primary descriptor). We did not use any descrip-
tors beside the primary. The neighborhood weights
were set so that the primary descriptor and the set
of inverse primaries were balanced, and so that all
weights sum to 1. If there were N inverse pri-
maries, we set the weight of the primary descriptor
to 1

2 and of each inverse primary to 1
2N . We did not

see any measurable effect of using a larger set of
neighbors (e.g. adding connections to second-order
neighbors).

3.3 Inspection of Sense Embeddings

Table 1 shows a list of the nearest neighbors of the
two senses of rock; as we can see, both lists make
sense semantically. (A similar query among the
lemma embeddings returns a list almost identical to
that of the second sense.)

rock-1 ‘coat’ rock-2 ‘rock music’
syrtut-1 ‘overcoat’ punk-1 ‘punk music’
kåpa-2 ‘cloak’ pop-1 ‘pop music’
kappa-1 ‘coat’ soul-1 ‘soul music’
kavaj-1 ‘blazer’ hårdrock-1 ‘hard rock’
jacka-1 ‘jacket’ hot-2 ‘hot jazz’

Table 1: The senses closest to the two senses of rock.

A more difficult and interesting use case, where
corpus-based methods clearly have an advantage
over knowledge-based methods, is to search among
the lemmas that have occurred in the corpus but
which are not listed in SALDO. Table 2 shows the
result of this search, and again the result is very use-
ful. We stress that the list for the first sense would

have been hard to derive in a standard word vector
space, due to the dominance of the music sense.

rock-1 ‘coat’ rock-2 ‘rock music’
midjekort ‘doublet’ indie ‘indie’
trekvartsärm ‘3/4 sleeve’ indierock ‘indie rock’
spetsbh ‘lace bra’ doo-wop ‘doo-wop’
blåjeans ‘blue jeans’ psykedelia ‘psychedelia’
treggings ‘treggings’ R&B ‘R&B’

Table 2: The unlisted lemmas closest to the two
senses of rock.

4 Evaluation

Evaluating intrinsically using e.g. a correlation be-
tween a graph-based similarity measure and geo-
metric similarity would be problematic, since this is
in some sense what our algorithm optimizes. We
therefore evaluate extrinsically, by using the sense
vectors in a classifier that maps senses to semantic
classes defined by FrameNet (Fillmore and Baker,
2009). FrameNet is a semantic database consisting
of two parts: first, an ontology of semantic frames –
the classes – and secondly a lexicon that maps word
senses to frames. In standard FrameNet terminol-
ogy, the senses assigned to a frame are called its
lexical units (LUs). Coverage is often a problem in
frame-semantic lexicons, and this has a negative im-
pact on the quality of NLP systems using FrameNet
(Palmer and Sporleder, 2010). The task of finding
LUs for frames is thus a useful testbed for evaluat-
ing lemma and sense vectors.

To evaluate, we used 567 frames from
the Swedish FrameNet (Friberg Heppin and
Toporowska Gronostaj, 2012); in total we had
28,842 verb, noun, adjective, and adverb LUs,
which we split into training (67%) and test sets
(33%). For each frame, we trained a SVM with
LIBLINEAR (Fan et al., 2008), using the LUs in that
frame as positive training instances, and all other
LUs as negative instances. Each LU was repre-
sented as a vector: its lemma or sense embedding
normalized to unit length.

Table 3 shows the precision, recall, and F -
measure for the classifiers for the five frames with
most LUs, and finally the micro-average over all
frames. In the overall evaluation as well as in four
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out of the five largest frames, the classifiers using
sense vectors clearly outperform those using lemma
vectors. The frame where we do not see any im-
provement by introducing sense distinctions, PEO-
PLE BY VOCATION, contains terms for professions
such as painter and builder; since SALDO derives
such terms from their corresponding verbs rather
than from a common hypernym (e.g. worker), they
do not form a coherent subnetwork in SALDO or
subregion in the embedding space.

Frame P R F
ANIMALS 0.741 0.643 0.689
FOOD 0.684 0.679 0.682
PEOPLE BY VOCATION 0.595 0.651 0.622
ORIGIN 0.789 0.691 0.737
PEOPLE BY ORIGIN 0.693 0.481 0.568
Overall 0.569 0.292 0.386

(a) Using lemma embeddings.

Frame P R F
ANIMALS 0.826 0.663 0.736
FOOD 0.726 0.743 0.735
PEOPLE BY VOCATION 0.605 0.637 0.621
ORIGIN 0.813 0.684 0.742
PEOPLE BY ORIGIN 0.756 0.508 0.608
Overall 0.667 0.332 0.443

(b) Using sense embeddings.

Table 3: FrameNet lexical unit classification.

5 Conclusion

We have presented a new method to embed a se-
mantic network consisting of linked word senses
into a continuous-vector word space; the method
is agnostic about whether the original word space
was produced using a context-counting or context-
predicting method. Unlike previous approaches for
creating sense vectors, since we rely on the network
structure, we can create representations for senses
that occur rarely in corpora. While the experiments
described in this paper have been carried out using
a Swedish corpus and semantic network, the algo-
rithm we have described is generally applicable and
the software3 can be applied to other languages and
semantic networks.

3http://demo.spraakdata.gu.se/richard/scouse

The algorithm takes word vectors and uses them
and the network structure to induce the sense vec-
tors. It is based on two separate ideas: first, sense
embeddings should preserve the structure of the se-
mantic network as much as possible, so two senses
should be close if they are neighbors in the graph;
secondly, the word vectors are a probablistic mix of
sense vectors. These two ideas are stated as an opti-
mization problem where the first becomes the objec-
tive and the second a constraint. While this is hard
to solve in the general case, we presented an approx-
imation that can be applied when using the squared
Euclidean distance.

We implemented the algorithm and used it to em-
bed the senses of a Swedish semantic network into
a word space produced using the skip-gram model.
While a qualitative inspection of nearest-neighbor
lists of a few senses gives very appealing results, our
main evaluation was extrinsic: a FrameNet lexical
unit classifier saw a large performance boost when
using sense vectors instead of word vectors.

In a followup paper (Johansson and Nieto Piña,
2015), we have shown that sense embeddings can be
used to build an efficient word sense disambiguation
system that is much faster than graph-based systems
with a similar accuracy, and that the mix variables
can be used to predict the predominant sense of a
word. In future work, we plan to investigate whether
the sense vectors are useful for retrieving rarely oc-
curring senses in corpora. Furthermore, since we
now evaluated extrinsically, it would be useful to de-
vise intrinsic sense-based evaluation schemes, e.g. a
sense analogy task similar to the word analogy task
used by Mikolov et al. (2013).
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Abstract

Random walks over large knowledge bases
like WordNet have been successfully used in
word similarity, relatedness and disambigua-
tion tasks. Unfortunately, those algorithms
are relatively slow for large repositories, with
significant memory footprints. In this pa-
per we present a novel algorithm which en-
codes the structure of a knowledge base in a
continuous vector space, combining random
walks and neural net language models in or-
der to produce novel word representations.
Evaluation in word relatedness and similar-
ity datasets yields equal or better results than
those of a random walk algorithm, using a
dense representation (300 dimensions instead
of 117K). Furthermore, the word representa-
tions are complementary to those of the ran-
dom walk algorithm and to corpus-based con-
tinuous representations, improving the state-
of-the-art in the similarity dataset. Our tech-
nique opens up exciting opportunities to com-
bine distributional and knowledge-based word
representations.

1 Introduction

Graph-based techniques over Knowledge Bases
(KB) like WordNet (Fellbaum, 1998) have been
widely used in NLP tasks, including word sense
disambiguation (Agirre et al., 2014; Moro et al.,
2014), semantic similarity and semantic relatedness
between terms (Agirre et al., 2009; Agirre et al.,
2010; Pilehvar et al., 2013). For instance, Agirre
et al. (2009; 2010) apply a random walk algorithm
based on Personalized PageRank to WordNet, pre-

Figure 1: Main architecture for generating KB word
embeddings. A random walk algorithm over the
KB produces a synthetic corpus, which is fed into a
NNLM to produce continuous word representations.

senting the best results to date among WordNet-
based methods for the well-known WS353 word-
similarity dataset (Finkelstein et al., 2001). For
each target word, the method performs a personal-
ized random walk on the WordNet graph. At con-
vergence, the target word is represented as a vector
in a multi-dimensional conceptual space, with one
dimension for each concept in the KB. The good
results of the algorithm contrast with the large di-
mensionality of the vectors that it needs to produce,
117K dimensions (one per synset) for WordNet.

In recent years a wide variety of Neural Network
Language Models (NNLM) have been successfully
employed in several tasks, including word similarity
(Collobert and Weston, 2008; Socher et al., 2011;
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Turian et al., 2010). NNLM extract meaning from
unlabeled corpora following the distributional hy-
pothesis (Harris, 1954), where semantic features
of a word are related to its co-occurrence patterns.
NNLM learn word representations in the form of
dense scalar vectors in n-dimensional spaces (e.g.
300 dimensions), in which each dimension is a la-
tent semantic feature. The representations are ob-
tained by optimizing the likelihood of existing un-
labeled text. More recently, Mikolov et al. have
developed simpler NNLM architectures (Mikolov
et al., 2013a; Mikolov et al., 2013b; Mikolov et
al., 2013c), which drastically reduced computational
complexity by deleting the hidden layer, enabling
to compute accurate word representations from very
large corpora. The representations obtained by these
methods are compact, taking 1.5G for 3M words on
300-dimensional space, and have been shown to out-
perform other distributional corpus-based methods
on several tasks, including the WS353 word similar-
ity dataset (Baroni et al., 2014).

In this work we propose to encode the meaning
of words using the structural information in knowl-
edge bases. That is, instead of modeling the mean-
ing based on the co-occurrences of words in corpora,
we model the meaning based on random walks over
the knowledge base. Each random walk is seen as a
context for words in the vocabulary, and fed into the
NNLM architecture, which optimizes the likelihood
of those contexts (cf. Fig. 1). The resulting word
representations are more compact than those pro-
duced by regular random walk algorithms (300 vs.
tens of thousands), and produce very good results
on two well-known benchmarks on word related-
ness and similarity: WS353 (Finkelstein et al., 2001)
and SL999 (Hill et al., 2014b), respectively. We
also show that the obtained representations are com-
plementary to those of random walks alone and to
distributional representations obtained by the same
NNLM algorithm, improving the results.

Some recent work has explored embedding KBs
in low-dimensional continous vector spaces, repre-
senting each entity in a k-dimensional vector and
characterizing typed relations between entities in the
KB (e.g. born-in-city in Freebase or part-of in Word-
Net) as operations in the k-dimensional space (Wang
et al., 2014). The model estimates the parameters
which maximize the likelihood of the triples, which

can then be used to infer new typed relations which
are missing in the KB. In contrast, we use the rela-
tions to explicitly model the context of words, in two
complementary approaches to embed information in
KBs into continuous spaces.

2 NNLM

Neural Network Language Models have become a
useful tool in NLP on the last years, specially in se-
mantics. We have used the two models proposed
in (Mikolov et al., 2013c) due to their simplicity
and effectiveness in word similarity and related-
ness tasks (Baroni et al., 2014): Continuous Bag
of Words (CBOW) and Skip-gram. The first one
is quite similar to the feedforward Neural Network
Language Model, but instead of a hidden layer it has
a projection layer, and thus all the words are pro-
jected in the same position. Word order has thus
no influence in the projection. The training crite-
rion is as follows: knowing previous and subsequent
words in context, the model maximizes the proba-
bility of the predicting the word in the middle. The
Skip-gram model uses each current word as an input
to a log-linear classifier with a continuous projec-
tion layer, and predicts the previous and subsequent
words in a context window.

Although the Skip-gram model seems to be more
accurate in most of the semantic tasks, we have used
both variants in our experiments. We used a publicly
available implementation1.

3 Random Walks and NNLM

Our method performs random walks over KB graphs
to create synthetic contexts which are fed into the
NNLM architecture, creating novel word represen-
tations. The algorithm used for creating the contexts
is a Monte Carlo method for computing the PageR-
ank algorithm (Avrachenkov et al., 2007).

We consider a KB as undirected graph G =
(V,E), where V is the set of concepts and E rep-
resents links among concepts. We also need a dic-
tionary, an association from words to KB concepts.
We construct an inverse dictionary that maps graph
vertices with the words than can be linked to it.

The inputs of the algorithm are: 1) the graph G =
(V,E), 2) the inverse dictionary and 3) the damp-

1https://code.google.com/p/word2vec/
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Figure 2: Spearman results on relatedness (WS353)
for different corpus sizes (in sentences).

ing factor α2. In our experiments we used Word-
Net 3.0 with gloss relations3, which has 117.522
nodes (synsets) and 525.356 edges (semantic rela-
tions). Regarding the dictionary, WordNet already
contains links from words to concepts. The dictio-
nary includes the probability of a concept being lexi-
calized by a specific word, as estimated by the Word-
Net team from their hand-annotated corpora. Both
dictionary and graph are freely available4.

The method first chooses a vertex at random from
the vertex set V , and performs a random walk start-
ing from it. At each step, the random walk might
terminate with probability (1−α) or choose a neigh-
bor vertex at random with probability α. Each time
the random walk reaches a vertex, a word is emitted
at random using the probabilities in the inverse dic-
tionary. When the random walk terminates, the se-
quence of emitted words forms the pseudo sentence
which is fed to the NNLM architecture, and the pro-
cess starts again choosing a vertex at random until
a maximum number of pseudo sentences have been
generated.

Our method creates pseudo sentences like the fol-
lowing:

2The damping factor is the only parameter of PageRank.
3http://wordnet.princeton.edu/glosstag.shtml
4http://ixa2.si.ehu.eus/ukb

Figure 3: Spearman results on similarity (SL999)
for different corpus sizes (in sentences).

(1) amphora wine nebuchadnezzar bear retain
long

(2) graphology writer write scribble scrawler
heedlessly in haste jot note notebook

These examples give us clues of the kind of the
implicit semantic information that is encoded in the
generated pseudo-corpus. Example 1 starts with am-
phora following with wine (with which amphoras
are usually filled with), nebuchadnezzar (a partic-
ular bottle size) and finishing with words that are
related to wine storage, like bear,retain and long.
Example 2 shows a similar phenomenom; it starts
with graphology, follows with the closely related
writer, then writer, finishing with names and adjec-
tives of different variants of writing, such as scrib-
ble, scrawler, heedlessly, in haste and jot; finally,
the context ends with note and notebook. Note
that our method also produces multiword terms like
in haste.

4 Experiments

We have trained two Neural Network models,
CBOW and Skip-gram, with several iterations of
random walks over WordNet. We trained both mod-
els with default parameters (Mikolov et al., 2013a):
vector size 300, 3 iterations, 5 negative samples, and
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SL999 WS353
Skip-gram 0.442 0.686
RWSGRAM 0.520 0.683
RWCBOW 0.486 0.591
PPV 0.493 0.683

Table 1: Spearman correlation results for our meth-
ods (RWSGRAM, RWCBOW) on WordNet random
walks, compared to just random walks (PPV), and
Skip-gram on text corpora.

window size 5. In order to check how many iter-
ations of the random walk algorithm are needed to
learn good word representations, we produced up to
70 · 106 contexts. The the damping factor (α) of the
random walk algorithm was set to 0.85, a usual value
(Agirre et al., 2010). All parameters were thus set to
default, and we only explored different corpus sizes.

The word representations were evaluated on
WS353 (Finkelstein et al., 2001) and SL999 (Hill
et al., 2014b), two datasets on word relatedness and
word similarity, respectively. In order to compute
the similarity of two words, it suffices to calculate
the cosine between the respective word representa-
tions. The evaluation measure computes the rank
correlation (Spearman) between the human judg-
ments and the system values.

In order to contrast our results with the two related
techniques, we used UKB5, a publicly available im-
plementation of Personalized PageRank (Agirre et
al., 2014), and ran it over the same graph as our
proposed methods. We used it out-of-the-box with
a damping value of 0.85. We also downloaded the
embeddings learnt by (Mikolov et al., 2013a) using
Skip-gram over a large text corpus 6. We used the
same cosine algorithm to compute similarity with
all word representations. To distinguish one word
representation from the other, we will call our mod-
els RWCBOW and RWSGRAM respectively (RW for
random-walk), in contrast to the original Person-
alized PageRank algorithm (PPV) and the corpus-
based embeddings learned using Skip-grams (Skip-
gram).

Figures 2 and 3 show the learning curves on the
WS353 and SL999 datasets relative to the number

5http://ixa2.si.ehu.eus
6https://code.google.com/p/word2vec/

SL999 WS353
(a) RWSGRAM 0.518 0.683
(b) PPV 0.493 0.683
(c) Skip-gram 0.442 0.686
(a+b) 0.535 0.700
(a+c) 0.533 0.748
(a+b+c) 0.552 0.759
Best 0.520 0.800

Table 2: Combinations and best published results:
SL999 (Hill et al., 2014a), WS353 (Radinsky et al.,
2011).

of contexts produced by the random walks on Word-
Net. The results show that WordNet representa-
tions grow quickly (around 7 million contexts), con-
verging around 70M, obtaining practically the same
results as PPV for WS353, and better results for
SL9997.

The results at convergence are shown in Table 1,
together with those of PPV and Skip-gram. Regard-
ing SL999, we can see that the best results are ob-
tained with RWSGRAM, improving over PPV and
Skip-gram. Regarding WS353, all methods except
RWSGRAM obtain similar results. The results show
that our methods are able to effectively capture the
information in WordNet, performing on par to the
original PPV algorithm, and better than the corpus-
based Skip-gram on the SL999 dataset. Note that
the best published results for WS353 using WordNet
are those of (Agirre et al., 2010) using PPV, which
report 0.685.

In order to see if the word representations that we
learn are complementary to those of PPV and Skip-
gram, we combined the scores produced by each
word representation. Given the potentially different
scales of the similarity values, we assigned to each
item the average of the ranks of the pair in each out-
put. The top part of Table 2 repeats the three rel-
evant systems. The (a+b) row reports an improve-
ment in both datasets, showing that RWSGRAM on
WordNet is complementary to PPV in WordNet, and
is thus a different representation, even if both use the
same knowledge base. The (a+b) and (a+b+c) show
that corpus-based Skip-grams are also complemen-

7We tried larger context sizes, up to 700M confirming that
convergence was around 70M.
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tary, yielding incremental improvements. In fact, the
combination of all three improves over the best pub-
lished results on SL999, and approaches the best re-
sults for WS353, as shown in the last row of the Ta-
ble. The state of the art on SL999 corresponds to
(Hill et al., 2014a), who training a Recurrent Neu-
ral Net model on bilingual text. The best results
on WS353 correspond to (Radinsky et al., 2011),
who combine a Wikipedia-based algorithm with a
corpus-based method which uses date-related infor-
mation from news to learn word representations.

Note that we have only performed some simple
combination to show the complementarity of each
information source. More sophisticated combina-
tions (e.g. learning a regression model) could further
improve results.

We have performed some qualitative analysis,
which indicates that there is a slight tendency for
corpus embeddings (with the window size used
in the experiments) to group related words (e.g.
physics - proton), and not so much similar words
(e.g. vodka - gin), while our KB embeddings in-
clude both. This analysis agrees with the results in
Table 1, where all KB results are better than corpus-
based Skip-gram for the semantic similarity dataset
(SL999). In passing, note that the best published re-
sults to date on similarity (Hill et al., 2014a) use em-
beddings learnt from bilingual text which suggests
that bilingual corpora are better suited to learn em-
beddings capturing semantic similarity.

5 Conclusions

We have presented a novel algorithm which encodes
the structure of a knowledge base in a continuous
vector space, combining random walks and neural
net language models to produce new word represen-
tations. Our evaluation in word relatedness and sim-
ilarity datasets has shown that these new word repre-
sentations attain similar results to those of the orig-
inal random walk algorithm, using 300 dimensions
instead of tens of thousands. Furthermore, the word
representations are complementary to those of the
random walk algorithm and to corpus-based contin-
uous representations, producing better results when
combined, and improving the state-of-the-art in the
similarity dataset. Hand inspection reinforces the
observation that WordNet-based

A promising direction of this research is to lever-
age multilingual Wordnets to produce cross-lingual
embeddings.

On another direction, one of the main limitations
of KB approaches is that they produce a relatively
small number of embeddings, limited by the size of
the dictionary. In the future we want to overcome
this sparsity problem by combining both textual and
KB based embeddings into a unified model. In fact,
we think that our technique opens up exciting oppor-
tunities to combine distributional and knowledge-
based word representations.

It would also be interesting to investigate the in-
fluence of the different semantic relations in Word-
Net, either by removing certain relations or by as-
signing different weights to them. This investiga-
tion could give us deeper insights about the way our
knowledge-based approach codes meaning in vector
spaces.
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Devin, and Yoshua Bengio. 2014a. Not all neural em-
beddings are born equal. CoRR, abs/1410.0718.

Felix Hill, Roi Reichart, and Anna Korhonen. 2014b.
Simlex-999: Evaluating semantic models with
(genuine) similarity estimation. arXiv preprint
arXiv:1408.3456.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013a. Efficient estimation of word representa-
tions in vector space. arXiv preprint arXiv:1301.3781.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013b. Distributed represen-
tations of words and phrases and their composition-
ality. In Advances in Neural Information Processing
Systems, pages 3111–3119.

Tomas Mikolov, Wen-tau Yih, and Geoffrey Zweig.
2013c. Linguistic regularities in continuous space
word representations. In Proceedings of NAACL-HLT,
pages 746–751.

Andrea Moro, Alessandro Raganato, and Roberto Nav-
igli. 2014. Entity linking meets word sense dis-
ambiguation: a unied approach. Transactions of the
Association of Computational Linguistics, 2:231–244,
May.

Mohammad Taher Pilehvar, David Jurgens, and Roberto
Navigli. 2013. Align, Disambiguate and Walk: a
Unified Approach for Measuring Semantic Similarity.
In Proceedings of the 51st Annual Meeting of the As-
sociation for Computational Linguistics, pages 1341–
1351, Sofia, Bulgaria.

Kira Radinsky, Eugene Agichtein, Evgeniy Gabrilovich,
and Shaul Markovitch. 2011. A word at a time: com-
puting word relatedness using temporal semantic anal-
ysis. In Proceedings of the 20th international confer-
ence on World wide web, WWW ’11, pages 337–346,
New York, NY, USA. ACM.

Richard Socher, Jeffrey Pennington, Eric H Huang, An-
drew Y Ng, and Christopher D Manning. 2011. Semi-
supervised recursive autoencoders for predicting sen-
timent distributions. In Proceedings of the Conference
on Empirical Methods in Natural Language Process-
ing, pages 151–161. Association for Computational
Linguistics.

Joseph Turian, Lev Ratinov, and Yoshua Bengio. 2010.
Word representations: a simple and general method for
semi-supervised learning. In Proceedings of the 48th
Annual Meeting of the Association for Computational
Linguistics, pages 384–394. Association for Computa-
tional Linguistics.

Zhen Wang, Jianwen Zhang, Jianlin Feng, and Zheng
Chen. 2014. Knowledge graph and text jointly em-
bedding. In Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 1591–1601, Doha, Qatar, October.
Association for Computational Linguistics.

1439



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1440–1445,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

Identification and Characterization of Newsworthy Verbs in World News

Benjamin Nye
University of Pennsylvania
bepnye@gmail.com

Ani Nenkova
University of Pennsylvania

nenkova@seas.upenn.edu

Abstract

We present a data-driven technique for acquir-
ing domain-level importance of verbs from the
analysis of abstract/article pairs of world news
articles. We show that existing lexical re-
sources capture some the semantic character-
istics for important words in the domain. We
develop a novel characterization of the associ-
ation between verbs and personal story narra-
tives, which is descriptive of verbs avoided in
summaries for this domain.

1 Introduction

Summarization, either by people or machine, calls
for the ability to identify important content. Com-
putational approaches to identifying important con-
tent fall into the two extremes of a possible spec-
trum. On one end, the types of important infor-
mation for a given domain and topic are prede-
fined as information extraction templates defined
by experts, as in the earliest approaches to multi-
document summarization (Radev and McKeown,
1998) and the recently introduced guided summa-
rization (Owczarzak and Dang, 2011). On the other
extreme, traditional systems work only with indica-
tors of importance coming solely from the input to
be summarized, or possibly also from the context of
the input, i.e . analyzing the anchor text of links to a
webpage, or comments on a blog post or citations to
a scientific article (Nenkova and McKeown, 2012).

Here we explore the feasibility of data-driven
identification of important information in the world
news domain. We specifically focus on the analy-
sis of verbs, which is the first step of identifying

event types of special interest. The goal is to col-
lect evidence of verb importance globally, without
regard to a particular input or its context. Such
ideas have been explored in the past as subcompo-
nents of extractive summarizers (Schiffman et al.,
2002; Hong and Nenkova, 2014) or as features de-
rived from small datasets for sentence compression
(Woodsend and Lapata, 2012). In contrast, in our
work we rely on large corpora and exclusively focus
on the task of acquiring input independent indica-
tors of importance. We also constrain our analysis
to a single domain, which allows us to examine the
semantic aspects of the verbs that may contribute to
their perceived importance.

We leverage a dataset of human-written sum-
maries of news articles to objectively ground the def-
inition of word importance. Summaries are intended
to convey important information while omitting the
less important pieces, so words that are important in
a newsworthy sense will occur more frequently in
summaries. The same data and intuition was used
recently to develop a large corpus for determining
entity salience (Dunietz and Gillick, 2014).

We derive a list of over one thousand verbs that
have statistically significant bias to appear in the
summaries (important verbs) and verbs with higher
rate of occurrence in the original articles (unimpor-
tant). This resource of verbs and their domain-level
importance may be fruitfully exploited in models of
summarization that do not use pre-defined templates
but are richer than approaches that rely solely on
analysis of the article text.

We furthermore seek to characterize the proper-
ties of words that are biased to occur more often
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in either summaries or in articles. We noticed that
verbs that tended to be dis-preferred in the sum-
maries related to personal narratives, in which peo-
ple are described as private entities rather than pub-
lic personas. We applied the same measures that we
used to analyze domain-level importance in world
news to a collection of labeled personal and nonper-
sonal blog entries. Characterizing verbs on the per-
sonal vs. nonpersonal dimension indeed turned out
to beneficial for explaining domain-level importance
of verbs in world news: personal narratives are not
considered important in this domain and verbs that
tended to get excluded from summaries also tended
to appear more frequently in personal blog entries.
This characterization offered broad coverage of the
article vocabulary and additional explanatory power
compared to a characterization derived from General
Inquirer categories.1

The derived lexical resources may serve as shal-
low semantics for a range of language processing
tasks such as summarization, news filtering and
search.2

2 Determining domain-level importance

To determine domain-level importance, we use sum-
maries and articles from the New York Times Anno-
tated Corpus3, a collection of NYT articles that in-
cludes genre tags and summaries written by library
scientists. We use articles published in the world
news section between 1996 and 2005 for a total of
36,69 article-summary pairs.

All of the documents were parsed with the Stan-
ford Parser to obtain lemmatized forms of the words
and part of speech tags. There are 2,634,850 tokens
in the summaries and 32,587,740 tokens in the re-
spective articles.

The overall verb frequency is very similar in the
summaries (14.5%) and the articles (14.6%). In our
analysis we reduce the corpus of summaries and
original articles to only the verbs that occur in them.

1The two lists characterizing the domain-level impor-
tance and the personal–public dimension are available
for download at http://www.cis.upenn.edu/˜nlp/
software/importance.html.

2Personal perspective verbs may not be important in
reporting world news but may be excellent indicators of
celebrity/gossip search for example.

3https://catalog.ldc.upenn.edu/LDC2008T19

Then we compare the rate of occurrence of each
verb in the two types of writing. Verbs used pro-
portionally more in summaries are likely to corre-
spond to events that are important, while verbs that
occur more frequently in the articles are less likely
to be related to the key topics of an article. To
generate two classes of verbs representing important
and non-important verbs, we consider two measure-
ments: the difference of a verb’s usage frequency
between summaries and articles, and the statistical
significance of this bias.

Figure 1: Word frequency in summaries vs. articles. The
black line is where the frequencies are equal, and words
plotted in grey have statistically significant differences in
frequencies for the two classes.

Figure 1 shows the plot of each verb’s probability
in the summaries, Ps(wi) vs. in the articles, Pa(wi).
Points above the line are verbs that occur more fre-
quently in articles, while points below the line are
more frequent in summaries. Dividing the points
along this line produces two classes of verbs. We
can further quantify how strongly a word is associ-
ated with its class using a variety of metrics (Monroe
et al., 2008).

For this application, we chose to use the log odds
ratio. To measure how much more likely a word w
is to occur in a class c, we compute the odds of a
word occurring in corpora type c, i.e summary (s) or
original article (a):

Odds(w, c) =
P (w | class = c)

1− P (w | class = c)

The ratio of the odds with respect to the two different
corpora is a measure of how much more frequently
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a word is used in each case. To make the measure
interpretable, we take the log of the odds ratio pro-
ducing the final weight for a word:

log
(
Odds(w, s)
Odds(w, a)

)
' log

(
P (w | class = s)
P (w | class = a)

)
This metric gives an intuitive measure of the usage
rate of words. For example, if a word occurs 3 times
more often in the summaries it will be given a weight
of log(3), and if it occurs three times more often in
the articles it will be given a weight of − log(3).

Figure 2: Frequency vs. log odds ratio for each word.
Positive odds ratios correspond to summary-biased words
and negative correspond to article-biased. The lines indi-
cate integer usage ratios (1:3, 1:2, 1:1, 2:1, 3:1, etc).

However, this metric is unreliable for verbs with
low counts in either class of texts. If a verb occurs
five times in summaries and only once in articles, it
is difficult to say if there is true signal for impor-
tance. As the number of counts of a verb in the two
classes increases, so does our certainty about the sig-
nificance of any observed differences in usage rates.
To obtain a measure of the statistical significance of
the domain-level importance weight of a verb, we
treat the set of observed tokens as a Bernoulli trial
where each token occurs either in a summary (suc-
cess) or in an article (failure). We apply a binomial
test to compute the probability of the observed dis-
tribution of tokens in the two types of text under the
null hypothesis that the word has equal frequency
in summaries and articles. The p-value from the test
gives a measure of the certainty that a word is impor-
tant and not. We can filter out words with p-values

Summary-biased
spur hail allege avert slay exile claim intensify ex-
tradite oust overturn underscore cite devastate weigh
defuse injure curb defy resign suspect warn quell kid-
nap stir plot widen charge thwart revive
Article-biased
chant talk sleep hate graduate realize dress understand
quote sound add drink sing refer read think imagine
remember shout sit happen cry wave like thank love
smile accord reply misstate

Table 1: Words with highest weights, drawn from verbs
with frequency greater than the median verb frequency.

above a certain threshold. Moving the threshold
closer to 0 enforces more and more certainty about
the classification, reducing vocabulary size but also
decreasing noise. Discarding verbs with a p-value
of less than 0.05 reduces the vocabulary size from
3,924 words to 1,210.

In Figure 2, the log odds ratio is plotted against
the overall frequency for each verb after discarding
unreliable verbs. The most extreme weights occur
mostly for the infrequent words, even after filter-
ing out low p-value words. Although these words
have extremely high bias weights, they tend to be
uncommon and not particularly informative. Exam-
ples include verbs such as ”hostage-take”, ”muck-
rake”, and ”blaspheme.” To get a clearer picture of
trends in the verbs in each category, we show in Ta-
ble 1 the verbs with the 30 highest and 30 lowest
weights among the verbs in the 50th percentile of
total counts across all documents.

In the following two sections, we turn to analyz-
ing why certain verbs may be more important in the
domain than others. First we examine the relation-
ship between the summary- or article-bias of a word
and categories in the General Inquirer lexicon. Then
we develop a new characterization of verbs showing
their association with person-centered perspective of
the narrative.

3 General Inquirer

The General Inquirer lexicon provides a list of words
manually annotated with a variety of tags (Stone
et al., 1966). We considered eight of these tags that
were relevant to our task and could explain why

1442



Tag Summ. Article Examples
none 0.58 0.77
Negative 0.21 0.05 counterfeit avert, weep wail
Active 0.26 0.15 intensify overhaul, grasp hop
Strong 0.16 0.03 oust devestate, roar promote
Hostile 0.13 0.01 kidnap ravage, shrug crush
Power 0.08 0.01 curb reclaim, persuade overcome
Positive 0.07 0.03 reinstate mend, reassure hug
Passive 0.05 0.05 deplore mourn, gaze huddle
Weak 0.04 0.03 flounder sag, abandon hesitate

Table 2: Percentage of words in each class covered by
different GI tags. The first two example words come
from the summary-biased class and last two come from
the article-biased class.

a verb has domain-level importance: NEGATIVE,
POSITIVE, ACTIVE, PASSIVE, STRONG, WEAK,
HOSTILE, and POWER.

Table 2 shows some randomly selected words
from each of the eight GI tags. The first two words
come from the summary-biased class and last two
come from the article-biased class. Table 2 also
shows the fraction of verbs in each class that oc-
cur in the GI with a given tag, as well as the frac-
tion of verbs that do not have any of the eight tags.
It becomes immediately clear that the GI categories
do have explanatory power but that it has a major
problem with coverage, with the majority of verbs
in the summary and article corpora not appearing
in the GI at all as shown on the first line. Notably,
the coverage is considerably better for the summary-
biased verbs. Verbs from several GI categories ap-
peared notably more often in summaries than in ar-
ticles. For example, verbs with the NEGATIVE tag
account for 21% of verbs in summaries, but only
5% of verbs in articles. Other such categories in-
clude verbs that imply an active physical engage-
ment (ACTIVE), imply that the actor is in a posi-
tion of power (STRONG), imply that hostility exists
between the entities involved (HOSTILE) or that im-
ply that the actor has the influence to affect the poli-
cies of others (POWER). POSITIVE, PASSIVE, and
WEAK verbs had more similar appearance rates in
both classes, but the absolute number of words cov-
ered by these tags was low.

Increasing the strictness of the p-value cutoff for
pruning the vocabulary as described in the previous
section reduces the size of the vocabulary but in-
creases the purity of the classes by only including

p-value 0.01 0.001 0.0001 0.00001
Summary 0.54 0.53 0.54 0.54
Article 0.80 0.86 0.88 0.91

Table 3: Percentage of words with zero GI tags for in-
creasing p-value cutoff strictness

verbs that have sufficiently different usage ratios. As
shown in Table 3, as we restrict the vocabulary to
increasingly certain verbs, the proportion of verbs
in the summary class that are tagged by the GI re-
mains almost constant while the proportion of un-
tagged verbs in the article class steadily increases.
This indicates that the summary-biased verbs have
a consistent distribution of GI tags across all usage
ratios, while verbs tended to be tagged less often as
the bias towards the articles increased. Although the
GI gives good indicators for which words are likely
to be important summary words but no indicators for
which words are likely to be of no interest in sum-
marizing world news.

3.1 Personal Stories

To get a sense for what aspects of the verb semantics
causes a word to be excluded from the summary, we
examined the contexts for the verbs with the high-
est bias weights in each class. To define the context
for each verb, we used the dependency relations pro-
duced by the Stanford Parser. Any verb, noun, or
adverb placed in a dependency relation with a given
verb is considered to co-occur with it. For each of
the ten most highly weighted verbs in each class, Ta-
ble 4 shows the lemmas that co-occurred most fre-
quently with it.

The verbs that are biased towards the articles
(not important) seem to capture human element of
the news reports, corresponding to passages narrat-
ing personal stories of ordinary people involved in
the larger political situation discussed in the news.
The summary-biased verbs are clearly evocative of
the NEGATIVE, ACTIVE, STRONG, HOSTILE, and
POWER tags given by the GI and the common us-
ages suggested by their contexts tend to be official,
non-personal or that of people in public roles.

No existing resources provide descriptions of this
personal vs. non-personal dimension of lexical
meaning and we decided to derive such a character-
ization from data unrelated to the NYT.
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Article-biased
add country,year,get,States,time,people,do,make
drink drink,do,take,glass,much,make,eat
sing song,woman,man,chorus,dance,sing,feel
refer use,official,attack,part,term,program,day,people
read time,report,people,write,statement,book,man
think time,part,get,do,year,take,issue
imagine take,people,get,come,time,make,ask
remember day,year,time,see,decade,many
shout man,people,hear,soldier,get,come,crowd
sit day,man,road,talk,wall,people,watch,table
Summary-biased
spur do,action,help,tell,States,effort,concern,man
hail leader,man,call,effort,Clinton,step,election,visit
allege part,case,fraud,arrest,help,people,responsible
avert attack,Iraq,action,month,confrontation,crisis,official
slay week,month,member,attack,many,soldier,day,Americans
exile country,accuse,many,kill,Hussein,family,friend,Arafat
claim member,bombing,describe,part,group,life,leader
intensify country,States,war,week,demand,day,year,effort
extradite Britain,States,try,citizen,Pinochet,trial,member,receive
oust year,Party,Minister,force,coalition,invasion,month,leader

Table 4: Most frequent co-occurring words for the most
extremely weighted verbs.

Personal-biased
threaten wake rain wander kneel yell grin convulse
smile chat hug climb gorge nod crouch laugh sleep
perch head park
Nonpersonal-biased
acquit deploy misstate founder besiege decriminalize
censure peacekeep headquarter streamline dissociate
excommunicate unveil deadlock modify extradite rat-
ify imperil chose

Table 5: Top weighted words derived from personal and
non-personal blog entries

For this purpose, we used a subset of the ICWSM
2009 Spinn3r Blog Dataset that has been annotated
with a semi-supervised classifier trained to identify
personal stories (Gordon and Swanson, 2009). We
took 56,048 blog entries that had been tagged as be-
ing a personal story and 2,196,162 blog entries that
were not identified as personal.

We then applied the same procedure that we used
for the NYT articles to produce two classes of
words: those biased towards blogs describing per-
sonal stories and those biased towards non-personal
blogs. After restricting the vocabulary to only verbs
with a binomial test p-value of at most 0.05, we ob-
tained log odds ratio weights for 3,143 verbs. Of
the 1,210 verbs in the NYT classes, 937 were also
present in the restricted blog vocabulary. The 20
most and least personal verbs are shown in Table 5.

p-value GI GI+blog
0.05 0.134 0.098
0.01 0.130 0.087

Table 6: 10-fold cross-validation mean squared error of a
linear regression for increasingly biased vocabularies.

The Pearson correlation between the NYT log
odds ratio and the blog log odds ratio is negative
and rather high, -0.54, indicating a strong relation-
ship between personal and article-biased words. Re-
stricting the significance to p-value cutoff of 0.01
reduces the vocabulary from 937 to 675 verbs, but
strengthens the correlation to -0.61. Of the top 100
summary-biased words, only 18 were personal. Of
the top 100 article-biased words, 90 were personal.

Not only do the personal/non-personal classes
map on to the summary/article classes well, but they
supply explanatory information about words that the
GI did not cover. In order to measure this effect, we
trained a linear regression to predict the NYT log-
odds ratio of a word using a binary feature for each
GI tag, as well as a binary feature indicating no tags.
We were interested in the reduction of error when
the personal-biased information was added. Adding
the blog log-odds ratio for each word as a feature
improved our results in 10-fold cross-validation, re-
ducing the prediction error by almost 30%. The de-
tailed results are shown in Table 6, for experiments
performed for two different p-value cut-offs.

4 Conclusion

We presented a method for data-driven acquisition
of domain-level importance of verbs in reports of
world news events. Analysis of the acquired verbs
reveals that summary-biased words tend to be more
negative, active, and hostile, while the article-biased
words mostly describe personal actions. This lex-
icon provides a useful notion of global importance
in a domain and can serve as resource for seman-
tic characterization of words in a variety of tasks,
including sentence selection in summarization, flag-
ging articles as newsworthy or filtering uninterest-
ing documents. Additionally, we provide a lexicon
for personal and non-personal verbs that also cap-
tures some of the newsworthiness of the article and
summary classes.
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Abstract

Lemmatization for the Sumerian language,
compared to the modern languages, is much
more challenging due to that it is a long dead
language, highly skilled language experts are
extremely scarce and more and more Sume-
rian texts are coming out. This paper describes
how our unsupervised Sumerian named-entity
recognition (NER) system helps to improve
the lemmatization of the Cuneiform Digital
Library Initiative (CDLI), a specialist database
of cuneiform texts, from the Ur III period. Ex-
periments show that a promising improvement
in personal name annotation in such texts and
a substantial reduction in expert annotation ef-
fort can be achieved by leveraging our system
with minimal seed annotation.

1 Introduction
Because the Sumerian cuneiform writing system is
historically the earliest, Sumerian culture is the ear-
liest recorded civilization. The large number of clay
tablets that have been recovered from Mesopotamia
reveal “an almost obsessive concern for the preser-
vation of daily events of the time: the digging
of ditches, the care of livestock, the storage of
grain, and so on. Their survival allows insight
into the lives of the city dwellers of remote an-
tiquity” (Garfinkle, 2012). Today, most cuneiform
texts are held in public institutions, but the texts
are widely separated both from each other and of-
ten from scholars by great distances and expen-
sive journeys. Current projects like the Digital Li-
brary Initiative (CDLI, 2014) and the Database of
Neo-Sumerian Texts (BDTNS, 2014) aim to provide
scholars immediate access to virtual collections of
tens of thousands of texts.

The Ur III period (2112-2004 BCE) is particularly
abundant in surviving texts. Because this era was the
specialty of our principle informant, an Assyriolo-
gist at our home university, we focus on the tablets
that are from this era. The vast majority of these
tablets record financial transactions, such as records
of cattle deliveries, receipt of metals, repayment of
loans, and so forth.

Figure 1 shows a tablet from the CDLI repository.
For expository purposes, we arranged the original
cuneiform drawings on the left (which are not input
to our computations), with its transliteration (a one-
to-one transcription of signs in a cuneiform text to
computer readable text) in the middle, and the mod-
ern English translation on the right. The original
CDLI data includes transliterations in ASCII format
and inline lemmatization markup. More detail about
CDLI data will be introduced in Section 2.

As we can see in Figure 1, in addition to the
provider and recipient of transference, tablets con-
sistently enumerate lists of witnesses (“sealed by”).
This fact makes the tablet an invaluable resource
for the social history of the time since they record,
implicitly, on each tablet, lists of persons who
knew one another and enjoyed professional rela-
tions (Widell, 2008). The recovery of personal
names on the tablets suggests the possibility of re-
constructing social networks of actors in the mer-
cantile class and also, given the overlap, their social
network connections to royalty.

Motivated by this perspective, we built an unsu-
pervised Sumerian named-entity recognition (NER)
system, also to accommodate the facts of 1) Sume-
rian is a dead language; 2) the corpus is of a size too
large for even a community of scholars to master; 3)
the tablets come in many cases damaged by time and
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the circumstances of their recovery which was, in
many cases, looting; 4) new tablets are still being un-
covered. More detail on our Decision List Co-Train
method (Collins and Singer, 1999) can be found in
Section 3. In the process of evaluating our NER sys-

Figure 1: Tablet with ID of P105955 from CDLI.

tem, we noticed that a major inconsistency between
our result and the lemmata in CDLI lies in the anno-
tation of personal names with missing signs in dam-
aged tablets. For example, “szu-[x]-lum” is not
labeled as a name in the lemmata, but our system
does so with a high confidence score. As shown this
word contains a damaged sign (indicated by “[x]”).
Inconsistencies of this kind account for around 50%
of the total false positives in our result. With the help
of the Sumerologist at our home university, around
40% of such damaged occurrences have been eas-
ily verified as personal names. This suggests that
the original lemmatization is performed by a more
critical and conservative approach. Our work offers
a promising automation tool for the annotation task
on this corpus by making good recommendations on
name candidates to the annotators.

2 CDLI and the Annotations
The CDLI is a collaborative project with cuneiform
text capturing and processing efforts underway in
North America, Europe and the Middle East. It aims
to provide an open access to electronic documenta-
tion of ancient cuneiform, consisting of texts, im-
ages, transliterations and glossaries of 3500 years
of human history. Adhering to the open-source pol-
icy, any contribution to the collection by providing
electronic catalogues, transliterations, or images of
cuneiform artifacts is welcomed (CDLIwiki, 2014).

When represented in Roman script in transliter-
ations, the syllable signs that make up a Sume-

rian word are written joined together with dashes.
As there is no concept of upper- or lowercase in
cuneiform writing, signs in transliterations typically
occur in lowercase. However, signs rendered in up-
percase do occur when the phonetic equivalent of
the sign is unclear, tentative or fairly new (Sahala,
2012). One important property of Cuneiform is a
high degree of homophony (referred to in the lit-
erature on Cuneiform as ‘polyvalence’). This phe-
nomenon is conventionally handled by numerical
subscripts. For example, “du” means “to go”, “du3”
means “to build” (Tablan et al., 2006).

Royal epithets notwithstanding, Sumerian per-
sonal names are exclusively comprised of a sin-
gle word, almost always consisting of at least two
signs. In cases where disambiguation is required, a
patronymic may added (for example, szu-esz4-tar2
dumu zu-zu, “Su-Estar, son of Zuzu”). This disam-
biguation is frequent in practice due to the relatively
shallow pool of personal names used (Limet, 1960).

In the lemmatization information exposed by
CDLI that we make use of in our NER task, when
the word is a noun or verbal form, the two types
of information included in the lemmata are 1) the
citation form, rendered as the Sumerian stem; 2)
the guide word, which functions as a disambigua-
tor and is generally the English translation of the
stem; otherwise, the lemma contains only the part of
speech, as is the case with proper names and num-
bers. For example, in the following excerpt (CDLI
No: P100032), wherein text is presented with inter-
linear lemmata (English translation: Egi-zi-mah re-
ceived 2 oxen from runner.), we see both types of
lemmatization.

1. 2(disz) gu4
#lem: n; gud[ox]
2. ki kas4-ta
#lem: ki[place]; kasz[runner]
3. egi-zi-mah i3-dab5
#lem: PN; dab[seize]

On line 3, the verbal form i3-dab5, indicating
the receipt of an animate object, is lemmatized with
the citation form dab, which is the Sumerian root
for this form, and guide word “seize”, the best
English translation of the citation form. On lines 1
and 3, we have a number lemmatized with the part of
speech n and the personal name egi-zi-mahwith
the part of speech PN, respectively. These annotated
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PNs are used as gold standard labels to evaluate our
NER system.

In the study of the Ur III corpus, the most exhaus-
tive infrastructure and documentation for lemmati-
zation is that provided for “the Open Richly Anno-
tated Cuneiform Corpus (Oracc)” (ORACC, 2014).
The lemmatizer for the Oracc system is accessed
via an Emacs interface designed to encourage si-
multaneous transliteration and lemmatization by a
human expert. The process begins with the human
expert submitting an unlemmatized transliteration
in a format called ATF (ASCII Transliteration For-
mat). This format is the standard interchange for-
mat for transliteration across many projects dealing
in and exchanging Assyriological textual represen-
tations (such as CDLI, BDTNS, the Pennsylvania
Sumerian Dictionary (PSD, 2006), and Digital Cor-
pus of Cuneiform Lexical Texts (DCCLT, 2014)).
Via the Emacs interface, the transliteration is sub-
mitted to the linguistic annotatation system, which
identifies an existing project-specific glossary based
on directives provided by the human expert in the
transliteration, and returns a preliminary lemmatiza-
tion whose completeness and content depends on the
referenced project glossary. The transliterator may
then modify any automatically-generated lemmata,
or, in the case of new words or new senses in which
existing words used, manually lemmatize the word
to allow the lemmatizer to “harvest” the new lemma
and add it to the glossary. Oracc’s lemmatizer also
performs normalization and morphological analysis
in order to automatically and consistently identify
words in the text. The lemmatizer is not designed
to “learn” new insights or induce new rules regard-
ing Sumerian morphology on the basis of new lem-
mata harvested from submissions, but rather serves
as a mechanism to consistently apply rules that have
been harvested.

Based on our statistics, 53,146 tablets (about
60%) of the CDLI repository are accompanied by
the in-line annotations described above. That is the
amount of the tablets we used for the NER System.

3 Sumerian Personal Name Recognition

3.1 Related Work

To our knowledge, no previous empirical research
exists directly addressing the question of how to rec-

ognize named entities from the Sumerian text. Our
very preliminary work on this task (Brewer et al.,
2014) uses an existent name list to recognize exist-
ing names, and applies simple heuristics and a sim-
ilarity measure to recognize unseen personal names
and dates. And at the time, no comprehensive evalu-
ation and analysis could be done due to the unavail-
ability of the language expert.

The investigation most closely related to ours is
found in (Jaworski, 2008), which describes a sys-
tem for processing Sumerian economic documents.
Even though we borrowed 3 rules from their work
as our seed rules (more details can be found in Sec-
tion 3.2), and we are dealing with the same language
in the same domain, there are a few important differ-
ences between our work and theirs. 1) Their goal is
to model the content of the text by using an ontol-
ogy driven method, whereas our goal is to extract
named entities from the text by using some statis-
tical method. 2) Their data set is strictly smaller
than ours. The corpus used in their work was re-
stricted to ∼12,000 tablets containing transactions
involving animals, with the contents of these trans-
actions being extracted via an a priori ontology. Our
work is addressed to almost the entire corpus where
the lemmatization is available, ∼53,000 tablets. 3)
Their work involved no learning but rather the appli-
cation of pre-defined Finite State Methods for entity
recognition.

Supervised named entity recognition has achieved
excellent performance (Bikel et al., 2002) (Zhou and
Su, 2002) (McNamee and Mayfield, 2002) (MaCal-
lum and Li, 2003) (Oliver et al., 2003). Semi-
supervised approaches and unsupervised approaches
have also achieved notable success on this task. Al-
though our research also has a fairly large amount of
data, unlike the previous unsupervised methods (Et-
zioni et al., 2005) (Nadeau et al., 2006) (Li et al.,
2012), we do not have extremely large external cor-
pora such as Wikipedia to retrieve very precise, but
sparse features. Our work adopted the DL-Cotrain
method proposed in (Collins and Singer, 1999).
However, all their features are at the word sequence
level, instead of at the token level. As noted in Sec-
tion 2, there is no concept of upper- or lowercase in
cuneiform writing, features on capitalization are not
relevant here. Another important observation is that
Sumerian personal names are exclusively comprised
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of a single word, thus our spelling features are on
the token level. In addition, unlike their work where
POS and parsing information is used for named en-
tity candidate selection, we do not have the candi-
date selection component given that no Sumerian
POS tagger or parser available. In fact, further com-
plicating factors in determining syntactic features
include the lack of standardization in spelling and
inconsistent scribal quality.

3.2 Our System

Our NER system has three components: the pre-
processing component, the Decision List Co-Train
(DL-CoTrain) (Collins and Singer, 1999) compo-
nent and the post-processing component.

When the Sumerologists transliterate the tablets,
they use metacharacters such as “[...]” and “#” to
indicate damage to the text, and “!”, “?”, “*”, and
“<...>” to represent correction, querying or colla-
tion (Tinney and Robson, 2014). For “[...]” and
“<...>” cases, the Sumerologists put their “best
guess” within the brackets. For example, in the word
“[nu]-su”, the first sign was originally damaged but
restored by the Sumerologists as the “best guess”.
Our system removes the metacharacters as noise,
and treats the resulting text as if it were otherwise
unannotated.

To utilize the pre-knowledge from the language
experts and (Weibull, 2004), we apply a tag set of
13 tags to pre-annotate the corpus. The 13 tags in
the tag set {“GN”, “FN”, “TN”, “WN”, “MN”, “n”,
“TITLE”, “UNIT”, “GOODS”, “OCCUPATION”,
“YEAR”, “MONTH”, “DAY”} represent geograph-
ical names, field names, temple names, watercourse
names, month names, numbers, title names, unit
names, trade goods names, occupation names and
indicators for year, month and day, respectively.

After the above pre-processing step, we applied
the DL-CoTrain method by utilizing contextual and
spelling rules to create a decision list.

A contextual rule specifies the context for a
named-entity with the window size of 1 or -1 (the
right word or the left word). For example, ac-
cording to the contextual rule “right context = TI-
TLE → Person”, “nam-zi” is recognized as a
personal name in “nam-zi simug” given that
“simug” is pre-tagged as “TITLE” (Smith) in the
pre-processing phase.

A spelling rule specifies the spelling of a named-
entity. It is a sign sequence that can be either the
full string of an entity or is contained as a sub-
string of the entity. For example, “contains(ab-ba)
→ Person” is a spelling rule. By applying the
rule, the word “ab-ba-sab-ga-ta” is recog-
nized as a personal name. With the spelling rule
“full-string = ur-{d}szul-pa-e3 → Person”,
the word “ur-{d}szul-pa-e3” is recognized as
a personal name.

We use the following three contextual rules (Ja-
worski, 2008) as the seed rules for the system 1)
left context = giri3 → Person 2) left context =
kiszib3 → Person 3) left context = mu-DU →
Person.

The first rule indicates that a person is acting
as an intermediary in the transaction. The sec-
ond rule indicates that the tablet was sealed by the
named individual, and usually appears in adminis-
trative records. The last rule indicates that a delivery
was made to the named individual. Since these seed
rules have a high specificity to personal names, each
of them is given a strength of 0.99999.

The major task of the system is to learn a deci-
sion list to classify a word as a personal name. Ini-
tialized with the 3 contextual seed rules, the deci-
sion list is applied to label the training data to get
spelling rules. In the next iteration, the newly ob-
tained spelling rules are applied to label the training
data to get new contextual rules. In this alternating
process, each iteration produces a new set of rules
which are ranked by their strength.

In our NER system, we experimentally settled on
a ranking criterion that made use of frequency of
some feature x, instead of (smoothed) relative fre-
quency as used in (Collins and Singer, 1999), in or-
der to avoid the problem of some context feature oc-
curs once only as the cue of a personal name, and re-
verting to the relative frequency formula in the case
of ties.

The two post-processing rules are applied to elim-
inate false positives 1) A word that starts with a num-
ber should not be a name; 2) A word following the
word “iti” (month indicator) should not be a name.
The application of these 2 rules improved the perfor-
mance by 0.5%.
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4 Experiments and Evaluation

We used a 5-fold cross-validation model to train and
test our NER system. In each fold, we randomly
picked 85% of the tablets from the corpus for train-
ing and the remaining 15% of the tablets for testing.
With the top 20 new rules from each iteration be-
ing added to the decision list, the system produces
a decision list of over 2000 rules and approximately
17,000 personal names in these Sumerian texts, after
150 iterations.

When the lemmata is used as the gold standard
data set in this experiment, the system achieved
91.4% recall and 39.6% precision score on average
from the 5-fold cross-validation. The low precision
motivated us to take a closer look at the cause of the
false positives from our system.

Using fold-2 as an example, the system reported
16,657 personal names, and there are 7,406 anno-
tated names in the lemmata. Among all these 7,406
names, 91.4% has been correctly identified by the
system. However, 60.6% of the names reported by
our system are not labeled as names in the lemmata.
Through error analysis, we found that nearly 50%
of these false positive names contain“missing” or
“damaged” signs in the transliteration (i.e., anno-
tated as [x] or [u] in the lemmata). They were there-
fore not annotated at all in the lemmata, even though
their linguistic context clearly shows that they are
personal names. For example, “szu-x-lum” in
“giri3 szu-x-lum” is a word in the testing data
labeled as a name by our system after applying one
of the seed rules. However, owing to physical dam-
age to the word in the original tablet (flagged by “x”
in the lemmata), it is unannotated. As a result, it’s
reported as a false positive in the evaluation.

Based on this observation, we asked the Sumeriol-
ogist at our home university to verify the “false pos-
itives” that contain “missing” or “damaged” signs
(marked in the lemmata as either “unknown” (part of
speech X) or “unlemmatizable” (part of speech u)),
restricting our concern to damaged signs to limit the
imposition on his time. It turns out that over 40% of
such names should have been labeled as a name in
the first place. This elevates the precision to 55.8%
from 39.4% without sacrificing the recall, for fold-2
testing data. Similar performance gain is obtained
for other folds.

Due to the large number of “false positives” and
time constraints, we cannot impose on our Assyriol-
ogist informant the task of verifying all of the sys-
tem reported names for us at the moment. However,
the current evaluation result reveals that the system-
atic lemmatization on CDLI, as discussed in Sec-
tion 2, follows an extremely conservative approach.
We suspect that the reason for this is to avoid la-
beling damaged personal names as such is to pre-
vent partial or potentially incorrect sign information
from being reused by the morphological analyzer in
future runs of the lemmatizer. Our result suggests
that the existing lemmata has its own limitation and
should not be fully relied on for evaluation for our
NER task. It also suggests that our NER system
can be used for automatic annotation task given that
it performs well in recovering names based on the
context and spelling features, even with the minimal
prior knowledge. More details of the algorithms and
result can be found in (Liu et al., 2015).

5 Conclusions and Future Work
We have shown that a DL-CoTrain based name tag-
ger, with only three initial seed rules and unlabeled
data, performs well in recovering personal names
from Sumerian texts. This work can potentially
make the annotation job much less costly, especially
when the expert resource is extremely scarce.

Our results show that the existing lemmatization
on CDLI corpus was generated by a, perhaps, exces-
sively conservative policy, especially when one or
more signs in the name have sustained damage. As
a result, we consider that the existing lemmata can-
not be fully relied on, especially for damaged names,
for our NER evaluation. Our system is able to make
good guesses on such damaged occurrences, based
on the context and the spelling features. Confirmed
by the language expert, such a high-recall, not-so-
high-precision system can be particularly useful for
the corpus annotators because they can simply fo-
cus on and verify the system’s recommended names.
Furthermore, we would expect that by applying su-
pervised learning or combining with gazetteer-based
method, and by extending the current method to rec-
ognizing other types of names in the texts, our sys-
tem can work even better as an automation tool for
such an annotation task.
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Abstract

Our research aims to extract information about
medication use from veterinary discussion fo-
rums. We introduce the task of categoriz-
ing information about medication use to deter-
mine whether a doctor has prescribed medica-
tion, changed protocols, observed effects, or
stopped use of a medication. First, we create
a medication detector for informal veterinary
texts and show that features derived from the
Web can be very powerful. Second, we cre-
ate classifiers to categorize each medication
mention with respect to six categories. We
demonstrate that this task benefits from a rich
linguistic feature set, domain-specific seman-
tic features produced by a weakly supervised
semantic tagger, and balanced self-training.

1 Introduction

Natural language processing holds great promise for
automatically extracting empirical data about med-
ications, from the perspective of both doctors and
patients. A wealth of information about the admin-
istration and effectiveness of medications lies within
unstructured text, including medical records created
by health care professionals (e.g., discharge sum-
maries) as well as informal texts written by medical
practitioners and patients (e.g., Web forums).

Previous work has been done on detecting med-
ication terms and recognizing relations between
medications and other medical concepts, such as dis-
eases and symptoms. Our research explores a new
problem: identifying and categorizing contexts in-
volving the administration of medications, which we
call medication use categorization. For each men-
tioned medication, we want to know whether it was
used in a patient’s care, and if so, what actions or ob-

servations are being reported. Our task aims to dis-
tinguish between contexts where a doctor prescribed
a medication, changed the protocol of a medication
(e.g., dosage or frequency), stopped use of a medi-
cation, observed effects produced by the medication,
or is asking a question about a medication. Distin-
guishing these contexts is an important step toward
being able to extract empirical data about medica-
tion use, such as effectiveness, success under differ-
ent protocols, and adverse events.

Our research studies veterinary discussion fo-
rums, which often contain informal vocabulary such
as shortened and abbreviated medication terms (e.g.
“pred” instead of “prednisone”, or “abx” for “an-
tibiotics”). The first part of our research addresses
the problem of medication detection from informal
text. We create an effective medication detector us-
ing supervised learning with linguistic features as
well as contextual features acquired from the Web.
We show that the Web context features substantially
improve recall, and yield an effective medication de-
tector even with small amounts of training data.

Second, we design supervised classifiers for med-
ication use categorization. We incorporate a rich set
of contextual, syntactic, and sentential features as
well as a semantic tagger trained for the veterinary
domain with bootstrapped learning over a large set
of unannotated veterinary texts. We demonstrate ad-
ditional performance gains by using balanced self-
training with the unannotated texts.

2 Related Work

Previous work on extracting medication information
from text has primarily focused on clinical medi-
cal text, such as discharge summaries (e.g., (Doan
and Xu, 2010; Halgrim et al., 2010; Doan et al.,
2012; Tang et al., 2013; Segura-Bedmar et al.,
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2013)). The Third and Fourth i2b2 Shared Tasks
included medication detection from clinical texts
(Uzuner et al., 2010; Uzuner et al., 2011), and
the Fourth i2b2 Shared Task also included relation
classification between treatments (including medi-
cations), problems, and tests. Recently, there has
been growing interest in extracting medication in-
formation from other types of text, such as Twitter,
online health forums, and drug review sites (e.g.,
(Leaman et al., 2010; Bian et al., 2012; Liu et al.,
2013; Liu and Chen, 2013; Yates and Goharian,
2013; Segura-Bedmar et al., 2014)). Much of this
research is geared toward identifying adverse drug
events or drug-drug interactions.

Many methods have been used for medication ex-
traction, including rule based approaches (Levin et
al., 2007; Xu et al., 2010), machine learning (Patrick
and Li, 2010; Doan and Xu, 2010; Tang et al., 2013),
and hybrid methods (Halgrim et al., 2010; Meystre
et al., 2010). Rule based and hybrid approaches typ-
ically rely on manually created lexicons and rules.
RxNorm (Nelson et al., 2011; Liu et al., 2005) is a
large knowledge base containing generic and brand
names of drugs and it is often used as a compo-
nent in these systems. We compare our results with
the MedEx system (Xu et al., 2010), which uses
RxNorm coupled with manually defined rules.

To our knowledge, classifying medication men-
tions with respect to administration use categories
has not yet been studied. A novel aspect of our work
is also the use of Web Context features for medica-
tion detection. Similar Web features have been ex-
ploited for fine-grained person classification (Giu-
liano, 2009), while we demonstrate that they can be
highly beneficial for medical concept extraction.

3 Task Description and Data Set

We divide our task into two subproblems: (1)
Medication Detection aims to identify words cor-
responding to non-food substances used to treat
patients (e.g., drugs, potassium supplements), and
(2) Medication Use Categorization aims to classify
medication mentions based on actions and observa-
tions related to their administration and to identify
question contexts. We assign each medication
mention to one of the six categories below.

Rx: The text indicates that a doctor prescribed the
medication for a patient, or that a patient is taking
(or has previously taken) the medication.
Example: “I started the dog on abx.”
Change: A change in the administration of the med-
ication was made (e.g., dosage, route, frequency).
Example: “I increased the pred to 5mg.”
Stop: Use of the medication was discontinued.
Example: “We took the cat off metacam.”
Effect: The text reports a positive or negative effect
from the medication on a patient.
Example: “The dog responded well to Vetsulin.”
Question: A question is asked about the medication.
Example: “Do you think we should consider lasix?”
Other: None of the above. This category primarily
covers contexts not describing patient use.
Example: “Aranesp is expensive.”

Our data consists of discussion forums from the
Veterinary Information Network (VIN), which is
a web portal (www.vin.com) that hosts message
boards for veterinary professionals to discuss cases
and issues in their practice. To produce gold stan-
dard annotations, we collected the initial post of 500
randomly selected threads from VIN forums about
cardiology/pulmonology, endocrinology, and feline
internal medicine. We defined annotation guide-
lines to identify the minimum span of medication
mentions.1 Two people independently annotated 50
texts, and we measured their inter-annotator agree-
ment (IAA) using Cohen’s kappa (κ) statistic. For
medication detection, their IAA score was κ = .96.

For the medication use categories, we measured
IAA in two ways. First, we measured agreement
on all of the words labeled as a medication by at
least one annotator, yielding κ = 0.80. Second, we
measured agreement only on the words labeled as
a medication by both annotators (to more directly
assess agreement on the six categories), yielding
κ = .92. Finally, the annotators labeled an addi-
tional 450 texts, producing a gold standard set of
500 labeled texts. Of the annotated medication men-
tions, 93% have one word and 6% have two words.
The frequency of each category is shown below.

Rx Question Effect Change Stop Other
908 289 181 52 53 470

1Dosage and duration terms were not included.
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4 Medication Detection

Detecting medication terms in discussion forums is
challenging because of their informal nature. As we
will show in Section 4.1, dictionary look-up from
lexicons is not sufficient. Therefore the first part
of our research aims to create an effective medica-
tion detector for these informal veterinary texts. We
used the Stanford CoreNLP tools (Manning et al.,
2014) for lemmatization, POS tagging and parsing,
and created a SVM classifier with a linear kernel
using SVMlin (Sindhwani and Keerthi, 2006). The
classifier labels each token as a medication term or
not a medication term. Adjacent medication tokens
are then combined into a single medication mention.
We designed three types of features:

Word Features include the medication word’s
string, lemma, and part-of-speech tag. Since drugs
often have common affixes (e.g., “-sone” is a com-
mon suffix for corticosteroids), we also defined fea-
tures for character sequences of length 2-4 at the be-
ginning and end of a word.

Local Context Features represent the word pre-
ceding and the word following each medication
term. We replace numbers with the symbol “CD”.
We also defined features to represent the syntactic
dependency relations linked to the medication word
using the Stanford Parser (De Marneffe et al., 2006).

Web Context Features capture information from
web sites that mention a term, which provides exter-
nal context beyond the information available in the
training texts. During training, we issued a Google
query for each unique word in our training data and
collected the title and text snippets of the top 10 re-
trieved documents. We then defined binary-valued
features to represent all of the words in the retrieved
texts.2 We store the results of each query so that ad-
ditional queries are needed only for previously un-
seen words.

4.1 Medication Detection Results

We conducted 10-fold cross-validation experiments
on our data set to evaluate our medication detector.

First, we created three baselines to assess the diffi-
culty of medication detection for this data. The first
row of Table 1 shows the performance of a veteri-

2We also tried different context windows but found that us-
ing the title and entire snippet achieved the best results.

nary thesaurus manually created by the VIN.3 We
extracted all of the words in the entries categorized
as Pharmacologic Substance and label all instances
of those words as medication terms. The VIN the-
saurus achieved high precision but only 51% recall.
Some reasons for the low coverage include abbre-
viations, misspellings, general terms (e.g., “drug”),
and pronouns that refer to medications (which are
annotated in our data). The second row shows the
results of MedEx (Xu et al., 2010), which uses the
RxNorm drug lexicon and ranked in second place
for the 2009 i2b2 Medication Extraction challenge.
MedEx’s low precision is primarily due to labeling
chemical substances (e.g., “glucose”) as medica-
tions, but in our data they are often test results (e.g.,
“the cat’s glucose level...”). The third row shows
the results of creating a Training Lexicon by collect-
ing all nouns annotated as medications in the train-
ing data. We labeled all instances of these nouns as
medication terms in the test data, which produced
slightly higher recall and precision than MedEx.

Method Precision Recall F
VIN thesaurus 90.9 51.3 65.6
MedEX 52.5 73.8 61.4
Training Lexicon 59.4 76.9 67.0

SVM Classifier
Word Features 88.2 79.9 83.9
+ Local Context 89.7 81.2 85.3
+ Web Context 89.2 86.1 87.6

Table 1: Medication Detection Results

The last three rows in Table 1 show the results
for our classifier. With only Word Features, the
classifier produced an 83.9% F score, outperforming
the baselines. Adding the Local Context Features
yielded small gains in recall and precision. The
Web Context Features further increased recall from
81% to 86%, raising the F score to 87.6%. We tried
adding features for the VIN thesaurus and MedEx
system, but they did not improve upon the results
obtained with the Web Context features.

We observed that the Web Context Features can
compensate for small amounts of training data. To
demonstrate how powerful they are, we randomly
selected 100 gold standard texts to use as a test

3We used a version provided to us in 2013.
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set, and trained classifiers using different amounts
of training data. Figure 1 shows the results for
classifiers using only the Word Features, Word
and Local Context Features, and all features. The
classifier with Web Context Features achieved an
F score > 70% using only 10 training texts, and
approached its best performance with just 100
training texts.
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Figure 1: Learning curves with different feature sets

5 Medication Use Categorization

We tackled this problem by designing a supervised
classifier with linguistic features, and incorporated a
semantic tagger trained by bootstrapping on a large
collection of veterinary text. We also used a bal-
anced self-training method on unannotated veteri-
nary texts to further improve performance.

First, we created a one-vs-the-rest binary SVM
classifier for each category using scikit-learn (Pe-
dregosa et al., 2011).4 If an instance is labeled with
multiple categories, we select the most confident one
using the distance from the hyperplane. We de-
signed three sets of features. N-gram Features rep-
resent a context window of size eight (+/-4) around
the medication mention. We define features for lexi-
cal unigrams, lexical bigrams, lemma unigrams, and
lemma bigrams. Syntactic Features capture verb
phrases that participate in a dependency relation
with the medication, using the Stanford parser. The

4Note that for medication detection we used SVMlin, but we
switched to scikit-learn for the medication categorization be-
cause it supported additional types of classifiers that we wanted
to try. Ultimately, however, the SVM performed best. We con-
firmed that SVM results from both toolkits were very similar.

third set of Sentential Features are for the Question
and Other categories to recognize sentences that do
not describe use of the medication on a patient, but
ask questions, request guidance, describe hypothet-
ical scenarios, etc. The sentential features consist
of clause initial part-of-speech (POS) and lemma
bigrams; whether the sentence ends with a ques-
tion mark; whether the word “question” occurs in
the same NP as the medication; whether the sen-
tence contains the POS sequence<MD PRP>5; and
whether the medication is separated by a comma
from the ending question mark (for lists).

Semantic Tagging. We hypothesized that identi-
fying semantic concepts might be beneficial. For ex-
ample, the presence of an ANIMAL term suggests a
patient, and a SYMPTOM term may indicate the rea-
son for a prescription or an effect of medication use.
First, we used WordNet (Miller, 1995) and identi-
fied synsets for 4 semantic classes: ANIMAL, DRUG,
DISEASE/SYMPTOM, and HUMAN. We assigned any
noun phrase with a head in these synsets to the cor-
responding semantic type. Next, we used a boot-
strapping method (Huang and Riloff, 2010) to build
domain-specific semantic taggers (SemTaggers) for
the same four semantic classes as well as TEST,
TREATMENT and OTHER. We used 10 seed words6

for each category and 10,000 unlabeled veterinary
forum texts for bootstrapping. Finally, we created
Semantic Features for our medication use classifier.
Each noun phrase tagged with a semantic class was
replaced by a semantic type. Then we constructed
features from pairs of adjacent terms in a context
window of size eight (+/-4) around each medica-
tion mention. For example, the word sequence
“for a Boston terrier with diabetes” would be trans-
formed into “for ANIMAL with DISSYM” and the
features for this context would be: <for ANIMAL>,
<ANIMAL with>, and <with DISSYM>.

5.1 Medication Use Categorization Results

Table 2 shows the results for medication use clas-
sification, applied to the mentions identified by our
medication detector (from Section 4). The N-gram

5For question phrases such as “would he”.
6We used the same seeds as (Huang and Riloff, 2010). How-

ever we added one semantic class, TREATMENT, so for this cat-
egory we manually identified the 10 most frequent words in the
unannotated texts that describe treatments.
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Method Rx Question Effect Change Stop Other Average
P R F P R F P R F P R F P R F P R F P R F

N-grams 69 74 71 75 65 69 69 37 48 76 44 56 45 23 31 50 54 52 64.0 49.6 55.9
+Sentential 68 73 71 79 71 75 74 41 53 85 45 59 49 32 38 51 54 53 67.8 52.7 59.3
+Syntactic 69 72 71 78 70 74 70 40 51 77 47 59 70 49 58 51 56 53 69.3 55.7 61.8
All+WordNet 69 73 71 80 70 74 73 43 54 86 49 63 72 39 54 50 54 52 71.7 54.6 62.0
All+SemTaggers 69 74 71 80 70 75 78 42 55 87 51 64 73 51 60 53 55 54 73.2 57.2 64.2
w/Balanced Self-Training 71 73 72 81 69 75 69 49 57 76 64 70 67 69 68 55 56 56 70.0 63.5 66.6

Table 2: Medication Use Categorization Results on detected medications (each cell shows Precision, Recall, F)

Method Rx Question Effect Change Stop Other Average
P R F P R F P R F P R F P R F P R F P R F

N-grams 75 85 80 84 82 83 70 40 51 77 44 56 46 24 32 62 65 63 69.1 56.6 62.3
+Sentential 75 83 79 89 88 89 70 45 55 86 45 59 52 38 44 61 64 63 72.4 60.4 65.9
+Syntactic 76 82 79 88 87 88 70 44 54 77 57 59 80 55 65 61 65 63 75.4 63.4 68.9
All+WordNet 75 83 79 89 86 88 75 46 57 81 54 65 82 45 58 60 64 62 77.2 63.1 69.4
All+SemTaggers 76 85 80 90 87 88 79 47 59 89 56 68 81 57 67 65 65 65 79.8 65.9 72.2
w/Balanced Self-Training 78 80 79 90 86 88 75 54 63 76 71 74 78 80 79 66 65 65 77.2 73.2 75.1

Table 3: Medication Use Categorization Results on gold medications (each cell shows Precision, Recall, and F)

features alone yield an average F score of 55.9%.
Both the Sentential features and Syntactic features
(added cumulatively) further improve performance,
raising the average F score to 61.8%. The next two
rows show the effect of adding the semantic fea-
tures. WordNet improves performance for Effect
and Change but recall is lower for Stop and Other.
In contrast, the SemTaggers improve performance
across all categories, raising the F score to 64.2%.
Our ablation studies show the ANIMAL class con-
tributed most to the improvement.

In addition, we explored self-training to exploit
unannotated texts. We applied the classifiers to
2,000 unlabeled veterinary texts, and used the newly
labeled instances as additional training data. This
did not improve performance, presumably because
the most common categories dominated the new in-
stances. We then explored a balanced self-training
method that enforces an even distribution of the six
categories in the new training instances. For this
approach, we added exactly k new instances7 for
each class, where k was selected to be the size of
the smallest set of newly labeled instances among
the six categories. The last row of Table 2 shows
that this balanced self-training approach improved
the average F score from 64.2% to 66.6%.

7The most confident new instances were selected based on
the differences between the scores for the winning class and the
other classes.

Table 3 shows the results for medication use clas-
sification applied to gold standard medication men-
tions. The same trends hold: the sentential and syn-
tactic features improve over n-grams, the SemTagger
semantic features add value and outperform Word-
Net, and balanced self-training further improves
performance. Overall performance increases from
66.6% to 75.1% F score with gold medications.

6 Conclusion

This research introduced a new task for classifying
medication mentions with respect to their use in pa-
tient care. We created an effective medication detec-
tor for informal veterinary texts that exploits features
derived from Web pages, and we created classifiers
to recognize six medication use categories. These
classifiers achieved precision ≥ 75% for all cate-
gories except Other, with recall ranging from 54%
for Effects to 86% for Questions. This research is a
first step toward NLP systems that can acquire em-
pirical data about the administration and effective-
ness of medications from unstructured text.
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Abstract

This paper presents CROWN, an automatically con-
structed extension of WordNet that augments its
taxonomy with novel lemmas from Wiktionary.
CROWN fills the important gap in WordNet’s lexi-
con for slang, technical, and rare lemmas, and more
than doubles its current size. In two evaluations, we
demonstrate that the construction procedure is accu-
rate and has a significant impact on a WordNet-based
algorithm encountering novel lemmas.

1 Introduction
Semantic knowledge bases are an essential, enabling
component of many NLP applications. A notable exam-
ple is WordNet (Fellbaum, 1998), which encodes a tax-
onomy of concepts and semantic relations between them.
As a result, WordNet has enabled a wide variety of NLP
techniques such as Word Sense Disambiguation (Agirre
et al., 2014), information retrieval (Varelas et al., 2005),
semantic similarity (Pedersen et al., 2004; Bär et al.,
2013), and sentiment analysis (Baccianella et al., 2010).
However, semantic knowledge bases such as WordNet are
expensive to produce; as a result, their scope and domain
are often constrained by the resources available and may
omit highly-specific concepts or lemmas, as well as new
terminology that emerges after their construction. For ex-
ample, WordNet does not contain the nouns “stepmom,”
“broadband,” and “prequel.”

Because of the coverage limitations of WordNet, sev-
eral approaches have attempted to enrich WordNet with
new relations and concepts. One group of approaches has
enriched WordNet by aligning its structure with that of
other resources such as Wikipedia or Wiktionary (Ruiz-
Casado et al., 2005; Navigli and Ponzetto, 2012; Miller
and Gurevych, 2014; Pilehvar and Navigli, 2014). How-
ever, because these approaches identify corresponding
lemmas with identical lexicalizations, they are often un-
able to directly add novel lemmas to the existing taxo-
nomic structure. The second group of approaches per-
forms taxonomy induction to learn hypernymy relation-

ships between words (Moro and Navigli, 2012; Meyer
and Gurevych, 2012). However, these approaches often
produce separate taxonomies from WordNet, which are
also generally not readily accessible as resources.

We introduce a new resource CROWN (Community-
enRiched Open WordNet) that extends the existing
WordNet taxonomy, more than doubling the existing
number of synsets, and attaches these novel synsets
to their appropriate hypernyms in WordNet. Novel
sense data is extracted from Wiktionary, a large-scale
collaboratively-constructed dictionary, and attached us-
ing multiple heuristics. CROWN fills an important gap in
WordNet’s limited coverage of both domain-specific lem-
mas and slang terminology and idioms.1 In two experi-
ments, we demonstrate that (1) our construction process
accurately associates a novel sense with its correct hy-
pernym and (2) the resulting resource has an immediate
benefit for existing WordNet-based applications. Impor-
tantly, CROWN v1.0 is publicly available and released in
WordNet format, making it seamlessly integratable with
all existing WordNet libraries and tools.

2 Wiktionary
Wiktionary is a multilingual online dictionary that, as of
May 2014, contains more than 470K English gloss defi-
nitions. Thanks to its collaboratively-constructed nature,
Wiktionary provides a high coverage of novel domain-
specific, idiomatic and slang terms or meanings, across
all parts of speech, while featuring a wide variety of
linguistic information such as morphology, etymology,
pronunciation and alternative lexicalizations of a lemma.
Given these characteristics, Wiktionary is an ideal re-
source for improving the coverage of hand-crafted lexi-
cons, such as WordNet.

In addition to definitions, Wiktionary contains two
sources of semantic relations. First, the Wiktionary entry

1For example, “reserate” is correctly included in
CROWN as a hypernym of unlock%2:35:00:: (to
open the lock of) and “awesometastic” as a synonym of
fantastic%3:00:00:extraordinary:00 (extraordinar-
ily good or great).
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for a lemma may contain a note stating its relationship
with another lemma. Second, Wiktionary includes a sep-
arate thesaurus, Wikisaurus, which specifies (1) a lemma
and its gloss and (2) all other lemmas sharing a relation
with that sense. However, these Wiktionary relations can-
not directly be used to enrich WordNet for two reasons.
First, Wiktionary entries are defined in terms of lemmas,
rather than senses. As a result, directly ontologizing the
resource or integrating its semantic relations requires dis-
ambiguating each relation’s lemmas, which is not always
possible due to the limited context. Second, semantic re-
lations in Wiktionary are infrequent, with 19.8% of all
words having any specified relation and only 0.3% hav-
ing a hypernym relation. As a result of this sparsity, struc-
ture alignment-based approaches for extending WordNet
cannot be directly applied.

3 Extending WordNet
CROWN is created by identifying lemmas that are out of
vocabulary (OOV) in WordNet but have one or more as-
sociated glosses in Wiktionary. A new synset is created
for that lemma and a hypernym relation is added to the
appropriate WordNet synset. The CROWN attachment
process rates hypernym candidates using two methods.
First, where possible, we exploit structural or morpholog-
ical information to identify highly-probable candidates.
Second, following previous work on resource alignment
showing that lexical overlap accurately measures gloss
semantic similarity (Meyer and Gurevych, 2011; Navigli
and Ponzetto, 2012), candidates are found by measuring
the similarity of the Wiktionary gloss with the glosses
of synsets found by a constrained search of the WordNet
graph. We note that attaching OOV lemmas by first align-
ing WordNet and Wiktionary is not possible due to rela-
tion sparsity within Wiktionary, where most OOV words
would not be connected to the aligned network. Follow-
ing, we first describe the Wiktionary preprocessing steps
and then detail both OOV attachment methods.

3.1 Preprocessing

Wiktionary was parsed using JWKTL (Zesch et al., 2008)
to extract the text associated with each Wiktionary defini-
tion and remove Wiktionary markup. The extracted texts
were then partitioned into two sets: (1) those expressing
a lexicalization, e.g., “1337” is an alternative spelling of
“elite” and (2) those indicating a definition. Novel lexi-
calizations that are not already handled by the WordNet
morphological analyzer (Morphy) were added to the lex-
icalization exception lists in CROWN.

Definitions are processed using two methods to iden-
tify a set of candidate lemmas whose senses might be
identical or near to the appropriate hypernym synset.
First, candidates are obtained by parsing the gloss with
Stanford CoreNLP (Manning et al., 2014) and extract-

ing the head word and all other words joined to it by a
conjunction. Second, additional candidates are collected
from the first hyperlinked term or phrase in the gloss,
which is similar to the approach of Navigli and Velardi
(2010) for hypernym extraction in Wikipedia. Candidates
are then filtered to ensure that (1) they have the same part
of speech as the definition’s term and (2) they are defined
in WordNet, which is necessary for the attachment.

3.2 Structural and Lexical Attachment

Three types of structural or lexical heuristics were used to
attach OOV lemmas when the appropriate data was avail-
able. First, Wikisaurus or Wiktionary synonym relations
create sets of mutually-synonymous lemmas, which may
contain OOV lemmas. The common hypernym of these
lemmas is estimated by computing the most frequent hy-
pernym synset for all the senses of the set’s lemmas that
are in WordNet. Any OOV lemma also in the set is then
attached to this estimated hypernym.

Second, some Wiktionary glosses follow regular pat-
terns that identify a particular meaning. Two pattern
heuristics were used: (1) a group of Person patterns and
(2) a Genus pattern. The Person patterns match glosses
that start with phrases such as “somebody who.” Senses
with such glosses have their set of candidate attachments
restricted to descendants of the human sense of the noun
person; the sense is then attached to a descendant using
the gloss ranking procedure for lexical attachment (de-
scribed below). The Genus pattern matches glosses that
start with “Any member of the” and later contain a proper
noun matching a scientific genus in WordNet; in such
cases the OOV lemma is attached to the same hypernym
as the synsets with a holonymy relation to the genus’s
synset.

Third, an Antonymy heuristic is used to identify OOV
lemmas with an antonym relation to lemmas already in
WordNet. OOV lemmas are tested for having a prefix in-
dicating it could be an antonym, e.g., “anti.” If the lemma
formed from the remainder after prefix is in WordNet,
then the OOV lemma is treated as its antonym and at-
tached to the antonym’s hypernym. Furthermore, the two
synsets are marked as antonyms in CROWN.

3.3 Gloss-based Attachment

Each OOV lemma is associated with one or more Wik-
tionary senses, s1...n, where each sense si is associated
with a set of lemmas li, one of whose senses may be
its hypernym. The gloss-based attachment method ana-
lyzes each sense separately, first generating a set of can-
didate hypernym synsets and then ranking each synset
according to its gloss similarity, both defined next. Ulti-
mately the OOV lemma is attached to the highest-scoring
synset across all of its Wiktionary senses. This procedure
is intended to maximize precision by attaching only the
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ukWaC microsoft, e-learning, helpline, mp3, unsubscribe
Twitter selfie, retweet, hella, bday, homie

Wikipedia admin, verifiability, bio, sockpuppetry, same-sex

Table 1: Examples of high-frequency lemmas in CROWN
but not in WordNet, from three corpora.

lemma’s dominant sense, though we note that most OOV
lemmas are monosemous.

The initial set C of candidate hypernym synsets for
Wiktionary sense si is generated from the union of the
synsets of the lemmas in li. Then, C is expanded by in-
cluding all WordNet synsets reachable from each synset
ci ∈ C by a path of hypernym or hyponym edges, where
a path (1) has at most three edges and (2) contains at most
one hypernym edge. The second constraint is designed to
avoid including overly-general concepts.

The glosses of the synsets in C are then compared with
the Wiktionary sense’s gloss. Directly comparing glosses
with string similarity measures omits the important de-
tail that certain lemmas can be highly-specific and most
strongly indicate that two glosses refer to the same con-
cept. Therefore, prior to comparison, the lemmas occur-
ring in all glosses are assigned a weight−log 1

f(w) ,where
f(w) denotes the number of glosses in which lemma w
appeared. Glosses’ similarity is measured by (1) lemma-
tizing their texts and computing the lemmas in common,
and then (2) summing the weights of the in-common lem-
mas. This similarity function assigns higher scores to
glosses sharing more specific concepts.

3.4 Resource Creation

The resulting attachments are converted into WordNet
lexicography files and then integrated with the existing
WordNet taxonomy using the GRIND program. Table
2 shows the resulting statistics for CROWN in compari-
son to WordNet. The attachment process more than dou-
bles the number of synsets and adds a significant num-
ber of new lexicalizations which are essential for cap-
turing common spelling variants that are not reflected
in WordNet. Additionally, 4739 new antonym relations
were added. Of the OOV lemmas, 87.8% were attached
using the lexical attachment procedure. Of the remain-
ing, the Person and Antonymy heuristics were the most
frequently used, accounting for 4.2% and 2.7% of cases
respectively. The infrequent use of the structural and lex-
ical heuristics underscores the sparsity of the available
data in Wiktionary for straight-forward attachments.

As an initial test of additional content present in
CROWN but not in WordNet, all lemmas unique to
CROWN were extracted and their occurrences counted
in three corpora: (1) all of the English Wikipedia, (2)
the web-gathered ukWaC corpus (Ferraresi et al., 2008),
and (3) a sample of 50M microtext message from Twit-

PoS WordNet new CROWN new CROWN
synsets synsets lex. variants

Noun 82115 124967 29563
Verb 13767 16199 43318
Adj. 18156 25534 6902
Adv. 3621 2031 481

Table 2: The number of synsets in WordNet and new
synsets and lexicalizations added by CROWN.

ter. Table 1 shows five example high-frequency lemmas
from each corpus that are only present in CROWN , high-
lighting the types of commonly-recognized terms not in
WordNet due to their technical, informal, or recently-
created nature. Indeed, “selfie” was only recently in-
cluded in the Merriam Webster dictionary as of 2014,2

demonstrating the potential for quickly integrating new
terminology into CROWN from the frequently-updated
entries of Wiktionary.

4 Evaluation
Two evaluations were performed. The first estimates at-
tachment accuracy by simulating OOV attachment with
lemmas that are already in WordNet. The second calcu-
lates the benefit of using CROWN in an example applica-
tion using a WordNet-based algorithm to measure simi-
larity.

4.1 WordNet Replication

No standard dataset exists for where OOV lemmas should
be attached to WordNet; therefore in the first evaluation,
we assess construction accuracy by simulating the inclu-
sion of OOV lemmas using those already in WordNet,
which allows testing on tens of thousands of lemmas.
Specifically, the CROWN attachment approach is used to
reattach all monosemous lemmas in WordNet. We opted
for monosemous terms as they can have only one valid
location in the taxonomy.

4.1.1 Methodology

Glosses were extracted for 36,605 of the 101,863
nouns that were monosemous in WordNet and also
present in Wiktionary, and for 4668 of the 6277 verbs
matching the same condition. These glosses were then
provided as input to the CROWN attachment process. We
note that these lemmas are not necessarily monosemous
in Wiktionary, with nouns and verbs having on average
1.40 and 1.76 senses, respectively; however, the construc-
tion process will attach only the highest-scoring of these
senses. Once a lemma is attached, accuracy is measured
as the number of hyponym or hypernym edges away that
CROWN placed the lemma from its original position.

2http://www.merriam-webster.com/new-words/
2014-update.htm
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(a) 13,067 (b) 1722 (c) 993 (d) 831 (e) 724

Figure 1: The five most-frequent error patterns and their
frequencies seen in the results of monosemous lemma
evaluation. Graphs show the attachment point (Att.) and
correct hypernym synset (Cor.), with downward edges in-
dicating hypernym relations and upward indicating hy-
ponym. The overall error trend reveals that the vast ma-
jority of error was due to attaching a new sense to a more-
specific concept than its actual hypernym.

4.1.2 Results

The CROWN construction process was able to attach
34,911 of the 36,605 monosemous noun lemmas (95.4%)
and 4209 of the 4668 verb lemmas (90.2%). The median
error for attaching monosemous nouns was three edges
and for verbs was only one edge, indicating the attach-
ment process is highly accurate for both. The most com-
mon form of error was attaching the OOV lemma to a
hyponym of the correct hypernym, occurring in 13,067
of the erroneous attachments.

Figure 1 shows the five most common displacement
patterns when incorrectly attaching a monosemous noun,
revealing that the majority of incorrect placements were
to a more-specific concept than what was actually the hy-
pernym. Furthermore, examining the 50 furthest-away
noun and verb placements, we find that 28% of nouns
and 20% of verbs were attached using a novel sense of
the lemma not in WordNet (but in Wiktionary) and the
placement is in fact reasonable. As a result, the median
error is likely an overestimate of the expected error for
the CROWN construction process.

4.2 Application-based evaluation

Semantic similarity is one of the core features of many
NLP applications. The second evaluation measures the
performance improvement of using CROWN instead of
WordNet for measuring semantic similarity when faced
with slang or OOV lemmas. Notably, prior semantic
similarity benchmarks such as SimLex-999 (Hill et al.,
2014) and the ESL test questions (Turney, 2001) have
largely omitted these types of words. However, the recent
dataset of SemEval-2014 Task 3 (Jurgens et al., 2014)
includes similarity judgments between a WordNet sense
and a word not defined in WordNet’s vocabulary or with
a slang interpretation not present in WordNet.

All Regular OOV Slang

WordNet 0.195 0.463 0.0 -0.170
CROWN 0.248 0.452 0.448 0.138
GST Baseline 0.148 0.283 0.148 0.018
Best System 0.389 0.529 0.501 0.146

Table 3: The Pearson correlation performance of ADW
when using the WordNet and CROWN semantic networks
on the word-to-sense test dataset of SemEval-2014 Task
3. We also show results for the string-based baseline sys-
tem (GST) and for the best participating system in the
word-to-sense comparison type of Task 3.

4.2.1 Methodology

Semantic similarity was measured using the similarity
algorithm of Pilehvar et al. (2013), ADW,3 which first
represents a given linguistic item (such as a word or a
concept) using random walks over the WordNet seman-
tic network, where random walks are initialized from
the synsets associated with that item. The similarity
between two linguistic items is accordingly computed
in terms of the similarity of their corresponding repre-
sentations. ADW is an ideal candidate for measuring
the impact of CROWN for two reasons. First, the algo-
rithm obtains state-of-the-art performance on both word-
based and sense-based benchmarks using only WordNet
as a knowledge source. Second, the method is both un-
supervised and requires no parameter tuning, removing
potential performance differences between WordNet and
CROWN being due to these factors.

To perform the second experiment, the ADW algo-
rithm was used to generate similarity judgments for the
data of Task 3, changing only the underlying semantic
network to be either (1) the WordNet 3.0 network, with
additional edges from disambiguated glosses,4 or (2) the
same network with novel synsets from CROWN. As the
ADW algorithm is unchanged between settings, any per-
formance change is due only to the differences between
the two networks. Performance is measured using Pear-
son correlation with the gold standard judgments.

4.2.2 Results

Of the 60 OOV lemmas and 38 OOV slang terms in
the test data, 51 and 26 were contained in CROWN, re-
spectively. Table 3 shows the Pearson correlation perfor-
mance of ADW in the two settings for all lemmas in the
dataset, and for three subsets of the dataset: OOV, slang,
and regular lemmas, the latter of which are in Word-
Net; the bottom rows show the performance of the Task’s
best participating system for the word-to-sense compar-
ison type (Kashyap et al., 2014) and the most competi-

3https://github.com/pilehvar/ADW
4http://wordnet.princeton.edu/glosstag.shtml
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tive baseline, based on Greedy String Tiling (GST) (Wise,
1996).

ADW sees large performance improvements in the
OOV and slang words when using CROWN instead
of WordNet, which are both statistically significant at
p<0.01. The overall improvement of ADW would place
it as the fifth best system in this comparison type of Task
3. The performance on regular in-WordNet and OOV
lemmas is approximately equal, indicating the high ac-
curacy of OOV hypernym attachment in CROWN. No-
tably, on OOV and Slang, the unsupervised ADW, when
coupled with the additional information in CROWN , pro-
duces competitive results with the best performing sys-
tem, which is a multi-feature supervised system utilizing
extensive external dictionaries and distributional meth-
ods.

5 Related Work
Most related is the work of Poprat et al. (2008), who at-
tempted to automatically build an extension of WordNet
with biomedical terminology; however, they were unsuc-
cessful in constructing the resource. Other work has at-
tempted to leverage distributional similarity techniques
(Snow et al., 2006) or exploit the structured information
in Wikipedia (Ruiz-Casado et al., 2005; Toral et al., 2008;
Ponzetto and Navigli, 2009; Yamada et al., 2011) in order
to extend WordNet with new synsets. However, structure-
based approaches are limited only to the concepts appear-
ing in Wikipedia article titles, which almost always corre-
spond to noun concepts. Distributional and probabilistic
approaches are also limited to OOV terms for which it is
possible to gather enough statistics. As Wiktionary con-
tains all parts of speech and our method is independent of
word frequency, neither limitation applies to this work.

Other related work has attempted to tap resources
such as Wikipedia for automatically constructing new on-
tologies (Suchanek et al., 2007; Dandala et al., 2012;
Moro and Navigli, 2012; Meyer and Gurevych, 2012),
extending existing ones through either alignment-based
methods (Matuschek and Gurevych, 2013; Pilehvar and
Navigli, 2014) or inferring the positions of new senses
by their shared attributes which are extracted from text
(Reisinger and Paşca, 2009). Extension and alignment
approaches based on Wikipedia are limited mainly to
noun concepts in Wikipedia; furthermore, these tech-
niques cannot be directly applied to Wiktionary because
its lack of taxonomic structure would prevent adding
most OOV data to the existing WordNet taxonomy.

6 Conclusion
This work has introduced CROWN version 1.0, a new ex-
tension of WordNet that merges sense definitions from
Wiktionary to add new hypernym and antonym relations.
The resulting taxonomy has more than doubled the num-

ber of synsets in WordNet and includes many technical
and slang terms, as well as non-standard lexicalizations.
CROWN is released in the same format as WordNet5 and
therefore is fully compatible with all existing WordNet-
based tools and libraries. Furthermore, the software for
building CROWN has been opened-sourced and will be
updated with future versions. In two experiments we
demonstrated that the CROWN construction process is ac-
curate and that the resulting resource has a real benefit to
WordNet-based applications.

Immediate future work will add support for including
new lemmas as synonyms in existing synsets and linking
newly-created synsets with all appropriate types of Word-
Net semantic relationship. Longer-term future work will
pursue more sophisticated methods for taxonomy enrich-
ment to improve the quality of integrated content and will
aim to integrate additional dictionaries, with a special em-
phasis on adding domain-specific terminology.
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Abstract

Cross-lingual text classification is a major
challenge in natural language processing,
since often training data is available in only
one language (target language), but not avail-
able for the language of the document we want
to classify (source language). Here, we pro-
pose a method that only requires a bilingual
dictionary to bridge the language gap. Our
proposed probabilistic model allows us to es-
timate translation probabilities that are condi-
tioned on the whole source document. The
assumption of our probabilistic model is that
each document can be characterized by a dis-
tribution over topics that help to solve the
translation ambiguity of single words. Us-
ing the derived translation probabilities, we
then calculate the expected word frequency of
each word type in the target language. Fi-
nally, these expected word frequencies can be
used to classify the source text with any classi-
fier that was trained using only target language
documents. Our experiments confirm the use-
fulness of our proposed method.

1 Introduction

Text classification is ubiquitous in natural language
processing. It’s applications range from simple topic
detection, like articles about sport vs articles about
computers, to sentimental analysis, and subtle dis-
crimination of Tweets that report the abuse of drugs
or the metaphoric use of drugs (“love is like a drug”).
Text classification hugely relies on manually anno-
tated training data in one language.

However, creating training data for each language
is expensive, and therefore, we are interested in us-
ing training data given in only one language (e.g.

English, denoted as target language) to classify text
written in a different language (e.g. Chinese, or
Japanese, denoted as source language).

Our approach addresses this issue by using a sim-
ple bilingual dictionary. Bilingual dictionaries have
the great advantage that they are available often for
free1, and have good coverage for major languages,
like Chinese and Japanese. With the help of the dic-
tionary, we calculate the expected frequency of each
word in the target language. Finally, we create a fea-
ture vector in the target language that is used as input
for the text classifier.

However, due to the translation ambiguity of a
word in the source language, it is important to care-
fully choose the translation probability for calculat-
ing the expected frequencies of the target words. For
example, consider a Japanese news article that con-
tains the word 拘束 (restrict, restrain, in custody),
and we want to find out whether the article is about
“foreign policy” or not. The most simple method
is to use all its English translations, and assume
a uniform distribution over them, i.e. {0.33, 0.33
and 0.33}. However, depending on the topic of the
news article, the translation “in custody” is more ap-
propriate. For example, if the article reports about
a crime/crime suspect, the translation “in custody”
is more likely than “restrict” and “restrain”. Con-
versely, if the article is about “military”, the trans-
lation “in custody” is less likely. Moreover, an arti-
cle that is about the topic “military” is more likely
to belong to the class “foreign policy”. This exam-
ple demonstrates the importance of estimating good
translation probabilities in order to improve the clas-

1For example from Wikitionay.org under Creative Com-
mons Licence.
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sification of the source text.
Therefore, we propose a probabilistic model that

uses latent document topics to help improve the
translation probabilities for a source document. Our
experiments, on three different pairs of corpora, con-
firm that our probabilistic model for estimating word
translation probabilities is helpful for cross-lingual
text classification.

2 Related Work

The work in (Wu et al., 2008) and (Shi et al.,
2010) uses a bilingual dictionary for cross-lingual
text classification. The method described in (Wu et
al., 2008) is motivated by transfer learning to adjust
the class probability p(c) to account for the differ-
ences in distributions between source and target lan-
guage. Similar to our work, in the first step, they
generate a probabilistic bilingual lexicon that con-
tain word translation probabilities p(e|f). However,
one main difference to our work is that they translate
each source word f in source text F independently,
without considering any topic or context information
of F .

Instead of translating the source text into the tar-
get language, the method in (Shi et al., 2010) sug-
gests to translate the target classification model into
the source language. They directly estimate the
translation probabilities p(f |e, c) using the source
and target language data. One limitation of their
method is that it assumes that the class of the docu-
ment, that we want to translate, is given.

Our idea of learning word translation probabili-
ties in context is related to the work in (Koehn and
Knight, 2000). They describe an efficient method for
learning word translation probabilities p(f |e) using
a bilingual dictionary and a pair of comparable cor-
pora2. Like our approach, their method has the ad-
vantage that no parallel corpora are needed for trans-
lation. However, to solve the ambiguity of word-
translation they considered only (local) bi-gram con-
text. Moreover, their method assumes that the word
order in the languages are the same. This is obvi-
ously not the case for language pairs like English
and Japanese.

We note that the bilingual paired topic model,
2Two corpora written in different languages which do not

need to be translations of each other

suggested in (Jagarlamudi and Gao, 2013), can also
be used to disambiguate and select the appropriate
word translations by using the topic associated with
the given document. However, their model does not
consider the use of a document class, and uses fixed
word translation probabilities. In Section 3.2, we
show that our model can also be used to learn the
translation probabilities.

Alternatively, the multi-lingual topic model de-
scribed in (Ni et al., 2011), and the use of a common
low-dimensional projection described in (Platt et al.,
2010) have also been applied to the cross-lingual
text classification problem. However, both models
require for training that cross-lingually aligned doc-
uments are available.

3 Proposed Method

Our proposed method does not use one translation
of F , but implicitly generates all translations and
weights them by the probability of each translation.
More formally, let E be one translation of source
text F . Moreover, let countE(e) denote the fre-
quency of word e in E. Instead of using countE(e),
we use the expected number of word occurrences de-
noted by E[countE(e)|F ] as features. When we use
a simple uni-gram language model in the source lan-
guage we get:

E[countE(e)|F ] =
k∑

j=1

p(ej = e|fj) (1)

where we might write F as (f1, f2, f3, ...fk), where
fj is the j-th word in F , and k is the number of words
in source text F .3 The random variable ej denotes
the translation of the j-th word in F . However, such
a simple model translates each source word indepen-
dently and ignores the context of the word.

In the following, we describe a probabilistic
model that allows us to consider the whole document
context F into account for translating one word fj .
The generative story is as follows:

1. For each document, we generate a class label c
with probability υc. Here we consider only the
binary classification task with class label “pos-
itive”, or “negative”.

3Here “word” refers to a word occurrence (and not unique
word). Therefore, k is the length of the source text F .
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2. For each document, we generate a topic z with
probability πz|c.

3. Given topic z, we generate each word e in the
target language document independently from
a categorical distribution with probability ϑe|z .

4. For each word e in the target language, we gen-
erate a word f in the source language inde-
pendently from a categorical distribution with
probability θf |e.4

Under this model, for one target docu-
ment (e1, ..., ek) and its corresponding source
document (f1, ..., fk), the joint probability
p(z, c, e1, ..., ek, f1, ..., fk) is

υcπz|c
k∏

j=1

ϑej |z · θfj |ej
.

The parameter vector ϑz specifies the target word
probabilities ϑe|z that can be learned from the target
language training data as described in Section 3.1.
The parameter vector θe specifies the word transla-
tion probability θf |e for a target word e into a source
language word f . These word translation probabil-
ities are determined with the help of the bilingual
dictionary as described in Section 3.2.

Our goal is to estimate the translation probability
p(e|fj , F ), since this allows us to calculate

E[countE(e)|F ] =
k∑

j=1

p(ej = e|fj , F ) . (2)

Note, that under our proposed probabilistic model, it
holds that

p(ej |fj , F ) =
∑

z

p(ej |fj , z) · p(z|F ) .

This can be interpreted as follows. First, the model
determines a probability distribution over the latent
topics, conditioned on the given input source docu-
ment, i.e. p(z|F ). And then, second, the model uses
the conditional probability p(z|F ) to determine the

4It might seem that we need cross-lingually aligned docu-
ments, or documents of same length in both languages. How-
ever, both is not the case, since in our experiments the trans-
lations will always be unobserved, and therefore sum over all
possible translations.

translation probability for each word in the source
document, i.e. p(ej |fj , z).

The actual calculation of p(ej = e|fj , F ) can be
derived as follows.5

p(ej |fj , F ) = p(ej |f1, ..., fk)
∝ p(ej , f1, ..., fk)

=
∑

c

∑
z

p(ej , f1, ..., fk|z)p(z|c)p(c) ,

where the probability p(ej , f1, ..., fk|z) can be effi-
ciently calculated using∑

el1
∈V

...
∑

elk−1
∈V

p(e1, . . . , ek, f1, . . . , fk|z)

=
∑

el1
∈V

...
∑

elk−1
∈V

k∏
j′=1

θfj′ |ej′ · ϑej′ |z

= θfj |ej
· ϑej |z

∏
j′∈{l1...lk−1}

∑
ej′∈V

θfj′ |ej′ · ϑej′ |z ,

where the indexes l1 . . . lk−1 correspond to
1, . . . , j − 1, j + 1, . . . k.

3.1 Learning υc, πz|c, and ϑe|z
Note that under our model, class c and topic z are in-
dependent from f1, ..., fk given document e1, ..., ek

in the target language. Therefore, the parameters
υc, πz|c, and ϑe|z can be learned solely using the
training documents in the target language. Given a
collection of training documents with known classes
D = {(E1, c1)..., (En, cn)}, we can estimate the pa-
rameters as follows.

Parameter υc is estimated using the maximum-
likelihood (ML), which is

υ∗
c =

∑n
i=1 1c(ci)

n
, (3)

where 1x(y) is the indicator function which is 1, if
x = y, otherwise 0.

The optimal ML-estimate of ϑe|z and πz|c can
be found by maximizing log p(D|ϑ, π), for which,
however, an analytic solution cannot be derived.
Therefore, instead, we use the EM-algorithm

5When it is clear from the context, we write p(ej) instead of
p(ej = e).
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(Dempster et al., 1977), deriving for the E-step: set-
ting the probability distribution q to

p(zi|D, ϑ, π) ∝ πzi|ci

ki∏
j=1

∑
ej

ϑej |zi
, (4)

and in the M-step:

ϑ∗
e|z =

∑n
i=1

∑ki
j=1 1e(ej) · q(zi = z)∑n

i=1

∑ki
j=1 q(zi = z)

(5)

and

π∗
z|c =

∑n
i=1 1c(ci) · q(zi = z)∑n

i=1 q(zi = z)
. (6)

3.2 Learning θf |e
Here we propose to chose the translation probabili-
ties θf |e with highest probability, under our current
model, and such that the probability of observing
the source documents (without labels) is maximized.
Formally, given a collection of source documents
D′ := F1, ..., Fm, the optimal translation probabil-
ity θ∗f |e is

argmax
θf|e

p(D′|θf |e, υ∗
c , π

∗
z|c, ϑ

∗
e|z) ,

where υ∗
c , π

∗
z|c, ϑ

∗
e|z are the parameters learned in the

previous section. Unfortunately, the exact optimiza-
tion is intractable, and therefore, we resort again to
an EM-approximation, analogously to before.

The E-step corresponds to setting for each source
document i, the probability q(ei,1, ..., ei,ki

) to

p(ei,1, ..., ei,ki
|fi,1, . . . fi,k, θf |e)

∝
∑
ci

∑
zi

p(ci)p(zi|ci)
k∏

j=1

p(ei,j |zi)θfi,j |ei,j
.

In the M-step, we update θf |e to

θ∗f |e =

∑m
i=1

∑ki
j=1 1f (fj,i) · q(ei,j = e)∑m

i=1

∑ki
j=1 q(ei,j = e)

.

4 Experiments

For our experiments we use three pair of corpora
denoted by NEWS, WEB, and TWEETS. The cor-
pora NEWS contains news articles in English and

Method NEWS WEB TWEETS
Co 0.687 (0.68) 0.842 (0.84) 0.430 (0.18)
Co (freq) 0.668 (0.68) 0.849 (0.83) 0.424 (0.20)
Co (uni) 0.666 (0.68) 0.842 (0.83) 0.426 (0.22)
Wu et al. 0.632 (0.56) 0.849 (0.74) 0.391 (0.13)
Freq 0.635 (0.58) 0.842 (0.76) 0.376 (0.13)
Uniform 0.628 (0.53) 0.856 (0.76) 0.407 (0.13)
CN/JA only 0.816 (0.81) 0.893 (0.90) 0.894 (0.89)
EN only 0.718 (0.67) 0.967 (0.97) 0.682 (0.67)

Table 1: Shows the break-even point (f1-score) of the pro-
posed method Co and three baselines for each pair of cor-
pora. Co (freq) and Co (uni) denote the proposed method
without estimation of dictionary probabilities, but instead
using word frequency and uniform distribution, respec-
tively.

Japanese crawled from Internet news sites during
2012-2013, and were annotated as being related to
“foreign policy” or not related. The corpora WEB
contains web pages in English and Chinese that are
categorized either as “sport” or “computer” in the
Open Directory Project (ODP)6 crawled in 2013.
TWEETS contains tweets in English and Chinese
gathered during 2013, classified as related to “vio-
lence”, or not related.7

We tokenize and stem the words in the English
corpora using Senna (Collobert et al., 2011). For
Chinese and Japanese we use the morphological an-
alyzers described in (Qiu et al., 2013), and an in-
house analyzer, respectively. The Chinese to English
dictionary, and the Japanese to English dictionary
contains translations for 94351 and 1483440 words,
respectively.

For the classification we use LIBSVM (Chang
and Lin, 2011) with linear kernel, and the feature
representation as suggested in (Rennie et al., 2003).

For the parameter estimation of our proposed
model we use EM, as described in Section 3.1 and
3.2.8 The number of topics was determined by opti-
mizing the f1-measure using only the English train-
ing data when applying the probabilistic model to
monolingual text classification. In order to prevent
non-zero probabilities, we use a symmetric Dirichlet

6www.dmoz.com
7The number of documents in the corpora pairs for

source/target language are 2472/2289, 1302/6294, and
2005/1499 for NEWS, WEB and TWEETS, respectively.

8We observed convergence for less than 50 iterations.
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prior.
We compare our proposed method “Co” to four

different baselines that also use solely a bilingual
dictionary. For all methods (baselines and pro-
posed), we use Equation (2) to estimate the expected
word frequencies. The baseline “Wu et al.” refers
to the method proposed in (Wu et al., 2008). The
baseline “Freq” sets the probability p(e|f) to be pro-
portional to the word frequency in the training data.
Analogously, the baseline “Uniform” assumes a uni-
form probability over all translations of f .

For measuring the performance of each text clas-
sifier we use precision and recall. The break-even
point9 and the f1-measure of our proposed method
and all baselines are shown in Table 1. As can be
seen, our method performs favorable for the NEWS
and TWEETS corpora. For the WEB corpora pair
and our proposed method is at par with the base-
line “Wu et al.”, and looses slightly to the “Uni-
form” baseline. For reference, we also show the up-
per bounds “CN/JA only” and “EN only” that train
and test in the same source and target language, re-
spectively.10

We also analyzed the contribution of using the
word translation probabilities learned in Section 3.2.
The method “Co (freq)” is the same as our pro-
posed method, except that the translation proba-
bilities p(f |e) are not estimated using the method
described in Section 3.2, but instead simply uses
the word-frequency distribution. Analogously, the
method “Co (uni)” is the same as our proposed
method, except that p(f |e) is set to the uniform
probability for all translations of e. Limiting the dis-
cussion to break-even points, we see, in Table 1, an
improvement of around 2 percent points for NEWS,
but only minor changes in performance for the other
two corpora (WEB and TWEETS).

Finally, we give an example which shows the
translation probabilities for the word 拘束 (restrict,
restrain, custody) for two different source docu-
ments in NEWS. The first source document F1 re-
ports a military action, and is labeled as “foreign
policy”. The second document F2 is a news article
about terror, and is labeled as “not foreign policy”.
The results shown in Table 2, confirm our intuition,

9That is the point where precision and recall are equal.
10These results were acquired using cross-validation.

that the translation “custody” is more likely in doc-
uments related to crime.

e = restrict e = restrain e = custody
p(e|f, F1) 0.33 0.10 0.57
p(e|f, F2) 0.02 0.00 0.98

Table 2: Shows the translation probabilities for the source
word f = 拘束, within document F1 (military related,
class is “foreign policy”) and document F2 (terror related,
class is not “foreign policy”).

5 Conclusions

In contrast, to most previous work, we focused
on the word translation problem, rather than the
domain-adaptation problem for cross-lingual text
classification. We have proposed a probabilistic
model that allows us to estimate word-translation
probabilities that are conditioned on the whole
source document. Our experiments on three differ-
ent pairs of corpora, show that our estimated transla-
tion probabilities can improve text classification ac-
curacy, and that our estimated word translation prob-
abilities are able to reflect the topic of a text.
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Abstract

The subconscious influence of framing on per-
ceptions of political issues is well-document
in political science and communication re-
search. A related line of work suggests that
drawing attention to framing may help reduce
such framing effects by enabling frame reflec-
tion, critical examination of the framing un-
derlying an issue. However, definite guid-
ance on how to identify framing does not ex-
ist. This paper presents a technique for iden-
tifying frame-invoking language. The paper
first describes a human subjects pilot study
that explores how individuals identify fram-
ing and informs the design of our technique.
The paper then describes our data collection
and annotation approach. Results show that
the best performing classifiers achieve perfor-
mance comparable to that of human annota-
tors, and they indicate which aspects of lan-
guage most pertain to framing. Both technical
and theoretical implications are discussed.

1 Introduction

Contentious political issues are rarely understood
per se but rather through the lens of framing. Terms
such as “tax relief,” “death taxes,” “racial quotas,”
“death panels,” and others have famously rallied cit-
izens around fairly complex causes. More gener-
ally, research has shown that the way an issue is
framed (Entman, 1993) – how a problem is defined,
to what other problems and people it is linked, etc.
– has a significant impact on both perceptions of
the issue and prescriptions for action. A variety of
work has shown that minor changes in language –

“global warming” vs. “climate change” (Schuldt et
al., 2011), “gay civil unions” vs. “homosexual mar-
riage” (Price et al., 2005), “not allow” vs. “forbid”
(Rugg, 1941) – can significantly impact opinions.

A related but less explored line of research
suggests that “frame reflection” (Schön and Rein,
1994), i.e., critical thinking about an issue’s fram-
ing, can play an important role in understanding is-
sues and reconciling conflicts. Indeed, some recent
work suggests that drawing attention to framing may
help mitigate framing effects (Baumer et al., 2015).
However, such reflection is no mean feat. “Various
observers have noted how subtly and unconsciously
[framing] operates” (Gamson and Modigliani, 1989,
p. 7), making it difficult to acknowledge that an
issue is being framed at all, let alone examine that
framing critically or consider alternatives. Further-
more, “straightforward guidelines on how to identify
[...] a frame in communication do not exist” (Chong
and Druckman, 2007, p. 106).

To address this challenge, this paper compares
different computational approaches for identifying
the language of framing, specifically in political
news coverage. The best performing classifiers
achieve accuracy around 61% and F1 scores of 0.45
to 0.46, outperforming a dummy baseline and ap-
proaching or matching human performance of 73%
accuracy and F1 score of 0.46. This work makes two
key contributions. First, compares different tech-
niques for identifying language invoking conceptual
framing, a novel yet important task. Second, it offers
evidence about what language is perceived as related
to framing, helping to addressing the gap identified
by (Chong and Druckman, 2007).
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2 Related Work

2.1 Conceptual Framing

Generally speaking, in order to make sense of their
interactions, people frame their experiences (Goff-
man, 1974). Facts “take on their meaning by be-
ing embedded in a frame [...] that organizes them
and gives them coherence” (Gamson, 1989, p. 157).
Frames help people “locate, perceive, identify, and
label,” i.e., organize and give meaning to, informa-
tion about experiences in the world. A frame con-
sists of a variety of components, including “key-
words, stock phrases, stereotype images, sources of
information” (Entman, 1993, p. 52), “metaphors,
exemplars, catchphrases, depictions, [...] visual im-
ages” (Gamson and Modigliani, 1989, p. 3), and
other devices that provide an interpretive lens or
“package.” Frames define what counts as a prob-
lem, diagnose what is causing the problem, make
moral judgments about those involved, and sug-
gest remedies for resolving the problem (Entman,
1993). Framing can significantly impact the per-
ception of a variety of political issues. (Schuldt et
al., 2011) found that belief in “global warming” was
significantly lower than in “climate change,” specif-
ically among Republicans. Gamson and Modigliani
(1989) show how nuclear power is framed by such
phrases as “atoms for peace,” “we have created a
Frankenstein,” and “the war being waged against the
environment and our health.”

Crucially, framing differs from subjectivity, senti-
ment, bias, and related constructs. Subjectivity de-
tection may not effectively identify well-established,
codified frames (e.g., “tax relief” or “racial quotas”).
Sentiment analysis focuses on assessing the valence
(e.g., positive, neutral, or negative) of an entity’s de-
scription. Bias involves a clear, often intentional,
preference shown in writing for one position or opin-
ion on an issue. In contrast, there does not exist
a one-to-one mapping between framing and opin-
ions (Gamson and Modigliani, 1989). For example,
in late 2013, the international community was con-
sidering what actions should be taken against Syr-
ian president Bashar al-Assad for using chemical
weapons against rebelling citizens. Some viewed
the situation as a humanitarian crisis and argued for
military intervention. Others argued that al-Assad’s
actions were a threat to regional security, also argu-

ing for military action. Here, different framings are
used to support the same position on an issue.

In contrast, framing involves an ensemble of
rhetorical elements to create an “interpretive pack-
age” (Gamson and Modigliani, 1989) that functions
by altering the relative salience or importance of dif-
ferent aspects of an issue (Chong and Druckman,
2007). In the humanitarian crisis framing vs. re-
gional security framing example above, a regional
security framing does not negatively valence human
suffering; rather, it shifts the emphasis to make other
concerns more apparent. Thus, while we can draw
on subjectivity, bias, and sentiment detection, iden-
tifying framing requires features and techniques that
go beyond any one of these related concepts.

2.2 Related Computational Approaches
Some computational work explored concepts related
to conceptual framing. For example, Choi et al.
(2012) identify hedging in discussion of GMOs us-
ing an SVM trained on n-grams from annotated cue
phrases. Greene and Resnik (2009) showed how ex-
amining grammatical construction (i.e., syntax) can
reveal implicit sentiment; for example, passive and
active voice imply different degrees of agency and
causality. Recasens et al. (2013) used edits from
Wikipedia intended to enforce a neutral point of
view to identify biased sentences and the terms in-
dicative of that bias.

Relatively little work has been done on identi-
fying frames per se. Lind and Salo (2002) used
co-occurrence frequencies to examine the framing
of feminism in news media. Matthes and Kohring
(2008) take a mixed methods approach, asking hu-
man coders to annotate the occurrence of certain
features in a text problem definition, attribution of
causation, moral evaluation, etc. then cluster the
text using that coding to identify high-level frames.
Boydstun et al. (2013) suggest that approaches based
on hierarchical topic modeling may be an effective
means of identifying both issue-specific and generic
frames.

Such techniques, while useful from an analytic
standpoint, are not as directly relevant here. The
work described in this paper does not aim to identify
the framing in a text. Rather, it seeks to determine
what language is perceived as being most related to
framing, especially by lay-persons, as a means of
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supporting reflection on that framing.

3 Exploratory Pilot Study

While the framing literature provides some guid-
ance (Entman, 1993; Chong and Druckman, 2007),
little work has explored how exactly non-elites go
about identifying framing (Chong and Druckman,
2007). Thus, we conducted a pilot investigating to
explore laypersons’ understandings and identifica-
tion of framing.

3.1 Methods

We recruited undergraduate students at two major
US universities. Participants were asked to read an
article that framed the issue of health care in terms of
equality (as opposed to cost). Previous work showed
that reading this article was associated with stronger
support for a national healthcare system (Druckman
et al., 2012). Participants were then asked to re-read
the article and highlight any words or phrases they
believed were related to framing. Specifically, par-
ticipants were given the following prompt and in-
structions:

Political issues can often be complex, contentious, and
difficult to understand. One way of making sense of these
issues, and the different positions that one can take on
an issue, is to think about the frames that structure de-
bate about the issue. Frames help organize facts and in-
formation. They help define what counts as a problem,
diagnose the problem’s causes, and suggest remedies for
solving the problem. These ways of thinking have lots of
different parts, including stereotypes, metaphors, images,
catchphrases, and other elements.

These different frames are often associated with a par-
ticular way of talking about or communicating about an
issue. Certain words or phrases might suggest that one
or another frame.

Please use the tool at the link below to highlight the
words or phrases that help you identify the framings used
in the article you just read.

After a student finished highlighting the article,
s/he also participated in a debriefing interview where
a researcher asked her or him about what s/he high-
lighted and why.

We recruited total of 47 students; 20 completed
the task in person, who completed the debriefing in-
terview immediately, and 27 used an online anno-
tation tool, who completed the debriefing over the
phone within 24 hours.

3.2 Results

First, we sought to determine the extent to which
study participants’ annotations agreed with one an-
other. Do different people see the same words and
phrases as being related to framing? An intraclass
correlation (ICC) among participants’ annotations of
0.757 indicated that the annotators demonstrated a
moderately high degree of agreement as to which
words and phrases were most related to framing.

As an example, one article about health care con-
tained the sentence: “A good doctor might recog-
nize the regenerative powers of the body politic and
come up with a comprehensive treatment plan that
also attacks root causesincluding the twin cancers of
racism and poverty.” Three students highlighted the
entire sentence, another three highlighted only the
phrase “twin cancers of racism and poverty,” and one
more highlighted “twinpoverty,” “regenerative pow-
ers,” and “body politic.”

Several important insights were also derived from
the debriefing interviews. Participants drew a dis-
tinction between facts and opinions, the later being
more relevant to framing. For example, statistics
were rarely seen as related to framing. Also, fram-
ing often dealt not only with a word itself but also
with aspects of its context and its relationships with
other terms in the article. For example, a partici-
pant might highlight just the word “but” because it
indicates an important rhetorical shift and, implic-
itly, the article’s take on the issue. Similarly, la-
tent relationships between an individual word and
the article’s main argument also played an impor-
tant role. For example, the article participants read
emphasized “disparities” between healthcare avail-
able to the wealthy and to the working class. Many
participants indicated that they would highlight any
words or phrases that drew attention to such dispari-
ties. These insights, in conjunction with the theoret-
ical literature on conceptual framing, were used to
guide feature selection.

4 Data

We sought to develop a classifier that could auto-
matically identify the language in a text that most
related to framing. We chose to focus on news cover-
age rather than, say, opinion and editorial columns.
Framing likely occurs in a more apparent, poten-
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tially obvious fashion in opinion articles. In ostensi-
bly ”straight” news, though, framing may be harder
to identify. Thus, this context would benefit more
from a classifier that could automatically draw at-
tention to frame-invoking language.

For training data, we wanted political texts where
lay readers had indicated the words and phrases they
perceived as most related to framing. Lay annona-
tors were used instead of experts because the classi-
fier’s purpose is to support frame reflection among
the lay public. Thus, the words and phrases the clas-
sifier highlights should align with that population’s
perception of framing. To our knowledge, no such
data set exists. So, we used Mechanical Turk (Snow
et al., 2008) and university students to build an an-
notated dataset that could be used for training and
testing.

4.1 Collection
We began by collecting political news
articles from top 15 online sources of
news, as determined by Alexa rankings
(http://www.alexa.com/topsites/category/Top/News).
We excluded sources outside the US (e.g., BBC),
news aggregators (e.g., Yahoo News, Google News),
blogs (Huffington Post), and sites without a dedi-
cated politics feed (e.g., USA Today, weather.com).
Doing so left eight sources CNN, NYT, Fox, NBC,
Washington Post, ABC, LA Times, Reuters.

For each source, we collected all items on their
politics-specific RSS feed on two separate days
roughly six months apart to provide content about
diverse issues and events: Tuesday November 12,
2013, and Thursday May 15, 2014. We manu-
ally removed duplicate posts, “round-up” style posts
that simply summarized and linked to other stories,
video-only posts, and other non-textual content, re-
sulting in a total of 205 documents. Of these, we
randomly selected 75 to be annotated.

4.2 Annotation
Each article was annotated by five to 13 annotators,
who were either Mechanical Turk (MTurk) workers
or students at one of two major US universities. The
task first asked the annotator to read the article, then
gave the same directions from the framing prompt
described above.

To encourage MTurk workers to pay attention to

the task and complete high-quality work, we pro-
vided a scheme for bonus payments. Every word
a worker annotated that was also annotated by at
least two others (i.e., a majority of the 5 workers
annotating each document) would earn the worker a
$0.02 bonus (two cents). Each word s/he annotated
that was annotated by no other work would reduce
the bonus by $0.005 (half a cent). Workers were
then linked to our web tool where they could com-
plete and submit their annotations. Student annota-
tors received no agreement-based incentive but were
granted extra course credit.

4.3 Quality Assurance
Crowd workers do not always provide reliable anno-
tations (Snow et al., 2008). For example, we noted
multiple instances where annotators had only anno-
tated about a dozen words in an article of several
hundred words. These seemed likely to be cases
in which the annotator was completing the task as
quickly as possible without paying much attention.
By comparing the annotations with those collected
during our pilot study, in which participants’ justi-
fications during the debriefing ensured higher atten-
tion and quality, we developed the following criteria
for identifying questionable annotations. Those that
did not pass at least three of these five requirements
were removed from the analysis.

1. All Annotations Short — While some annota-
tions of short words, such as conjunctions, could be
meaningful (see example above), we encountered a
number of annotations where every annotated phrase
consisted of only one or two words at a time. Thus,
we required that the average annotated contiguous
segment be at least 3 words long.

2. Few Words Annotated — When very few
words in a document are annotated, we suspect
the annotator may have been completing the task
as quickly as possible and paying little attention.
Thus, we required that each annotator’s work in-
clude enough annotated words to total more than 5%
of the document’s length.

3. Large Contiguous Passages without Annota-
tion — While pilot study participants pointed out
portions of a text that consisted of “facts and fig-
ures,” these were generally relatively short. Thus,
we require the longest block of text without any an-
notations to be no more than one third the length of
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the entire document.
4. Large Contiguous Passages Entirely Annotated

— Large, unbroken annotations rarely occurred in
our pilot study. Such annotations may also have in-
dicated that the annotator was not attending to the
entire content being annotated. Thus, we require
that the longest contiguous annotation be no more
than 120 words long.

5. Annotating Solely Stop Words — A number of
annotations include only very common words, such
as articles, prepositions, forms of the verb “to be,”
etc. Single words such as “but,” “all,” or “not” could
arguably be related to framing. However, accounts
from our pilot study participants made us less likely
to believe that other single words, such as “an,” “of,”
or “that,” instantiated framing. Thus, we require that
no more than 3 annotated passages consistent en-
tirely of such stop words1.

We also encountered two situations in which pairs
of MTurk workers submitted virtually identical an-
notations for multiple documents. Following up
with the workers, we discovered that in one situation
a husband and wife team had actually been working
together. Based on our pilot study, we would expect
annotators to agree to some degree, but we would
not want such agreement to arise because annota-
tors were collaborating. Thus, we also exclude these
annotations where we suspect the possibility of col-
laboration.

We only include in our dataset documents with at
least three valid annotations. In total, the resulting
data set includes 74 articles containing 53,878 to-
tal words (M=728.1 words per particle), each with
three to 11 valid annotations (Mdn=6). The data
set includes 59,948 annotated words across 507 an-
notations from 372 annotators (M=122.8 annotated
words per article). The full data set is available at
http://hdl.handle.net/1813/39216.

5 Classifier Design and Implementation

As argued above, drawing attention to framing-
related language may both mitigate frame effects
(Baumer et al., 2015) and facilitate frame reflection
(Schön and Rein, 1994). This section describes the
features used to train a classifier to identify framing
along with justifications for each, different subsets
of features that were tested, our classifier selection,

and the training and testing methods.

5.1 Features and Subsets
We treat each word as a data point to be classified
as framing-related or not. Feature extraction began
with splitting each article into sentences with NLTK
(Bird et al., 2009) then using Stanford CoreNLP
(Klein and Manning, 2003; De Marneffe et al.,
2006) to parse each sentence, obtain POSs and lem-
matized forms for each word, etc. We then construct
a feature vector for each non-stop word. Table 1 lists
all features used. The remainder of this subsection
describes the justificaton for each feature, as well as
several subsets of features.

Framing is often instantiated by specific “key-
words, stock phrases,” (Entman, 1993, p. 52) or
“catchphrases” (Gamson and Modigliani, 1989, p.
3). Therefore, we include lexical features that cap-
ture the specific words used. Furthermore, many of
our pilot study participants pointed out that a given
word might be seen as related to framing because of
the other words near which it appears. Therefore,
each of these features includes a contextual window
of up to two words before and after the word being
classified (Recasens et al., 2013).

Participants in our pilot study said physical loca-
tions, such as the names of states, were often not
related to framing. However, they sometimes saw
names of political figures or experts as indicating
framing. Thus, we include the named entity type as
a feature, both of the word itself and of its context.

Pilot study participants also mentioned that a
word’s relationship to the remainder of a document
and its overall thesis played important roles. A num-
ber of similar structural aspects of the document,
both explicit and latent, may help draw out these re-
lationships.

Several specific types of terms may be indica-
tive of framing. For example, “depictions,” “vi-
sual images,” and figurative language such as metah-
por (Gamson and Modigliani, 1989) often invoke
frames. For imagery, we use previously established
imagery ratings for 1818 common words (Paivio
et al., 1968; van der Veur, 1975). Words that ap-
pear in this list are given an imagery rating, either
low (first quantile), medium (second and third quan-
tile), or high (fourth quantile) imagery. The con-
text feature represents the average imagery of the
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Feature Description Feature Subset(s)
Token ±1, ±2 The word token itself and the tokens in its context. Lexical, Theoretical
Lemma ±1, ±2 The lemmatized word and the lemmas in its context. Lexical, Theoretical
Bigrams and trigrams All bigrams and trigrams of which the word is a part. Lexical, Theoretical
POS ±1, ±2 The word’s and its context’s part(s) of speech. Grammatical
Root Whether the word is the sentence’s parse tree’s root. Grammatical
Relation and Role The grammatical relations in which the word is

involved and its role in those relations, e.g., passive
subject of a verb.

Grammatical

Named Entity ±1, ±2 Named entity type of the word and its context. Grammatical
In Title Whether the word appears in the article’s title. Document
Sentence Lengeth The number of words in the sentence. Document
Sentence Position Whether the word appears in the first third of the

sentence, the middle third, or the last third.
Document

TFIDF The word’s tf-idf score, grouped into 8 bins of
increasing size.

Document

Imagery & Context Imagery rating of the word and average imagery rating
of its context (Paivio et al., 1968; van der Veur, 1975).

Theoretical,
Dictionaries

Figurativeness &
Context

Figurativeness rating of the word and average
figurativeness rating of its context (Gamson and
Modigliani, 1989; Turney et al., 2011).

Theoretical,
Dictionaries

Abstractness &
Context

Abstractness rating of the word and average
abstractness rating of its context (Gamson and
Modigliani, 1989; Turney et al., 2011).

Theoretical,
Dictionaries

Dictionaries &
Context

One feature each for whether word or context is a
subjective word (Riloff and Wiebe, 2003), a report verb
(Recasens et al., 2013), a hedge (Hyland, 2005), a
factive verb (Hooper, 1975), an entailment (Berant et
al., 2012), an assertive word (Hooper, 1975), a bias
word (Recasens et al., 2013), a negative word (Liu et
al., 2005), or a positive word (Liu et al., 2005).

Theoretical,
Dictionaries

Table 1: Name and description of all features for each word, as well as the set(s) to which each feature belongs.

word’s context. For figurative language, we used
Turney et al.’s (Turney et al., 2011) approach of
measuring figurativeness based on the absolute dif-
ference in the concreteness of two terms that are
grammatically related. The figurativeness score for
a given word is the average absolute difference be-
tween its concreteness and the concreteness of ev-
ery word with which it is in some grammatical re-
lationship. We also used Turney et al.’s (Turney et
al., 2011) approach to rate the individual abstract-
ness of each word and its context. Lastly, subjective
words, hedges, entailments, and other terms that per-
form specific psycholinguistic functions (Recasens
et al., 2013) may also be useful in identifying fram-

ing. For each, we include one feature for the word it-
self and one feature for the two-word context around
the word.

The features used here are informed by a combi-
nation of theoretical literature on framing, our own
pilot studies, and prior work in computational lin-
guistics. However, we have little means of know-
ing a priori which of these features will be most im-
portant or even necessary. Therefore, in the interest
of developing the most perspicacious model, we test
several feature subsets, as noted in Table 1. Lexical
features involve only words that actually occur in the
text. Grammatical features use only aspects of gram-
matical structure. Document features use various ex-
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plicit and latent aspects of the document’s structure.
Theoretical features are those specifically mentioned
in the theoretical literature on framing. Finally, the
Dictionaries feature set tests whether there might be
specific terms that invoke framing.

5.2 Training and Testing

We implemented and tested a variety of differ-
ent classifiers, including Stochastic Gradient De-
scent (SGD), Multinomial Naı̈ve Bayes, Perceptron,
Nearest Neighbor, Logistic Regression, and Passive
Aggressive classifiers. In several tests, the Naı̈ve
Bayes classifier performed best, so we used a Naı̈ve
Bayes classifier throughout.

As described above, our data include three to 11
annotators’ annotations for each word in the corpus.
To create training data, we aggregated these anno-
tations such that any word highlighted by at least
one fourth of the annotators was treated as framing-
related (i.e., true positive) for training and testing
purposes, and the remaining words were treated as
not frame-related (i.e., true negative).

These data, in the combinations of features de-
scribed above, were used to train our ensemble clas-
sifier using scikit-learn (Pedregosa et al., 2011) us-
ing ten-fold random shuffle cross-validation, as well
as a random dummy classifier based on class distri-
butions in the training set. Performance in terms of
f-score, accuracy, precision, and recall was averaged
across the ten folds.

6 Results

This section summarizes results, highlighting some
important aspects thereof, while the subsequent Dis-
cussion section considers interpretation and broader
implications. Figure 1 presents a summary of re-
sults for each feature set, including comparison with
the dummy baseline and the aggregate human per-
formance. The Document Structure feature set per-
formed very poorly, identifying 0 true positives, so
we exclude it from the detailed results report.

Since overall accuracy does not vary drastically,
we focus on other performance metrics. Except for
the Dictionaries, all feature sets perform statistically
significantly better than the dummy (ANOVA with
Tukey’s posthoc p < 0.001). F1 scores among the
top three performers (Lexical, Theoretical, and All

Figure 1: Performance of each feature set, as well as the
dummy baseline and human annotators, on accuracy, F1,
precision, and recall. Three feature sets (Lexical, Theo-
retical, and All features) match human annotators on F1
and outperform human recall, but humans demonstrate
higher precision.

features) are statistically indistinguishable. Further-
more, each of these three top performers matches
aggregate human annotator performance.

Looking at precision and recall, we can see that
the classifiers and the human annotators make differ-
ent trade offs. Precision for all feature sets is around
34% (all statisticially significantly better than the
dummy and significantly indistinguishable from one
another), while human average precision is 91.5%.
On the other hand, the three top performing feature
sets (All, Lexical, and Theoretical) all achieve recall
around 70%, while average recall for the human an-
notators is only 49.3%.

It is also important to note that human perfor-
mance is calculated by comparing each individual
annotator to the aggregate of all the annotators. Be-
cause each individual is part of that aggregate, preci-
sion scores for the humans are fairly high. We con-
sider comparison with human performance further
in the discussion below.

We also examine the most influential features for
classifiers using each of the three top performing
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feature sets. For the Lexical feature set, the most
informative features for negative cases are bigrams
that begin with quotation marks. Since we manually
assign all punctuation, including quotation marks,
as true negatives, this is perhaps unsurprising. For
positive cases, many of the ”offset” style features
emerge as informative. For example, words that
appear one or two words before a comma or pe-
riod are more likely to involve framing. Similarly,
words that occur just before or just after preposi-
tions or conjunctions — to, and, in, of, etc. — are
more likely classified as framing (i.e., positive). This
result aligns with some of our pilot study findings
about the relationships between such function terms
the words surrounding them. Interestingly, though,
these features do not resemble the catchphrases and
keywords described in the framing literature (Ent-
man, 1993; Gamson and Modigliani, 1989).

For the Theoretically Informed feature set,
which adds in imagery, figurativeness, and other
dictionary-based features, roughly the same kinds
of lexical features are most important in identify-
ing negative cases. For positive cases, constructs
such as descriptiveness and abstractness play impor-
tant roles, but mostly when words in the context do
not appear in these dictionaries, calling into ques-
tion the importance of imagery, metaphor, and other
figurative language (Gamson and Modigliani, 1989).
Other dictionary-based features, such as being an
entailment word, having an entailment in context,
having a bias term in context, or having a subjec-
tive term in context, become important in identifying
positive cases. Some of the lexical features, such as
proximity to a comma or period, also remain infor-
mative.

With All features, which adds features for docu-
ment structure and grammatical structure, two ma-
jor differences occur. First, some elements of docu-
ment structure become important features for pos-
itive cases, including sentence length and TFIDF.
Second, various part of speech tags, mostly NN
and NNP, become important to identifying framing.
These findings suggest that the choice of terms used
to label concepts or entities can indicate framing. In-
deed, entity type, both of the word and its context,
also emerges as an informative feature.

7 Discussion

Chiefly important among the results, three of our
feature sets were able to achieve F1 scores on par
with those of human annotators. This result pro-
vides encouraging evidence that a machine classifier
can effectively accomplish the task of identifying the
language that invokes framing in political news cov-
erage.

That said, examining the results more closely ex-
poses that, in order to achieve this level of perfor-
mance, the classifier makes a trade-off. Specifi-
cally, the classifier is far more aggressive than hu-
mans, resulting in significantly higher recall but
lower precision. We did experiment with differ-
ent post-hoc decision thresholds to make the clas-
sifier less aggressive. However, as we the deci-
sion threshold rose, recall fell much more quickly
than precision increased, resulting in lower overall
F1 scores. Moreover, this precision-recall trade off
may have different ramifications in different appli-
cations. For example, in terms of supporting frame
reflection, would it be harmful or distracting for a
machine classifier to mark too many words as frame-
invoking, thereby potentially overwhelming a poten-
tial user? Or would it be worse if the classifier were
too sparse, missing certain important key words or
phrases? These are questions for later empirical
work that incorporates the results of this classifier
into interactive systems to support frame reflection.

Also, our results above identifying important fea-
tures within the classifier contribute to and build on
prior computational work. For example, Recasens
et al. (Recasens et al., 2013) find entailment (Berant
et al., 2012), implicature (Karttunen, 1971), subjec-
tivity (Riloff and Wiebe, 2003), and other related
constructs helpful in identifying bias. The results
above suggest that, when included, such features
also emerge as important for identifying the lan-
guage of framing. However, the feature sets that in-
clude dictionaries of these terms do not perform sta-
tistically significantly better than those feature sets
without them. This result supports our initial asser-
tion that bias and framing, while conceptually re-
lated, are separate constructs that are each perceived
and instantiated via different linguistic cues.

These findings also relate to recent efforts at iden-
tifying which frame(s) are operating in a text (e.g.,
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Boydstun et al., 2013). On the one hand, the perfor-
mance of the Lexical feature set suggests that topic
modeling, especially including certain n-grams, may
prove an effective approach. That said, Boydstun et
al. are more interested in determining which frames
are at work in a text as a whole, whereas this pa-
per focuses more on determining where within a
text frames are invoked. Thus, different computa-
tional approaches and features may prove effective
for each task.

Interestingly, the grammatical structure feature
set is not one of the top performers. Given our ex-
pectations, including the importance that pilot study
participants placed on structural relationships within
the sentence, the role of grammatical construction
both in metaphors (Turney et al., 2011) in framing
more broadly (Fairclough, 1999), and prior com-
putational work on implicit sentiment (Greene and
Resnik, 2009), this result appears fairly surprising.
It could be that grammatical structure alone is not
sufficient to identify framing, but even combining
grammatical structure with other features does not
significnatly improve performance. Perhaps, then,
grammatical construction matters less than the spe-
cific words chosen. On the other hand, lexical fea-
tures may be topic-specific, such that even obtain-
ing two samples six months apart still resulted in
the same buzzwords invoking framing. Future work
should examine more closely the role that structural
features play, or perhaps do not play, in invoking
framing.

This point also draws attention to some practical
implications. Performing a full grammatical parse
can be computationally intensive. If using other fea-
tures that do not require a full parse can achieve
comparable performance, then perhaps real time ap-
plications, such as analyzing live speeches as they
happen, could employ only features that are rela-
tively quicker and easier to extract.

Finally, we note that the annotated data analyzed
here come from political news stories in US main-
stream media. Since these sources ostensibly strive
for impartiality, framing in these data may occur
implicitly or unconsciously. Future work should
compare these results with similar analyses of texts
containing more explicit framing, such as opinion
columns, campaign speeches, or political advertise-
ments. Differences in how framing is identified may

give important clues to how framing operates in dif-
ferent contexts. Similarly informative insights could
be gained by comparing lay-persons’ annotations
with framing experts’.

8 Conclusion

“Facts have no intrinsic meaning. They take on their
meaning by being embedded in a frame” (Gamson,
1989, p. 157). Given framing’s pervasive influence,
this paper argues for the importance of computa-
tional techniques that can identify and draw atten-
tion to the language of framing. Doing so can help
support frame reflection (Schön and Rein, 1994)
and, thereby, deeper understanding of and engage-
ment with political issues.

This paper both develops a computational ap-
proach to identifying framing and tests how well
different linguistic features indicate frame-invoking
language. Results suggest grammatical structure
alone as the most important indicator of framing.
However, other data less computationally demand-
ing to extract, such as lexical features (e.g., tokens
and n-grams), can prove almost as effective.

In sum, the paper makes two main contributions.
First, it provides a technical contribution by iden-
tifying a task of importance and demonstrating a
technique that performs close to as well as humans.
Second, the paper makes a theoretical contribution,
helping to provide “guidelines on how to identify []
a frame in communication” (Chong and Druckman,
2007, p. 106). The data set of annotations released
with this paper may also prove a valuable resource
for future analyses of framing.
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Abstract

While the effect of various lexical, syntactic,
semantic and stylistic features have been ad-
dressed in persuasive language from a com-
putational point of view, the persuasive effect
of phonetics has received little attention. By
modeling a notion of euphony and analyzing
four datasets comprising persuasive and non-
persuasive sentences in different domains (po-
litical speeches, movie quotes, slogans and
tweets), we explore the impact of sounds on
different forms of persuasiveness. We con-
duct a series of analyses and prediction exper-
iments within and across datasets. Our results
highlight the positive role of phonetic devices
on persuasion.

1 Hocus Pocus

Historically, in human sciences, several definitions
of persuasion have been proposed – see for exam-
ple (Toulmin, 1958; Walton, 1996; Chaiken, 1980;
Cialdini, 1993; Petty and Cacioppo, 1986). Most
of them have a common core addressing: method-
ologies aiming to change the mental state of the re-
ceiver by means of communication in view of a pos-
sible action to be performed by her/him. (Perelman
and Olbrechts-Tyteca, 1969; Moulin et al., 2002).

These methodologies might take into account the
overall structure of a text such as the ordering of the
arguments or simply single word choices. For a suc-
cessful text both of them are often required. The fo-
cus of persuasion may vary according to the goal of
the communication and it can take different forms
according to the domain: from memorability (e.g.,

making people remember a statement or a product)
to diffusion (e.g., making people pass on a content
in social networks by sharing it), from behavioral
change (e.g., political communication) to influenc-
ing purchasing decisions (e.g., slogans to convince
people to try or buy a product) – see for exam-
ple (Heath and Heath, 2007). While many tech-
niques such as resorting to expert opinion, utilizing
the framing effect, emotive language or exaggera-
tion can be used to obtain such persuasive effects,
we devote this study to explore particular techniques
pertaining to euphony.

Euphony refers to the inherent pleasantness of
the sounds of words, phrases and sentences, and it
is utilized to achieve pleasant, rhythmical and har-
monious effects. The idea that the pleasantness
of the sounds in a sentence can foster its effec-
tiveness is rooted in our culture, and is connected
to the concepts of rhythm and music. The fact
that language and music interact in our brain has
been shown by localizing low-level syntactic pro-
cesses of music and language in the temporal lobe
(Sammler et al., 2013). It has also been shown that
changes in the cardiovascular and respiratory sys-
tems can be induced by music – specifically tempo,
rhythm, melodic structure (Bernardi et al., 2006).
The importance of euphony has its roots also in an-
cient human psychology. As Julian Jaynes suggests
(Jaynes, 2000), poetry used to be divine knowledge.
It was the sound and tenor of authorization and it
commanded where plain prose could only ask. A
paradigmatic example of this conception is the act of
casting a spell. Spells (incantations) are special lin-
guistic objects that are meant not only to change how
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people think or behave but they are also so powerful
that they can – allegedly – change reality. Spells are
often very euphonic (and meaningless) sentences,
e.g. “Hocus Pocus”.

Various psycholinguistic studies addressed the ef-
fects of phonetics on the audience in different as-
pects such as memorability (Wales, 2001; Benczes,
2013) or more specifically advertisement (Leech,
1966; Bergh et al., 1984). There are also com-
putational studies that address the problem of rec-
ognizing persuasive sentences according to various
syntactic, lexical and semantic features (Danescu-
Niculescu-Mizil et al., 2012; Tan et al., 2014). How-
ever, to the best of our knowledge, the direct impact
of phonetic elements on persuasiveness has not been
explored in computational settings yet.

In this paper, we fill in this gap by conducting
a series of analyses and prediction experiments on
four datasets representing different aspects of per-
suasive language to evaluate the importance of a set
of phonetic devices (i.e. rhyme, alliteration, homo-
geneity and plosives) on various forms of persua-
siveness. Our experiments show that phonetic fea-
tures play an important role in the detection of per-
suasiveness and encode a notion of “melodious lan-
guage” that operates both within and across datasets.

2 Related Work

In the following, we first revise some NLP studies
addressing linguistic features of successful commu-
nication. Then, we summarize a selection of studies
devoted to the effects of phonetics on persuasion.

2.1 NLP studies on persuasion

Berger and Milkman (2009) focus on a particular
form of persuasion by using New York Times ar-
ticles to examine the relationship between virality
(i.e., the tendency of a content to be circulated on
the Web) and emotions evoked by the content. They
conduct semi-automated sentiment analysis to quan-
tify the affectivity and emotionality of each article.
Results suggest a strong relationship between affect
and virality, in this case measured as the count of
how many people emailed each article. As sug-
gested by the authors, this metric represents a form
of “narrowcasting”, as opposed to other “broadcast-
ing” actions such as sharing on Twitter.

Another line of research investigates the impact of
various textual features on audience reactions. The
work by Guerini et al. (2011) correlates several vi-
ral phenomena with the wording of a post, while
Guerini et al. (2012) show that features such as the
readability level of an abstract influence the number
of downloads, bookmarking and citations.

A particular approach to content virality is pre-
sented by Simmons et al. (2011), who explore the
impact of different types of modification on memes
spreading from one person to another.

Danescu-Niculescu-Mizil et al. (2012) measure a
different ingredient of persuasion by analyzing the
features of a movie quote that make it “memorable”.
They compile a corpus consisting of memorable and
non-memorable movie quote pairs and conduct a de-
tailed analysis to investigate the lexical and syntactic
differences between these pairs.

Louis and Nenkova (2013) focus on influential
science articles in newspapers by considering char-
acteristics such as readability, description vividness,
use of unusual words and affective content. High
quality articles (NYT articles appearing in “The Best
American Science Writing” anthology) are com-
pared against typical NYT articles.

Borghol et al. (2012) investigate how differences
in textual description affect the spread of content-
controlled videos. Lakkaraju et al. (2013) focus on
the act of resubmissions (i.e., content that is submit-
ted multiple times with multiple titles to multiple
different communities) to understand the extent to
which each factor influences the success of a con-
tent. Tan et al. (2014) consider how content spreads
in an on-line community by pinpointing the effect of
wording in terms of content informativeness, gen-
erality and affect. Althoff et al. (2014) develop a
model that can predict the success of requests for a
free pizza gifted from the Reddit community. The
authors consider high-level textual features such as
politeness, reciprocity, narrative and gratitude.

2.2 Studies on the effects of phonetics

Benczes (2013) states that alliteration and rhyme can
be considered as attention-seeking devices as they
enhance emphasis. The author also suggests that
they are useful for acceptability and long-term reten-
tion of original expressions, decrypting their mean-
ings, indicating informality, and breaking the ice be-
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tween an audience and a speaker. Therefore, these
devices are commonly used in original metaphorical
and metonymical compounds.

According to Leech (1966), phonetic devices such
as rhyme and alliteration are systematically ex-
ploited by advertisers to achieve memorability. Sim-
ilarly, Wales (2001) underlines the effectiveness of
alliteration and rhyme on emphasis and memorabil-
ity of an expression.

The relation between the usage of plosives (i.e.,
consonants in which the vocal tract is blocked so that
all airflow ceases, such as “p”, “t” or “k”) and mem-
orability has also been investigated. According to
the study carried out by Bergh et al. (1984) brand
names starting with plosive sounds are recalled and
recognized more than the ones starting with other
sounds. Özbal et al. (2012) carry out an analysis
of brand names and discover that plosives are very
commonly used.

Danescu-Niculescu-Mizil et al. (2012), whom we
previously mentioned, carry out an auxiliary analy-
sis and observe the differences in letter and sound
distribution (e.g. usage of labials or front vowels,
back sounds, coordinating conjunctions) of memo-
rable and non-memorable quotes.

Özbal et al. (2013) propose a phonetic scorer
for creative sentence generation such that generated
sentences can contain various phonetic features in-
cluding alliteration, rhyme and plosive sounds. The
authors evaluate the proposed model on automatic
slogan generation. In a more recent work (Özbal et
al., 2014), they enforce the existence of these fea-
tures in the sentences that are automatically gener-
ated for second language learning to introduce hooks
to echoic memory.

3 Phonetic Scorer

For the design of the phonetic features, we were
mostly inspired by the work of Özbal et al. (2013),
who built and used three phonetic scorers for cre-
ative sentence generation. Similarly to this work,
all the phonetic features that we used are based
on the phonetic representation of English words of
the Carnegie Mellon University pronouncing dictio-
nary1. We selected four classes of phonetic devices,

1The CMU pronunciation dictionary is freely avail-
able at http://www.speech.cs.cmu.edu/cgi-bin/
cmudict. We have used version 0.7a in our implementation.

namely plosives, alliteration, rhyme and homogene-
ity, which can easily be modeled by observing the
distribution of specific classes of phonemes within
the sentence. The plosive score is calculated as the
ratio of the number of plosive sounds in a sentence
to the overall number of phonemes. For both alliter-
ation and rhyme scorers, we provide a naı̈ve imple-
mentation that does not consider stresses or sylla-
bles, but only counts the number of repeated sounds
at the beginning or end of words in the sentence.
The alliteration score is calculated as the number
of repeated phonetic prefixes in a sentence normal-
ized by the total number of phonemes. Similarly, the
rhyme score is calculated as the ratio of the number
of repeated phonetic endings in a sentence to the to-
tal number of phonemes. Lastly, the homogeneity
scorer simply calculates the degree of homogeneity
in terms of phonemes used in a sentence indepen-
dently from their positions. If we let dph be the count
of distinct phonemes and tph be the total count of
phonemes in a sentence, then the homogeneity score
is calculated as 1− (dph/tph).

4 Dataset

In this section, we describe the four datasets we used
to conduct our analyses and experiments. As we
mentioned previously, the definition of persuasion
is a debated topic and it can comprise distinct strate-
gies or facets. For this reason, we experimented with
datasets where at least one ingredient is clearly in
the equation. To explore the effects of wording and
euphonics on persuasion, the datasets were built in
a controlled setting (topic, author, sentence length)
to avoid confounding factors such as author or topic
popularity, by following the procedure described in
(Danescu-Niculescu-Mizil et al., 2012; Tan et al.,
2014). In addition, these datasets comprise short
texts (mostly single sentences) to focus on surface
realization of persuasion, where strategic planning
– which might act as a confounding factor – plays a
minor role. The idea of using controlled experiments
(usually in an A/B test setting) to study persuasive
communication can be traced back at least to Hov-
land et al. (1953). While two of these datasets (Twit-
ter and Movies) were already available, the other
two (CORPS and Slogans) were collected by fol-
lowing the methodology proposed in the first two as
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closely as possible2.
All datasets are built around the core idea of col-

lecting pairs consisting of a persuasive sentence (P )
and a non-persuasive counterpart (¬P ), where P
and ¬P are structurally very similar and controlled
for the above mentioned confounding factors.

Twitter. A set of 11,404 tweet pairs, where each
pair comes from the same user (author control) and
contains the same URL (topic control). P and ¬P
are determined based on their retweet counts (Tan
et al., 2014). It is worth noting that in our experi-
ments we were able to collect only 11,019 of such
tweet pairs since some of them were deleted in the
meanwhile.

Movie. A set of 2,198 single-sentence memo-
rable movie quotes (P ) paired with non-memorable
quotes (¬P ). For each P , the dataset contains a con-
trasting quote ¬P from the same movie such that (i)
P and¬P are uttered by the same speaker, (ii) P and
¬P have the same number of words, (iii) ¬P does
not occur in the IMDb list of memorable quotes and
(iv) P and ¬P are as close as possible to each other
in the script (Danescu-Niculescu-Mizil et al., 2012).

CORPS. A set of 2,600 sentence pairs uttered
by various politicians. We collected these pairs
from CORPS, a freely available corpus of political
speeches tagged with audience reactions (Guerini
et al., 2013). The methodology that we used to
build the pairs is very similar to Danescu-Niculescu-
Mizil et al. (2012): for each P , where P is
the sentence preceding an audience reaction (e.g.
APPLAUSE, LAUGHTER), we selected a contrast-
ing single-sentence ¬P from the same speech. We
required ¬P to be close to P in the speech transcrip-
tion, subject to the conditions that (i) P and ¬P are
uttered by the same speaker - which is trivial since
these are monologues, where a single speaker is ad-
dressing the audience - (ii) P and ¬P have the same
number of words, and (iii) ¬P is 5 to 15 sentences
away from P . This last condition had to be imposed
since, differently from movie quotes, we do not have
the evidence of which fragment of the speech ex-
actly provoked the audience reaction (i.e. it could be
the combination of more than one sentence).

Slogan. A set of 1,533 slogans taken from on-

2CORPS and Slogans datasets can be downloaded at the fol-
lowing link: https://github.com/marcoguerini/
paired_datasets_for_persuasion/

line resources paired with non-slogans that are sim-
ilar in content. We collected the non-slogans from
the subset of the New York Times articles in En-
glish GigaWord – 5th Edition – released by Linguis-
tic Data Consortium (LDC)3. For each slogan, we
picked the most similar sentence in the New York
Times articles having the same length and the high-
est LSA similarity (Deerwester et al., 1990) with the
slogan. The LSA similarity approach that we used
to collect the non-slogans is very similar to the ap-
proach used by Louis and Nenkova (2013) to collect
the non-persuasive counterparts of successful news
articles.

In Table 1, we sum up the criteria used in the
construction of each dataset. As can be observed
from the table, each dataset satisfies at least two of
the three criteria described above. In the last two

Criterion Length
DATASET Author Length Topic P ¬P
CORPS 3 3 7 14.0 14.0
Movie 3 3 7 9.7 9.7
Slogan 7 3 3 5.0 5.0
Twitter 3 7 3 16.2 15.4

Table 1: Criteria used in the construction of each
dataset and average token length of persuasive and non-
persuasive pairs

columns of the table, we also provide the average
token length of the persuasive and non-persuasive
sentences in each dataset. Finally, in Table 2 we pro-
vide examples of euphonic and persuasive sentences
for each dataset together with their phonetic scores.

5 Data Analysis

To provide a first insight on the data, in Table 3 we
report the average phonetic scores for each data set
(Mann-Whitney U Test is used for statistical sig-
nificance between P and ¬P samples, with Bon-
ferroni correction to ameliorate issues with multiple
comparisons). The results are partially in line with
our expectations of the euphony phenomena being
more relevant in the persuasive sentences across the
datasets.

As can be observed from the table, the average
rhyme scores are higher in persuasive sentences and

3http://www.ldc.upenn.edu/Catalog/
catalogEntry.jsp?catalogId=LDC2011T07
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Dataset Example Rhyme Alliteration Plosive Homogeneity

CORPS I think we can do better and I think we must do better. 0.789 0.737 0.342 0.631
It will be waged with determination and it will be waged until we win. 0.566 0.679 0.189 0.736

Movie
The night time is the right time. 0.818 0.545 0.181 0.636
Beautiful.... beautiful butterfly... 0.667 0.708 0.250 0.583
Dog eat dog, brother. 0.533 0.533 0.400 0.400

Slogan
Different Stores, Different Stories. 0.621 0.896 0.207 0.690
Why ask why? Try Bud Dry 0.625 0.625 0.312 0.437
Live, Love, Life. 0.818 0.909 0.0 0.636

Twitter A Nerd in Need is a Nerd indeed. 0.636 0.727 0.227 0.681
Easter cupcake baking!! 0.0 0.0 0.412 0.470

Table 2: Euphonic examples of persuasive sentences from each dataset, along with their phonetic scores.

Rhyme Alliteration Plosive Homogeneity
Dataset µ σ µ σ µ σ µ σ

CORPS¬P 0.233 0.143 0.208 0.142 0.187 0.058 0.603 0.173
CORPSP 0.245† 0.152 0.223** 0.154 0.194*** 0.060 0.588** 0.179

Movie¬P 0.196 0.143 0.167 0.142 0.191 0.073 0.485 0.155
MovieP 0.214* 0.165 0.196*** 0.164 0.185† 0.067 0.526*** 0.164

Slogan¬P 0.071 0.111 0.047 0.092 0.204 0.098 0.343 0.163
SloganP 0.140*** 0.194 0.123*** 0.185 0.189*** 0.098 0.366*** 0.156

Twitter¬P 0.204 0.116 0.180 0.114 0.188 0.058 0.617 0.134
TwitterP 0.216*** 0.121 0.193*** 0.120 0.185** 0.055 0.636*** 0.128

Table 3: Average phonetic scores for our datasets - ***, p < .001; **, p < .01; *, p < .05; †, not significant

the difference is highly significant for Slogan and
Twitter (p < .001), slightly significant for Movie
quotes (p < .05), but not significant for CORPS.
The average alliteration scores are again higher
in persuasive sentences and all the differences are
highly significant in all datasets (apart from CORPS
with p < .01). Plosives seem not to correlate well
with our intuition of persuasiveness and euphony:
either there is no significance (movie quotes) or the
averages of euphonic scores are higher in the non-
persuasive sentences (the difference is highly sig-
nificant in slogans, and significant in Twitter). The
only dataset that meets our expectation is CORPS
with a highly significant difference in favor of per-
suasive sentences. Finally, the average homogeneity
scores are significantly (p < .001) higher in persua-
sive sentences in all datasets except CORPS, where
the scores of non-persuasive sentences are signifi-
cantly higher (p < .01) than persuasive ones.

Without going into details of cross-dataset com-
parisons we would like to note that CORPS seems
a very peculiar dataset in terms of average scores,
as compared to the others. In terms of rhyme and
alliteration, the average scores of non-persuasive

sentences (¬P ) in CORPS are always higher than
the persuasive sentences (P ) in the other datasets
(p < .001 in all cases), while for homogeneity the
same holds apart from Twitter. These results may
derive from the fact that a political speech is a care-
fully crafted text – aimed at influencing the audience
– in its entirety, so also “non-persuasive” sentences
in CORPS are on average more persuasive than in
other datasets.

As a next step, we conducted another analysis on
the distribution of “extreme cases”, i.e. sentences
that have a very high phonetic score at least in one
feature. This analysis derives from the intuition that
a euphonic sentence might be recognized as such by
humans only if its phonetic scores are above a cer-
tain threshold. In fact, sound repetition in a sentence
may occur by chance, as in “I saw the knife in the
drawer”, and the longer the sentence is, the higher
the probability that phonetic scores will be non-zero
even in absence of a euphonic effect. Therefore, the
average scores for each phonetic device, as reported
in Table 3, are only partially informative.

Given this premise, to evaluate the “persuasive
power” of the phonetic devices taken into account,
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Dataset F̂rh(t) F̂al(t) F̂pl(t) F̂ho(t)

CORPS¬P 0.025 0.012 0.362 0.394
CORPSP 0.033** 0.023** 0.415*** 0.363†
Movie¬P 0.018 0.011 0.397 0.092
MovieP 0.041*** 0.025*** 0.363† 0.173***

Slogan¬P 0.005 0.003 0.460 0.011
SloganP 0.055*** 0.043*** 0.410*** 0.018***

Twitter¬P 0.006 0.003 0.385 0.377
TwitterP 0.012*** 0.008*** 0.364** 0.449***

Table 4: Probability of examples above threshold, - ***,
p < .001; **, p < .01; *, p < .05; †, not significant

we compare them in terms of empirical Complemen-
tary Cumulative Distribution Functions (CCDFs)
of the persuasive/non-persuasive pairs in various
datasets. These functions are commonly used to
analyze online social networks in terms of growth
in size and activity (see for example (Ahn et al.,
2007; Jiang et al., 2010; Leskovec, 2008)) and
also for measuring content diffusion, e.g. the
number of retweets of a given content (Kwak et
al., 2010). Here, we use CCDFs to account for
the probability P that the score of a phonetic de-
vice d will be greater than n indicating it with
F̂d(n). For example, the probability of having a
text with more than .75 rhyme score is indicated
with F̂rh(.75) = P(#rhyme > .75). To as-
sess whether the CCDFs of the several types of
texts we take into account show significant differ-
ences, we use the Kolmogorov-Smirnov goodness-
of-fit test, which specifically targets cumulative dis-
tribution functions. In particular, for each phonetic
device and dataset, we use a two-tailed Kolmogorov-
Smirnov test (again with Bonferroni correction) to
test whether the number of examples above the
threshold is higher in the persuasive sentences than
in their non-persuasive counterparts for that device.

Since we do not have a theoretical way to define
such thresholds, we resort to empirically define them
by using a specific dataset of euphonic sentences.
Even if it might seem reasonable to consider po-
ems as paradigmatic examples of “euphonic” writ-
ing, we discard them as the phonetic devices used in
poems may span across sentences. Instead, we re-
sort to tongue twisters as a gold reference of how a
euphonic sentence should be. Accordingly, we col-
lected a set of 534 tongue twisters from various on-

line resources. Then, for each phonetic index we de-
fined our thresholds as the average of the phonetic
scores in this data, in particular: trh = 0.55 for
rhyme, tal = 0.58 for alliteration, tpl = 0.20 for
plosives and tho = 0.68 for homogeneity.

In Table 4, we report the results of our CCDF
analysis. After analyzing the “extreme cases”,
where euphony is granted, we see that the trends
found in Table 3 on the correlation between persua-
siveness and euphony are confirmed and strength-
ened. The number of persuasive sentences with a
rhyme score above threshold is 30% more than the
non-persuasive ones in CORPS, while the differ-
ence is 90% in Twitter4. The ratio of persuasive
sentences above threshold to non-persuasive ones is
very high in movies and slogans (more than 2 and
10 respectively). All results are either highly sig-
nificant or significant. For comparison, in Table 3
these differences are not significant for CORPS and
only slightly significant (p < .05) for movies. Con-
cerning alliteration, there are 85% more cases above
threshold in the persuasive sentences of CORPS than
the non-persuasive ones. For movie quotes and
Twitter, the persuasive sentences above threshold are
more than two times as many as the non-persuasive
ones, while the ratio is more than 13 for slogans.
All results are either highly significant or signifi-
cant in line with the results of Table 3. Instead, for
plosive scores we observe a negative or no correla-
tion with persuasiveness, the only exception being
CORPS. Regarding homogeneity, for CORPS the
difference between persuasive and non-persuasive
sentences is not significant (in Table 3 it was signifi-
cantly in favor of non-persuasive sentences), while
for the other datasets there is a highly significant
difference in favor of persuasive sentences (between
20% and 80%). As a whole, these results confirm
our intuition that phonetic features play a significant
role with respect to persuasiveness. In the next sec-
tion we will validate this claim by means of predic-
tion experiments.

6 Prediction Experiments

In this section, we describe the prediction tasks (both
within and across datasets) that we carried out to in-

4In the following the ratios are computed on the real values
while Table 4 presents the rounded values.
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vestigate the impact of the phonetic features on the
detection of various forms of persuasiveness. We
compare three different sets of features, namely pho-
netic, n-grams and their combination to understand
whether phonetic information can improve the per-
formance of standard lexical approaches. Similarly
to Danescu-Niculescu-Mizil et al. (2012) and Tan
et al. (2014), we formulate a pairwise classifica-
tion problem such that given a pair (s1, s2) consist-
ing of sentences s1 and s2, the goal is to determine
the more persuasive one (i.e., the one on the left or
right). We can consider this as a binary classification
task where for each instance (i.e., pair) the possible
labels are left or right.

6.1 Dataset and preprocessing

For the prediction experiments, we used the four
datasets described in Section 4 (i.e., CORPS, Twit-
ter, Slogan and Movie), all of which consist of a per-
suasive sentence P and its non-persuasive counter-
part (¬P ) labeled as either left or right. To make the
positions of the sentences in a pair irrelevant (i.e. to
provide symmetry), for each instance occurring in
the original datasets (e.g., (s1, s2) with label left),
we added another instance including the same sen-
tence pair in reverse order (i.e., (s2, s1) with label
right). As a preprocessing step, all the sentences
were tokenized by using Stanford CoreNLP (Man-
ning et al., 2014).

6.2 Classifier and features

We performed a 10-fold cross-validation on each
dataset and experimented with three feature sets
by using a Support Vector Machine (SVM) classi-
fier (Cortes and Vapnik, 1995). We preferred SVM
as a classifier due to its characteristic property to
especially perform well on high-dimensional data
(Weichselbraun et al., 2011).

The first feature set consists of the phonetic fea-
tures (i.e. plosive, alliteration, rhyme and homo-
geneity scores as detailed in Section 3). The second
feature set is a standard bag of word n-grams includ-
ing unigrams, bigrams and trigrams. All the non-
ascii characters, punctuations and numbers were ig-
nored. The URLs and mentions in Twitter data were
replaced with tags (i.e. URL and MENTION re-
spectively). In addition, for the unigram features,
stop words were filtered out. We did not apply this

filtering for bigrams and trigrams to capture longer-
range usage patterns such as propositional phrases.
The third feature set is simply the union of both pho-
netic and n-gram features.

To find the best configuration for each dataset and
feature set, we conducted a grid search over the de-
gree of the polynomial kernel (1 or 2) and the num-
ber of features to be used (in the range between
1,000 and 20,000). Due to the low dimensionality of
the phonetic feature set, feature selection was per-
formed only for the feature sets including n-grams.
The selection was performed based on the informa-
tion gain of each feature.

Dataset Phonetic N-Gram All

CORPS 0.589 (-, 1) 0.733∗∗∗ (4k, 1) 0.736† (2k, 1)
Movie 0.600 (-, 2) 0.694∗∗∗ (1k, 1) 0.722∗∗∗ (1k, 1)
Slogan 0.700 (-, 2) 0.826∗∗∗ (3k, 1) 0.883∗∗∗ (5k, 1)
Twitter 0.563 (-, 2) 0.732∗∗∗ (5k, 1) 0.745∗∗∗ (4k, 1)

Table 5: Results of the within-dataset experiments.

6.3 Within-dataset experiments

For this set of experiments, we conducted a 10-fold
cross validation on each dataset separately. In Ta-
ble 5, for each dataset listed in the first column, in
the subsequent columns we report the performance
of the best model obtained with 10-fold cross vali-
dation using i) only phonetic features (Phonetic), ii)
only n-grams (N-Gram), iii) both phonetic and n-
gram features (All). As mentioned previously, for
each pair (s1, s2) consisting of sentences s1 and s2,
our dataset contains another pair including the same
sentences in reverse order (i.e., (s2, s1)), resulting in
a symmetric and balanced dataset. Therefore, clas-
sification performance is measured in terms of ac-
curacy (i.e., the percentage of pairs of which labels
were correctly predicted). For each accuracy value,
we also report in parenthesis the number of features
selected and the kernel degree of the correspond-
ing model. While the kernel degree did not make
a big difference in the performance, the number of
selected features had an important effect on the ac-
curacy of the models. As can be observed from these
values, the best performance on all the datasets is
achieved with a relatively small number of features.

Among the values reported in the table, the ones
followed by ∗∗∗ are significantly different (p < .001)
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Dataset N-Gram N-Gram+Rhyme N-Gram+Plosive N-Gram+Homogeneity N-Gram+Alliteration

CORPS 0.733 0.738† (3k, 1) 0.740† (2k, 1) 0.738† (3k, 1) 0.738† (2k, 1)
Movie 0.694 0.694† (1k, 1) 0.692† (1k, 1) 0.721∗∗∗ (1k, 1) 0.709∗∗ (1k, 1)
Slogan 0.826 0.864∗∗∗ (2k, 1) 0.824† (2k, 1) 0.867∗∗∗ (3k, 1) 0.859∗∗∗ (3k, 1)
Twitter 0.732 0.740∗∗ (4k, 1) 0.733† (4k, 1) 0.746∗∗∗ (4k, 1) 0.742∗∗∗ (4k, 1)

Table 6: Contribution of the phonetic features.

Test
CORPS Twitter Slogan Movie

Training Phonetic N-Gram All Phonetic N-Gram All Phonetic N-Gram All Phonetic N-Gram All

CORPS - - - 0.463 0.508 0.523 0.508 0.517 0.539 0.411 0.506 0.516
Twitter 0.439 0.494 0.462 - - - 0.564 0.531 0.637 0.596 0.544 0.589
Slogan 0.535 0.512 0.514 0.535 0.510 0.539 - - - 0.532 0.545 0.588
Movie 0.431 0.513 0.498 0.562 0.533 0.560 0.581 0.537 0.589 - - -

Table 7: Results of the cross-dataset prediction experiments optimized on the training set.

from the ones to their left, while † represents no
significance, as calculated according to McNemar’s
test (McNemar, 1947). For each dataset, the weakest
models (i.e. the ones using only the phonetic fea-
tures in all cases) are still significantly (p < .001)
more accurate than a random baseline (accuracy =
50%). As can be observed from the table, the mod-
els using only n-grams significantly outperform the
ones only based on phonetic features in all datasets.
However, while the phonetic features are not very
strong by themselves, their combination with n-
grams results in models outperforming the n-gram
based models in all cases. The difference is highly
significant for all datasets except CORPS, where n-
grams alone are sufficient to achieve a good perfor-
mance. We speculate that the kind of persuasiveness
used in political speeches is more dependent on the
lexical choices of the speaker and on the use of a spe-
cific set of semantically loaded words such as bless,
victory, God and justice or military. This is in line
with the work of Guerini et al. (2008), who built a
domain specific lexicon to study the persuasive im-
pact of words in political speeches.

We also conducted an additional set of experi-
ments to investigate if some phonetic features stand
out among the others, and to find out the contri-
bution and importance of each phonetic feature in
isolation. To achieve that, for each dataset we con-
ducted a 10-fold cross validation to obtain the best
four models containing a single phonetic feature
on top of n-gram features (i.e. N-Gram+Rhyme,

N-Gram+Plosive, N-Gram+Homogeneity and N-
Gram+Alliteration). In Table 6, we report the ac-
curacy of the n-gram model and these four models
for each dataset. Similarly to Table 5, for each accu-
racy value, we also report in parenthesis the number
of features selected and the kernel degree of the cor-
responding model obtained with grid search. The
results demonstrate that homegeneity is the most ef-
fective feature when added on top of n-grams, result-
ing in highly significant improvement against the ba-
sic n-gram models in three out of four datasets. Al-
literation and rhyme closely follow homogeneity by
yielding models that significantly outperform the n-
gram models in three and two datasets respectively.
Finally, the models containing plosives do not im-
prove over the n-gram models in any of the four
datasets. It is worth noting that in CORPS none of
the n-gram models enriched with phonetic features
improves over the basic n-gram models as in line
with the results of the within-dataset experiments re-
ported in Table 5.

6.4 Cross-dataset experiments

After observing that the combination of phonetic
and n-gram features can be effective in the within-
dataset prediction experiments, we took a further
step and investigated the interaction of the three fea-
ture sets across datasets. More specifically, we clas-
sified each dataset with the best models (one for each
feature set) trained on the other datasets. With these
experiments, we investigated the ability of phonetic
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features to generalize across the different lexicons
of the datasets. As we discussed previously, the four
datasets represent different forms of persuasiveness.
In this respect, the results of the cross-dataset exper-
iments can also be interpreted as a measure of the
degree of compatibility among these kinds of per-
suasiveness.

In Table 7, we present the results of the cross-
dataset prediction experiments. For each training
and test set pair, we report the accuracy of the best
models, one for each feature set, based on cross-
validation on the training set. As can be observed
from the table, the figures are generally low and
various domain adaptation techniques could be em-
ployed to improve the results. However, the objec-
tive of this evaluation is not to train an optimized
cross-domain classifier, but to assess the potential of
the feature sets to model different kinds of persua-
siveness.

As expected, n-gram features show poor perfor-
mance due to the lexical and stylistic differences
among the datasets. In many cases, the phonetic
models outperform the n-gram models, and in sev-
eral cases the combination of the two feature sets de-
teriorates the performance of the phonetic features
alone. These findings support our hypothesis that
phonetic features, due to their generality, have better
correlation with different forms of persuasiveness
than lexical features. The experiments involving the
CORPS dataset, both for training and testing, do not
share this behavior. Indeed, when CORPS is used
as a training or test dataset, the performance of the
models is quite low (very close to or worse than the
baseline in many cases) independently from the fea-
ture sets. These results suggest that the notion of
persuasiveness encoded in this dataset is remarkably
different from the others, as previously discussed in
the data analysis in Section 5. As seen in the within
dataset experiments (see Table 5), CORPS is the
only dataset in which the combination of lexical and
phonetic features do not improve the classification
accuracy. This explains the inability of the phonetic
features to improve the accuracy in cross-dataset ex-
periments when this dataset is employed.

7 Conclusion

In this paper, we focused on the impact of a set
of phonetic features – namely rhyme, alliteration,

homogeneity and plosives – on various forms of
persuasiveness including memorability of slogans
and movie quotes, re-tweet counts of tweets, and
effectiveness of political speeches. We conducted
our analysis and experiments on four datasets com-
prising pairs of a persuasive sentence and a non-
persuasive counterpart.

Our data analysis shows that persuasive sentences
are generally euphonic. This finding is confirmed
by the prediction experiments, in which we observed
that phonetic features consistently help in the detec-
tion of persuasiveness. When combined with lexical
features, they help improving classification perfor-
mance on three of the four datasets that we consid-
ered. The key role played by phonetic features is
further underlined by the cross-dataset experiments,
in which we observed that phonetic features alone
generally outperform the lexical features. To the
best of our knowledge, this is the first systematic
analysis of the impact of phonetic features on sev-
eral types of persuasiveness. Our results should en-
courage researchers dealing with different aspects of
persuasiveness to consider the inclusion of phonetic
attributes in their models.

As future work, we will investigate the impact
of other phonetic devices such as assonance, conso-
nance and rhythm on persuasiveness. It would also
be interesting to focus on the connection between
sound symbolism and persuasiveness, and investi-
gate how the context or domain of persuasive state-
ments interacts with the sounds in those statements.

We would like to conclude this paper with the most
favorite and retweeted tweet of @NAACL2015 (the
Twitter account of the conference whose proceed-
ings comprise this paper), which is a good example
of the positive effect of euphony in persuasiveness:

The deadline for @NAACL2015 paper
submissions is approaching:

Remember, remember, the 4th of December!
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Abstract

Solving the visual symbol grounding prob-
lem has long been a goal of artificial intel-
ligence. The field appears to be advancing
closer to this goal with recent breakthroughs
in deep learning for natural language ground-
ing in static images. In this paper, we propose
to translate videos directly to sentences using
a unified deep neural network with both con-
volutional and recurrent structure. Described
video datasets are scarce, and most existing
methods have been applied to toy domains
with a small vocabulary of possible words.
By transferring knowledge from 1.2M+ im-
ages with category labels and 100,000+ im-
ages with captions, our method is able to
create sentence descriptions of open-domain
videos with large vocabularies. We compare
our approach with recent work using language
generation metrics, subject, verb, and object
prediction accuracy, and a human evaluation.

1 Introduction

For most people, watching a brief video and describ-
ing what happened (in words) is an easy task. For
machines, extracting the meaning from video pixels
and generating natural-sounding language is a very
complex problem. Solutions have been proposed for
narrow domains with a small set of known actions
and objects, e.g., (Barbu et al., 2012; Rohrbach et
al., 2013), but generating descriptions for “in-the-
wild” videos such as the YouTube domain (Figure 1)
remains an open challenge.

Progress in open-domain video description has
been difficult in part due to large vocabularies and

Input video:

Our output: A cat is playing with a toy.
Humans: A Ferret and cat fighting with each other. / A cat and
a ferret are playing. / A kitten is playing with a ferret. / A kitten
and a ferret are playfully wrestling.

Figure 1: Our system takes a short video as input and out-
puts a natural language description of the main activity in
the video.

very limited training data consisting of videos with
associated descriptive sentences. Another serious
obstacle has been the lack of rich models that can
capture the joint dependencies of a sequence of
frames and a corresponding sequence of words. Pre-
vious work has simplified the problem by detecting
a fixed set of semantic roles, such as subject, verb,
and object (Guadarrama et al., 2013; Thomason et
al., 2014), as an intermediate representation. This
fixed representation is problematic for large vocabu-
laries and also leads to oversimplified rigid sentence
templates which are unable to model the complex
structures of natural language.

In this paper, we propose to translate from video
pixels to natural language with a single deep neu-
ral network. Deep NNs can learn powerful fea-
tures (Donahue et al., 2013; Zeiler and Fergus,
2014), but require a lot of supervised training data.
We address the problem by transferring knowledge
from auxiliary tasks. Each frame of the video is
modeled by a convolutional (spatially-invariant) net-
work pre-trained on 1.2M+ images with category la-
bels (Krizhevsky et al., 2012). The meaning state
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and sequence of words is modeled by a recurrent
(temporally invariant) deep network pre-trained on
100K+ Flickr (Hodosh and Hockenmaier, 2014) and
COCO (Lin et al., 2014) images with associated sen-
tence captions. We show that such knowledge trans-
fer significantly improves performance on the video
task.

Our approach is inspired by recent breakthroughs
reported by several research groups in image-to-text
generation, in particular, the work by Donahue et
al. (2014). They applied a version of their model
to video-to-text generation, but stopped short of
proposing an end-to-end single network, using an
intermediate role representation instead. Also, they
showed results only on the narrow domain of cook-
ing videos with a small set of pre-defined objects
and actors. Inspired by their approach, we utilize
a Long-Short Term Memory (LSTM) recurrent neu-
ral network (Hochreiter and Schmidhuber, 1997) to
model sequence dynamics, but connect it directly to
a deep convolutional neural network to process in-
coming video frames, avoiding supervised interme-
diate representations altogether. This model is sim-
ilar to their image-to-text model, but we adapt it for
video sequences.

Our proposed approach has several important ad-
vantages over existing video description work. The
LSTM model, which has recently achieved state-of-
the-art results on machine translation tasks (French
and English (Sutskever et al., 2014)), effectively
models the sequence generation task without requir-
ing the use of fixed sentence templates as in previous
work (Guadarrama et al., 2013). Pre-training on im-
age and text data naturally exploits related data to
supplement the limited amount of descriptive video
currently available. Finally, the deep convnet, the
winner of the ILSVRC2012 (Russakovsky et al.,
2014) image classification competition, provides a
strong visual representation of objects, actions and
scenes depicted in the video.

Our main contributions are as follows:
• We present the first end-to-end deep model for

video-to-text generation that simultaneously
learns a latent “meaning” state, and a fluent
grammatical model of the associated language.

• We leverage still image classification and cap-
tion data and transfer deep networks learned on
such data to the video domain.

• We provide a detailed evaluation of our model
on the popular YouTube corpus (Chen and
Dolan, 2011) and demonstrate a significant im-
provement over the state of the art.

2 Related Work

Most of the existing research in video description
has focused on narrow domains with limited vocab-
ularies of objects and activities (Kojima et al., 2002;
Lee et al., 2008; Khan and Gotoh, 2012; Barbu et
al., 2012; Ding et al., 2012; Khan and Gotoh, 2012;
Das et al., 2013b; Das et al., 2013a; Rohrbach et
al., 2013; Yu and Siskind, 2013). For example,
Rohrbach et al. (2013), Rohrbach et al. (2014) pro-
duce descriptions for videos of several people cook-
ing in the same kitchen. These approaches generate
sentences by first predicting a semantic role repre-
sentation, e.g., modeled with a CRF, of high-level
concepts such as the actor, action and object. Then
they use a template or statistical machine transla-
tion to translate the semantic representation to a sen-
tence.

Most work on “in-the-wild” online video has fo-
cused on retrieval and predicting event tags rather
than generating descriptive sentences; examples are
tagging YouTube (Aradhye et al., 2009) and retriev-
ing online video in the TRECVID competition (Over
et al., 2012). Work on TRECVID has also included
clustering both video and text features for video re-
trieval, e.g., (Wei et al., 2010; Huang et al., 2013).

The previous work on the YouTube corpus we em-
ploy (Motwani and Mooney, 2012; Krishnamoorthy
et al., 2013; Guadarrama et al., 2013; Thomason et
al., 2014) used a two-step approach, first detecting a
fixed tuple of role words, such as subject, verb, ob-
ject, and scene, and then using a template to generate
a grammatical sentence. They also utilize language
models learned from large text corpora to aid visual
interpretation as well as sentence generation. We
compare our method to the best-performing method
of Thomason et al. (2014). A recent paper by Xu
et al. (2015) extracts deep features from video and a
continuous vector from language, and projects both
to a joint semantic space. They apply their joint em-
bedding to SVO prediction and generation, but do
not provide quantitative generation results. Our net-
work learns a joint state vector implicitly, and addi-
tionally models sequence dynamics of the language.
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Predicting natural language desriptions of still
images has received considerable attention, with
some of the earliest works by Aker and Gaizauskas
(2010), Farhadi et al. (2010), Yao et al. (2010), and
Kulkarni et al. (2011) amongst others. Propelled by
successes of deep learning, several groups released
record breaking results in just the past year (Don-
ahue et al., 2014; Mao et al., 2014; Karpathy et al.,
2014; Fang et al., 2014; Kiros et al., 2014; Vinyals
et al., 2014; Kuznetsova et al., 2014).

In this work, we use deep recurrent nets (RNNs),
which have recently demonstrated strong results for
machine translation tasks using Long Short Term
Memory (LSTM) RNNs (Sutskever et al., 2014; Cho
et al., 2014). In contrast to traditional statistical
MT (Koehn, 2010), RNNs naturally combine with
vector-based representations, such as those for im-
ages and video. Donahue et al. (2014) and Vinyals
et al. (2014) simultaneously proposed a multimodal
analog of this model, with an architecture which
uses a visual convnet to encode a deep state vector,
and an LSTM to decode the vector into a sentence.

Our approach to video to text generation is in-
spired by the work of Donahue et al. (2014), who
also applied a variant of their model to video-to-text
generation, but stopped short of training an end-to-
end model. Instead they converted the video to an
intermediate role representation using a CRF, then
decoded that representation into a sentence. In con-
trast, we bypass detection of high-level roles and use
the output of a deep convolutional network directly
as the state vector that is decoded into a sentence.
This avoids the need for labeling semantic roles,
which can be difficult to detect in the case of very
large vocabularies. It also allows us to first pre-train
the model on a large image and caption database,
and transfer the knowledge to the video domain
where the corpus size is smaller. While Donahue et
al. (2014) only showed results on a narrow domain
of cooking videos with a small set of pre-defined
objects and actors, we generate sentences for open-
domain YouTube videos with a vocabulary of thou-
sands of words.

3 Approach

Figure 2 depicts our model for sentence generation
from videos. Our framework is based on deep image
description models in Donahue et al. (2014);Vinyals

 m
ea

n
 p

o
o

lin
g

  Input Video    Convolutional Net              Recurrent Net              Output 

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

A

boy

is

playing

golf

<EOS>

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

CNN

CNN

CNN

CNN

CNN

. . .

. . .

Figure 2: The structure of our video description network.
We extract fc7 features for each frame, mean pool the
features across the entire video and input this at every
time step to the LSTM network. The LSTM outputs one
word at each time step, based on the video features (and
the previous word) until it picks the end-of-sentence tag.

et al. (2014) and extends them to generate sentences
describing events in videos. These models work
by first applying a feature transformation on an im-
age to generate a fixed dimensional vector represen-
tation. They then use a sequence model, specifi-
cally a Recurrent Neural Network (RNN), to “de-
code” the vector into a sentence (i.e. a sequence of
words). In this work, we apply the same principle of
“translating” a visual vector into an English sentence
and show that it works well for describing dynamic
videos as well as static images.

We identify the most likely description for a given
video by training a model to maximize the log like-
lihood of the sentence S, given the corresponding
video V and the model parameters θ,

θ∗ = argmax
θ

∑
(V,S)

log p(S|V ; θ) (1)

Assuming a generative model of S that produces
each word in the sequence in order, the log proba-
bility of the sentence is given by the sum of the log
probabilities over the words and can be expressed
as:

log p(S|V ) =
N∑
t=0

log p(Swt |V, Sw1 , . . . , Swt−1)

where Swi represents the ith word in the sentence
and N is the total number of words. Note that we
have dropped θ for convenience.

A sequence model would be apt to model
p(Swt |V, Sw1 , . . . , Swt−1), and we choose an RNN.
An RNN, parameterized by θ, maps an input xt,
and the previously seen words expressed as a hid-
den state or memory, ht−1 to an output zt and an
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updated state ht using a non-linear function f :

ht = fθ(xt, ht−1) (2)

where (h0 = 0). In our work we use the highly
successful Long Short-Term Memory (LSTM) net
as the sequence model, since it has shown supe-
rior performance on tasks such as speech recogni-
tion (Graves and Jaitly, 2014), machine translation
(Sutskever et al., 2014; Cho et al., 2014) and the
more related task of generating sentence descrip-
tions of images (Donahue et al., 2014; Vinyals et al.,
2014). To be specific, we use two layers of LSTMs
(one LSTM stacked atop another) as shown in Fig-
ure 2. We present details of the network in Section
3.1. To convert videos to a fixed length representa-
tion (input xt), we use a Convolutional Neural Net-
work (CNN). We present details of how we apply
the CNN model to videos in Section 3.2.

3.1 LSTMs for sequence generation
A Recurrent Neural Network (RNN) is a gener-
alization of feed forward neural networks to se-
quences. Standard RNNs learn to map a sequence
of inputs (x1, . . . , xt) to a sequence of hidden states
(h1, . . . , ht), and from the hidden states to a se-
quence of outputs (z1, . . . , zt) based on the follow-
ing recurrences:

ht = f(Wxhxt +Whhht−1) (3)

zt = g(Wzhht) (4)

where f and g are element-wise non-linear functions
such as a sigmoid or hyperbolic tangent, xt is a fixed
length vector representation of the input, ht ∈ RN

is the hidden state with N units, Wij are the weights
connecting the layers of neurons, and zt the output
vector.

RNNs can learn to map sequences for which the
alignment between the inputs and outputs is known
ahead of time (Sutskever et al., 2014) however it’s
unclear if they can be applied to problems where the
inputs (xi) and outputs (zi) are of varying lengths.
This problem is solved by learning to map sequences
of inputs to a fixed length vector using one RNN,
and then map the vector to an output sequence using
another RNN. Another known problem with RNNs
is that, it can be difficult to train them to learn long-
range dependencies (Hochreiter et al., 2001). How-
ever, LSTMs (Hochreiter and Schmidhuber, 1997),

xt

ht-1

xt
ht-1 xt ht-1

xt ht-1

ht(=zt)

Cell

Output 
Gate

Input 
Gate

Forget 
Gate

Input 
Modulation
Gate

LSTM Unit

Figure 3: The LSTM unit replicated from (Donahue et
al., 2014). The memory cell is at the core of the LSTM
unit and it is modulated by the input, output and forget
gates controlling how much knowledge is transferred at
each time step.

which incorporate explicitly controllable memory
units, are known to be able to learn long-range tem-
poral dependencies. In our work we use the LSTM
unit in Figure 3, described in Zaremba and Sutskever
(2014), and Donahue et al. (2014).

At the core of the LSTM model is a memory cell c
which encodes, at every time step, the knowledge of
the inputs that have been observed up to that step.
The cell is modulated by gates which are all sig-
moidal, having range [0, 1], and are applied multi-
plicatively. The gates determine whether the LSTM
keeps the value from the gate (if the layer evaluates
to 1) or discards it (if it evaluates to 0). The three
gates – input gate (i) controlling whether the LSTM
considers its current input (xt), the forget gate (f )
allowing the LSTM to forget its previous memory
(ct−1), and the output gate (o) deciding how much
of the memory to transfer to the hidden state (ht),
all enable the LSTM to learn complex long-term de-
pendencies. The recurrences for the LSTM are then
defined as:
it = σ(Wxixt +Whiht−1) (5)

ft = σ(Wxfxt +Whfht−1) (6)

ot = σ(Wxoxt +Whoht−1) (7)

ct = ft � ct−1 + it � φ(Wxcxt +Whcht−1) (8)

ht = ot � φ(ct) (9)

where σ is the sigmoidal non-linearity, φ is the
hyperbolic tangent non-linearity, � represents the
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product with the gate value, and the weight matri-
ces denoted by Wij are the trained parameters.

3.2 CNN-LSTMs for video description

We use a two layer LSTM model for generating de-
scriptions for videos based on experiments by Don-
ahue et al. (2014) which suggest two LSTM layers
are better than four and a single layer for image to
text tasks. We employ the LSTM to “decode” a vi-
sual feature vector representing the video to gener-
ate textual output. The first step in this process is to
generate a fixed-length visual input that effectively
summarizes a short video. For this we use a CNN,
specifically the publicly available Caffe (Jia et al.,
2014) reference model, a minor variant of AlexNet
(Krizhevsky et al., 2012). The net is pre-trained
on the 1.2M image ILSVRC-2012 object classifica-
tion subset of the ImageNet dataset (Russakovsky et
al., 2014) and hence provides a robust initialization
for recognizing objects and thereby expedites train-
ing. We sample frames in the video (1 in every 10
frames) and extract the output of the fc7 layer and
perform a mean pooling over the frames to generate
a single 4,096 dimension vector for each video. The
resulting visual feature vector forms the input to the
first LSTM layer. We stack another LSTM layer on
top as in Figure 2, and the hidden state of the LSTM
in the first layer is the input to the LSTM unit in the
second layer. A word from the sentence forms the
target of the output LSTM unit. In this work, we
represent words using “one-hot” vectors (i.e 1-of-N
coding, where is N is the vocabulary size).

Training and Inference: The two-layer LSTM
model is trained to predict the next word Swt in
the sentence given the visual features and the pre-
vious t − 1 words, p(Swt |V, Sw1 , . . . , Swt−1). Dur-
ing training the visual feature, sentence pair (V, S)
is provided to the model, which then optimizes the
log-likelihood (Equation 1) over the entire training
dataset using stochastic gradient descent. At each
time step, the input xt is fed to the LSTM along with
the previous time step’s hidden state ht−1 and the
LSTM emits the next hidden state vector ht (and a
word). For the first layer of the LSTM xt is the con-
catenation of the visual feature vector and the pre-
vious encoded word (Swt−1 , the ground truth word
during training and the predicted word during test

time). For the second layer of the LSTM xt is zt of
the first layer. Accordingly, inference must also be
performed sequentially in the order h1 = fW (x1, 0),
h2 = fW (x2, h1), until the model emits the end-
of-sentence (EOS) token at the final step T . In our
model the output (ht = zt) of the second layer LSTM
unit is used to obtain the emitted word. We apply
the Softmax function, to get a probability distribu-
tion over the words w in the vocabulary D.

p(w|zt) =
exp(Wwzt)∑

w′∈D exp(Ww′zt)
(10)

where Ww is a learnt embedding vector for word w.
At test time, we choose the word ŵ with the maxi-
mum probability for each time step t until we obtain
the EOS token.

3.3 Transfer Learning from Captioned Images
Since the training data available for video descrip-
tion is quite limited (described in Section 4.1), we
also leverage much larger datasets available for im-
age captioning to train our LSTM model and then
fine tune it on the video dataset. Our LSTM model
for images is the same as the one described above
for single video frames (in Section 3.1, and 3.2). As
with videos, we extract fc7 layer features (4096 di-
mensional vector) from the network (Section 3.2) for
the images. This forms the visual feature that is in-
put to the 2-layer LSTM description model. The vo-
cabulary is the combined set of words in the video
and image datasets. After the model is trained on
the image dataset, we use the weights of the trained
model to initialize the LSTM model for the video de-
scription task. Additionally, we reduce the learning
rate on our LSTM model to allow it to tune to the
video dataset. This speeds up training and allows
exploiting knowledge previously learned for image
description.

4 Experiments

4.1 Datasets
Video dataset. We perform all our experiments
on the Microsoft Research Video Description Cor-
pus (Chen and Dolan, 2011). This video corpus is
a collection of 1970 YouTube snippets. The dura-
tion of each clip is between 10 seconds to 25 sec-
onds, typically depicting a single activity or a short
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sequence. The dataset comes with several human
generated descriptions in a number of languages;
we use the roughly 40 available English descriptions
per video. This dataset (or portions of it) have been
used in several prior works (Motwani and Mooney,
2012; Krishnamoorthy et al., 2013; Guadarrama et
al., 2013; Thomason et al., 2014; Xu et al., 2015) on
action recognition and video description tasks. For
our task we pick 1200 videos to be used as train-
ing data, 100 videos for validation and 670 videos
for testing, as used by the prior works on video de-
scription (Guadarrama et al., 2013; Thomason et al.,
2014; Xu et al., 2015).

Domain adaptation, image description datasets.
Since the number of videos for the description task is
quite small when compared to the size of the datasets
used by LSTM models in other tasks such as trans-
lation (Sutskever et al., 2014) (12M sentences), we
use data from the Flickr30k and COCO2014 datasets
for training and learn to adapt to the video dataset
by fine-tuning the image description models. The
Flickr30k (Hodosh and Hockenmaier, 2014) dataset
has about 30,000 images, each with 5 or more de-
scriptions. We hold out 1000 images at random for
validation and use the remaining for training. In ad-
dition to this, we use the recent COCO2014 (Lin
et al., 2014) image description dataset consisting of
82,783 training images and 40,504 validation im-
ages, each with 5 or more sentence descriptions. We
perform ablation experiments by training models on
each dataset individually, and on the combination
and report results on the YouTube video test dataset.

4.2 Models

HVC This is the Highest Vision Confidence
model described in (Thomason et al., 2014). The
model uses strong visual detectors to predict confi-
dence over 45 subjects, 218 verbs and 241 objects.

FGM (Thomason et al., 2014) also propose a fac-
tor graph model (FGM) that combines knowledge
mined from text corpora with visual confidences
from the HVC model using a factor graph and per-
forms probabilistic inference to determine the most
likely subject, verb, object and scene tuple. They
then use a simple template to generate a sentence
from the tuple. In this work, we compare the out-
put of our model to the subject, verb, object words

predicted by the HVC and FGM models and the sen-
tences generated from the SVO triple.

Our LSTM models We present four main mod-
els. LSTM-YT is our base two-layer LSTM model
trained on the YouTube video dataset. LSTM-
YTflickr is the model trained on the Flickr30k (Ho-
dosh and Hockenmaier, 2014) dataset, and fine
tuned on the YouTube dataset as descibed in Section
3.3. LSTM-YTcoco is first trained on the COCO2014
(Lin et al., 2014) dataset and then fine-tuned on the
video dataset. Our final model, LSTM-YTcocoflickr
is trained on the combined data of both the Flickr
and COCO models and is tuned on YouTube. To
compare the overlap in content between the im-
age dataset and YouTube dataset, we use the model
trained on just the Flickr images (LSTMflickr) and
just the COCO images (LSTMcoco) and evaluate
their performance on the test videos.

4.3 Evaluation Metrics and Results

SVO accuracy. Earlier works (Krishnamoorthy et
al., 2013; Guadarrama et al., 2013) that reported re-
sults on the YouTube dataset compared their method
based on how well their model could predict the sub-
ject, verb, and object (SVO) depicted in the video.
Since these models first predicted the content (SVO
triples) and then generated the sentences, the S,V,O
accuracy captured the quality of the content gener-
ated by the models. However, in our case the se-
quential LSTM directly outputs the sentence, so we
extract the S,V,O from the dependency parse of the
generated sentence. We present, in Table 1 and Ta-
ble 2, the accuracy of S,V,O words comparing the
performance of our model against any valid ground
truth triple and the most frequent triple found in hu-
man description for each video. The latter evalua-
tion was also reported by (Xu et al., 2015), so we
include it here for comparison.

Sentence Generation. To evaluate the generated
sentences we use the BLEU (Papineni et al., 2002)
and METEOR (Banerjee and Lavie, 2005) scores
against all ground truth sentences. BLEU is the
metric that is seen more commonly in image de-
scription literature, but a more recent study (Elliott
and Keller, 2014) has shown METEOR to be a bet-
ter evaluation metric. However, since both metrics
have been shown to correlate well with human eval-
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Model S% V% O%
HVC (Thomason et al., 2014) 86.87 38.66 22.09
FGM (Thomason et al., 2014) 88.27 37.16 24.63
LSTMflickr 79.95 15.47 13.94
LSTMcoco 56.30 06.90 14.86
LSTM-YT 79.40 35.52 20.59
LSTM-YTflickr 84.92 38.66 21.64
LSTM-YTcoco 86.58 42.23 26.69
LSTM-YTcoco+flickr 87.27 42.79 24.23

Table 1: SVO accuracy: Binary SVO accuracy compared
against any valid S,V,O triples in the ground truth descrip-
tions. We extract S,V,O values from sentences output by
our model using a dependency parser. The model is cor-
rect if it identifies S,V, or O mentioned in any one of the
multiple human descriptions.

Model S% V% O%
HVC (Thomason et al., 2014) 76.57 22.24 11.94
FGM (Thomason et al., 2014) 76.42 21.34 12.39
JointEmbed1

(Xu et al., 2015) 78.25 24.45 11.95
LSTMflickr 70.80 10.02 07.84
LSTMcoco 47.44 02.85 07.05
LSTM-YT 71.19 19.40 09.70
LSTM-YTflickr 75.37 21.94 10.74
LSTM-YTcoco 76.01 23.38 14.03
LSTM-YTcoco+flickr 75.61 25.31 12.42

Table 2: SVO accuracy: Binary SVO accuracy compared
against most frequent S,V,O triple in the ground truth de-
scriptions. We extract S,V,O values from parses of sen-
tences output by our model using a dependency parser.
The model is correct only if it outputs the most frequently
mentioned S, V, O among the human descriptions.

uations, we compare the generated sentences using
both and present our results in Table 3.

Human Evaluation. We used Amazon Mechan-
ical Turk to also collect human judgements. We
created a task which employed three Turk workers
to watch each video, and rank sentences generated
by the different models from “Most Relevant” (5)
to “Least Relevant” (1). No two sentences could
have the same rank unless they were identical. We
also evaluate sentences on grammatical correctness.
We created a different task which required work-
ers to rate sentences based on grammar. This task

1They evaluate against a filtered set of groundtruth SVO
words which provides a tiny boost to their scores.

Model BLEU METEOR

FGM (Thomason et al., 2014) 13.68 23.90
LSTM-YT 31.19 26.87
LSTM-YTflickr 32.03 27.87
LSTM-YTcoco 33.29 29.07
LSTM-YTcoco+flickr 33.29 28.88

Table 3: Scores for BLEU at 4 (combined n-gram 1-4),
and METEOR scores from automated evaluation metrics
comparing the quality of the generation. All values are
reported as percentage (%).

Model Relevance Grammar

FGM (Thomason et al., 2014) 2.26 3.99
LSTM-YT 2.74 3.84
LSTM-YTcoco 2.93 3.46
LSTM-YTcoco+flickr 2.83 3.64
GroundTruth 4.65 4.61

Table 4: Human evaluation mean scores. Sentences were
uniquely ranked between 1 to 5 based on their relevance
to a given video. Sentences were rated between 1 to 5 for
grammatical correctness. Higher values are better.

displayed only the sentences and did not show any
video. Here, workers had to choose a rating be-
tween 1-5 for each sentence. Multiple sentences
could have the same rating. We discard responses
from workers who fail gold-standard items and re-
port the mean ranking/rating for each of the evalu-
ated models in Table 4.

Individual Frames. In order to evaluate the ef-
fectiveness of mean pooling, we performed exper-
iments to train and test the model on individual
frames from the video. Our first set of experiments
involved testing how well the image description
models performed on a randomly sampled frame in
the video. Similar to Tables 1 and 2, the model
trained on Flickr30k when tested on random frames
from the video scored better on subjects and verbs
with any valid accuracy of 75.16% and 11.65% re-
spectively; and 9.01% on objects. The one trained
on COCO did better on objects (12.54%, any valid
accuracy) but very poorly on subjects and verbs.
In our next experiment, we used image description
models (trained on Flickr30k, COCO or a combi-
nation of both) and fine-tuned them on individual
frames in the video by picking a different frame
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Model (individual frames) BLEU METEOR

LSTMflickr 08.62 18.56
LSTMcoco 11.39 20.03
LSTM-YT-frameflickr 26.75 26.51
LSTM-YT-framecoco 30.77 27.66
LSTM-YT-framecoco+flickr 29.72 27.65

Table 5: Scores for BLEU at 4 (combined n-gram 1-4),
and METEOR scores comparing the quality of sentence
generation by the models trained on Flickr30k and COCO
and tested on a random frame from the video. LSTM-
YT-frame models were fine tuned on individual frames
from the Youtube video dataset. All values are reported
as percentage (%).

for each description in the YouTube dataset. These
models were tested on a random frame from the test
video. The overall trends in the results were similar
to those seen in Tables 1 and 2. The model trained
on COCO and fine-tuned on individual video frames
performed best with any valid S,V,O accuracies
84.8%, 38.98%, and 22.34% respectively. The one
trained on both COCO and Flickr30k had any valid
S,V,O accuracies of 85.67%, 38.83%, and 19.72%.
We report the generation results for these models in
Table 5.

5 Discussion

Image only models. The models trained purely
on the image description data LSTMflickr and
LSTMcoco achieve lower accuracy on the verbs and
objects (Tables 1, 2) since the YouTube videos en-
compass a wider domain and a variety of actions not
detectable from static images.

Base LSTM model. We note that in the SVO
binary accuracy metrics (Tables 1 and 2), the base
LSTM model (LSTM-YT) achieves a slightly lower
accuracy compared to prior work. This is likely due
to the fact that previous work explicitly optimizes to
identify the best subject, verb and object for a video;
whereas the LSTM model is trained on objects and
actions jointly in a sentence and needs to learn to in-
terpret these in different contexts. However, with re-
gard to the generation metrics BLEU and METEOR,
training based on the full sentence helps the LSTM
model develop fluency and vocabulary similar to that
seen in the training descriptions and allows it to out-
perform the template based generation.

Transferring helps. From our experiments, it is

clear that learning from the image description data
improves the performance of the model in all criteria
of evaluation. We present a few examples demon-
strating this in Figure 4. The model that was pre-
trained on COCO2014 shows a larger performance
improvement, indicating that our model can effec-
tively leverage a large auxiliary source of training
data to improve its object and verb predictions. The
model pre-trained on the combined data of Flickr30k
and COCO2014 shows only a marginal improve-
ment, perhaps due to overfitting. Adding dropout
as in (Vinyals et al., 2014) is likely to help prevent
overfitting and improve performance.

From the automated evaluation in Table 3 it is
clear that the fully deep video-to-text generation
models outperform previous work. As mentioned
previously, training on the full sentences is probably
the main reason for the improvements.

Testing on individual frames. The experiments
that evaluated models on individual frames (Section
4.3) from the video have trends similar to those seen
on mean pooled frame features. Specifically, the
model trained on Flickr30k, when directly evaluated
on YouTube video frames performs better on sub-
jects and verbs, whereas the one trained on COCO
does better on objects. This is explained by the fact
that Flickr30k images are more varied but COCO
has more examples of a smaller collection of objects,
thus increasing object accuracy. Amongst the mod-
els trained on images and individual video frames,
the ones trained on COCO (and the combination of
both) perform well, but are still a bit poorer com-
pared to the models trained on mean-pooled fea-
tures. One point to note however is that, these mod-
els were trained and evaluated on random frames
from the video, and not necessarily a key-frame or
most-representative frame. It’s likely that choosing
a representative frame from the video might result in
a small improvement. But, on the whole, our exper-
iments show that models trained on images alone do
not directly perform well on video frames, and a bet-
ter representation is required to learn from videos.

Mean pooling is significant. Our additional
experiments that trained and tested on individual
frames in the video, reported in section 4.3, suggest
that mean pooling frame features gives significantly
better results. This could potentially indicate that
mean pooling features across all frames in the video
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is a reasonable representation for short video clips
at least for the task of generating simple sentential
descriptions.

Human evaluation. We note that the sentences
generated by our model have been ranked more rel-
evant (Table 4) to the content in the video than pre-
vious models. However, there is still a significant
gap between the human ground truth sentence and
the ones generated by the LSTM models. Addi-
tionally, when we ask Turkers to rate only the sen-
tences (they are not provided the video) on grammat-
ical correctness, the template based FGM (Thoma-
son et al., 2014) achieves the highest ratings. This
can be explained by the fact that their work uses a
template technique to generate sentences from con-
tent, and is hence grammatically well formed. Our
model sometimes predicts prepositions and articles
more frequently, resulting in duplicates and hence
incorrect grammar.

6 Conclusion

In this paper we have proposed a model for video
description which uses neural networks for the en-
tire pipeline from pixels to sentences and can poten-
tially allow for the training and tuning of the entire
network. In an extensive experimental evaluation,
we showed that our approach generates better sen-
tences than related approaches. We also showed that
exploiting image description data improves perfor-
mance compared to relying only on video descrip-
tion data. However our approach falls short in better
utilizing the temporal information in videos, which
is a good direction for future work. We will re-
lease our Caffe-based implementation, as well as the
model and generated sentences.
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Figure 4: Examples to demonstrate effectiveness of trans-
ferring from the image description domain. YT refer to
the LSTM-YT, YTcoco to the LSTM-YTcoco, and YTco-
coflickr to the LSTM-YTcoco+flickr models. GT is a ran-
dom human description in the ground truth. Sentences in
bold highlight the most accurate description for the video
amongst the models. Bottom two examples show how
transfer can overfit. Thus, while base LSTM-YT model
detects water and monkey, the LSTM-YTcoco and LSTM-
YTcocoflickr models fail to describe the event completely.
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Abstract

Given a (static) scene, a human can effort-
lessly describe what is going on (who is do-
ing what to whom, how, and why). The pro-
cess requires knowledge about the world, how
it is perceived, and described. In this paper we
study the problem of interpreting and verbal-
izing visual information using abstract scenes
created from collections of clip art images. We
propose a model inspired by machine trans-
lation operating over a large parallel corpus
of visual relations and linguistic descriptions.
We demonstrate that this approach produces
human-like scene descriptions which are both
fluent and relevant, outperforming a num-
ber of competitive alternatives based on tem-
plates, sentence-based retrieval, and a multi-
modal neural language model.

1 Introduction

What is going on in the scene in Figure 1? Is the
boy trying to feed the dog or play with it? Why is
the girl upset? Is it because the dog is wearing her
glasses? Or perhaps she is just scared of the dog?
Scene interpretation is effortless for humans, almost
everyone can summarize Figure 1 in a few words,
without probably paying too much attention to the
fact the girl is wearing a pink dress, the sun is yellow
or that there is a plane in the sky.

Discovering what an image means and relaying it
in words is of theoretical importance raising ques-
tions about language and its grounding in the per-
ceptual world but also has practical applications.
Examples include sentence-based image search and
tools that enhance the accessibility of the web for
visually impaired (blind and partially sighted) in-
dividuals. Indeed, there has been a recent surge
of interest in the development of models that au-
tomatically describe image content in natural lan-

Figure 1: Given an image, humans do not simply see an
arrangement of objects, they understand how they relate
to each other as well as their attributes and the activities
they are involved in.

guage (see references in Section 2). Due to the com-
plex nature of the problem, existing approaches re-
sort to modeling simplifications, on the generation
side (e.g., through the use of templates and sentence-
based retrieval methods), or the image processing
side (e.g., by avoiding object-detection), or both.

In this paper we study the problem of interpreting
visual scenes and rendering their content using nat-
ural language. We approach this problem within the
methodology of Zitnick and Parikh (2013), who pro-
posed the use of abstract scenes generated from clip
art to model scene understanding (see Figure 1). The
use of abstract scenes offers several advantages over
real images. Firstly, it allows us to study the scene
description problem in isolation, without the noise
introduced by automatic object and attribute detec-
tors in real images. Secondly, it is relatively easy to
gather large amounts of data, allowing us to compare
multiple models on an equal footing, study in more
detail the problem of language grounding, and how
to identify what is important in an image. Thirdly,
information learned from abstract scenes will lead
to better understanding of the challenges and data
requirements arising when using real images.

We propose a model inspired by machine trans-
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lation, where the task is to transform a source sen-
tence E into its target translation F . We argue that
generating descriptions for scenes is quite similar,
but with a twist: the translation process is very loose
and selective; there will always be objects in a scene
not worth mentioning, and words in a description
that will have no visual counterpart. Our key in-
sight is to represent scenes via visual dependency
relations (Elliott and Keller, 2013) corresponding to
sentential descriptions. This allows us to create a
large parallel corpus for training a statistical ma-
chine translation system, which we interface with
a content selection component guiding the transla-
tion toward interesting or important scene content.
Advantageously, our model can be used in the re-
verse direction, i.e., to generate scenes, without ad-
ditional engineering effort. Our approach outper-
forms a number of competitive alternatives, when
evaluated both automatically and by humans.

2 Related Work

The task of image description generation has re-
cently gained popularity in the natural language pro-
cessing and computer vision communities. Several
methods leverage recent advances in computer vi-
sion and generate novel sentences relying on ob-
ject detectors, attribute predictors, action detectors,
and pose estimators. Generation is performed using
templates or syntactic rules which piece the descrip-
tion together while leveraging word-co-occurrence
statistics (Kulkarni et al., 2011; Yang et al., 2011;
Elliott and Keller, 2013; Mitchell et al., 2012). Re-
cent advances in neural language models have led to
approaches which generate captions by conditioning
on feature vectors from the output of a deep convo-
lutional neural network without the use of templates
or syntactic trees (Kiros et al., 2014; Vinyals et al.,
2014). Most methods assume no structural infor-
mation on the image side either (images are repre-
sented as unstructured bags of regions or as feature
vectors). A notable exception are Elliott and Keller
(2013) who introduce visual dependency relations
between objects and argue that such structured rep-
resentations are beneficial for image description.

A large body of work has focused on the comple-
mentary problem of matching sentences (Ordonez et
al., 2011; Farhadi et al., 2010; Hodosh et al., 2013;

Feng and Lapata, 2013; Mason and Charniak, 2014)
or phrases (Kuznetsova et al., 2012; Kuznetsova
et al., 2014) to an image from existing human au-
thored descriptions. Sentence-based approaches em-
bed images and descriptions into the same multi-
dimensional space, and retrieve descriptions from
images most similar to a query image. Phrase-based
approaches are more involved in that phrases need
to be composed into a description and extraneous
information optionally removed. A common model-
ing choice is the use of Integer Linear Programming
(ILP) which naturally allows to encode various well-
formedness constraints (e.g., grammaticality).

We are not aware of any previous work generating
descriptions for abstract scenes, although the same
dataset has been used to model sentence-to-scene
generation (Zitnick et al., 2013) and predict object
dynamics in scenes (Fouhey and Zitnick, 2014). Us-
ing the visual relations put forward in Elliott and
Keller (2013), we convert the abstract scenes dataset
into a parallel corpus of visual and linguistic de-
scriptions, which allows us to train a statistical ma-
chine translation (SMT) model. In contrast to ear-
lier work (Kuznetsova et al., 2014; Kuznetsova et
al., 2012), which models the task as an optimiza-
tion problem end-to-end, we employ ILP for content
selection only, deferring the surface realization pro-
cess entirely to an SMT engine.

3 The Abstract Scenes Dataset

The abstract scenes dataset1 was created with the in-
tent to represent real-world scenes that depict a di-
verse set of subtle relations. It contains 10,020 im-
ages of children playing outside and 60,396 descrip-
tions (on average six per image). The data was col-
lected in three stages. First, Amazon Mechanical
Turk (AMT) workers were asked to created scenes
for a collection of 80 pieces of clip art depicting a
boy and a girl (in different poses and with differ-
ent facial expressions), and several objects including
trees, toys, hats, animals, and so on. Next, a new set
of subjects were asked to describe the scenes using
a one or two sentence description, finally, semanti-
cally similar scenes were generated by asking multi-
ple subjects to create scenes depicting the same writ-

1http://research.microsoft.com/en-us/um/
people/larryz/clipart/abstract_scenes.html
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0 6
s 3s.png 0 3 467 24 2 1
hb0 10s.png 2 10 145 182 0 1
hb1 19s png 3 19 323 188 0 1
c 9s.png 5 9 161 116 0 1
c 5s.png 7 4 43 172 0 0
t 4s.png 7 4 43 173 0 0

“Jenny is upset because Mike isn’t sharing the soccer ball.”, “Mike is
wearing sunglasses.”, “Jenny is wearing a silly hat.”, “Mike is kicking
the soccer ball away from Jenny.”, “Jenny is chasing Mike to get the
ball.”, “Jenny is wearing a silly hat.”

Figure 2: Example of a scene, its rendering information
(right), and human-written descriptions (bottom).

ten description. By construction, the dataset encodes
the objects in each scene, and their position.

An example is shown in Figure 2. The table
on the right-hand side specifies how the image was
rendered. The top row contains the scene identi-
fier (i.e., 0) and the number of pieces of clip art
in the image (i.e., 6). The remaining rows encode
rendering information for each individual piece of
clipart, i.e., its name (column 1), type (column 2),
attribute (column 3), position (columns 4–6), and
whether or not it is horizontally flipped (column 7).
Six human authored descriptions are shown the bot-
tom. AMT participants were instructed to write sim-
ple descriptions using basic words that would ap-
pear in a book for young children ages 4–6. Par-
ticipants who wished to use proper names in their
descriptions were provided with names “Mike” and
“Jenny” for the boy and girl. The vocabulary con-
sists of 2,705 words, and the average sentence length
is 6.3 words. As can be seen in Figure 2, subjects
choose to focus on different aspects of the image
(e.g., Mike and his sunglasses, the fact that Jenny is
chasing Mike). Also notice that even though by de-
sign we know which visual objects are present in the
image and their spatial relationships (see the right
hand-side in Figure 2), the alignment between pieces
of clipart and linguistic expressions is hidden. In
other words, we do not know which actions the ob-
jects depict (e.g., playing, holding) and which words
can be used to describe them (e.g., that t 4s.png is
called a ball).

4 Problem Formulation

We formulate scene description generation as a
translation problem from the visual to the linguis-
tic modality. Our approach follows the general
paradigm of SMT with two important differences.
Firstly, the source side (i.e., scene) is fundamentally
different from the target (i.e., linguistic descriptions)
both in terms of representation and structure. Sec-
ondly, the scene and its corresponding descriptions
constitute a very loose parallel corpus: not all visual
objects are verbalized (note that no participant chose
to mention the sun in Figure 2) and there are multi-
ple valid descriptions for a single scene focusing on
different objects and their relations. In the follow-
ing we first describe how we create a parallel corpus
representing the arrangement of objects in a scene
and their linguistic realization and then we move on
to present our generation model.

4.1 Parallel Corpus Creation
As mentioned earlier, each scene in the dataset has
six descriptions (on average). For each linguistic
description we create its corresponding visual en-
coding. We initially ground words and phrases by
aligning them to pieces of clipart. We parse the de-
scriptions using a dependency parser, and identify
expressions that function as arguments (e.g., subject,
object). In our experiments we used the Stanford
parser (Klein and Manning, 2003) but any parser
with similar output could have been used instead.
Next, we compute the mutual information (MI) be-
tween arguments and clip-art objects defined as:

MI(X ,Y ) = ∑
x∈X

∑
y∈Y

p(x,y) log
p(x,y)

p(x)p(y)
(1)

where X is the set of clip-art objects and Y the set of
arguments found in the dataset. We assume that the
visual rendering of an argument is the clip-art object
with which its MI value is highest. Figure 3 shows
argument-clipart pairs with high MI values.

Having identified which objects in the scene are
talked about, we move on to encode their spatial re-
lations. We adopt the relations outlined in Visual
Dependency Grammar (VDG; Elliott and Keller
(2013)). The latter are defined for pairs of image
regions but can also directly apply to clip-art ob-
jects. VDR Relations are specified according to
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X on Y More than 50% of X overlaps
with Y

X surrounds Y X overlaps entirely with Y
X above Y The angle between X and Y is

between 225◦and 315◦

X below Y The angle between X and Y is
between 45◦and 135◦.

X opposite Y The angle between X and Y is
between 315◦and 45◦or 135◦and
225◦. The Euclidean distance
between X and Y is greater than
w ·0.72.

X near Y Similar to opposite but the
Euclidean distance between
X and Y is greater than w ·0.36.

X close Y Similar to opposite but the
Euclidean distance between
X and Y is less or equal
to w ·0.36.

X infront Y X is in front Y in the Z-plane
X behind Y X is behind Y in the Z-plane
X same Y X and Y are at the same depth

Table 1: VDG relations between pairs of clip art objects.
All relations are considered with respect to the centroid of
an object and the angle between those centroids. We fol-
low the definition of the unit circle, in which 0◦lies to the
right and a turn around the circle is counter-clockwise.
All regions are mutually exclusive. Parameter w refers to
the width of the scene.

three geometric properties: pixel overlap, the angle
between regions, and the distance between regions.
Table 1 summarizes the relations used in our experi-
ments most of which encode spatial object relations
in the x-y space; the last three encode relative object
position along the z axis. Our relations are broadly
similar to those proposed in Elliott and Keller (2013)
with the exception of beside which we break down
into more fine-grained relations (namely near and
close). We also add the same relation in the z axis. In
cases where object X is facing object Y we subscript
relations opposite, near, and close with the letter F .

The procedure described above will generate a vi-
sual description for each linguistic description. It
also assumes that visual relations hold between pairs
of objects. The assumption is not unwarranted,
73.87% of the descriptions in the dataset involve

her
jenny
no one
pink dress
she

baseball bat
bat
bat and ball
homerun
one baseball bat

apple pie
baked pie
berry pie
delicious pie
pie

blue collar
brown dog
happy dog
small dog
smiling dog

apple
apple tree
big apple tree
cherries
fruit

baseball cap
baseball hat
blue cap
blue hat
star hat

Figure 3: Examples of argument-clipart object pairs with
high MI values (shown in descending order).

only two arguments. The parallel sentences cor-
responding to Figure 2 are illustrated in Table 2.
In cases where the the original description involves
three objects, ternary relations are decomposed into
binary ones. We create as many visual represen-
tations as there are linguistic descriptions. If two
humans generate identical descriptions, we produce
identical visual encodings. In total, we were able to
create 46,053 parallel descriptions2 accounting for
79.5% of the sentences in the dataset.

4.2 Generation Model

It is straightforward to train a phrase-based SMT
model on the parallel corpus outlined above. The
model would learn to translate a visual description
(see the source side in Table 2) into natural lan-
guage. However, when generating linguistic de-
scriptions for a scene at test time, we must first
decide “what to say” (content selection) and then
“how to say” it (surface realization). What is the
most important content in the scene worth describ-
ing? Given that visual relations between objects are
assumed to be binary (see the VDG grammar in Ta-
ble 1), there are n(n− 1) combinations of pairs of
objects in a scene (where n is the number of clipart
pieces available) and as many corresponding visual
expressions. However, many of these visual expres-
sions will capture unimportant aspects of the scene,
or even express atypical relations unattested in the
training data. We develop below a content selection
component based on the intuition that frequently

2Our parallel corpus can be downloaded from
http://homepages.inf.ed.ac.uk/mlap/index.php?
page=resources.
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Image description
1. hb0.10s.png closeF same t.4s.png Mike isn’t sharing the soccer ball
2. hb0.10s.png surrounds same c.9s.png Mike is wearing sunglasses
3. hb1.19s.png below same c.5s.png Jenny is wearing a silly hat
4. hb0.10s.png closeF same t.4s.png Mike is kicking the soccer ball
5. hb1.19s.png closeF same hb0.10s.png Jenny is chasing Mike
6. hb1.19s.png below same c.5s.png Jenny is wearing a silly hat

Table 2: Parallel corpus of visual expressions and linguistic descriptions corresponding to Figure 2.

mentioned object pairs probably express important
scene content. In addition, it is reasonable to assume
that the selected objects will be in close proximity,
especially when actions are involved. One would
expect the agent of the action to be near the object
or person receiving it (e.g., Mike is kicking the ball,
Jenny is holding Mike’s hand ). The same is true for
instruments, which are typically held by the persons
using them (e.g., Jenny is digging with a shovel ).

Content Selection We cast the problem of finding
suitable objects to talk about as an integer linear pro-
gram (ILP). Our model selects clip art object pairs
that best describe the content of a scene and ranks
them based on their relevance. Indicator variable ystk
denotes whether two objects are being selected and
how they are ranked (e.g, whether they should be
mentioned first or last):

ystk =


1 if objects s and t are selected for rank k

and s is before t
0 otherwise

(2)
where s and t index two clip art objects and
k = 1, ..,S encodes their rank (based on relevance).
Our objective function is given below:

Z = ∑
s∈S,t∈S

Fst ·Dst ·∑
k∈S

((card(S)+1)−k) ·ystk (3)

where Fst quantifies the normalized co-occurrence
frequency of objects s and t (in the training set)
and Dst specifies their relative distance. The term
((card(S)+1)−k) accounts for the ranking of pairs
so that most relevant ones are ranked first. Here,
card(S) represents the cardinality of the set S de-
noting the number of clip art objects in the scene;
k ranges over all available ranks (which is limited by
the number of clip art objects available). The term

Figure 4: Example of three clip art objects and the most
frequent objects they co-occur with.

((card(S)+1)−k) is inversely proportional to k, so
its highest value is when k is 1. In other words, the
value of the term is maximum when the selected ob-
jects are ranked first. This way, we ensure that most
relevant object pairs are given high ranks.

We compute Fst from our parallel corpus (see left-
hand side in Table 2), simply by counting the num-
ber of times objects s and t co-occur. Figure 4 shows
three clip art objects (Mike, a snake, and a bear)
and their most frequent co-occurrences. We estimate
term Dst , the distance between objects s and t, using
function

√
∆x2 +∆y2 +∆z2. Coordinate z has only

three possible values (see Table 1). To increase the
effect of ∆z, we use a scaling factor. We normalize
and invert Dst so that it ranges from 0 to 1. In ad-
dition, we transform it with a sigmoid function so
as to maximize the effect of near and distant objects
(distances of relatively close objects are set to 1 and
distances of distant objects are set to 0).

The objective function in Equation (3) is too per-
missive, allowing repetitions of the same object
within a pair and of the object pairs themselves.
Constraints (4)–(10) avoid repetitions and ensure
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that the selected objects are varied with the aim of
generating logically consistent descriptions. Con-
straint (4) avoids empty descriptions, by enforcing
that at least one clip art object pair is selected. Con-
straint (5) ensures that an object cannot appear in
the same pair twice, whereas constraint (6) requires
that at most one pair can be selected for a given
rank k. We also enforce the selection of different
pairs of objects (constraint (7)) at contiguous ranks
(constraint (8)).

∑
s∈S,t∈S

yst1 = 1 (4)

∀stk,s==t , ystk = 0 (5)

∀k, ∑
s∈S,t∈S

ystk ≤ 1; (6)

∀st , ∑
k∈S

(ystk + ytsk)≤ 1 (7)

∀k=1,..,S−1, ∑
s∈S,t∈S

ystk+1 ≤ ∑
s∈S,t∈S

ystk (8)

Finally, to instill some coherence in the descrip-
tions, while avoiding overly repetitive discourse, we
disallow objects to be selected more than four times:

∀s, sums = ∑
t∈S,k∈S

ystk (9)

∀t , sumt = ∑
s∈S,k∈S

ystk (10)

∀st,s==t , sums + sumt ≤ 4 (11)

Auxiliary variables sums and sumt represent the
number of times objects s and t are selected to be
the first and second object of a pair.

Given a new unseen scene, we obtain the Fst val-
ues for all pair-wise combinations of the objects in it
and compute their distance Dst . We solve the ILP
problem defined above and read the value of the
variable ystk which contains the selected clip art ob-
ject pairs ranked by relevance. So, our model can in
principle produce multiple descriptions for a given
scene, highlighting potentially different aspects of
the visually encoded information. We used GLPK3

to maximize the objective function subject to the
constraints introduced above.

3https://www.gnu.org/software/glpk/

Surface realization The ILP selects all
description-worthy pairs of clip art objects for
a scene. Using the rules presented in Table 1 we
create visual encodings for them (see Table 2,
source side), and finally translate them into natural
language using a Phrase-based SMT engine (Koehn
et al., 2003). Specifically, given a source visual
expression f, our aim is to find an equivalent target
natural language description ê that maximizes the
posterior probability:

ê = argmax
e

P(e|f) (12)

Most recent SMT work models the posterior P(e|f)
directly (Och and Ney, 2002) using a log-linear com-
bination of several models where:

P(e|f) =
exp∑K

k=1 λkhk(f,e)
∑e′ exp∑K

k=1 λkhk(f,e′)
(13)

and the decision decision rule is given by:

ê = argmax
e

K

∑
k=1

λkhk(f,e) (14)

where hk(f,e) is a scoring function representing im-
portant features for the translation of f into e. Exam-
ples include the language model of the target lan-
guage, a reordering model, or several translation
models. K is the number of models (or features)
and λk are the weights of the log-linear combina-
tion. Typically, the weights Λ = [λ1, . . . ,λK ]T are
optimized on a development set, by means of Mini-
mum Error Rate Training (MERT; Och (2003)).

One of the most popular instantiations of loglinear
models in SMT are phrase-based (PB) models (Zens
et al., 2002; Koehn et al., 2003). PB models allow to
learn translations for entire phrases instead of indi-
vidual words. The basic idea behind PB translation
is to segment the source sentence into phrases, then
to translate each source phrase into a target phrase,
and finally reorder the translated target phrases in or-
der to compose the target sentence. For this purpose,
phrase-tables are produced, in which a source phrase
is listed together with several target phrases and the
probability of translating the former into the latter.
Throughout our experiments, we obtained transla-
tion models using the PB SMT framework imple-
mented in MOSES (Koehn et al., 2007).

1510



Mike is kicking the ball The plane is flying in the sky
nsubj,aux,verb,det,dobj det,nsubj,aux,verb,prep,

det,pobj

Table 3: Sample scenes with human-written descriptions
and corresponding templates.

5 Model Comparison

We evaluated the model described above through
comparison to four alternatives, representing differ-
ent modeling paradigms in the literature. Our first
comparison model is based on templates, which are
commonly used to produce descriptions for images
(Elliott and Keller, 2013; Kulkarni et al., 2011).
Rather than manually creating template rules we in-
duce them from dependency-parsed scene descrip-
tions. We represent each description in the data as
a sequence of typed dependencies. The scene de-
scriptions are relatively simple, and many sentences
have similar structure. Overall, 20 templates repre-
sent the syntactic structure of more than 44% of all
scene descriptions. Examples of scenes, their de-
scriptions, and corresponding templates are shown
in Table 3 (template nsubj,aux,verb,det,dobj is
the most frequent in the data).

We train a logistic regression classifier (Yu et al.,
2011) on scene-template pairs, and learn to assign a
template for a new unseen scene. The “template-
predictor” uses variety of features based on the
alignment between clip-art objects and POS-tags as
well as objects and dependency roles. The align-
ments were computed using MI as described in Sec-
tion 4.1. We also used visual features based on the
absolute and relative distance between objects, their
co-occurrence, spatial location, depth ordering, fa-
cial expression and poses (see Zitnick et al. (2013)
for details). In order to transform the templates
into natural language sentences we train a “word-
predictor” which fills the most likely word for every
grammatical function slot in a given template (again
using logistic regression and the same feature space

as for the template predictor). The word predictor
uses a vocabulary of 70 frequently occurring words
(attested no less than 150 times in the corpus). For
a new scene, candidate templates are predicted and
subsequently expanded to descriptions by predicting
words for every function slot in the templates. Can-
didate descriptions are ranked using a trigram lan-
guage model to ensure grammatical coherence.

We also implemented two sentence-based re-
trieval approaches. Our first system is conceptu-
ally similar to the model proposed by Farhadi et al.
(2010). In their work, images and descriptions seen
at training time are mapped into a shared meaning
space M using a function f . Given an unseen im-
age λ, the description closest to f (λ) in M is re-
trieved and returned by the model. We used the
word-predictor described above as a simple way of
annotating an unseen scene λ with the words that
most saliently describe it. These keywords then used
as a TFIDF search query against the set H of human
scene descriptions seen during training:

TFIDF(q,d) = ∑
w∈q

TF(w,d)IDF(w),

TF(w,q) =
√

∑
w′∈q

1w=w′ ,

IDF(w) = 1+ log
‖H‖

1+ ∑
d∈H

∑
w′∈d

1w=w′
. (15)

where H is the set of all human descriptions seen
at training time, ‖·‖ is the set-norm, q is a search
query, d is any description in H and 1w=w′ an indica-
tor variable set to 1 if w and w′ are the same word and
0 otherwise. The human description maximizing the
TFIDF similarity with the predicted keywords is re-
turned as the description for the new scene.

Our third baseline exploits image similarity (Or-
donez et al., 2011). Given an unseen scene λ, we re-
trieve from the training set λ′, the scene most similar
to it, and return one of λ′’s human descriptions se-
lected at random. We used locality sensitivity hash-
ing to find the subset of candidate scenes similar
to λ. Scenes were represented with the same visual
features used for the word and template predictors
and their similarity was computed with the cosine
metric.

Finally, we also trained a multimodal log-bilinear
model (Kiros et al., 2014) on the abstract scenes
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System BLEU METEOR
LBL 7.33 17.76
MLBL 12.30 20.40
Image 12.80 21.77
Keyword 14.70 26.60
Template 40.30 30.40
SMT 43.70 35.60

Table 4: Model comparison on scene description task us-
ing automatic measures.

System 1st 2nd 3rd 4th AvgRank
Keyword 0.24 0.13 0.22 0.41 2.22
Template 0.25 0.16 0.13 0.46 2.21
SMT 0.53 0.24 0.12 0.11 3.19
Human 0.57 0.27 0.12 0.04 3.36

Table 5: Rankings (shown as proportions) and mean rat-
ings given to systems by human participants.

dataset. The model essentially implements a feed-
forward neural network to predict the next word
given the image and previous words.4 Images
were associated with feature representations ob-
tained from the output of a convolutional network,
following the feature learning procedure outlined in
Kiros et al. (2014).

6 Results

We evaluated system output automatically using
(smoothed) BLUE and METEOR as calculated by
NIST’s MultEval software5 using the human-written
descriptions as reference. Elliott and Keller (2014)
find that both metrics correlate well with human
judgments. For a fair comparison, we force our
model to output one description, i.e., the most rel-
evant one.

Our results are summarized in Table 4. As
can be seen, our model (SMT) performs best both
in terms of BLEU and METEOR. The template-
based generator (Template) obtains competitive per-
formance which is not surprising, it incorporates
some of the ingredients of the SMT system such as

4We used the implementation at http://www.cs.
toronto.edu/˜rkiros/multimodal.html.

5ftp://jaguar.ncsl.nist.gov/mt/resources/
mteval-v13a-20091001.tar.gz

Resp 1st 2nd 3rd 4th 5th 6th

YES 75.5 65.8 53.0 44.7 44.0 37.5
NO 18.0 24.8 31.2 31.3 37.5 58.0
MAYBE 6.5 9.50 15.8 15.8 18.5 4.50

Table 6: Proportion of SMT descriptions deemed accu-
rate and relevant. System output evaluated for rank place-
ments 1. . .6.

word-to-clipart alignments, a language model, and
is guaranteed to produce grammatical output. The
performance of the multimodal log-bilinear model
(MLBL) keyword- and image-based retrieval sys-
tems is inferior. We conjecture that the image fea-
tures, and similarity functions used in these mod-
els are not fine-grained enough to capture the subtle
differences in scenes which humans detect and ex-
press in the descriptions. Finally, notice that visual
information is critical in doing well on the descrip-
tion generation task. A log-bilinear language model
(LBL) trained solely on the descriptions performs
poorly (see the top row in Table 4).

We further evaluated system output eliciting hu-
man judgments for 100 randomly selected test
scenes. Participants were presented with a scene and
descriptions generated by our system, the template-
based model, the best-performing sentence retrieval
model, and a randomly selected human description.
Subjects were asked to rank the four descriptions
from best to worst (ties are allowed) in order of in-
formativeness (does the description capture what is
shown in the scene?) and fluency (is the descrip-
tion written in well-formed English?). We elicited
rankings using Amazon’s Mechanical Turk crowd-
sourcing platform. Participants (self-reported native
English speakers) saw 10 scenes per session. We
collected 5 responses per item.

The results of our human evaluation study are
shown in Table 5. Specifically, we show, propor-
tionally, how often our participants ranked each sys-
tem 1st, 2nd and so on. Perhaps unsurprisingly,
the human-written descriptions were considered best
(and ranked 1st 57% of the time). Our model is
ranked best 0.53% of the time, followed by the tem-
plate and keyword-based retrieval systems which are
only ranked first 25% of the time.6 We further

6Percentages do not sum to 100% because ties are allowed.
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Jenny is holding a hot dog. Jenny is sitting in the sandbox.
Jenny is wearing a witch hat. Jenny is wearing purple sunglasses.
Jenny is scared of the snake. The cat is sitting in the sandbox.

The snake is under the pine tree. The cat is watching Jenny.

Figure 5: Examples of descriptions generated by the
SMT model for two scenes.

converted the ranks to ratings on a scale of 1 to 4
(assigning ratings 4. . .1 to rank placements 1. . .4).
This allowed us to perform Analysis of Variance
(ANOVA) which revealed a reliable effect of system
type. Specifically, post-hoc Tukey tests showed that
our SMT model is significantly (p < 0.01) better
than the other two comparison systems but does not
differ significantly from the human goldstandard.

We also evaluated more thoroughly our content
selection mechanism. Since our system can in prin-
ciple generate multiple descriptions for a scene, we
were interested to see how many of these are indeed
relevant. We let the system generate the six best
descriptions per scene and asked AMT participants
to assess whether they were accurate (are the peo-
ple, objects and actions mentioned in the descrip-
tion shown in the scene?) and appropriate (is the
description relevant for the scene?). Participants an-
swered with “yes”, “no”, or “maybe”. Again we
used 100 items from the test set, and elicited 5 re-
sponses per item. Table 6 shows the outcome of
this study. The majority of first-best descriptions
(75.5%) returned by our system are perceived as rel-
evant and scene appropriate. The same is true for
2nd and 3rd best descriptions, whereas the quality
of descriptions deteriorates with lower ranks. This
suggests that we could generate short discourses de-
scribing different viewpoints in a scene.

Figure 5 illustrates the descriptions produced by
our model for two scenes, whereas Figure 6 shows
example output when the system is run in reverse,
i.e., it takes descriptions as input and generates a
scene. This can be done straightforwardly, without
any additional effort, however note that the model is

“Mike and Jenny decide to make hot dogs on the grill.”, “It’s a
rainstorm and Jenny runs away to stay dry.”, “Mike stays beside
the fire.”, “Jenny is standing next to the tree.”, “Mike is sitting next
to the fire.”, “The hot dog is on the pit.”

Figure 6: Right scene is generated by SMT model (left
scene is the original) given descriptions (bottom) as input.

unaware of the absolute position of objects, it places
the cloud next to Jenny.

7 Conclusions

In this paper we presented proof of concept that
an SMT-based approach is successful at generat-
ing human-like scene descriptions provided that
(a) there is a large enough parallel corpus to learn
from and (b) a content selection component iden-
tifies important scene content. Our results further
indicate that instilling some degree of structural in-
formation in visual scenes (via the VDG) is benefi-
cial. It allows to describe visual content more ac-
curately and facilitates its rendering in natural lan-
guage (since the two modalities are structurally sim-
ilar). The template-based, retrieval, and language
modeling systems do not use this structural informa-
tion, and even though their descriptions are largely
grammatical, they are not as felicitous. Our results
also point to difficulty of the task. Even when com-
puter vision is taken out of the equation, and the
description language is simple, human-written text
is still preferable (see Table 5). In the future, we
would like to develop better content selection mod-
els (e.g., identify surprising aspects in a scene) and
more accurate grounding strategies (e.g., via dis-
criminative alignment).
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Abstract

This work presents a flexible and efficient
discriminative training approach for statisti-
cal machine translation. We propose to use
the RPROP algorithm for optimizing a max-
imum expected BLEU objective and experi-
mentally compare it to several other updat-
ing schemes. It proves to be more effi-
cient and effective than the previously pro-
posed growth transformation technique and
also yields better results than stochastic gra-
dient descent and AdaGrad. We also report
strong empirical results on two large scale
tasks, namely BOLT Chinese→English and
WMT German→English, where our final sys-
tems outperform results reported by Setiawan
and Zhou (2013) and on matrix.statmt.org. On
the WMT task, discriminative training is per-
formed on the full training data of 4M sen-
tence pairs, which is unsurpassed in the litera-
ture.

1 Introduction

The main advantage of learning parameters in a dis-
criminative fashion is the possibility to directly opti-
mize towards a quality or error measure on the task
that is being performed. This stands in contrast to
the generative approach, where parameters are cho-
sen to maximize likelihood under a generative story,
which often bears little correspondence with the ac-
tual application of the model.

In statistical machine translation (SMT), ex-
tending the generative noisy-channel formulation
(Brown et al., 1993) as a discriminative, log-linear

combination of multiple models (Och, 2003) has be-
come the state of the art. However, most of the
component models are still estimated by heuristics
or generative training. In this paper, a flexible, effi-
cient and easy to implement discriminative training
scheme for SMT is presented. It can be applied to
any kind and any number of features. We use the
RPROP algorithm to optimize a maximum expected
BLEU objective. n-best lists approximate the infea-
sibly large space of translation hypotheses. They are
generated with the application of leave-one-out to
make them more representative with respect to un-
seen data.

We make the following main contributions:

1. We propose to apply the RPROP algorithm
for maximum expected BLEU training and per-
form an experimental comparison with growth
transformation (GT) (He and Deng, 2012;
Setiawan and Zhou, 2013), stochastic gradi-
ent descent (Auli et al., 2014) and AdaGrad
(Green et al., 2013). RPROP yields supe-
rior performance, reaching a total improve-
ment of 1.2 BLEU points over our IWSLT
German→English baseline using 5.22M fea-
tures.

2. In terms of time and memory efficiency,
RPROP clearly outperforms GT. The latter
needs to update a much larger number of fea-
tures due to its renormalization component. On
the IWSLT data, RPROP is 6.4 times faster than
GT and requires a third of the memory.

3. On the WMT German→English task, we per-
form discriminative training on 4M sentence
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pairs, which, to the best of our knowledge, is
2.4 times the size of the largest training set re-
ported in previous work (1.66M sentences in
(Simianer et al., 2012)). This proves the scala-
bility of our approach.

4. On two large scale tasks our experiments
show good improvements over strong base-
lines which include recurrent language mod-
eling components. On the Chinese→English
DARPA BOLT task, we achieve nearly twice
the improvement reported in (Setiawan and
Zhou, 2013) on the same test sets which re-
sults in a superior final system. Finally, the best
single system reported on matrix.statmt.org is
outperformed by 0.8 BLEU points on the WMT
German→English newstest2013 set.

Our experiments also prove that leave-one-out im-
pacts translation quality.

This paper is organized as follows. We review re-
lated work in Section 2 and present the translation
system in Section 3. In Section 4 we describe the
different discriminative update strategies applied in
this work and Section 5 derives the complete max-
imum expected BLEU training algorithm. Finally,
experimental results are given in Section 6 and we
conclude with Section 7.

2 Related Work

Discriminative training is one of the most active re-
search areas in SMT and it can be integrated into the
pipeline at various stages.

Och (2003) proposed to apply minimum error rate
training (MERT) to optimize the different feature
weights in the log-linear model combination on a
small development data set. This is still considered
to be the state of the art, but is only capable of opti-
mizing a handful of features. More recently, MIRA
(Watanabe et al., 2007; Chiang et al., 2008) and PRO
(Hopkins and May, 2011) have been presented as
optimization procedures that can replace MERT and
scale to thousands of parameters.

In a different line of work, Liang et al. (2006) de-
scribe a fully discriminative training pipeline, where
more than one million features are tuned on the
training data using a perceptron-style update algo-
rithm. The Direct Translation Model 2 introduced

by Ittycheriah and Roukos (2007) is similar in that
it also trains millions of features on the training
data. However, the weights are estimated based on a
maximum entropy model and the underlying trans-
lation paradigm differs from the standard phrase-
based model. Gao and He (2013) use gradient as-
cent to train Markov random field models for phrase
translation. These models are interpreted as undi-
rected phrase compatibility scores rather than trans-
lation probabilities. Thus, as in our work, they are
not subject to a sum-to-one constraint. Simianer et
al. (2012) propose a distributed setup for large-scale
discriminative training with joint feature selection.
The training corpus is divided into several shards,
on which features are updated via perceptron-style
gradient descent. The authors present results show-
ing that training on large data sets improves results
over just using a small development corpus. Another
approach based on the AdaGrad method that scales
to large numbers of sparse features is proposed in
(Green et al., 2013; Green et al., 2014). Different
from our work, the authors use either the tuning sets
or a small subsample of the training data (15k sen-
tences) for discriminative training.

A notably different idea is pursued by Yu et al.
(2013), who present a large-scale training proce-
dure that explicitly minimizes search errors. This is
achieved by force-decoding the training data and up-
dating at the point where the correct derivation drops
off the beam.

In (Blunsom et al., 2008), conditional random
fields (CRFs) are trained within a hierarchical
phrase-based translation framework. The hierar-
chical phrase-based paradigm is used to model the
search space in model estimation and search, leav-
ing the hypothesis weighting to CRF features. They
constrain search by a beam width for gradient es-
timation and update the model with the help of L-
BFGS. In a similar way Lavergne et al. (2011) use
the n-gram based approach (Casacuberta and Vidal,
2004; Mariño et al., 2006) to model the reordering,
phrase alignment, and the language model. A CRF
is applied to estimate the phrase weights. Model up-
dates are carried out by the RPROP algorithm (Ried-
miller and Braun, 1993). However, both approaches
only improve over constrained baselines.

Our work is inspired by (He and Deng, 2012; Seti-
awan and Zhou, 2013), where the authors propose to
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train the standard phrasal and lexical channel mod-
els with the growth transformation (GT) algorithm.
They use n-best lists on the training data and op-
timize a maximum expected BLEU objective, that
provides a clear training criterion, which is missing
e.g. in MIRA estimation. Auli et al. (2014) report
good results by applying the same objective func-
tion to reordering features, which are trained with
stochastic gradient descent (SGD).

Our work differs in several key aspects: (i)
We propose to apply the RPROP algorithm, which
yields superior results to GT, SGD and AdaGrad in
our experimental comparison. (ii) For the first time,
we apply maximum expected BLEU training on a
data set as large as four million sentence pairs. (iii)
We apply a leave-one-out heuristic (Wuebker et al.,
2010) to make better use of the training data. (iv)
We apply phrasal, lexical, reordering and triplet fea-
tures. (v) Finally, we do not run MERT after each
training iteration, which is expensive for large trans-
lation systems.

3 Statistical Translation System

Our work can be applied to any statistical machine
translation paradigm and we will present results on
a standard phrase-based translation system (Koehn
et al., 2003) and a hierarchical phrase-based trans-
lation system (Chiang, 2005). The translation pro-
cess is implemented as a weighted log-linear com-
bination of several models hm,Θ(E,F ), where E =
e1, . . . , eI denotes the translation hypothesis, F =
f1, . . . , fJ the source sentence, m a model index,
and Θ the model parameters. These models include
the phrase translation and lexical smoothing scores
in both directions, language model (LM) score, dis-
tortion penalty, word penalty and phrase penalty
(Och and Ney, 2004). Given a source sentence F ,
the models hm,Θ(E,F ) and the corresponding log-
linear feature weights λm, the translation decoder
searches for the best scoring translation Ê:

Ê = arg max
E

{fΘ(E,F )} (1)

fΘ(E,F ) =
∑
m∈M

λmhm,Θ(E,F ) (2)

where . . . , λm, . . . are the model weighting param-
eters. In practice, the Viterbi approximation is ap-

plied and for simplicity, in the following we will as-
sume the particular derivation for a translation hy-
pothesis to be included in the variable E. The log-
linear feature weights are optimized with minimum
error rate training (MERT) (Och, 2003).

4 Update Strategies

4.1 Previously Proposed Algorithms
The Growth Transformation (GT) or Extended
Baum-Welch Algorithm was proposed by He and
Deng (2012) for maximum expected BLEU training
of the standard phrasal and lexical channel models.
It is an algorithm to iteratively optimize polynomials
of random variables that are subject to sum-to-one
contraints and is therefore suitable for training prob-
ability distributions. The disadvantage is that each
parameter update requires a renormalization step,
which artificially blows up the number of features
that need to be changed and has a significant impact
on time and memory efficiency. The update formu-
las are derived in (He and Deng, 2012).

Stochastic Gradient Descent (SGD) is a well-
known and frequently applied training scheme,
which is used for maximum expected BLEU train-
ing of reordering models by (Auli et al., 2014). It
performs the following update:

ϑ(t+1) = ϑ(t) + η · ∇(t)
ϑ (3)

Here, the disadvantage is its high sensitivity to the
fixed learning rate η. However, as it does not subject
the features to sum-to-one-contraints, it is consider-
ably more time and memory efficient than GT.

As an improvement to SGD, AdaGrad (Duchi et
al., 2011) is designed for large, sparse feature sets
and makes use of an adaptive learning rate. It was
proposed for MT training by (Green et al., 2013).
Although its main area of application are online al-
gorithms, it is also applicable in our offline setting
and is more robust than SGD due to the adaptive
learning rate. Following (Green et al., 2013), we ap-
ply the approximation with a diagonal outer product
matrix, which is computationally cheap. This results
in the update equations

ϑ(t+1) = ϑ(t) + η ·G−
1
2

t · ∇(t)
ϑ (4)

Gt = Gt−1 + (∇(t)
ϑ )2 (5)
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4.2 RPROP
The resilient backpropagation algorithm (RPROP)
proposed by Riedmiller and Braun (1993) is a
gradient-based optimization algorithm that emprir-
ically learns the step size without taking the slope
into account, making it highly robust and avoiding
the need for a learning rate. If the gradient switches
algebraic sign compared to the previous iteration,
the last step is reverted and the step size reduced. If
the sign remains the same, the step size is increased.
Formally, given a set of parameters Θ and an ob-
jective function O(Θ), in iteration t each parameter
ϑ ∈ Θ is updated according to

ϑ(t+1) =


ϑ(t−1) , if ∇(t−1)

ϑ · ∇(t)
ϑ < 0

ϑ(t) + ∆ϑ(t) , else if ∇(t)
ϑ > 0

ϑ(t) −∆ϑ(t) , else if ∇(t)
ϑ < 0

ϑ(t) , else

where∇(t)
ϑ := δO(Θ(t))

δϑ denotes the derivative of the
objective function. The step size ∆ϑ(t) > 0 grows
or decreases depending on the sign of the gradient:

∆ϑ(t) =


η+ ·∆ϑ(t−1) , if ∇(t−1)

ϑ · ∇(t)
ϑ > 0

η− ·∆ϑ(t−1) , if ∇(t−1)
ϑ · ∇(t)

ϑ < 0
∆ϑ(t−1) , else

The strength parameters 0 < η− < 1 ≤ η+ usually
have little impact and are fixed to η− = 0.5 and
η+ = 1.2 throughout this work. The RPROP algo-
rithm is simple and easy to implement. It has proven
effective for a number of tasks, e.g. in (Wiesler et
al., 2013; Heigold et al., 2011; Lavergne et al., 2011;
Hahn et al., 2011). Different from growth transfor-
mation (cf. Sec. 4.1), it does not assume a proba-
bility distribution and performs its updates without
a sum-to-one constraint.

Compared to SGD and AdaGrad, RPROP’s prac-
tical advantage is the absence of a learning rate that
needs to be tuned. Further, we see its theoreti-
cal advantage in the empirically learned step size.
In the first iterations, RPROP’s updates are con-
siderably smaller than with the other strategies, re-
sulting in a more careful exploration of the search
space. In higher iterations, the update steps for
good features keep growing and we observe an ex-
ponential increase of the objective function. In con-
trast, GT, SGD, and AdaGrad determine the size of

their update step based on the slope of the gradient,
which we believe to be misleading given the com-
plex topology of the feature space in MT.

5 Training

5.1 Maximum Expected BLEU

Following (He and Deng, 2012), we want to opti-
mize a maximum expected BLEU objective. We de-
note the universe of possible sentences in the source
language as F and in the target language as E. The
expected BLEU score under parameter set Θ with
respect to the joint probability distribution pΘ(·, ·) is
defined as

〈β〉Θ =
∑
F∈F

∑
E∈E

pΘ(E,F )β(E) (6)

Here, β(E) is the BLEU score for target sentence E
(assuming the reference translation to be part of the
mapping β) and we use the notation 〈·〉 to denote
the expectation. Enumerating all possible source
and target sentences F , E is infeasible. Therefore,
we estimate the empirical expectation on a corpus
C ⊂ E × F. We denote the source sentences in C
as CF and the size of the corpus as N = |C|. The
joint probability pΘ(E,F ) is decomposed with the
help of the Bayes Theorem, resulting in:

〈β〉Θ =
∑
F∈CF

p(F )
∑

E∈EΘ(F )

pΘ(E|F )β(E) (7)

For p(F ) = NF
N we assume the empirical distri-

bution within the training corpus, where NF is the
count of sentence F . The summation over allE ∈ E
is sampled with a subset EΘ(F ) of the most likely
hypotheses with respect to the parameterized proba-
bility pΘ(E,F ), which in practice is an n-best list
generated by the decoder. Iterating over the cor-
pus C = {(E1, F1), . . . , (En, Fn), . . . , (EN , FN )}
finally results in

〈β〉Θ =
1
N

N∑
n=1

∑
E∈EΘ(Fn)

pΘ(E|Fn)β(E)

We use the same unclipped sentence-level BLEU-4
score with smoothed 3-gram and 4-gram precisions
as in (He and Deng, 2012), which we denote as
β(E) = BLEU(E,E∗n) with respect to the reference
translation E∗n.
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The normalized posterior translation probability
pΘ(E|F ) from source sentence F to target sentence
E approximates a maximum entropy model normal-
ized on sentence level:

pΘ(E|F ) =
e−fΘ(E,F )∑

E′∈EΘ(F ) e
−fΘ(E′,F )

(8)

The denominator of this probability does not depend
on the output sentence. Thus, the arg max of Equa-
tion 8 is equal to the arg max of the translation score
in Equation 1.

Maximum Entropy models tend to generalize
poorly, which can be circumvented by regulariza-
tion. He and Deng (2012) use Kullback-Leibler reg-
ularization, raising the need of having normalized
models hm,Θ(E,F ). We employ the more general
L2-regularization and the objective function is de-
fined as

O(Θ) = log〈β〉Θ − τ ·
∑
ϑ∈Θ

ϑ2 (9)

including the hyper parameter τ controlling the de-
gree of regularization. The derivative of the objec-
tive function, which is needed for the gradient-based
training methods, directly follows:

δO(Θ)
δϑ

= −τ · 2ϑ+
1
〈β〉Θ ·

δ〈β〉Θ
δϑ

(10)

With ∂hm,Θ(E,F )
∂ϑ = #ϑ(E,F ) the number of times

feature ϑ fires in the derivation for translation hy-
pothesis E given source sentence F , the deriva-
tive of pΘ(E|F ) is defined as (for ease of notation
EΘ(Fn) is represented by En)

∂pΘ(E|F )
∂ϑ

= −pΘ(E|F )· (11)(
#ϑ(E,F )−

∑
E′∈En

pΘ(E′|F )#ϑ(E′, F )
)

And the derivative of the expected BLEU is

δ〈β〉Θ
δϑ

=
1
N

N∑
n=1

∑
E∈En

β(E)
∂pΘ(E|Fn)

∂ϑ

= − 1
N

N∑
n=1

( ∑
E∈En

pΘ(E|F )β(E)#ϑ(E,F )

−
( ∑
E∈En

pΘ(E|F )β(E)
)
·

( ∑
E∈En

pΘ(E|F )#ϑ(E,F )
))

(12)

This can be more compactly expressed by local ex-
pectations 〈·〉n of the BLEU score and the feature
count #ϑ:

δ〈β〉Θ
δϑ

= − 1
N

N∑
n=1

(〈β#ϑ〉n − 〈β〉n〈#ϑ〉n)

In our implementation, #ϑ is moved to the front of
the equation to obtain common factors that can be
used by all parameter updates:

δ〈β〉Θ
δϑ

=
1
N

N∑
n=1

∑
E∈En

#ϑ(E,F )·

pΘ(E|F )(〈β〉n − β(E)) (13)

5.2 Leave-one-out
Although He and Deng (2012) claim that it is not
necessary, we apply a leave-one-out heuristic similar
to (Wuebker et al., 2010) when generating the n-best
lists on the training data. The authors have shown
this to effectively counteract over-fitting effects and
we argue that it helps to bring out the full potential
of our discriminative training procedure.

When we decode the training data of our transla-
tion model, very long and rare phrases can be used
to translate the sentence. The translation probabil-
ity for these phrases, which are often singletons,
are generally over-estimated by the heuristic count
model. When they are too dominant in the n-best
lists they effectively render the training data use-
less, as they are unlikely to generalize to unseen
data. The idea of leave-one-out is that for decoding
each sentence, the global counts of the relative fre-
quency estimates are reduced by the local counts ex-
tracted from the current sentence pair. This way, the
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above mentioned rare phrases are penalized and the
decoder is encouraged to use more general phrases
taken from the remainder of the training data. Sin-
gleton phrases are given a fixed penalty. In this
work, we apply leave-one-out with all update strate-
gies.

5.3 Features

Maximum expected BLEU training facilitates train-
ing of arbitrary features. In this work we apply four
types of features. (a) A discriminative phrase table,
i.e. one feature for each phrase pair. (b) Lexical fea-
tures, i.e. one feature for each source-target word
pair that appear within the same phrase. (c) Source
and target triplet features (Hasan et al., 2008), i.e.
triples of one source and two target words or one tar-
get and two source words appearing within a single
phrase pair. (d) The hierarchical lexicalized reorder-
ing model (Galley and Manning, 2008), i.e. one
feature for each combination of phrase pair, orienta-
tion (monotone (M), swap (S) or discontinuous (D))
and orientation direction (forward or backward). GT
is only applied with feature set (a), where we re-
estimate the two phrasal channel models as was done
in (He and Deng, 2012). With the other update algo-
rithms we follow the approach taken in (Auli et al.,
2014) and condense each feature type into a small
number of models for the log-linear combination,
which is afterwards tuned with MERT. (a) and (b)
result in a single additional model, (c) in two mod-
els (source and target triplets) and (d) in six models
({forward,backward}×{M,S,D}).

5.4 Efficient Implementation

The expected BLEU 〈β〉Θ is efficiently computed in
one iteration over the full n-best list. As can be
seen from Equation 13, the derivative δ〈β〉Θ

δϑ is ad-
ditive with respect to each firing instance of feature
ϑ in the n-best list. The additive factor only de-
pends on the current sentence pair. Therefore, for
each sentence of the training data we iterate through
its n-best list once to compute the expectation of the
sentence-level BLEU score 〈β〉n and then a second
time to update the current derivative for each time
the feature fires. The only thing that needs to be
kept in memory is a list of the current derivatives for
each parameter ϑ.

1. Create the baseline system and run MERT
2. Generate n-best list on training corpus
3. Compute sentence-level BLEU β(En)

for each hypothesis En in the list
4. Initialize parameters with ϑ = 0, ∀ϑ ∈ Θ
5. Iterate:

a) Compute the derivatives δO(Θ)
δϑ

b) Perform update and output Θ(t)

6. Run MERT on dev with each table Θ(t)

7. Select best Θ(t) on dev
8. Evaluate on test sets

Figure 1: The complete training algorithm.

5.5 Complete Training Algorithm

The complete training and evaluation procedure is
shown in Figure 1. We start by building a base-
line translation system with MERT-optimized model
weights λ. With the baseline system we generate n-
best lists on the training data. Now, for each trans-
lation hypothesis En of the n-best list, we compute
the sentence-level BLEU score β(En) and initialize
the parameter set for training with the count model.
Next, we run the training algorithm for a fixed num-
ber of iterations1 and output the updated feature val-
ues Θ(t) after each iteration t. Finally, we run MERT
with each Θ(t), select the best table on dev and eval-
uate on our test sets.

6 Experiments

6.1 Setup

The experiments are carried out on the IWSLT
2013 German→English shared translation task.2

For rapid experimentation, the translation model is
trained on the in-domain TED portion of the bilin-
gual data, which is also used for maximum expected
BLEU training. However, we use a large 4-gram LM
with modified Kneser-Ney smoothing (Kneser and
Ney, 1995; Chen and Goodman, 1998), trained with
the SRILM toolkit (Stolcke, 2002). As additional
data sources for the LM we use the complete News
Commentary, Europarl v7 and Common Crawl cor-
pora as well as selected parts of the Shuffled News

1Note that we keep the λ weights fixed throughout all itera-
tions of maximum expected BLEU training.

2http://www.iwslt2013.org
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IWSLT BOLT WMT
German English Chinese English German English

Sentences 138K 4.08M 4.09M
Run. Words 2.63M 2.70M 78.3M 85.9M 105M 104M
Vocabulary 75.4K 50.2K 384K 817K 659K 649K

Table 1: Statistics for the bilingual training data of the IWSLT 2013 German→English, the DARPA BOLT
Chinese→English and the WMT 2014 German→English tasks.

and LDC English Gigaword corpora. The selec-
tion is based on cross-entropy difference (Moore
and Lewis, 2010). This makes for a total of 1.7
billion running words for LM training. The base-
line further contains a hierarchical reordering model
(HRM) (Galley and Manning, 2008) and a 7-gram
word class language model (Wuebker et al., 2013).
On IWSLT, all results are averages over three inde-
pendent MERT runs, and we evaluate statistical sig-
nificance with MultEval (Clark et al., 2011).

To confirm our findings, additional experiments
are run on two large-scale tasks over strong baselines
including recurrent neural language models. On the
DARPA BOLT Chinese→English task we use our
internal evaluation system as a baseline. It is a pow-
erful hierarchical phrase-based SMT engine with 19
dense features, including an LSTM recurrent neu-
ral language model (Sundermeyer et al., 2012) and
a hierarchical reordering model (Huck et al., 2013).
The 5-gram backoff LM is in total trained on 2.9 bil-
lion running words. We use the same data for tuning
and testing as Setiawan and Zhou (2013), namely
1275 (tune) and 12393 sentences of web data taken
from LDC2010E30, the NIST MT06 evaluation set
and an additional single-reference test set from the
discussion forum (df) domain containing 1124 sen-
tence pairs. Maximum expected BLEU training is
performed on the discussion forum portion of the
training data, consisting of 67.8K sentence pairs.
On the German→English task of the 9th Workshop
on Statistical Machine Translation4, both translation
model and maximum expected BLEU training is per-
formed on all available bilingual data. Our base-
line is a phrase-based translation engine with a 4-
gram backoff LM trained on 2.5 billion words with
lmplz (Heafield et al., 2013), a recurrent neural

3named dev in (Setiawan and Zhou, 2013)
4http://statmt.org/wmt14/

IWSLT de-en # feat. test

baseline 18 30.4

GT (He and Deng, 2012) 6.08M 30.9
SGD (Auli et al., 2014) 921K 30.8
AdaGrad (Green et al., 2013) 921K 31.1
RPROP (this work) 921K 31.3
RPROP w/o leave-one-out 921K 30.7

RPROP all features 5.22M 31.6

Table 2: Results for the IWSLT 2013 German→English
task in BLEU [%]. The comparison between update
strategies is done with feature set (a) and RPROP all fea-
tures uses feature sets (a)-(d). GT, SGD, AdaGrad and
RPROP are trained with leave-one-out, unless otherwise
specified.

LM, a 7-gram word class LM and the HRM.
Bilingual data statistics for all tasks are given in

Table 1. We use the machine translation toolkit Jane
(Vilar et al., 2010; Wuebker et al., 2012) and evalu-
ate with case-insensitive BLEU [%] (Papineni et al.,
2002) in all experiments.

6.2 Experimental Results

Table 2 shows the IWSLT results. We first com-
pare the performance of the four update algorithms,
for simplicity only on the discriminative phrase ta-
ble features. Different from previous work the n-
best lists of the training data were generated with
leave-one-out, unless otherwise stated. In all cases
we tested different values for the regularization pa-
rameter τ and in the case of SGD and AdaGrad also
for the learning rate η. We selected the best con-
figurations based on a validation set (test2011). For
AdaGrad we also experimented with FOBOS regu-
larization and feature selection (Duchi and Singer,
2009), but did not observe improved results. As
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Figure 2: Expected BLEU value on IWSLT
German→English for the different update strate-
gies. Note that growth transformation (GT) applies a
different regularization term and is therefore not directly
comparable with the other techniques.

expected, we found that in all cases regularization
is not strictly necessary - results are barely affected
as long as τ is sufficiently small - and that SGD is
much more sensitive to η than AdaGrad. Further,
SGD and RPROP need around 25 iterations to reach
good results, where 5-10 iterations are sufficient for
GT and AdaGrad. For a fair comparison, however,
we run all algorithms for 40 iterations and select the
best one on a seletion set, namely iterations 19 (Ada-
Grad), 23 (GT), 29 (RPROP) and 35 (SGD). Figure
2 shows how the expected BLEU function evolves in
training with different update strategies. Although
the value for GT is not directly comparable to the
others due to a different regularization term, the re-
spective characteristics are clearly visible. SGD ex-
hibits a linear growth pattern, GT resembles a loga-
rithmic and RPROP an exponential function. After
initially overshooting and then retracting as the reg-
ularization kicks in, AdaGrad also displays logarith-
mic characteristics.

In terms of BLEU RPROP performs best, followed
by AdaGrad, GT and SGD, where the RPROP-
AdaGrad and AdaGrad-GT differences are small
(0.2% BLEU absolute) but statistically significant on
the 95% level. Altogether, RPROP improves over
the baseline by 0.9 BLEU points, which is statisti-
cally significant at the 99% level. In an additional
experiment we verified that leave-one-out has a clear

BOLT zh-en # feat. df web MT06

baseline 19 18.0 34.1 39.7
SGD 12.4M 18.0 34.3 39.8
AdaGrad 12.4M 18.3 34.7 40.1
RPROP 12.4M 18.7 34.8 40.5

Setiawan&Zhou (GT) 150M - 32.7 40.3

Table 3: Results for the BOLT Chinese→English task
in BLEU [%] on the discussion forum test set (df), the
mixed web test set and NIST MT06. The baseline is our
BOLT evaluation system and contains a recurrent neural
LM. We compare with (Setiawan and Zhou, 2013) who
applied maximum expected BLEU training with growth
transformation (GT). Note that the number of features re-
ported by Setiawan and Zhou (2013) is artificially blown
up due to renormalization.

impact on the results. The BLEU difference between
RPROP with and without leave-one-out is 0.6% ab-
solute. By adding lexical, triplet and reordering fea-
tures, we get an additional gain and observe a total
improvement of 1.2 BLEU points over the baseline
system.

Efficiency comparison. 921K discriminative
phrase table features are active in our training data.
Due to the renormalization component, this results
in a total of 6.08M features that are updated with
GT using the same data. Consequently, it is less time
and space efficient than the other algorithms. With
our implementation, GT needed around 16 hours
and 6.7G memory for 40 iterations, where RPROP,
AdaGrad and SGD finished after less than 2.5 hours
and required 2.1G memory.

For the BOLT task, we directly compare with the
GT-trained system in (Setiawan and Zhou, 2013)
using the same tune set for MERT and reporting
results on the same test sets, see Table 3. With
RPROP we achieve nearly twice the improvement
reported by Setiawan on both web and MT06 us-
ing feature sets (a)-(c)5. Our baseline on web is
already much stronger and RPROP training yields
+0.7 BLEU points, as opposed to +0.44 reported by
Setiawan. On MT06 our baseline system is slightly
worse, but with the larger gain received by RPROP
our final system outperforms the one reported by Se-

5Reordering features are not applicable to our hiero system.
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WMT de-en # feat. newstest2013

baseline 19 28.3
RPROP 45.0M 28.9

matrix.statmt.org 14 28.1

Table 4: Results for the WMT German→English task in
BLEU [%]. The baseline contains a recurrent neural LM.
We compare with the best single system that is reported
on matrix.statmt.org, which was submitted by the
Unversity of Edinburgh.

tiawan by 0.2 BLEU points. We would like to stress
that this is not a domain adaptation effect, as maxi-
mum expected BLEU training was performed on dis-
cussion forum (df) data. On the df test set, on the
other hand, we probably can observe domain adap-
tation via RPROP training. The improvement here
is 0.7% BLEU absolute with a single reference, as
opposed to four references on web and MT06. We
also report results training the same feature sets with
SGD and AdaGrad, confirming results we observed
on IWSLT. Here, SGD yields only minor improve-
ments. AdaGrad performs better, but still 0.1 - 0.4
BLEU points worse than RPROP. Running GT is in-
feasible in our hierarchical phrase-based setup.

Table 4 shows the results on the WMT task. This
is our largest setting, where max. exp. BLEU train-
ing is performed on the full training data with more
than 4M sentence pairs which, to the best of our
knowledge, is unsurpassed in the literature. Alto-
gether, training took more than one month, about
3/4 of which were for generating n-best lists by de-
coding the training data. The triplet features did not
finish in time, so we applied the feature sets (a), (b)
and (d), 45M features in total. With a renormaliza-
tion step as in GT, this number would grow to 309M.
On newstest2013, our baseline already outperforms
the best single system reported on matrix.statmt.org
by 0.2 BLEU points. The discriminatively trained
features yield an additional improvement of 0.6%
BLEU absolute on this high-end system.

7 Conclusion

We have experimentally compared several update
strategies for maximum expected BLEU training.
The RPROP algorithm proposed in this work shows

superior performance compared to AdaGrad, growth
transformation (GT) and stochastic gradient descent.
In terms of time and memory efficiency, GT is
clearly inferior to the other algorithms due to renor-
malization. Applying phrasal, lexical, triplet and re-
ordering features, the baseline is improved by 1.2%
BLEU absolute on the IWSLT German→English
task. On two large scale tasks we achieve clearly
superior performance compared to results reported
in the literature. On BOLT Chinese→English our
discriminative training yields nearly twice the im-
provement reported by Setiawan and Zhou (2013),
resulting in a superior final system. On WMT
German→English, we outperform the best single
system reported on matrix.statmt.org by 0.8% BLEU

absolute. Here, we perform maximum expexted
BLEU training on more than 4M sentence pairs,
which is the largest number reported in the literature
to date.
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Abstract

Translation models often fail to generate good
translations for infrequent words or phrases.
Previous work attacked this problem by in-
ducing new translation rules from monolin-
gual data with a semi-supervised algorithm.
However, this approach does not scale very
well since it is very computationally expen-
sive to generate new translation rules for only
a few thousand sentences. We propose a much
faster and simpler method that directly hallu-
cinates translation rules for infrequent phrases
based on phrases with similar continuous rep-
resentations for which a translation is known.
To speed up the retrieval of similar phrases,
we investigate approximated nearest neighbor
search with redundant bit vectors which we
find to be three times faster and significantly
more accurate than locality sensitive hashing.
Our approach of learning new translation rules
improves a phrase-based baseline by up to
1.6 BLEU on Arabic-English translation, it is
three-orders of magnitudes faster than existing
semi-supervised methods and 0.5 BLEU more
accurate.

1 Introduction

Statistical translation models (Koehn et al. 2003,
Chiang et al. 2005) are trained with bilingual data
and a simple solution to improve accuracy is to train
on more data. However, for many language pairs
we only have a very limited amount of bilingual
data and even when dealing with resource-rich lan-
guages, we still often perform poorly when dealing
with rare words or phrases.

On the other hand, there is plenty of monolingual
data and previous work has investigated its use in
learning translation models (Rapp, 1995; Callison-
Burch et al., 2006; Haghighi et al., 2008; Saluja et

*The entirety of this work was conducted while at Mi-
crosoft Research.

al., 2014). However, most methods rely on statistics
that are computationally expensive. As a concrete
example, the graph propagation algorithm of Saluja
et al. (2014) relies on pair-wise mutual information
statistics between any pair of phrases in the monolin-
gual corpus that is very expensive to compute, even
for moderately sized corpora.

In this paper, we study the use of standard con-
tinuous representations for words to generate trans-
lation rules for infrequent phrases (§2). We ex-
plore linear projections that map continuous repre-
sentations of rare foreign phrases to English phrases.
In particular, we propose to learn many local pro-
jections that are specific to a given foreign phrase.
We find this to be much more accurate than a sin-
gle globally learned mapping such as proposed by
(Mikolov et al. 2013; §3).

Our method relies on the fast retrieval of simi-
lar phrases in continuous space. We explore both
Locality Sensitive Hashing (LSH; Indyk and Mot-
wani, 2008) as well as the lesser known Redundant
Bit Vector method (RBV; Goldstein et al. 2005) for
fast k-nearest neighbor (k-NN) search. RBV outper-
forms the popular LSH algorithm by a large margin,
both in speed as well as accuracy (§4).

Our results show that the local linear projection
method is not only three orders of magnitudes faster
than the algorithm of Saluja et al. (2014) but also
by 0.5 BLEU more accurate. We achieve a 1.6
BLEU improvement in Arabic-English translation
compared to a standard phrase-based baseline (§5).

2 Continuous Phrase Representations

Continuous representations of words have been
found to capture syntactic and semantic regularities
in language (Turian et al., 2014; Collobert et al.,
2011; Mikolov et al., 2013c). The induced represen-
tations often tend to cluster similar words together
as illustrated in Figure 1.
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source target

gato (cat) cat

caballo (horse)

vaca (cow)
cerdo (pig)

perro (dog)
horse

cow pig
dog

Figure 1: Illustration of word representations in Spanish
and English (Figure from Mikolov et al. (2013a)). The
plots are based on a two-dimensional projection of the
original vectors with principal component analysis.

A logical next step is to learn representations for
larger linguistic units, a topic which has received a
lot of interest (Mitchell and Lapata, 2010; Socher
et al., 2011; Le and Mikolov, 2014). For machine
translation there have been efforts to learn represen-
tations for entire bilingual phrases (Zou et al., 2013;
Zhang et al., 2014; Gao et al., 2014).

In this work, we only require representations for
monolingual phrases that are relatively short.1 We
therefore decided to use off-the-shelf word repre-
sentations to build phrase vectors. In particular, we
chose the continuous bag-of-words model (Mikolov
et al., 2013b) which is very fast to train and scales
very well to large monolingual corpora.

The resulting word vectors are then used to build
phrase vectors via simple element-wise addition
which has been found to perform very competitively
in comparison to alternative approaches (Mitchell
and Lapata, 2010). Note that all the algorithms de-
scribed in this paper are agnostic to the choice of
phrase-representation and other schemes may per-
form better.

We use these monolingual phrase representations
to generate translation rules for infrequent, or unla-
beled, phrases. Unlabeled phrases do not appear in
the bilingual data and thus do not have translation
rules. The general idea behind the following algo-
rithms is to identify labeled phrases for which we
know translation rules that are similar to an unla-
beled phrase, and to use them to induce translation
rules for the unlabeled phrase.

1For simplicity, we only consider unigrams and bigrams on
the source side, see §5

3 Translation Rule Generation

We first describe how we can learn a single mapping
between the foreign and English continuous spaces
to find translations for an infrequent foreign phrase
(§3.1). Next, we make this approach more robust by
learning many mappings that are specific to a given
foreign phrase (§3.2). Finally, we review the semi-
supervised label propagation algorithm of Saluja et
al. (2014) which we make much faster using con-
tinuous word representations and k-NN algorithms
(§3.3).

3.1 Global Linear Projection
Mikolov et al. (2013a) find that the relative po-
sitions between words are preserved between lan-
guages (Figure 1), and, thus, it is possible to learn a
linear projection that maps the continuous represen-
tation of source phrases to points on the target side.
The hope is to learn a mapping that captures the re-
lationship between the source and target spaces. We
call this linear transform global linear projection,
since we use a single mapping that we apply to every
source phrase.

More formally, we denote f and e as source
side and target side phrases respectively, and f ∈
R1×d and e ∈ R1×d as the corresponding phrasal
vectors with dimension d. Following Mikolov et
al. (2013a), we learn a global linear projection
matrix W ∈ Rd×d based on the translations of
the n most frequent labeled source side phrases:
(f1, e1), (f2, e2), . . . , (fn, en), n ≥ d.2 Let F =
[fT1 , f

T
2 , . . . , f

T
n ]T , and E = [eT1 , e

T
2 , . . . , e

T
n ]T . We

calculate W by solving the following linear system:

FW = E

whose solution is:

W ≈ (F TF )−1F TE

Using the linear transform W , we can compute
ē = fW for each unlabeled source phrase f , where
ē will be close to target phrases that are potential
translation candidates for f . We denote the set of
all nearby English phrase vectors as N(ē) and use

2We need more than d phrases to be fetched to make the
linear system solvable. Similar is for the local linear projection
in §3.2.
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source target

un gato
el gato

los gatos

the cat

the cats

a cat

cats

source target

un gato
el gato

los gatos

the cat

the cats

a cat

cats

(a) Global Linear Projection (b) Local Linear Projection

Figure 2: (a) Illustration of the global linear projection mapping the unlabeled Spanish phrase “un gato” to the target
space. The neighbors of the projected point serve as translation candidates and are fetched via a k-NN query. (b) A
local linear projection is learned individually for “un gato” based on the translations “the cats”, “the cat” of the labeled
neighbors “los gatos”, “el gato”.

fast k-NN query algorithms to retrieve this set (§4).
Figure 2 (a) illustrates the method.

The translation probability for each translation
candidate e ∈ N(ē) is based on the similarity to
the projected point ē:

P (e|f) =
exp{sim(e, ē)}∑

e′∈N(ē) exp{sim(e′, ē)} . (1)

Note that we normalize over the neighbor set N(ē)
of the projected point ē of foreign phrase f . This
uses the similarity sim(ē, e) between ē and e which
is defined symmetrically as

sim(ē, e) =
1

1 + ‖ē− e‖ , (2)

where ‖ē − e‖ is the Euclidean distance between
vectors ē and e.

Before adding the generated candidate transla-
tions to the MT system, we also calculate the back-
ward maximum likelihood translation probability
using Bayes’ Theorem:

P(f |e) =
P(e|f)P(f)

P(e)
,

where the marginal probabilities are based on the
counts of phrases seen in the monolingual corpora.

Similar to Saluja et al. (2014), we use word-based
translation probabilities from the baseline system to
obtain forward and backward lexicalized translation
probabilities.

3.2 Local Linear Projection

The global linear projection uses a single projection
matrix for all unlabeled source phrases. This is sim-
ple and fast but assumes that we can capture all re-
lations between the source and target representation
space with a single Rd×d mapping. We show later
that this is clearly not the case (§5.4) and that a sin-
gle projection struggles particularly with infrequent
phrases - the precise situation in which we would
like our projection to be robust.

We therefore propose to learn many local lin-
ear projections which are individually trained for
each unlabeled source phrase. Specifically, for each
unlabeled source phrase f , we learn a mapping
Wf ∈ Rd×d based on the translations of m of f ’s
labeled neighbors: (f1, e1), (f2, e2), . . . , (fm, em),
fi ∈ N(f), 1 ≤ i ≤ m, m ≥ d (see Figure 2 (b)).

Compared to the global projection, we require an
additional k-NN query to find the labeled neighbors
for each unlabeled source phrase. However, this ex-
tra computation takes only a negligible amount of
time, since the number of labeled phrases on the
source side is significantly smaller than the number
of phrases on the target side.

Our approach of learning many different map-
pings is similar to the locality preserving projections
method of He and Niyogi (2004), which also con-
struct a locally precise projection in order to map to
another space.
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3.3 Structured Label Propagation with
Continuous Representation

Saluja et al. (2014) use Structured Label Propaga-
tion (SLP; Liu et al. 2012) to propagate candidate
translations from frequent source phrases that are la-
beled to unlabeled neighbors that are infrequent.

The algorithm works as follows: for a known
translation rule (f ′, e′), SLP propagates the target
side phrases e ∈ N(e′), that are similar to e′, to the
unlabeled source phrases f ∈ N(f ′), that are similar
to f ′, as new translation rules. This propagation runs
for several iterations. At each iteration, the transla-
tion probability between known translations is fixed.
More formally, for iteration t+ 1 we have

Pt+1(e|f) =
∑

f ′∈N(f)

T (f ′|f)
∑

e′∈H(f ′)

T (e|e′)Pt(e′|f ′),

where T (f ′|f) is the probability that phrase f is
propagated through phrase f ′, similarly for T (e|e′);
H(f ′) is the set of translation candidates for source
phrase f ′, which is learned from the bilingual cor-
pus.

In Saluja et al. (2014), both T (f ′|f) and T (e|e′)
are based on the pairwise mutual information (PMI)
between two phrases. Computing PMI statistics be-
tween any two phrases over a large corpus is infea-
sible and therefore the authors resort to a simple ap-
proximation that only considers co-occurrences with
other phrases within a fixed-sized context window.
Even after this simplification the running time of
the SLP is vastly dominated by gathering similarity
statistics and by constructing the resulting graph.

However, once the PMI statistics are collected and
the graph is constructed, actual label propagation is
very fast. To speed up the algorithm, we replace
the costly PMI statistics by continuous phrase rep-
resentations and adopt the same similarity measure
that we used for the global and local projections (see
Equation 1). Moreover, we replace the static graph
construction with on-demand graph expansion us-
ing the fast phrase query mechanisms described in
the next section. These modifications allow us to
dramatically speed up the original SLP algorithm as
demonstrated in our experiments (§5).

4 Fast Phrase Query with Continuous
Representation

The algorithms presented in the previous section re-
quire rapid retrieval of neighboring phrases in con-
tinuous space. Linear search over all n candidate
phrases is impractical, particularly for the SLP al-
gorithm (§3.3). SLP requires the construction of a
graph encoding the nearest neighbors for each tar-
get phrase, be it online or offline. To construct this
graph naı̈vely requires O(n2) comparisons which is
clearly impractical for our setup where we have over
one million target phrases (§5). For the linear projec-
tions, we still need to run at least one k-NN query in
the target space for each infrequent foreign phrase.

Various methods, e.g., k-d trees, were proposed
for fast k-NN queries but most of them are not ef-
ficient enough in high dimensional space, such as
our setting. We therefore investigate approximated
k-NN query methods which sacrifice some accu-
racy for a large gain in speed. Specifically, we look
into locality sensitive hashing (LSH; §4.1), a popu-
lar method, as well as redundant bit vectors (RBV;
§4.2), which to our knowledge has not been previ-
ously used for natural language processing tasks.

4.1 Locality Sensitive Hashing

One popular approximated method is Locality Sen-
sitive Hashing (LSH; Indyk and Motwani, 1998),
which has been used in many NLP tasks such as
noun clustering (Ravichandran et al., 2005), topic
detection (Petrović et al., 2010), and fast k-NN
query for similar words (Goyal et al., 2012).

For our particular task, assume each phrase is rep-
resented by a d-dimensional vector p of real values.
The core of LSH is a set of hash functions. We
choose p-stable distribution based functions (Datar
et al., 2004) of the following form:

hi(p) = bxi · p + bi
w

c, 1 ≤ i ≤ s.

This function can be viewed as a quantized random
projection, where each element in xi is selected ran-
domly from a Gaussian distribution N (0, 1), w is
the width of the bin, bi is a linear bias selected from
a uniform distribution U(0, w) (see Figure 3 (a)).

By concatenating the results from hi, 1 ≤ i ≤ s,
phrase p is projected from d-dimensional space to
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Figure 3: (a) A quantized random projection in LSH. The arrows show the direction of the projection. Points p1, p2, p3

are correctly projected to the same bin, while p4 falls into another bin, despite being very close to p1. (b) A simplified
example illustrating RBV in two dimensions. The circle with radius r is centered at p1 and contains all neighbors of
p1. RBV approximates the circle by a square of width d = 2× 0.95r, which contains most of the neighbors of p1 but
also p4, a false positive, while missing p5, a closer point. (c) On each dimension, RBV uses bit vectors to maintain
the set of points whose hypercubes (represented as the segments on the points in 1-dimensional view) intersect with a
bin.

an s-dimensional space. Phrases whose projections
collide in the s-dimensional space are considered
candidates to be neighbors. A fast retrieval of those
colliding phrases can be done via a hash table. How-
ever, since the projection is random, it is very likely
that true neighbors in the d-dimensional space fall
into different bins after projection (false negatives;
e.g., p1 and p4 in Figure 3 (a)). To ease this problem,
LSH employs a set of such projections and runs a
linear search over the union of all possible neighbor
candidates resulting from these projections to find
the approximated k-nearest neighbors.

4.2 Redundant Bit Vectors

The performance of LSH decreases as the number
of dimensions grows. Redundant bit vectors (RBV;
Goldstein et al., 2005) address this problem and can
quickly search in high dimensional space, which
suits our task better.

RBV is a combination of: a) an approximated
neighborhood test designed for high dimensional
space, and b) an efficient data structure for fast
neighborhood query.

First, for a given point p in high dimensional
space, the volume of a hypersphere of radius r cen-
tered at p can be approximately covered by a hyper-
cube of width d = 2εr, ε � 1.3 Figure 3 (b) shows

3Here we use� in an imprecise way. ε� 1 does not mean
ε is smaller than 1 by orders of magnitudes; usually ε > 0.1.

an illustration in two dimensional space where a
square of width d = 2 × 0.95r covers most of a
circle with radius r. In higher dimensional space,
e.g., d = 256 as in Goldstein et al. (2005), we can
cover 99% of the volume of a hypersphere of r = 1
with a hypercube whose width is only ∼2× 0.2r.4

This surprising result allows us to use a very small
hypercube to approximate the hypersphere. Fur-
thermore, if two points q and p are within a cer-
tain radius r, i.e., ‖q − p‖ ≤ r, then frequently
|q(i) − p(i)| ≤ εr, where x(i) denotes the i-th ele-
ment of vector x. Thus, the neighbor query can be
approximated as a check whether the distance be-
tween p and q on each dimension is less than εr,
ε� 1.

Second, each dimension is quantized into bins.
Each bin redundantly maintains a set of points
whose hypercubes intersect with the bin on that di-
mension. This set is an approximation of the neigh-
bors of a query point p that falls into the same bin
on this dimension. RBV uses bit vectors to store this
set of points for each bin. (See Figure 3 (c).)

For a given query vector p, we fetch the bins
where p falls into for each dimension. We then per-

What we mean is that in high dimensional space, the volume of
a hypercube of width 2εr is more than hundreds of magnitudes
smaller than a hypercube of width 2r.

4Note that this does not mean the volume of the hypercube
is smaller than the hypersphere. It just means that most of the
volume of the hypersphere is covered in the hypercube.
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English Arabic Urdu
Token count 5b 5b 75m
Word vector count 2.9m 2.7m 0.2m
Word vector train time 100hrs 100hrs 3hrs

Table 1: Monolingual corpora statistics, number of word
vectors, and time to learn the word vectors (on single
CPU core) for each source language.

form a bitwise and over the corresponding bit vec-
tors to find the set of points that actually fall into p’s
hypercube, i.e., the approximated candidate neigh-
bor set of p. Finally, a linear search over this much
smaller set finds the approximate k-nearest neigh-
bors, similar to LSH.

5 Experiments

We first evaluate the speed and accuracy of the pre-
sented approximate k-NN query algorithms (§5.2).
Next we experiment with the translation rule gen-
eration approaches (§5.3), and then we analyze the
global and local projection methods (§5.4). Fol-
lowing Saluja et al. (2014), we present most results
on Arabic-English translation and then validate our
findings on Urdu-English (§5.5), a low-resource set-
ting. Lastly, we discuss some qualitative results
(§5.6).

5.1 Datasets & Preprocessing

We test our approach on both Arabic-English and
Urdu-English translation. For Arabic-English our
bilingual training data comprises of 685k sentence
pairs. The NIST MT08 and MT09 data sets serve as
tuning and testing sets, respectively. Both are com-
binations of newswire and weblog articles, and each
Arabic sentence has four reference translations. For
Urdu-English our bilingual training corpus contains
165k sentence pairs, and the tuning and testing sets
are NIST MT08 and NIST MT09, respectively.

Table 1 shows some statistics for the monolingual
data we use. The majority of the data for Arabic and
English is drawn from the AFP Gigaword corpus.
For Urdu most of the data is mined by a web crawler,
mainly because there are not many official resources
for this language.

We run standard tokenization and segmentation
on the monolingual corpora. After that we use the
Word2Vec tool (Mikolov et al., 2013b) to generate

False Negative (%) Time (s)
Linear Search 0 342
LSH 14.29 69
RBV 9.08 19

Table 2: Performance of linear search, locality sensitive
hashing, and redundant bit vectors, for k = 200.

word embeddings for each language with the bag-
of-words model, where the number of dimensions is
set to d = 300. See Table 1 for the number of word
vectors learned for each language.

To obtain phrases in each language, we use a sim-
ilar strategy as in Saluja et al. (2014). For Arabic
and Urdu, we collect all unigrams and bigrams from
the tuning and testing sets. This gives 0.66m phrases
for Arabic and 0.2m phrases for Urdu. For English,
we collect unigrams and bigrams from the monolin-
gual data instead. However, the English monolin-
gual corpus is much larger than the tuning and test-
ing sets for Arabic and Urdu. We therefore train a
language model over the monolingual data, and col-
lect the unigrams and bigrams from the ARPA file,
filtering out all candidates that have a probability
smaller than 10−7. Similar to Saluja et al. (2014),
we use a baseline MT system to translate the Ara-
bic or Urdu phrases and add their translations to the
English phrase set. After this procedure we end up
with 1.5m English phrases.

We use simple component-wise addition to gen-
erate phrase vectors from word vectors. Some rare
words do not receive a vector representation after
running Word2Vec, and we simply remove phrases
containing those words, resulting in a total of 0.65m
phrases for Arabic, 0.18m phrases for Urdu, and
1.2m phrases for English.

5.2 Evaluation of Approximated k-NN Query

We first evaluate the performances of different k-NN
query approaches on English word vectors.

There are 2.9m word vectors in d = 300 di-
mensional space. We randomly select 1,000 words,
and query for each word the 200 nearest neighbors,
k = 200, with either linear search, LSH, and RBV.
We measure the false negative ratio, i.e., the percent-
age of true neighbors missed by each query method,
as well as time. For LSH and RBV, we tune the pa-
rameters for best performance (LSH: number of pro-
jected dimensions, number of layers, and width of
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Tune Test Time (hr)
Baseline 39.33 38.09 -
SLP w/ PMI 40.93 39.16 ∼10,000
SLP w/ Cont. Repr. 41.31 39.34 120+200
GLP 40.46 38.68 20+200
LLP 41.17 39.57 30+200
LLP w/ backoff 41.48 39.70 30+200

Table 3: Arabic-English translation accuracy of struc-
tured label propagation with PMI (SLP) and with con-
tinuous representations (SLP w/ PMI), the global linear
projection (GLP), our local linear projection (LLP) and
with an added backoff scheme (LLP w/ backoff). For ap-
plicable methods, we list the running time to compute dis-
tributional representations as a separate term in the time
column. This is usually only required once per language
which is why we report it separately.

the bin; RBV: hypercube width and number of bins
for each dimension).

Table 2 shows that RBV gives significantly better
performance than LSH, both in terms of accuracy
and speed. RBV reduces the false negative ratio by
1/3 compared to LSH and is 3.6 times faster. This
is in line with Goldstein et al. (2005) who observed
that the performance of LSH degrades in high di-
mensional space. We therefore use RBV in the fol-
lowing experiments.

5.3 Evaluation of Rule Generation
Next, we evaluate the quality of the generated trans-
lation rules for Arabic-English translation (Table 3)
using either SLP, the global linear projection (GLP),
or the local linear projection (LLP).

Our baseline system is an in-house phrase-based
system similar to Moses with a 4-gram language
model. The underlying log-linear model comprises
of 13 features: two maximum likelihood transla-
tion probabilities, two lexicalized translation prob-
abilities, five hierarchical reordering model fea-
tures (Galley and Manning, 2008), one language
model, word penalty, phrase length, and distortion
penalty), and is tuned with minimum error rate train-
ing (MERT; Och 2003). Translation quality is mea-
sured with BLEU (Papineni et al., 2002).

For comparison, we reimplemented the graph-
based method in Saluja et al. (2014). This method
calculates the pairwise mutual information (PMI)
between phrases, and employs all the techniques
mentioned in Saluja et al. (2014) to speedup the

computations. Our reimplementation achieves simi-
lar performance to Saluja et al. (2014) (with a neg-
ligible ∼ 0.06 drop in BLEU). We parallelized the
algorithm on a cluster since a single core implemen-
tation would run for ∼10k hours.5

Our continuous phrase based version of SLP is
orders of magnitudes faster than the SLP variant of
Saluja et al. (2014) because it replaces the compu-
tationally expensive PMI calculation by an approx-
imated k-NN query in distributional space. More-
over, our variant of SLP even improves translation
quality by 0.2-0.3 BLEU. Overall, our version of
SLP improves the baseline by 2.0 BLEU on the tun-
ing set and by 1.3 BLEU on the test set.

The linear projection based methods, GLP and
LLP, are in turn again several times faster than SLP
with continuous representations. This is because
they require significantly fewer k-NN queries. For
both GLP and LLP, we retrieve the 200 nearest
neighbors of the projected point. For LLP, the lo-
cal projection is calculated based on the 500 nearest
labeled neighbors of the infrequent source phrase.
LLP achieves slightly better accuracy on the test set
than PMI-based SLP but at four times the speed.
GLP is the fastest method but also the least accurate,
improving the baseline only by about 0.6 BLEU. We
explore this result in more detail in the next section.
Overall, our local projection outperforms the global
projection by 0.9 BLEU on the test set.

For some infrequent source phrases, approxi-
mated k-NN query does not retrieve enough (≥ d)
neighbors to learn a local linear projection. For these
phrases, we employ a backoff strategy that uses the
translations of their neighbors as additional transla-
tion candidates. This strategy provides helpful addi-
tional rules for LLP (Table 3).6

5.4 Evaluation of Global Linear Projection

To learn why GLP does not generate high quality
translation rules, we run an extra experiment to mea-
sure the projection quality of GLP.

We train a global linear projection on an increas-

5Confirmed with the authors of Saluja et al. (2014) from per-
sonal communication.

6The backoff scheme in the Arabic-English setting generates
around 15% of the translations rules, which adds 0.13 BLEU on
the test set. This is not a big improvement and so we did not
employ this scheme for our Urdu-English experiments.
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Training Set Hit Rate: Freq Hit Rate: Infreq.
500 0.87 0

1,000 0.6 0.01
5,000 0.42 0.07
25,000 0.4 0.05

Table 4: Quality of global linear projection measured by
the ratio that GLP can fetch the most possible translation
in the 200-nearest neighbors.

Tune Test Time (hr)
Baseline 26.32 27.41 -
SLP w/ PMI 27.26 27.89 ∼7,000
SLP w/ Cont. Repr. 27.34 27.73 100+103
LLP 27.06 27.98 30+103

Table 5: Urdu-English translation accuracy (cf. Table 3).

ing amount of training data and measure its accuracy
on two test sets (Table 4). The first test set contains
the 100 most frequent source phrases and their trans-
lations. The second test set contains less frequent
examples; we choose the 50,000 to 50,100 most fre-
quent source phrases. The training data uses the l
most frequent source phrases and their translations
which are not already contained in the first test. The
projection quality is measured by the ratio of how
many times the correct translation is one of the 200-
nearest neighbors of the projected point computed
by GLP.

The results in Table 4 clearly show that GLP can
find the best translation for very frequent source
phrases which is in line with previous work Mikolov
et al. (2013a). However, the accuracy for infrequent
phrases is poor. This explains why GLP helps rel-
atively little in our translation experiments because
our setup requires a method that can find good trans-
lations for infrequent source phrases.

5.5 Evaluation on Urdu-English

Resources for Urdu are limited compared to Arabic
(§5.1) which results in fewer word vectors and fewer
source phrases. This will also affect the quality of
the word vectors in Urdu, since more training data
usually results in better representations.

Table 5 shows that the improvements of both SLP
and LLP in Urdu-English are not as significant as
for Arabic-English. Our reimplementation of SLP
is ∼ 1 BLEU better on the tuning set than the base-
line, and ∼ 0.5 BLEU better on the test set. As ex-

Source  Generated target  

  the humanitarian obligations التزاماتها الانسانيه 

  humanitarian commitments التزاماتها الانسانيه 

  both these two groups هاتين المجموعتين 

  these two communities هاتين المجموعتين 

  building their institutions بناء مؤسساتهم 

  certainly efforts کوششيں ضرور 

  efforts must کوششيں ضرور 

  healthier youth مند نوجوانوں 

  services special سپيشل سروسز 

  community development کميونٹی ڈيولپمنٹ 

  
Figure 4: Examples of the generated rules from LLP.

pected, the translation quality improvement on small
corpora is not as significant as on large corpora like
Arabic, since the monolingual data in Urdu is much
smaller than for Arabic (75m tokens vs. 5b tokens)
which makes it more difficult to learn good represen-
tations. In general, with continuous representations,
SLP and LLP achieve similar performance to PMI-
based SLP but the projection based methods are or-
ders of magnitudes faster.

5.6 Analysis of Output
Figure 4 shows some examples of the translation
rules produced by our system. The first five ex-
amples are for the Arabic-English system, while the
last five are for the Urdu-English system. All source
phrases are unknown to the baseline system which
usually results in sub-optimal translations. Our sys-
tem on the other hand, managed to generate trans-
lation rules for them. The Arabic-English exam-
ples show mostly morphological variants of phrases
which did not appear in the parallel data; this can
be helpful for highly inflected languages since most
of the inflectional variations are underrepresented in
the parallel data. The Urdu-English examples show
mostly unknown phrases since there is much less
parallel data than for Arabic.

6 Conclusion and Future Work

In this work, we showed how simple continuous rep-
resentations of phrases can be successfully used to
induce translation rules for infrequent phrases and
demonstrated substantial gains in translation accu-
racy. Continuous representations not only increase
the speed of the semi-supervised approach of Saluja
et al. (2014) by two orders of magnitude but also
improve its accuracy at the same time. Simpler
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linear projections are up to three orders of magni-
tudes faster once phrasal representations have been
learned and can be as accurate. Our novel local lin-
ear projection is much more accurate than the global
projection of Mikolov et al. (2013a) at only a small
increase in running time. This brings us closer to
generating new translation rules on-the-fly for un-
seen sentences. Finally, we showed that redundant
bit vectors are three times faster but also signifi-
cantly more accurate than locality sensitive hashing
in our setting. To our knowledge this is the first ap-
plication of redundant bit vectors on a natural lan-
guage processing task.

In future work, we would like to investigate more
elaborate projection schemes that use contextual in-
formation from the source side or non-linear projec-
tions. Furthermore, we would like to apply redun-
dant bit vectors to other NLP tasks.
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Saša Petrović, Miles Osborne, and Victor Lavrenko.
2010. Streaming first story detection with applica-
tion to twitter. In Human Language Technologies: The
2010 Annual Conference of the North American Chap-
ter of the Association for Computational Linguistics,
pages 181–189. Association for Computational Lin-
guistics.

Reinhard Rapp. 1995. Identifying word translations in
non-parallel texts. In Proceedings of the 33rd annual
meeting on Association for Computational Linguistics,
pages 320–322. Association for Computational Lin-
guistics.

Deepak Ravichandran, Patrick Pantel, and Eduard Hovy.
2005. Randomized algorithms and nlp: using locality
sensitive hash function for high speed noun clustering.
In Proceedings of the 43rd Annual Meeting on Associ-
ation for Computational Linguistics, pages 622–629.
Association for Computational Linguistics.

Avneesh Saluja, Hany Hassan, Kristina Toutanova, and
Chris Quirk. 2014. Graph-based semi-supervised
learning of translation models from monolingual data.
In Proceedings of the 52th Annual Meeting of the As-
sociation for Computational Linguistics. Association
for Computational Linguistics.

Richard Socher, Eric Huang, Jeffrey Pennington, An-
drew Y Ng, and Christopher D. Manning. 2011. Dy-
namic pooling and unfolding recursive autoencoders

for paraphrase detection. In Advances in Neural Infor-
mation Processing Systems 24.

Joseph Turian, Lev Ratinov, and Yoshua Bengio. 2014.
Word representations: a simple and general method for
semi-supervised learning. In Proc. ACL.

Jiajun Zhang, Shujie Liu, Mu Li, Ming Zhou, and
Chengqing Zong. 2014. Bilingually-constrained
phrase embeddings for machine translation. In Pro-
ceedings of the 52th Annual Meeting on Association
for Computational Linguistics. Association for Com-
putational Linguistics.

Will Y Zou, Richard Socher, Daniel M Cer, and Christo-
pher D Manning. 2013. Bilingual word embeddings
for phrase-based machine translation. In EMNLP,
pages 1393–1398.

1536



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1537–1547,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

A Corpus and Model Integrating Multiword Expressions and Supersenses

Nathan Schneider
School of Informatics

University of Edinburgh
Edinburgh, Scotland, UK
nschneid@inf.ed.ac.uk

Noah A. Smith
School of Computer Science
Carnegie Mellon University

Pittsburgh, Pennsylvania, USA
nasmith@cs.cmu.edu

Abstract

This paper introduces a task of identifying and
semantically classifying lexical expressions in
running text. We investigate the online reviews
genre, adding semantic supersense annotations
to a 55,000 word English corpus that was pre-
viously annotated for multiword expressions.
The noun and verb supersenses apply to full
lexical expressions, whether single- or mul-
tiword. We then present a sequence tagging
model that jointly infers lexical expressions
and their supersenses. Results show that even
with our relatively small training corpus in a
noisy domain, the joint task can be performed
to attain 70% class labeling F1.

1 Introduction

The central challenge in computational lexical se-
mantics for text corpora is to develop and apply ab-
stractions that characterize word meanings beyond
what can be derived superficially from the orthog-
raphy. Such abstractions can be found in type-level
human-curated lexical resources such as WordNet
(Fellbaum, 1998), but such intricate resources are
expensive to build and difficult to annotate with at
the token level, hindering their applicability beyond
a narrow selection of languages and domains. A
more portable and scalable—yet still linguistically-
grounded—way to represent lexical meanings is with
coarse-grained semantic classes. Here we build on
prior work with an inventory of semantic classes (for
nouns and verbs) known as supersenses. The 41 su-
persenses resemble the types used for named entities
(PERSON, LOCATION, etc.), but are more general,
with semantic categories relevant to common nouns
and verbs as well. As a result, their application to

sentences is dense (describing a large proportion of
tokens), in contrast to annotations that only describe
named entities.

Because most supersense tagging studies have
worked with data originally annotated for fine-
grained WordNet senses, then automatically mapped
to supersenses, the resulting systems have been tied
to the lexical coverage of WordNet. Schneider et al.
(2012) and Johannsen et al. (2014) overcame this
limitation in part by annotating supersenses directly
in text; thus, nouns and verbs not in WordNet were
not neglected. However, the issue of which units
ought to receive supersenses has not been addressed
satisfactorily. We argue that the semantically holistic
nature of multiword expressions (MWEs) including
idioms, light verb constructions, verb-particle con-
structions, and many compounds (Baldwin and Kim,
2010) means that they should be considered as units
for manual and automatic supersense tagging.

Below, we motivate the need for an integrated rep-
resentation for broad-coverage lexical semantic an-
alysis that identifies MWEs and labels single- and
multiword noun and verb expressions with super-
senses (§2). By annotating supersenses directly on
sentences with existing comprehensive MWE anno-
tations, we circumvent WordNet’s spotty coverage
of many kinds of MWEs (§3). Then we demonstrate
that the two kinds of information are readily com-
bined in a discriminative sequence tagging model
(§4). Notably, our analyzer handles gappy expres-
sions that are ignored by existing supersense taggers,
and it marks miscellaneous MWEs even though they
do not receive a noun or verb supersense.

Our annotations of the REVIEWS section of the
English Web Treebank (Bies et al., 2012), which
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Noun Verb

GROUP 1469 place STATIVE 2922 is
PERSON 1202 people COGNITION 1093 know
ARTIFACT 971 car COMMUNIC.∗ 974 recommend
COGNITION 771 way SOCIAL 944 use
FOOD 766 food MOTION 602 go
ACT 700 service POSSESSION 309 pay
LOCATION 638 area CHANGE 274 fix
TIME 530 day EMOTION 249 love
EVENT 431 experience PERCEPTION 143 see
COMMUNIC.∗ 417 review CONSUMPTION 93 have
POSSESSION 339 price BODY 82 get. . . done
ATTRIBUTE 205 quality CREATION 64 cook
QUANTITY 102 amount CONTACT 46 put
ANIMAL 88 dog COMPETITION 11 win
BODY 87 hair WEATHER 0 —
STATE 56 pain all 15 VSSTs 7806
NATURAL OBJ. 54 flower
RELATION 35 portion N/A (see §3.2)
SUBSTANCE 34 oil `a 1191 have
FEELING 34 discomfort ` 821 anyone
PROCESS 28 process `j 54 fried
MOTIVE 25 reason
PHENOMENON 23 result ∗COMMUNIC.

is short for
COMMUNICATION

SHAPE 6 square
PLANT 5 tree
OTHER 2 stuff
all 26 NSSTs 9018

Table 1: Summary of noun and verb supersense cate-
gories. Each entry shows the label along with the count
and most frequent lexical item in the STREUSLE corpus.

enrich the MWE annotations of the CMWE corpus1

(Schneider et al., 2014b), are publicly released under
the name STREUSLE.2 This includes new guidelines
for verb supersense annotation. Our open-source
tagger, implemented in Python, is available from that
page as well.

2 Background: Supersense Tags

WordNet’s supersense categories are the top-level
hypernyms in the taxonomy (sometimes known as
semantic fields) which are designed to be broad
enough to encompass all nouns and verbs (Miller,
1990; Fellbaum, 1990).3

1http://www.ark.cs.cmu.edu/LexSem/
2Supersense-Tagged Repository of English with a Unified

Semantics for Lexical Expressions
3WordNet synset entries were originally partitioned into

lexicographer files for these coarse categories, which became
known as “supersenses.” The lexname function in WordNet/

The 26 noun and 15 verb supersense categories are
listed with examples in table 1. Some of the names
overlap between the noun and verb inventories, but
they are to be considered separate categories; here-
after, we will distinguish the noun and verb categories
with prefixes, e.g. N:COGNITION vs. V:COGNITION.

Though WordNet synsets are associated with lex-
ical entries, the supersense categories are unlexical-
ized. The N:PERSON category, for instance, contains
synsets for both principal and student. A different
sense of principal falls under N:POSSESSION.

As far as we are aware, the supersenses were
originally intended only as a method of organizing
the WordNet structure. But Ciaramita and Johnson
(2003) pioneered the coarse word sense disambigua-
tion task of supersense tagging, noting that the su-
persense categories provided a natural broadening
of the traditional named entity categories to encom-
pass all nouns. Ciaramita and Altun (2006) later
expanded the task to include all verbs, and applied
a supervised sequence modeling framework adapted
from NER. Evaluation was against manually sense-
tagged data that had been automatically converted to
the coarser supersenses. Similar taggers have since
been built for Italian (Picca et al., 2008) and Chi-
nese (Qiu et al., 2011), both of which have their own
WordNets mapped to English WordNet.

Although many of the annotated expressions in ex-
isting supersense datasets contain multiple words, the
relationship between MWEs and supersenses has not
received much attention. (Piao et al. (2003, 2005) did
investigate MWEs in the context of a lexical tagger
with a finer-grained taxonomy of semantic classes.)
Consider these examples from online reviews:

(1) IT IS NOT A HIGH END STEAK HOUSE

(2) The white pages allowed me to get in touch with
parents of my high school friends so that I could
track people down one by one

HIGH END functions as a unit to mean ‘sophis-
ticated, expensive’. (It is not in WordNet, though

NLTK (Bird et al., 2009) returns a synset’s lexicographer file.
A subtle difference is that a special file called noun.Tops

contains each noun supersense’s root synset (e.g., group.n.01
for N:GROUP) as well as a few miscellaneous synsets, such as
living_thing.n.01, that are too abstract to fall under any single
supersense. Following Ciaramita and Altun (2006), we treat the
latter cases under an N:OTHER supersense category and merge
the former under their respective supersense.
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it could be added in principle.) Assigning a seman-
tic class such as N:LOCATION to END would, in
our judgment, be overly literal. To paint a coherent
picture of the meaning of this sentence, it is better
to treat HIGH END as a single unit, and because
it serves as an adjective rather than a noun or verb,
leave it semantically unclassified.4

STEAK HOUSE is arguably an entrenched enough
compound that it should receive a single supersense—
in fact, WordNet spells it without a space. The
phrases white pages, high school, (get) in touch
(with), track. . . down, and one by one all are listed
as MWEs in WordNet. As detailed in §4.1 below,
the conventional BIO scheme used in existing super-
sense taggers is capable of representing most of these.
However, it does not allow for gappy (discontinuous)
uses of an expression, such as track people down.

The corpus and analyzer presented in this work
address these shortcomings by integrating a richer,
more comprehensive representation of MWEs in the
supersense tagging task.

3 Supersense Annotation for English

As suggested above, supersense tags offer a practical
semantic label space for an integrated analysis of lex-
ical semantics in context. For English, we have cre-
ated the STREUSLE dataset, which fully annotates
the REVIEWS corpus (55k words) for noun and verb
supersenses in a manner consistent with Schneider
et al.’s (2014b) multiword expression annotations.

Schneider et al. (2012) offered a methodology for
noun supersense annotation in Arabic Wikipedia, and
predicted that it would port well to other languages
and domains. Our experience with English web re-
views has borne this out. We generally adhered to
the same supersense annotation process (for nouns);
the most important difference was that the data had
already been annotated for MWEs, and supersense
labels apply to any strong5 MWEs as a whole.

4Future supersense annotation schemes for additional parts
of speech could be assimilated into our framework. Tsvetkov
et al. (2014) take a step in this direction for adjectives.

5The CMWE corpus distinguishes strong and weak MWEs—
essentially, the former are strongly entrenched and likely non-
compositional, whereas weak MWEs are merely statistically
collocated. See Schneider et al. (2014b) for details. Because
they are deemed semantically compositional, weak MWEs do
not receive a supersense as a whole.

The same annotators had already done the MWE
annotation; whenever they encountered an apparent
mistake from an earlier stage (usually an oversight),
they were encouraged to correct it. Our annotation
interface supports modification of MWEs as well as
supersense labels in one view.

To lessen the cognitive burden when reasoning
about tagsets, supersense annotation was broken into
separate phases: first we annotated nearly the en-
tire REVIEWS corpus for noun supersenses; then we
made another pass to annotate for verbs. Roughly
a tenth of the sentences were saved for a combined
noun+verb phase at the end; annotators reported that
constantly switching their attention between the two
tagsets made this mode of annotation more difficult.

3.1 Nouns

Targets. Per the annotation standard, all noun sin-
gletons and noun-like MWEs should receive a noun
supersense label. Annotation targets were determined
heuristically from the gold (PTB-style) POS tags in
the corpus: all lexical expressions containing a noun6

were selected. This heuristic overpredicts noun-like
MWEs occasionally because it does not check the
syntactic status of the MWE as a whole. During this
phase, the backtick symbol (`) was therefore reserved
for MWEs (such as light verb constructions) that con-
tain a noun but should not receive a noun supersense.7

The annotation interface prevented submission of
blank annotation targets to avoid oversights.

Tagset conventions. Several brief annotation
rounds were devoted to practice with Schneider
et al.’s (2012) noun annotation guidelines,8 since the
annotators were new to the scheme. Metonymy posed
the chief difficulty in this domain: institutions with
a premises (such as restaurants, hotels, and schools)
are frequently ambiguous between N:GROUP (insti-
tution as a whole), N:ARTIFACT (the building), and
N:LOCATION (site as a whole). Our convention was
to use the reading that seemed most salient in context:
for example, restaurant in a comment about the qual-

6Specifically, any POS tag starting with N or ADD (web
addresses); pronouns were excluded.

7Pronouns like anything also fall into this category because
they are POS-tagged as nouns.

8http://www.ark.cs.cmu.edu/ArabicSST/corpus/

guidelines.html
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Figure 1: Annotation interface, with drop-
down menu for verb supersenses. The large
text box at the bottom can be used to edit
the MWE annotation by typing underscores
and tildes to connect tokens.

ity of the service would be labeled N:GROUP.9 Some
subjectivity is involved, suggesting that the scheme
is not ideal for such multifaceted concepts.

3.2 Verbs
Targets. The set of lexical expressions that should
receive a verb supersense consists of (a) all verb sin-
gletons that are not auxiliaries, and (b) all verb-like
MWEs. Again, simple but overly liberal heuristics
were used to detect annotation targets, so wherever
the heuristics overpredicted, annotators entered:

• `a for auxiliary verbs
• `j for adjectives (some -ing and -ed adjectives

are POS-tagged as VBG and VBD, respectively)
• ` for all other cases

Tagset conventions. We wrote new guidelines to
characterize the verb supersenses for annotation.
They briefly define and exemplify each category, and
also relate them via precedence rules: e.g., the rule

{V:PERCEPTION,V:CONSUMPTION} >

V:BODY > V:CHANGE

stipulates that verbs of perception or consumption
(hear, eat, etc.) be labeled as such rather than the less
specific class V:BODY. The precedence rules help
to resolve many of the cases of meaning overlap be-
tween the categories. The guidelines were developed
over several weeks and informed by annotation dif-
ficulties and disagreements. We release them along
with the STREUSLE corpus.

3.3 Interface
We extended the online MWE annotation tool of
Schneider et al. (2014b) to also support supersense
labeling, as well as grouping tokens into multiword
lexical expressions. This is visualized in figure 1.
Specifically, singletons and strong MWEs may re-
ceive labels (subject to a POS filter). This allows

9This rule is sometimes at odds with WordNet, which only
lists N:ARTIFACT for hotel and restaurant.

the two types of annotation to be worked on in tan-
dem, especially when a supersense annotator wishes
to change a multiword grouping. The tool offers
an autocomplete dropdown menu when typing a tag
name, and validates that the submitted annotation
is complete and internally consistent. Additionally,
the tool provides a complete version history of the
sentence and a “reconciliation” mode that merges
two users’ annotations of a sentence, flagging any
differences for manual resolution; these features are
extremely useful when breaking the annotation down
into multiple rounds among several annotators.

3.4 Quality Control
There were 2 primary annotators and 3 others who
participated in annotation to a lesser degree, includ-
ing the first author of this paper, whose role was
mainly supervisory. All 5 hold bachelor’s degrees
in linguistics. The annotators were trained in the
noun supersense annotation scheme of Schneider
et al. (2012) and cooperatively developed and docu-
mented interpretations for the verb supersenses. Our
main quality control mechanism for the annotation
process was to obtain two independent annotations
for every sentence—differences between them were
reconciled by negotiation (between the two anno-
tators in most cases, and between the two primary
annotators in a small number of cases).

To get a sense of the difficulty of the task, we exam-
ine the annotation history for a sample of sentences
to measure inter-annotator agreement. Estimated be-
tween the 2 primary annotators on the batch of sen-
tences annotated last during each phase (350, 302,
and 379 sentences, respectively), inter-annotator F1
scores (excluding auxiliaries and other miscellaneous
categories) are: 76% for noun expression supersenses
after the noun phase, 93% for verb expression super-
senses after the verb phase, and 88% for all super-
senses after the combined annotation phase.10 These

10Cohen’s κ , limited to tokens for which both annotators
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are over different sentences, so they are not directly
comparable, but they point to the robustness of the
annotation scheme. Thanks to the double annotation
plus reconciliation procedure, these numbers should
underestimate the reliability of the final annotations.

3.5 Corpus Statistics

A total of 9,000 noun mentions (1,300 of them
MWEs) and 7,800 verb mentions (1,200 MWEs) in-
corporating 20,000 word tokens are annotated.11 Ta-
ble 1 shows supersense mention counts and the most
frequent example of each category in the corpus.

3.6 Copenhagen Supersense Data

An independent English noun+verb supersense an-
notation effort targeting the Twitter domain was un-
dertaken by the COASTAL lab at the University of
Copenhagen (Johannsen et al., 2014). The overarch-
ing goal of annotating supersenses directly in running
text was the same as in the present work, but there are
three important differences. First, general-purpose
MWE annotations were not considered in that work;
second, sentences were pre-annotated by a heuristic
system and then manually corrected, whereas here
the annotations are supplied from scratch; and third,
Johannsen et al. (2014) provided minimal instruc-
tions and training to their annotators, whereas here
we have worked hard to encourage consistent inter-
pretations of the supersense categories. Johannsen
et al. have released their annotations on two samples
of tweets (over 18,000 tokens in total).

Johannsen et al.’s dataset illustrates why super-
sense annotation by itself is not the same as the
full scheme for lexical semantic analysis proposed
here. Many of the expressions that they have
supersense-annotated as single-word nouns/verbs
probably would have been part of larger units in
MWE annotation: examining Johannsen et al.’s in-
house sample, multiword chunks arguably should
have been used for verb phrases like gain entry, make
sure, and make it (‘succeed’), and for verb-particle
constructions like take over, find out, and check out
(‘ogle’). Moreover, in the traditional supersense an-
notation scheme, there are no chunks not labeled

assigned a supersense, is very similar: .76, .93, and .90, respec-
tively, reflecting strong agreement.

11This excludes 1,200 auxiliary verb mentions, 100 of which
are MWEs: have to, is going to, etc.

with a supersense; thus, e.g., PPs such as on tap, of
ALL-Time, and up to [value limit] are not chunked.

Many of the nominal expressions in Johannsen
et al.’s (2014) data appear to have overly liberal
boundaries, grouping perfectly compositional mod-
ifiers along with their heads as a multiword chunk:
e.g., Panhandling Ban, Panda Cub, farm road crash,
and Tomic’s dad. Presumably, some of these were
boundary errors made by the heuristic pre-annotation
system that human annotators failed to notice.

4 Automatic Tagging

We now turn to automating the combined multiword
expression and supersense prediction task in a single
statistical model.

4.1 Background: Supersense Tagging with a
Discriminative Sequence Model

Ciaramita and Altun’s (2006) model represents the
state of the art for full12 English supersense tagging
on the standard SemCor test set, achieving an F1
score of 77%. It is a feature-based discriminative
sequence model learned in a supervised fashion with
the structured perceptron (Collins, 2002).

For Ciaramita and Altun (2006) and hereafter, se-
quences correspond to sentences, with each sentence
pre-segmented into words according to some tok-
enization. Figure 2 shows how token-level tags com-
bine Ramshaw and Marcus (1995)–style BIO flags
with supersense class labels to represent the segmen-
tation and supersense labeling of a sentence. These
tags are observed during training, predicted at test
time, and compared against the gold standard tags.

Ciaramita and Altun’s (2006) model uses a sim-
ple feature set capturing the lemmas, word shapes,
and parts of speech of tokens in a small context win-
dow, as well as the supersense category of the first
WordNet sense of the current word. (WordNet senses
are ordered roughly by frequency.) On SemCor data,
the model achieves a 10% absolute improvement in
F1 over the first sense baseline.

12Paaß and Reichartz (2009) train a similar sequence model
for classifying noun and verb supersenses, but treat multiword
phrases as single words. Their model is trained as a CRF rather
than a structured perceptron, and adds LDA word cluster features,
but the effects of these two changes are not separated in the
experiments. They also find benefit from constraining the label
space according to WordNet for in-vocabulary words (with what
they call “lumped labels”).
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United States financier and philanthropist ( 1855 - 1937 )
BN:LOCATION I N:LOCATION BN:PERSON O BN:PERSON O BN:TIME O BN:TIME O

Figure 2: A supersense tagging shown with per-token BIO tags in the style of Ciaramita and Altun (2006).

The white pages allowed me to get in touch with
BN:COMMUNICATION Ī OV:COGNITION O O BV:SOCIAL Ĩ Ī Ĩ

parents of my high school
ON:PERSON O O BN:GROUP Ī

friends so that I could track people down one by one
ON:PERSON O O O O BV:SOCIAL oN:PERSON Ī B Ī Ī

Figure 3: Tagging for part of the lexical semantic analysis depicted in figure 1. Note that for nominal and verbal
MWEs, the supersense label is only attached to the first tag of the expression.

Though our focus in this paper is on English, auto-
matic supersense tagging has also been explored in
Italian (Picca et al., 2008, 2009; Attardi et al., 2010,
2013; Rossi et al., 2013), Chinese (Qiu et al., 2011),
and Arabic (Schneider et al., 2013).

4.2 Model

Like Ciaramita and Altun (2006) and Schneider et al.
(2014a), we train a first-order structured perceptron
(Collins, 2002) with averaging. This is a standard
discriminative modeling setup, involving: a linear
scoring function over features of input–output pairs;
a Viterbi search to choose the highest-scoring valid
output tag sequence given the input; and an online
learning algorithm that makes M passes through the
training data, searching for the best tagging given
the current model and updating the parameters (lin-
ear feature weights) where the best tagging doesn’t
match the gold tagging. With a first-order Markov
assumption and tagset Y , the Viterbi search for a
sentence x requires O(∣Y ∣2 ⋅ ∣x∣) runtime. The dataset
used to train and evaluate the model, the tagging
scheme, and the features are described below.

4.3 Data

The STREUSLE dataset, as described in §3, is anno-
tated for multiword expressions as well as noun and
verb supersenses and auxiliary verbs. We use this
dataset for training and testing an integrated lexical
semantic analyzer. Schneider et al. (2014a) used the
CMWE dataset—i.e., the same REVIEWS sentences,
but annotated only for MWEs. A handful of apparent
errors in the MWE analyses were fixed in the course
of our supersense annotation.

4.4 Tagset

In the STREUSLE dataset, supersense labels apply
to strong noun and verb expressions—i.e., singleton

nouns/verbs as well as strong nominal/verbal MWEs.
Weak MWEs are not holistically labeled with a su-
persense (see fn. 5).
The 8-way scheme. To encode the lexical seg-
mentation via token-level tags, we use the 8-way
scheme from Schneider et al. (2014a) for positional
flags. The 8-way scheme extends Ramshaw and Mar-
cus’s (1995) BIO chunking tags to also encode (a) a
strong/weak distinction for MWEs, and (b) gappy
MWEs (there is no formal limit on the number of
gaps per MWE or the number of other lexical ex-
pressions occurring within each gap, though there
is a limit of one level of nesting). The 4 lowercase
positional flags indicate that an expression is within
a gap, and otherwise have the same interpretation as
their uppercase counterparts, which are:

• O for single-word expressions
• B for the first word of an MWE
• Ī for a word continuing a strong MWE
• Ĩ for a word weakly linked to its predecessor,

forming a weak MWE13

As with the original BIO scheme, a globally well-
formed sequence of tags in the 8-tag scheme can be
constructed by respecting bigram constraints.14

Adding class labels. The tagset used to annotate
the data for our tagger combines 8-way positional
flags with supersense class labels. We decorate
class labels only on beginners of strong lexical
expressions—so this includes O or o on a single-word
noun or verb, but always excludes Ī and ı̄.15 Figure 3

13Weak MWE links may join together strong MWEs.
14Among these constraints are: B must always be immediately

followed by Ī or Ĩ (because B marks the beginning of an MWE);
and within-gap (lowercase-tagged) tokens must immediately
follow a tag other than O and precede a tag other than O or B.

15Unlike prior work with the plain BIO scheme, we do not
include the class in tags continuing a (strong) MWE, though the
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gives an example. In this formulation, bigram con-
straints are sufficient to ensure a globally consistent
tagging of the sentence.

There are ∣N ∣ = 26 noun supersense classes and
∣V ∣ = 16 verb classes (including the auxiliary verb
class, abbreviated `a). In principle, then, there are

∣{O o B b Ĩ ı̃}∣
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

6

×(1+ ∣N ∣+ ∣V ∣)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

43

+ ∣{Ī ı̄}∣
´¹¹¹¹¸¹¹¹¹¹¶

2

= 260

possible tags encoding position and class information,
allowing for chunks with no class because they are
neither nominal nor verbal expressions. In practice,
though, many of these combinations are nonexistent
in our data; for experiments we only consider tags
occurring in train, yielding ∣Y ∣ = 146.

We also run a condition where the supersense re-
finements are collapsed, i.e. Y consists of the 8 MWE
tags. This allows us to measure the impact of the su-
persenses on MWE identification performance.

4.5 Features
We constrast three feature sets for full supersense tag-
ging: (a) Schneider et al.’s (2014a) basic MWE fea-
tures, which include lemmas, POS tags, word shapes,
and whether the token potentially matches entries
in any of several multiword lexicons; (b) the basic
MWE features plus the Brown clusters (Brown et al.,
1992) used by Schneider et al. (2014a); and (c) the
basic MWE features and Brown clusters, plus sev-
eral new features shown in figure 4. Chiefly, these
new features consult the supersenses of WordNet
synsets associated with words in the sentence: the
first WordNet supersense feature is inspired by Cia-
ramita and Altun (2006) and subsequent work on su-
persense tagging, while the has-supersense feature is
novel. There is also a feature aimed at distinguishing
auxiliary verbs from main verbs, and new capital-
ization features take into account the capitalization
of the first word in the sentence and the majority of
words in the sentence. To keep the system as modular
as possible, we refrain from including any features
that depend on a syntactic parser.

class label should be interpreted as extending across the entire
expression. This is for a technical reason: as our scheme allows
for gaps, the classes of the tags flanking a gap in a strong MWE
would be required to match for the analysis to be consistent.
To enforce this in a bigram tagger, the within-gap tags would
have to encode the gappy expression’s class as well as their own,
leading to an undesirable blowup in the size of the state space.

New Capitalization Features
1. capitalized ∧ ⟦i = 0⟧ ∧ ⟦majority of tokens in the

sentence are capitalized⟧
2. capitalized ∧ i > 0 ∧ w0 is lowercase

Auxiliary Verb vs. Main Verb Feature

3. posi is a verb ∧ ⟦posi+1 is a verb∨
(posi+1 is an adverb∧posi+2 is a verb)⟧

WordNet Supersense Features (unlexicalized)
Let cposi denote the coarse part-of-speech of token i:

common noun, proper noun, pronoun, verb, adjective, ad-
verb, etc. This feature aims primarily to inform the su-
persense label on the first token of nominal compounds
and light verb constructions, where the “semantic head” is
usually a common noun subsequent to the beginning of the
expression:

4. subsequent noun’s 1st supersense: where cposi is a
common noun, verb, or adjective, cposi ∧ for the
smallest k > i such that posk is a common noun, the
supersense of the first WordNet synset for lemma
λk—provided there is no intervening verb ( j such
that cpos j is a verb and i < j < k)

The following two feature templates depend on the tag
yi. Let flag(yi) denote the positional flag part of the tag (O,
B, etc.) and sst(yi) denote the supersense class label:

5. 1st supersense:
• if flag(yi) ∈ {O,o}: the supersense of the first

WordNet synset for lemma λi
• else if cposi is a verb and there is a subsequent

verb particle at position k > i with no interven-
ing verb: the supersense of the first synset for
the compound lemma ⟨λi,λk⟩ (provided that
the particle verb is found in WordNet)

• otherwise: the supersense of the first WordNet
synset for the longest contiguous lemma start-
ing at position i that is present in WordNet:
⟨λi,λi+1, . . . ,λ j⟩ ( j ≥ i)

6. has supersense: same cases as the above, but instead
of encoding the highest-ranking synset’s supersense,
encodes whether sst(yi) is represented in any of the
matched synsets for the given lemma. Note that for a
given token, this feature can take on different values
for different tags.

Figure 4: New features for MWE and supersense tagging.
They augment the basic MWE feature set of Schneider
et al. (2014a), and are conjoined with the current tag, yi.

The model’s percepts (binary or real-valued func-
tions of the input16) can be conjoined with any tag
y ∈ Y to form a feature that receives its own weight

16We use the term percept rather than “feature” here to em-
phasize that we are talking about functions of the input only,
rather than input–output combinations that each receive a param-
eter during learning.
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(parameter). To avoid having to learn a model with
tens of millions of parameters, we impose a percept
cutoff during learning: only zero-order percepts that
are active at least 5 times in the training data (with any
tag) are retained in the model (with features for all
tags). There is no minimum threshold for first-order
percepts.17 The resulting models are of a manageable
size: about 4 million parameters with the full tagset.

4.6 Experimental Setup
Our setup mostly echoes that of Schneider et al.
(2014a). We adopt their train (3312 sentences/
48k words) vs. test (500 sentences/7k words) split,
and tune hyperparameters by 8-fold cross-validation
on train. By this procedure we chose a percept
cutoff of 5 to use throughout, and tuned the num-
ber of training iterations for each experimental con-
dition (early stopping within each cross-validation
fold so as to greedily maximize tagging accuracy on
the held-out portion, and averaging the best num-
ber of iterations across folds). For simplicity, we
use oracle POS tags in our experiments and do not
use Schneider et al.’s (2014a) recall-oriented cost
function. Experiments were managed with Jonathan
Clark’s ducttape tool.18

4.7 Results
Table 2 shows full supersense tagging results, separat-
ing the MWE identification performance (measured
by link-based precision, recall, and F1; see Schnei-
der et al., 2014a) from the precision, recall, and F1
of class labels on the first token of each expression
(segments with no class label are ignored).19 Exact
tagging accuracy (last column) is higher because it re-
wards true negatives, i.e. single-word segments with
no nominal or verbal class label (the O and o tags).
Tag space. The sequence tagging framework
makes it simple to model MWE identification jointly
with supersense tagging: this is accomplished by
packing information about both kinds of output into

17Zero-order percepts are percepts which are to be conjoined
with only the present tag to form zero-order features. First-order
percepts are to be conjoined with the present and previous tags.

18https://github.com/jhclark/ducttape/
19We count the class label only once for MWEs—otherwise

this measure would be strongly dependent on segmentation per-
formance. However, the MWE predictions do have an effect
when the prediction and gold standard disagree on which token
begins a strong nominal or verbal expression.

the tags. But there is always a risk that a larger tag
space will impair the model’s ability to generalize.
By comparing the first two rows of the results, we can
see that jointly modeling supersenses along with mul-
tiword expressions results in only a minor decrease
(<2 F1 points) in MWE identification performance
under the most basic feature set. Further, we see
that most of that decrease is recovered with richer
features. Thus, we conclude that it is empirically
reasonable to model these phenomena together.

Runtime. Our final system (146 tags; last row of
table 2) tags ≈140 words (10 sentences) per second.

Features. Comparing the bottom three rows in the
table indicates that features that generalize beyond
lexical items lead to better supersense labeling. The
best model has access to supersense information in
the WordNet lexicon; it is 4 F1 points better at choos-
ing the correct class label than its nearest competitor,
which relies on word clusters to abstract away from
individual lexical items. Nouns, verbs, and auxil-
iaries all see improvements.

We also inspect the learned parameters. The
highest-weighted parameters suggest that the best
model relies heavily on the supersense lookup
features, whereas the second-best model—lacking
those—in large part relies on Brown clusters (cf.
Grave et al., 2013). The auxiliary verb vs. main verb
feature in the best model is highly weighted as well,
helping to distinguish between `a and V:STATIVE.

Polysemy. We have motivated the task of super-
sense tagging in part as a coarse form of word sense
disambiguation. Therefore, it is worth investigating
how well the learned model manages to choose the
correct supersense for nouns and verbs that are am-
biguous in the data. A handful of lemmas in test
have at least two different supersenses predicted sev-
eral times; an examination of four such lemmas in
table 3 shows that for three of them the tagging ac-
curacy exceeds the majority baseline. In the case of
look, the model is usually able to distinguish between
V:COGNITION (as in looking for a company with de-
cent rates) and V:PERCEPTION (as in sometimes the
broccoli looks browned around the edges).

Out-of-domain baseline. To assess the impor-
tance of in-domain data for learning, we used a
SemCor-trained supersense tagger—a reimplemen-
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MWE ID Class labeling Tag

Feature Set ∣Y ∣ Model Size M P R F1 P R F1 NSST R VSST R Aux R Acc

MWE 8 194k 4 72.97 55.55 63.01 — — — — — — —

MWE 146 3,555k 5 67.77 55.76 61.14 64.68 66.78 65.71 59.14 71.64 93.71 80.73
MWE+clusters 146 4,371k 5 68.55 56.73 62.04 65.69 67.76 66.71 61.49 71.34 92.45 81.20
MWE+clusters+SST 146 4,388k 4 71.05 56.24 62.74 69.47 71.90 70.67 66.95 74.17 94.97 82.49

Table 2: Results on test for lexical semantic analysis of noun and verb supersenses and MWEs with increasingly
complex models. Class labeling performance is given in aggregate, and class labeling recall is further broken down into
noun supersense tagging (NSST), verb supersense tagging (VSST), and auxiliary verb tagging. All of these results
use a percept cutoff of 5. The first result row uses a collapsed tagset (just the MWE status) rather than predicting full
supersense labels, as described in §4.4. The number of training iterations M was tuned by cross-validation on train.
The best result in each column and section is bolded.

lemma unique SSTs majority baseline accuracy

get 7 gold, 8 pred. 12/28 6/28
look 2 gold, 3 pred. 8/13 12/13
take 5 gold, 5 pred. 8/21 11/21

time(s) 3 gold, 2 pred. 8/14 9/14

Table 3: Four polysemous lemmas and counts of their
gold vs. predicted supersenses in test (limited to cases
where both the gold standard tag and the predicted tag
included a supersense). The distribution of gold super-
senses for take, for example, is V:SOCIAL: 8, V:MOTION: 7,
V:POSSESSION: 1, V:STATIVE: 4, V:EMOTION: 1.

tation of Ciaramita and Altun (2006)20—to tag our
test data in the reviews domain. By our class labeling
evaluation, the result is 51.05% precision, 48.93% re-
call, and 49.97% F1.21 Even without word clusters or
the supersense-tailored features of figure 4, our sim-
plest in-domain model reaches 65.71% F1. Though
there are minor differences in features between the
two models, both are first-order structured perceptron
taggers. We believe that this wide gulf is primarily an
artifact of the training data. The annotation methodol-
ogy was very different (direct MWE and supersense
annotation in our case, vs. relying on mappings from
WordNet synsets in the case of SemCor), and the
vocabulary and style are vastly different between ca-
sual online writing and edited prose. Building lexical
semantic models that are robust to many domains at
once will require further experimentation, and in our

20By Michael Heilman (Heilman, 2011, pp. 47–48);
downloaded from: http://www.ark.cs.cmu.edu/mheilman/

questions/SupersenseTagger-10-01-12.tar.gz
21Excluding auxiliaries (which are not part of the original

supersense representation and thus not predicted by Heilman’s
tagger) from the evaluation, recall rises to 52.50% and F1 to
51.76%.

estimation, additional annotated resources that cover
a fuller spectrum of written language.

5 Conclusion

We have integrated the multiword expression identi-
fication task formulated in Schneider et al. (2014a)
with the supersense tagging task of Ciaramita and
Altun (2006). Supersenses offer coarse-grained and
broadly applicable semantic labels for lexical expres-
sions and naturally complement multiword expres-
sions in lexical semantic analysis. We have annotated
English online reviews for supersenses, including
developing detailed annotation criteria for verbs. Ex-
periments with discriminative joint tagging of MWEs
and supersenses establish a strong baseline for future
work, which may incorporate new features, richer
models, and indirect forms of supervision (cf. Grave
et al., 2013; Johannsen et al., 2014) for this task. We
also expect future investigations will apply our tag-
ger to a downstream task such as semantic parsing or
machine translation (for further discussion of poten-
tial applications, see Schneider, 2014, pp. 179–189).
Our data and open-source software is available at
http://www.ark.cs.cmu.edu/LexSem/.
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Abstract

This paper proposes a novel approach to sen-
timent analysis that leverages work in soci-
ology on symbolic interactionism. The pro-
posed approach uses Affect Control Theory
(ACT) to analyze readers’ sentiment towards
factual (objective) content and towards its en-
tities (subject and object). ACT is a theory of
affective reasoning that uses empirically de-
rived equations to predict the sentiments and
emotions that arise from events. This theory
relies on several large lexicons of words with
affective ratings in a three-dimensional space
of evaluation, potency, and activity (EPA).
The equations and lexicons of ACT were eval-
uated on a newly collected news-headlines
corpus. ACT lexicon was expanded using a la-
bel propagation algorithm, resulting in 86,604
new words. The predicted emotions for each
news headline was then computed using the
augmented lexicon and ACT equations. The
results had a precision of 82%, 79%, and 68%
towards the event, the subject, and object,
respectively. These results are significantly
higher than those of standard sentiment analy-
sis techniques.

1 Introduction

Natural language texts are often meant to express
or impact individuals’ emotions. Recognizing the
underlying emotions expressed in or triggered by a
text is essential to understanding the full meaning
that a message conveys. Sentiment analysis (SA)
researchers are increasingly interested in investigat-
ing natural language processing techniques as well

as emotion theories to identify sentiment expres-
sions in natural language texts. They typically focus
on analyzing subjective documents from the writer’s
perspective using frequency-based word representa-
tions and mapping them to categorical labels or sen-
timent polarity, in which text (e.g., sentence or doc-
ument) is associated, respectively, with either a de-
scriptive label or a point in a continuum.

In this paper, we focus on analyzing objective
statements. Unlike subjective statements, that con-
tain an explicit opinion or belief about an object or
aspect (e.g., “Seventh Son is a terrible movie”), ob-
jective statements present only factual information
(e.g., “protestors were arrested in NYC”). Despite
the limited research on fact-based sentiment analy-
sis, many factual statements may carry or evoke sen-
timents (e.g., news articles, blog comments. etc.).
Thus, there is a need for a new approach that at-
taches sentiment scores to objective (factual) state-
ments as well as to the components that make them
up. For example, a sentence like “x kills y” will
clearly evoke a negative sentiment for the reader, and
highly negative (yet different) sentiments towards
each x and y (angry about x and sorry about y). Fur-
ther, our affective evaluation of each entity partici-
pating in the event might affect our judgement of the
situation. For example, if we know that x is a victim
and y is a criminal, then the triggered sentiment will
be more positive in general, positive towards x, but
still negative towards y.

The proposed method in this paper builds a
contextual model that maps words to a multi-
dimensional emotion space by using Affect Con-
trol Theory (ACT). ACT is a social psychological
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theory of human social interaction (Heise, 2007).
ACT proposes that peoples’ social perceptions, ac-
tions, and emotional experiences are governed by a
psychological need to minimize deflections between
culturally shared fundamental sentiments about so-
cial situations and transient impressions resulting
from the dynamic behaviours of interactants in those
situations. Each event in ACT is modeled as a
triplet: actor, behavior, and object. Culturally shared
“fundamental” sentiments about each of these ele-
ments are measured in three-dimensions: Evalua-
tion, Potency, and Activity (EPA). The core idea of
ACT is that each of the entities (actor, behaviour
and object) participating in an event has a fun-
damental affective sentiment (EPA value) that is
shared among members of a culture, and the com-
bination of entities in the event generates a tran-
sient impression or feeling that might be differ-
ent from the fundamental sentiment. Transient im-
pressions evolve over time according to empiri-
cally measured temporal dynamics. Emotions are
functions of the difference between fundamental
sentiments and transient impressions. EPA pro-
files of concepts can be measured with the seman-
tic differential (Osgood, 1957), a survey technique
whereby respondents rate affective meanings of con-
cepts on numerical scales with opposing adjec-
tives at each end (e.g., {good, nice}↔{bad, awful}
for E; {weak, little}↔{strong, big} for P; {calm,
passive}↔{exciting, active} for A). Affect control
theorists have compiled databases of a few thousand
words along with average EPA ratings obtained from
survey participants who are knowledgeable about
their culture (Heise, 2010). For example, the cultur-
ally shared EPA for “mother” in Ontario, Canada,
is [2.74, 2.04, 0.67], which is quite good, quite pow-
erful, and slightly active. The “daughter” EPA is
[2.18,−0.01, 1.92], which is quite good, but less
powerful and more active than “mother”.

ACT is advantageous for sentiment analysis ap-
plications, especially those that aim to analyze de-
scriptive events or factual content for the follow-
ing reasons: (1) EPA space is thought to provide
a universal representation of individuals’ sentiment;
(2) the transient feeling accumulates over the course
of several events and, hence, it can model larger
structures in text; (3) impression formation can be
computed towards different entities in the sentence,

giving a more fine-grained description of the senti-
ments; (4) the EPA values are empirically driven, re-
flecting a real evaluation of human participants; and
(5) the interaction between terms in ACT is compat-
ible with the linguistic principle of a compositional
semantic model, which states that the meaning of a
sentence is a function of its words (Frege, 1892).

Our method uses the impression and emotion for-
mation equations of ACT to predict human senti-
ments towards events. We decompose each sentence
into subject-verb-object and then associate subject
with actor, verb with behaviour, and object with ob-
ject in ACT. We then compute the predicted emotion
towards each of actor, behaviour and object using
ACT equations. We use a semi-supervised method
based on Wordnet-similarities to assign EPA values
to words that are not in ACT lexicons. We evalu-
ated the viability of using ACT in sentiment anal-
ysis on a news headlines dataset that we collected
and annotated. This approach yielded a precision
between 71% and 82% on the news headline dataset.
These results are significantly higher than those re-
sults from a method that was trained using bag-of-
words and Sentiwordnet lexicon.

The rest of the paper is organized as follows: the
first section presents the related work in emotions
elicitation and sentiment analysis fields; the follow-
ing two sections describe the proposed method, pro-
viding details about affect control theory, impres-
sion formation equations, and the lexicon induction
method; the last section presents the dataset used in
this paper, and discusses the results obtained using
our proposed methods.

2 Related Work

Emotions have been studied extensively in disci-
plines like anthropology, psychology, sociology, and
more recently in computer science. In recent years,
fields like affective computing (AC) (Picard, 2000),
human-computer interaction (HCI) (Brave and Nass,
2002), and sentiment analysis (Feldman, 2013) are
also contributing to this area of research, by compu-
tationally modeling and evaluating existing theories.
Most of the proposed methods in SA and AC have
used the appraisal theory by representing emotions
with discrete labels such as happy, sad, etc. (Ek-
man, 1992). Only several studies have adopted di-
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mensional theories by representing emotions (core
affects) in three- or two-dimensional space: arousal,
valence, and sometimes dominance (Russell, 2003).
Although psychological evidence show that words
or any other events are emotionally perceived in
more than one dimension (Barrett, 2006; Russell,
2003), multi-dimensional models have rarely been
used in sentiment analysis.

In sentiment analysis research, two main machine
learning (ML) methods are used: supervised learn-
ing or unsupervised learning methods. Supervised
learning methods generally use the occurrence fre-
quencies of words that indicate opinion/sentiment
and then classify these occurrences as either posi-
tive or negative using one of the common classifica-
tion methods (e.g., Maximum Entropy, support vec-
tor machine (SVM)). Many combinations of features
have been tried, such as part-of-speech tagging, n-
grams, term weighting, sentiment lexicons, term
presence, and syntactic dependencies (Pang et al.,
2002; Lin and He, 2009). In contrast, unsupervised
learning approaches often determine the semantic
orientation (SO) of a sentence or document by calcu-
lating the difference between the point-wise mutual
information (PMI) (Church and Hanks, 1990) for its
phrases or words with sentiment seeds (Turney and
Littman, 2002; Turney, 2002).

Other approaches have built more-structured
models, augmenting the standard bag-of-words
technique with appraisal groups, which are repre-
sented as sets of attribute values in a semantic taxon-
omy (Whitelaw et al., 2005) or considering the inter-
action between words by using a tree structured CRF
based on (Nakagawa et al., 2010). Another study
has taken the interaction between words into account
by utilizing the compositional formal semantic mod-
els based on Frege’s principle (Frege, 1892). A
framework is proposed in (Coecke et al., 2010) in
which a sentence vector is a function of the Kro-
necker product of its words. This approach was eval-
uated on several datasets and showed promising re-
sults and improvement over non-compositional ap-
proaches (Grefenstette et al., 2010; Grefenstette and
Sadrzadeh, 2011; Mitchell and Lapata, 2008).

Much sentiment analysis work has focused on
extracting emotions from the writer’s perspective;
only several recent studies have tackled the prob-
lem of predicting readers’ sentiments. Both (Lin et

al., 2008) and (Yang et al., 2009) used bag-of-words
and linguistic features to classify Chinese news arti-
cles (Yahoo!-Kimo news) into one of the user emo-
tional ratings (happy, sad, surprise, etc.). Another
study presents a multi-label classification approach
that uses words’ polarity, and semantic frame fea-
tures to classify news article into categorical emo-
tions (Bhowmick, 2009). As a part of the SemEval-
2007 task, a number of approaches have been pro-
posed to binary-classify news headlines into posi-
tive or negative sentiment (Strapparava and Mihal-
cea, 2007; Katz et al., 2007; Chaumartin, 2007).

3 ACT for Sentiment Analysis

3.1 Background

Affect Control theory (ACT) is a new version of
symbolic interactionism (Mead, 1938) created by
David Heise (Heise, 1987). ACT proposes that indi-
viduals process gestures (including words or events)
as symbols or concepts shared among groups of
people or culture. These fundamental meanings
or ‘fundamental sentiments’ are defined in a three-
dimensional space of EPA profile. ACT also pro-
poses that individuals try to maintain the transient
impressions, which are generated from the interac-
tions of the events’ elements (subject-verb-object),
close to the fundamental sentiments in the EPA
space. ACT models emotions as arising because of
the differences between fundamental sentiments and
transient impressions. For example, a person who
is powerful but is made to feel powerless will feel
“angry”. ACT equations (i.e., impression forma-
tion equations) are obtained through empirical stud-
ies, and they model the process by which the fun-
damental sentiments of elements in the events are
combined to generate a transient impression.

The affective meanings in ACT consist of three
components: Evaluation (good versus bad); Potency
(powerful versus powerless); and Activity (lively
versus inactive). Each affective meaning is mea-
sured on a scale from -4.3 (infinitely bad, power-
less, or inactive) to +4.3 (infinitely good, powerful,
or lively). These meanings are attached to concepts
corresponding to identities, behaviors, settings, and
modifiers. According to ACT, people from the same
cultures and gender share the same fundamental sen-
timents (EPA) about world concepts (Berger and
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Zelditch, 2002; Heise, 2007).
Lexicons of EPA values have been gathered for

thousands of words from different languages and
cultures including Germany, Japan, Canada and the
USA. In general, within-cultural agreement about
EPA meanings of social concepts is high even across
subgroups of society, and cultural-average EPA rat-
ings from as little as a few dozen survey participants
have been shown to be extremely stable over ex-
tended periods of time (Heise, 2010). These findings
may seem surprising in light of societal conflicts as
evidenced, for instance, by competing political ide-
ologies. Research has consistently shown that the
number of contested concepts is small relative to the
stable and consensual semantic structures that form
the basis of our social interactions and shared cul-
tural understanding (Heise, 2010).

3.2 Affect Control Theory
In ACT, each event has at least three elements: ac-
tor (subject, S), behavior (verb, V), and object (O).
Each of these elements is represented by three values
(EPA) that capture the fundamental sentiments they
evoke in terms of evaluation, potency, and activity.
The fundamental sentiment of an event according to
ACT grammar is a nine-dimensional vector:

f = {Se Sp Se Ve Vp Va Oe Op Oa}
where e.g. Se represents the fundamental sen-

timent about the subject (S) on the evaluation (e)
dimension. The transient impression evoked by an
event is another 9D vector:

τ = {S′e S′p S′e V ′e V ′p V ′a O′e O′p O′a}
where fundamental EPA values are denoted by

non-primed symbols and post-event EPA values are
denoted by primed symbols. The transient impres-
sion τ is computed by multiplying t, a vector of fea-
tures that are combinations of terms from the fun-
damental sentiment f , by a matrix M of prediction
coefficients estimated by impression-formation re-
search.

t = (1 Se Sp Sa Ve Vp Va Oe Op Oa

SeVe SeVp SeVa SpVe SpVp SpOa SaVa

VeOe VeOp VpOe VpOp VpOa VaOe VaOp

SeVeOe SeVpOp SpVpOp SpVpOa SaVaOa)

τ = Mt (1)

For example, the transient impression of the sub-
ject’s valence, S′e, using US male coefficients:

S′e = −.98 + .48 Se − .015 Sp − .015 Sa
+ .425 Ve − .069 Vp − .106 Va + .055Oe...

This part of the equation shows that our evaluation
of the subject/actor is affected mainly by how the
valence of this person and action are perceived by
others (positive large coefficients .48 and .425 for
Se and Ve). It also shows that powerful actors (sub-
ject) or behaviours (verb) are seen a bit negatively
(negative coefficients -.015, -.069 for Sp and Vp).

We also can incorporate the location (settings),
which indicates where the event took place such as
school, country, and etc., can be achieved by adding
the EPA values for the setting and use the coefficient
values of the subject-verb-object-location (SVOL)
grammar instead of subject-verb-object (SVO).

Modifiers in ACT are adjectives or attributes that
modify actor or object (e.g.“good friend” or “abu-
sive father”). The impression generated from combi-
nations of identity with modifiers can be calculated
as a linear combination of the EPA values of both
the identity and modifiers.

c = B1 p+B2 i (2)

where p = {Pe, Pp, Pa}, i = {Ie, Ip, Ia}, and
c = {Ce, Cp, Ca} are the EPA profiles for the modi-
fier, identity, and the combination, respectively, and
B1 and B2 are coefficients estimated from survey
data. For example, the “father” affective rating is
[1.84, 1.78, 0.02], “abusive” is [−2.23, 0.34,−0.02],
and “abusive father” is [−1.51, 1.37,−0.21].

The deflection, which is defined as the discrep-
ancy between the fundamental sentiment and the
transient impression, is calculated by the squared
Euclidean distance between the sentiments and im-
pressions given the following equation.

d =
∑
i

(fi − τi)2 (3)

The deflection does not indicate positive or nega-
tive emotions, but rather indicates whether or not the
event met someone’s expectation.
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In ACT, the emotion triggered by an event is a
function of the fundamental identity for actor or
object, i ≡ {Se, Sp, Sa} or i ≡ {Oe, Op, Oa},
and the transient identity for actor or object, i′ ≡
{S′e, S′p, S′a} or i′ ≡ {O′e, O′p, O′a}. ACT uses the
following equation to predict emotions, with empir-
ically measured coefficients as follows:

ε ∝ E (i′ − I i− δ) (4)

where E is a 3× 3 matrix coefficient of the emo-
tion profile, I is a 3×3 matrix coefficient for identity,
and δ is a vector of equation constants.

3.3 Emotion Elicitation Using ACT

We implement ACT to predict the triggered senti-
ment of a single sentence as follows: first we ex-
tract the subject, verb, object, setting, and modi-
fiers (adjectives of subject and object) and look them
up in the augmented ACT lexicon (see section 3.4)
to get EPA values (fundamental sentiments, f ) for
each word (MacKinnon, 2006). We next compute
the transient impression τ using f and Equations 1
and 2. After that, we compute the deflection using
Equation 3, and the emotion towards the subject and
object using Equation 4. We then map the resulting
EPA scores for emotion to the nearest emotions la-
bel in ACT. The ACT dataset (MacKinnon, 2006)
has 135 emotion labels, each with an EPA score
(e.g., delighted= [2.04, 0.96, 1.48]), and we find
the closest label using a Euclidean distance mea-
sure. We then compare these emotions ε towards
subject and object to corresponding ground truth in
the news headline dataset (see Section 4) using root
mean squared error (RMSE) and mean absolute er-
ror (MAE). We also discretize the predicted ε and
the ground truth into negative or positive EPA val-
ues, and compare accuracy of the discretized values.

To extract the sentence’s quintet (i.e., subject,
verb, object, modifiers, and settings), we imple-
ment a search algorithm that takes a treebank parse
tree (Socher et al., 2013) and returns a (subject,
predicate , and object) triplet (Rusu et al., 2007).
As Rusu et al.’s algorithm searches a parse tree of
grammatically correct English sentences, we make
some alterations to consider news headlines’ gram-
mar. News headlines are often written to be short
and precise (i.e., often not grammatically correct),

and usually consist of several noun phrases without
articles or the verb “to be”. They are written in the
present tense for current or past events (e.g, terror
strikes police base). The past tense verbs are rarely
used in news headlines, whereas passive voice sen-
tences are common. The passive voice sentences are
often written without an auxiliary verb, which make
it hard for standard parsers to distinguish their verbs
from past tense verbs and to extract the triplet accu-
rately (e.g, Six killed in accident).

Our algorithm takes a parse tree and performs a
breadth-first search and identifies the last noun de-
scendent of the first noun phrase (NP) in the sen-
tence as the subject and the previous descendent as
the attributes (in Rusu et al.’s algorithm the subject
is the first noun in (NP)). For example, in the sen-
tence Super Bowl-winning quarterback Russell Wil-
son divorces wife, the actor/subject “Russell” is the
last noun in the first noun phase and the previous ad-
jectives and nouns are attributes (modifiers) of the
subject. To locate the verbs, (similar to Rusu et al.’s
algorithm) the algorithm searches the deepest verb
phrase (VP) and returns the first verb (VB) descen-
dent. If the verb is in the past tense, we transform it
to passive voice. The algorithm (similar to Rusu et
al.’s algorithm) returns the object that is co-located
with the verb in the deepest verb phrase (VP). To
extract the settings, we look for a noun phrase (NP)
sub-tree that has a preposition (at, in, on) and return
the last noun. This algorithm yields accuracies of
43%, 53% , and 26% with the ground truth (users’
annotations of the subject, verb, and object).

We also consider whether the verb type is tran-
sitive, which directly indicates positive or negative
sentiment toward something (e.g., x killed y), or
intransitive, which transfers sentiments into nouns
(e.g., x provides help to y). For intransitive verbs,
we choose the second verb as the behavior (verb)
in the sentence (e.g., “x provides help to y” will be
“x helps y”). We also used part-of-speech tagging
to determine the elements of an event and to iden-
tify the places and names. The gender of the names
is considered by training a naı̈ve Bayes classifier on
names-gender corpus of 5001 female and 2943 male
names1 which yielded an accuracy of 86% on clas-
sifying names according to their gender.

1www.nltk.corpus
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3.4 EPA lexicon Induction
The method described in the last section relies on
a lexicon that maps words to EPA values. The
ACT lexicon we used originally contains 2,293
words (original-EPA-lexicon) (MacKinnon, 2006).
We augmented this lexicon by adding the Affec-
tive Norm for English Words (ANEW) (Bradley and
Lang, 2010) data-set that contains 2,476 English
words, and the Warriner et al. data-set (Warriner et
al., 2013) that contains 13,915 words. ANEW and
Warriner et al. data-sets were both scaled from the
range of [1,9] to the range of [-4.3,4.3] using max-
min scaling formula (Han, 2012). The min-max
normalization preforms a linear transformation for a
given value xi of A with a minimum and maximum
value of [minA, maxA] to x′i in range of [minB ,
maxB] given this formula:

x′i =
xi −minA

maxA −minA (maxB −minB) +minB

Adding ANEW and Warriner lexicons generated
lexicon of 17,347 words (extended-EPA-lexicon).
We then randomly divided the extended-EPA-
lexicon into a training-EPA-lexicon and a testing-
EPA-lexicon, with 5,782 and 11,565 words, respec-
tively. We used the training-EPA-lexicon to add
more words, using a graph-based semi-supervised
learning method called label-propagation, a tech-
nique that has been commonly used for NLP (Chen
et al., 2006; Niu et al., 2005; Rao and Ravichan-
dran, 2009; Zhu and Ghahramani, 2002; Blair-
Goldensohn et al., 2008), and image annotation (Cao
et al., 2008; Heckemann et al., 2006). Label-
propagation is a transductive algorithm that propa-
gates information from a set of labeled nodes (seed
sets) to the rest of the graph through its edges (Zhu
and Ghahramani, 2002). The label-propagation al-
gorithm starts by adding all the synonyms and lem-
mas in WordNet of a specific part-of-speech (verb,
noun, adjective, or adverbs) to the training-EPA-
lexicon. This generates a set of labeled words
L = (Xl, Yl) (the 5,782 words with EPA labels),
and unlabeled words U = (Xu, Yu), from which
we constructed undirected weighted graph G =
{E, V,W}, where V is a set of vertices (all the
words in the set), E is the weighted edges, and W is
an n × n weight matrix (affinity matrix) n equal to
the size vocabulary |V |.

We initialized the labeled nodes/words with the
EPA value of the words observed in the training
set, and the unlabeled nodes/words with zeroes.
We computed the weight matrix using the WordNet
similarity (Wu and Palmer, 1994) between the two
words xi and xj . Wu and Palmer’s similarity is equal
to the depth of the least common subsumer (LCS,
the least common ancestor) divided by the summa-
tion of the depth of the two words in the WordNet
taxonomy.

simwup(w1, w2) =
2 ∗ depth(LCS)

depth(w1) + depth(w2)

Each edge E ∈ (vi, vj) has an associated weight
Tij , which is the row normalized weight wij of the
edge between vi and vj . The labels are then prop-
agated to adjacent nodes by computing Y ← TY .
After each iteration the labeled nodes Yl are reset to
their initial values (see Algorithm 1).

Algorithm 1 ACT Label Propagation
procedure LABEL PROPAGATION(Synests C)

Construct a Graph G = {V,E,W}
Initialize T 0 and Y 0 matrices, i← 0
repeat

Y i ← TY i−1

Yl ← L
until Y converges

end procedure

The label propagation algorithm generated 167
adverbs, 3,809 adjectives, 11,531 verbs, and 81,347
nouns, with their EPA ratings in which 10,249
of them are in the testing-EPA-lexicon. To eval-
uate the validity of this approach, we compare
our generated EPA ratings for these 10,249 words
with those from the testing-EPA-lexicon (from
ACT/ANEW/Warriner datasets). The results are
shown in Tables 1 and 2. The resulting EPA are
equally distributed between -4.3 and +4.3. We
used two metrics to compare the results: root mean
squared error (RMSE) and mean absolute error
(MAE). These metrics were both close to 1.0 for E,
P, and A, suggesting that there is a reasonable de-
gree of agreement between the induced and manu-
ally labeled EPA values. It is worth mentioning that
due to the limited numbers of adverbs in the ACT
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lexicon, and because the Wordnet-similarity mea-
sure that compares only words of the same part-of-
speech, only several adverbs were generated using
label-propagation algorithm.

POS W RMSE MSA
E P A E P A

Adjectives 378 1.2 1.2 0.9 0.9 1.0 0.8
Adverbs 5 1.0 1.1 1.3 0.7 0.8 0.9

Verbs 2,787 1.2 1.1 0.8 1.0 0.9 0.6
Noun 7,079 1.3 1.1 0.9 1.0 0.9 0.7
Total 10,249 1.3 1.1 0.9 1.0 0.9 0.7

Table 1: The results of comparing the induced lexi-
con using label propagation and ground truth EPA val-
ues (POS= part-of-speech, W= the number of the in-
duced words, MAS=mean absolute error, and RMSE=
root mean squared error

4 Datasets

We evaluated the proposed method on a newly col-
lected news-headlines dataset. We collected 2080
news-headlines from a group of news websites
and archives (BBC, CNN, Reuters, The Telegraph,
Times, etc). The news headlines were selected ran-
domly from the period from 1999 to 2014. Through
Mechanical Turk, we recruited participants located
in North America with more than 500 approved hits
and an approved rate above 90%. We asked the
participants to locate the subject (actor), behavior
(verb), and object of each sentence and to indicate
their emotions towards them and towards the event
(as a whole) in the EPA format ∈ [−4.3,+4.3]
(where -4.3 indicates strongly negative EPA value
and +4.3 indicates strongly positive EPA value). The
dataset was annotated by at least three judges per
headline. We excluded any ratings that were filled
with blanks, zeros, or similar values in all the fields.
We also excluded the answers that did not have the
appropriate subject, verb, or object form (e.g., be-
havior=Obama, subject=as). We also excluded all
the answers rated by less than three participants.
This screening resulted in 1658 headlines that had
a mean EPA rating of 0.80, 1.04, and 1.02. Of these,
995 headlines had a positive evaluation score and
663 headlines had a negative evaluation score. Some
examples from this dataset can be seen in Table 5.

Words Testing-EPA-lexicon LP-lexicon
Incapable (adj.) [-1.83, -1.40, -0.54] [-1.56, -1.18, -2.59]
Wrongly (adv.) [-1.96, -0.22, 0.17] [-2.02, -0.23, 0.18]

Gauge (v.) [0.12, -0.55, 0.13] [0.18, -1.61, 0.25]
Loser (n.) [-1.30, -1.75, 0.30] [-1.14, -1.52, 0.28]

Table 2: Words and their EPA ratings from Testing-EPA-
lexicon and LP-lexicon=label propagation lexicon

5 Results

Our model (the augmented lexicon, and ACT equa-
tions) was evaluated in predicting the evoked senti-
ment towards the headlines as a whole by comparing
the discretized evaluation (E) score ∈ {0, 1} (where
0/1 indicates negative/positive emotions, resp.) of
the generated EPA to the ground truth. This evalu-
ation was performed using different configurations
(Table 3): (1) Using users’ annotated triplet (ACT-
UA) (i.e., subject, verb and object), the model
yielded a precision of 75% compared to the ground
truth. (2) Using the parse tree triplet (ACT-PTT)
(see Section 3.3 for details), the precision dropped
to 71%. (3) Adding the adjectives ( modifiers )
and settings to the subject, verb and object, which
we will called parse tree quintet (ACT-PTQ) yielded
a higher precision, with 82% precision in compar-
ison with the corresponding ground truth. These
results were also compared to the results obtained
from a standard sentiment classifier (STD-calssifier)
that uses occurrence frequencies of positive vs. neg-
ative words using SentiWordNet (Das and Bandy-
opadhyay, 2010). This classifier yielded a precision
of 57% in comparison to the ground truth (Table 3).

The parse tree quintet (ACT-PTQ) were also used
to evaluate the ACT predicted emotions towards the
actor (subject) and the object in the headline (Ta-
ble 4). Three metrics were used in this evalua-
tion: precision, MAS, and RMSE. We used preci-
sion to compare the disctized EPA scores ∈ {0, 1}
and MAS and RMSE to compare the real EPA
scores ∈ [−4.3,+4.3]. As shown in Table 4, the
RMSE and MAS are almost all less than 1.5, and
the precision varies from 67% to 79% across dis-
cretized E,P,A for subject and object. To put these
results in context, a difference of 1.4 in the EPA
space would equate to the difference between “ac-
cusing” someone ({−1.03, 0.26, 0.29}) and “pun-
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Classifier Precision Recall F1-score
ACT-PTQ 82 67 73
ACT-UA 75 62 67
ACT-PTT 71 63 66
STD-classifier 57 51 53

Table 3: Results for sentiment classification of news
headlines dataset using ACT and standard sentiment clas-
sification method, ACT-PTQ = ACT using the parsing
tree quintet, ACT-UA = ACT using users’ annotation,
ACT-PTT= ACT using the parsing tree triplet, STD-
classifier= Standard classifier using SentiWordNet

Emotions Precision MAS RMSE
E P A E P A E P A

ETS 79 74 76 1.11 1.25 1.27 1.38 1.24 1.33
ETO 67 68 67 1.09 1.26 1.27 1.33 1.56 1.54

Table 4: Comparison of predicted emotions towards the
subject and object with the ground truth. ETS/ETO =
Emotions towards subject/object, MAS=mean absolute
error, and RMSE= root mean square error

ishing” someone ({0.19, 0.79, 0.76}), or between
the identity of ”mother” ({2.48, 1.96, 1.15}) and
“girl”({1.96, 0.67, 0.99}), or between the emo-
tion of “joyful” ({2.43, 1.97, 1.33}) and “euphoric”
({1.42, 1.09, 0.99}). These words seem quite close
in an affective sense, which indicates that our senti-
ment analysis method is able to uncover sentiments
at a level that is reasonable on an intuitive level, and
shows the method’s power in uncovering sentiments
about specific elements of sentences.

6 Discussion and Future Work

Human emotions are more complicated than several
labels or binary scores. ACT models emotions in
a three-dimensional space which is found to be a
comprehensive and universal representation of hu-
man emotions, and models emotions towards event-
or fact-based sentences as a combination of several
emotions towards their entities (subject and object).
To evaluate the effectiveness of using ACT in senti-
ment analysis, we chose to analyze news headlines
as they represent real-world statements that describe
single or multiple events/facts.

Analysing sentiment in news headlines is a chal-
lenging task for several reasons: (1) news headlines

are ungrammatically structured, which makes it hard
for standard parsers to extract their words’ part-of-
speech and dependency correctly; (2) they are writ-
ten to be short and precise, providing little infor-
mation for typical bag-of-word classifiers to work
properly; (3) they are objective, containing words
that might not exist in the commonly used sentiment
lexicon. To overcome the limitation of news head-
line sentiment analysis, three main contributions that
we present in this paper: (1) we extracted the sen-
tences’ triplets by considering the headline grammar
and structure; (2) we augmented ACT lexicon using
label-propagation and word similarity; (3) we model
the interaction between the words in the sentence by
modelling the transient and fundamental sentiments.

The label propagation algorithm generated 96,853
words in which 10,249 of them are in the testing data
set. The EPA values of these words were found to be
quite close in the affective space to their correspond-
ing ground truth, Table 1. Table 2 also shows sev-
eral good examples of the generated EPA and their
corresponding ground truth. The label-propagation
results could be further improved by adding words
antonyms and by employing another similarity mea-
sure. The results of predicting the sentiment towards
the event and their entities as shown in Tables 4, 3,
and 5 are computed using only the ACT lexicons
and the ACT impression formation equations. With
such a simple, parsimonious and theoretically well-
grounded approach, we are able to compute fine-
grained sentiment analysis in a dimensional space
that is known to be a universal representation of hu-
man affect. Mapping these three-dimensional EPA
scores to a specific emotion provides a detailed label
for objects and subjects within a sentence, as shown
in Table 5. For example, in a sentence like“ Russia
says 4 militants killed in Dagestan siege”, the reader
will be feeling negative, yet different emotions to-
wards the subject “furious” and the object “sorry”.

Table 5 (obtained with ACT-PTQ) shows the de-
flection (d), emotions towards the events (ε), and to-
wards the subject and object (ea) and (eo) of some
of the examples in the data set. As shown in Ta-
ble 5, we can see that the deflection (d) is very high
when we do not expect an event to occur (e.g.,“Baby
dies after being left in car for over 8 hours”). The
deflection in this sentence is high (17.42) because
the EPA value of the object “Baby” is equal to
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Headline d ETS ETO Te ε es eo

Press sees hope in Mecca . . . . .talks 2.57 happy reverent 1.33 2.50 1.53 1.59
Brazil deploys troops to secure borders for World . . . . .Cup 2.32 proud apathetic 1.7 1.61 0.66 1.22
Gunfire injures three Napoli fans 6.80 furious melancholy -1.13 -0.86 -1.25 0.54
Three political candidates slain before Iraqi . . . .vote 11.24 furious sorry -1.33 -1.46 -1.80 0.05
Lily Allen wins web music award 2.74 proud reverent 1.67 2.45 1.46 1.36
Finland Air crash kills skydivers 12.54 furious cheerless -1.33 -3.20 -3.0 -0.10
Bomb kills 18 on military . . .bus in Iran 3.40 impatient overwhelmed -1.6 -1.23 -2.3 -0.11
Russia says 4 militants killed in Dagestan siege 11.37 furious sorry -0.2 -1.46 -2.34 -0.58
Baby dies after being left in car for over 8 . . . . . .hours 17.42 furious overwhelmed -1.67 -2.10 -1.57 0.06
Female astronaut sets record 0.79 contented reverent 3.50 0.91 1.37 0.46

Table 5: ACT model’s results on news headlines, d=deflection, ETS, ETO= emotion towards subject and object, Te =
emotions towards the event (ground truth), ε=emotions towards the event (ACT), and es, eo = the evaluation value of
the emotion towards subject and object. Parse elements are coded as: subject, verb, object, and . . . . . . .setting.

[2.40,−2.28, 2.58], which is considered to be quite
good, quite weak, and quite active identity and a car
is considered to be a quite positive place, with EPA
value equal to [1.62, 1.65, 2.01]. While if an event
took place in a war zone or if the subject has nega-
tive evaluation, the deflection will not be very high
(e.g., “Bomb kills 18 on military bus in Iran”) the
deflection is equal to 3.40 because “Bomb” has a
negative evaluation. In Table 5, we can see the emo-
tions (ε) and the ground truth evaluation toward the
events (Te) are often quite close.

The aforementioned results are obtained by ex-
tracting single subject, verb, object, modifier, and
setting. These results could further improved by
taking adverbs (e.g, “lived happily”), phrasal verbs
(e.g,“get along” and “get back”), numbers (e.g,“45
killed”), and negations (e.g.,“no more funding”)
into consideration. Finally, accumulating the emo-
tions of multiple consequent behaviors could also be
very useful. For example, in the sentence “Man ar-
rested after beating cops in a restaurant” the behav-
ior will be “arrested”, and “beating” is not taken
into account. We could address this using more
complex parse trees and accumulating the emotions
of multiple behaviors by considering the previously
generated sentiment as the fundamental sentiment.
Finally, using ACT predictions to bootstrap super-
vised learning could also yield improvements.

7 Conclusions

We have proposed a new direction for senti-
ment analysis, employing Affect Control Theory
(ACT) to assign different emotions towards events-

based/objective statements and their entities (sub-
ject, object). Unlike the majority of sentiment anal-
ysis models that are trained on highly subjective
words to obtain descriptive labels, our model in-
corporates ACT, that models emotions as points in
three-dimensional space, and analyzes how objec-
tive texts trigger different emotions. We use a semi-
supervised method based on Wordnet similarities to
compute emotional ratings for words not in the ACT
lexicons. Evaluated on a news headline dataset, our
model yielded higher accuracy than a widely used
classifier, with a highest precision of 82%. We also
analyzed the sentiment evaluation of ACT on (ac-
tor/subject and the object) in the news headlines,
yielding a precision of 79% and 68% when analyz-
ing the emotions towards the subject and the object,
respectively. These results have been obtained with-
out performing any supervised learning and with-
out taking consequent behaviors, phrasal verbs, or
sentence negations into account. Thus, they demon-
strate the potential of ACT for sentiment analysis.
Affect control theory can also handle consequent be-
haviors and modifiers. In future, we plan to aug-
ment our method with more complex levels of detail,
gather more extensive datasets, and evaluate ACT
for more precise and detailed sentiments.
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Abstract 

Most of the current approaches to sentiment 

analysis of product reviews are dependent on 

lexical sentiment information and proceed in a 

bottom-up way, adding new layers of features 

to lexical data. In this paper, we maintain that 

a typical product review is not a bag of senti-

ments, but a narrative with an underlying 

structure and reoccurring patterns, which al-

lows us to predict its sentiments knowing only 

its general polarity and discourse cues that 

occur in it. We hypothesize that knowing only 

the review’s score and its discourse patterns 

would allow us to accurately predict the 

sentiments of its individual sentences. The 

experiments we conducted prove this hypoth-

esis and show a substantial improvement over 

the lexical baseline. 

1 Introduction 

For years, sentiment analysis has heavily relied on 

lexical resources, whether compiled by hand 

(Wilson et al., 2005) or automatically extracted 

from a large corpus (Hu and Lui, 2004). In addi-

tion to an overwhelming task of trying to capture 

all words and expressions that can convey a senti-

ment there are many other problems to solve: 

resolving the scope of negation to determine the 

shift of polarity (Lapponi et al., 2012), determining 

if an opinion is present in interrogative or condi-

tional sentences (Narayanan et al., 2009), dealing 

with irony (Tsur, 2010), etc. But even if we 

manage to solve all aforementioned problems and 

create an efficient classifier, there will always be 

cases where reliance on lexical cues for 

subjectivity will betray us. Consider, for instance, 

the following examples from reviews of online 

universities1: 

 

(1) The lectures are interactive and recorded. 

So, if you can't attend you can listen in 

later. 

(2) I assure you, online learning at Capella was 

the most difficult form of education I have 

undergone! 

(3) UMUC provided really good quality educa-

tion until about 5 years ago. 

 

In the first example, the author expresses a positive 

opinion of the university, but it will fail to be 

detected because it does not include any explicit 

sentiment cues (such opinions are referred to as 

“implicit” by Liu (2012) or as “polar facts” by 

Toprak et al. (2010)). Because the sentiment (and 

its presence) of such sentences is highly domain-

dependent, they cannot be covered by any lexicons 

or learned in a supervised or a non-supervised way. 

The second example does have a sentiment cue 

difficult, and judging by it the sentiment should be 

                                                           
1  The examples in this section are taken from Darmstadt 

Service Review Corpus, available from https://www.ukp.tu-

darmstadt.de/data/sentiment-analysis/darmstadt-service-

review-corpus (Toprak et al., 2010). The corpus was also used 

as a development set for extracting features for this study. 
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negative. However, in this case the author actually 

expresses a positive view of an online university, 

defending it from people who claim that online 

education is “too easy”. In the third example, the 

correct sentiment (negative) would again be im-

possible to determine because of a complicated 

structure. 

These are just a few examples of what is cur-

rently impossible to classify correctly relying on 

lexical resources. To improve the classification 

results, there have been attempts to use local 

discourse information, such as discourse cues and 

polarity of adjacent sentences, in order to correct 

some of the misclassified sentences 

(Somasundaran, 2010). However, though such 

attempts resulted in some improvements, they also 

required quite complicated frameworks. 

While such bottom-up approach (starting from 

lexical polarity and adding supplementary 

information to improve classification on a phrase 

and text level) is commonly used in sentiment 

analysis, we are wondering if it is the only valid 

one. Provided that we have a reliable external 

measure of a text’s general polarity (such as a 

product rating for a product review) and the 

narrative has a predictable discourse structure, 

would not it be possible to classify its sentences in 

a top-down manner, without using any sentiment 

lexicons? In this paper, we experiment with this 

approach and compare its results with those of the 

traditional bottom-up method. 

This paper is organized as follows. Section 2 

presents a brief overview of previous studies 

related to sentiment analysis of product reviews, 

while section 3 explains the motivation behind 

taking an alternative approach. In section 4 we 

give the details of the experiments, and then in 

section 5 present their results. Lastly, section 6 

summarizes our findings. 

2 Previous Studies 

Sentiment analysis so far has largely relied on 

explicit lexical information, either in the form of 

sentiment dictionaries and lexicons, such as 

SentiWordNet 2  or Subjectivity lexicon 3 , opinion 

phrases extracted from a manually-annotated 

corpus or a dataset compiled in real time using 

                                                           
2 http://sentiwordnet.isti.cnr.it/ (Baccianella et al., 2010) 
3 http://mpqa.cs.pitt.edu/lexicons/subj_lexicon/ (Wilson et al., 

2005) 

machine learning with such lexical features as bag-

of-words features, n-grams, collocations, or more 

sophisticated lexical patterns (Tang, 2009). As 

researchers realized the limitations of a purely 

lexical approach, they tried to augment it by using 

negation resolution, word meaning disambiguation 

or hand-crafted rules (Ding, 2008). However, 

though such efforts improved classification on the 

sentence level, they were not able to deal with the 

sentences where an opinion was implicit (i.e. there 

were no appraisal words or other lexical cues, see 

example 1 above) or the polarity of the sentiment 

word was different from the usual one (see exam-

ple 2 above). To correct such misclassified in-

stances, another level of complexity was added by 

using discourse features. Somasundaran (2010) 

defines opinion frames to enforce discourse con-

straints on the polarity of segments with the same 

or alternative target relations. Using a similar 

approach, Zhou et al. (2011) employ simplified 

Rhetorical Structure Theory (RST) relation cues 

(contrast, condition, continuation, cause and 

purpose) to eliminate polarity ambiguities. Yang 

(2014) concentrates on discovering opinionated 

sentences which do not have strong sentiment 

signals (implicit opinions), using discourse 

knowledge to improve the results of a Conditional 

Random Fields classifier. While such approaches 

are a definite improvement over the lexical 

baseline, they are computationally complex and 

still overly dependent on the lexical cues. 

While machine learning algorithms such as 

Naïve Bayes or SVM are still the primary tools 

used for sentiment analysis, lately such texts as 

product reviews have been recognized as having an 

internal structure and inter-sentential relations, and 

thus structural conditional frameworks have been 

used for their classification. One popular tool is 

Conditional Random Fields (CRF), which was 

used, among others, by Zhao (2008) to classify 

sentiments on a sentence level, by Breck (2007) to 

identify subjective expressions, and by Li (2010) to 

summarize product reviews taking their structure 

into account. 

3 Motivation behind Top-down Approach 

Though most of the previous studies treat product 

reviews as a bag of sentences or even words, in 

fact they are narratives that have a specific 

structure. While their structure is less rigid and 
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predicable than, say, that of research papers, it 

nevertheless has some recurring patterns which 

lend themselves to generalization. 

The same principle applies to sentiments appear-

ing in product reviews. The authors of reviews do 

not simply pile up some random facts about the 

product or their evaluations of it. To the best of 

their abilities, they try to convince the reader to 

buy or not to buy a particular product, and, 

according to Grice’s Maxims (Grice, 1975), they 

do it in the clearest and most effective way 

possible. Thus, if an author has in general a 

positive opinion of a product, the probability of a 

negative sentence appearing in a review is lower 

than that of a positive sentence, and even if a 

negative sentence is introduced, it is likely to 

appear together with a concession or a contrast 

marker, such as although or but, or be modified by 

a hedging expression, such as might, only, could be, 

which mitigate the negative effect on the reader. 

Thus the author makes us understand that his 

primary opinion of the product is still positive, and 

uses the discourse relation of contrast to present an 

opposite opinion. 

Likewise, if an objective sentence appears in a 

review, it is not a random event, but a tool serving 

some purpose, such as interacting with a reader by 

asking questions which do not require an answer 

(Where do I start?) or supporting one’s view by 

showing that you have some expertise necessary to 

provide a valid opinion. While in this paper we 

cover only objective sentences that are used to 

provide background information (the discourse 

relation of background), it is clear that other rea-

sons for usage of objective sentences are present 

and capable of being formalized. 

The facts mentioned above make us consider a 

product review as a text which has a primary 

polarity and optionally includes some segments 

which have an opposite polarity or no polarity at 

all (objective sentences). Instead of relying on 

lexical sentiment information, which makes it 

difficult to distinguish between objective and 

subjective sentences on one hand (implicit opin-

ions) and between positive and negative opinions 

on the other (sarcasm, context-dependent polarity), 

we suggest using a top-down approach: determin-

ing the primary polarity of a review based on an 

external source of information, such as product 

rating, and then locating segments which do not 

conform with this polarity (have no polarity or an 

opposite polarity) by finding cues that mark a 

change in a discourse flow.  

In the next section we describe an experiment 

which we conducted to confirm that this approach 

is viable. 

4 Experiment 

4.1 Data and Task 

For the experiments in this study we use Filatova’s 

Amazon product reviews corpus (so called Sar-

casm Corpus4), consisting of 817 ironic and regular 

reviews. We chose to use this corpus because we 

believed that segments in ironic reviews would be 

difficult to classify by purely lexical means. Out of 

these 817 reviews we randomly selected 100 

reviews for training and 20 reviews for test data. 

We did not use the whole dataset because the 

number of reviews with a particular review score 

differs greatly (60% of reviews are 5-star, while 

only 5% are 2-star). To prevent a skew towards 

positive labels we used equal-size random samples 

of reviews with all possible scores. Reviews were 

annotated by one of the authors and an external 

annotator on a clause level if a sentence contained 

opinions with opposite polarities, and on a 

sentence level otherwise. The inter-annotator 

agreement was measured by using Fleiss’ kappa 

and Krippendorff's alpha, and the results showed 

that the annotation was highly reliable (κ = 0.912, 

α = 0.913). Overall the training corpus consisted of 

843 segments (438 negative, 268 positive and 137 

objective), while the test set contained 145 

segments (78 negative, 41 positive and 26 

objective). 

While the studies in sentiment analysis usually 

make distinction between subjective and objective 

sentences on one hand and between negative, 

positive and neutral sentences on the other, in this 

paper we make a twofold distinction, first classi-

fying a segment as objective or subjective, and 

then, in case of subjective (polar) sentences, fur-

ther subdividing them into positive and negative. 

To our mind the classification into positive, nega-

tive and neutral sentences, commonly adopted for 

product reviews, is incorrect, as neutral sentiments 

rarely, if ever, appear in reviews. What is com-

                                                           
4 http://storm.cis.fordham.edu/~filatova/SarcasmCorpus.html 

(Filatova, 2012). 

1561



monly referred to as neutral sentences should be 

classified as objective segments, as they do not 

carry any sentiment related to the subject matter. 

When annotating the corpus we considered the 

intended semantic orientation of a segment, not its 

literal meaning and the presence and polarity of 

lexical cues. Thus, segments without any lexical 

cues could be annotated both as subjective and 

objective: 

 

(4) I bought this mobo from Amazon, after 

buying the same month the DG31PR 

Classic for my wife. (objective) 

 

(5) After I install my new PC, the 2do. day of 

use, the LAN failed. (subjective, negative) 

 

Segments with a lexical cue of a certain polarity 

could be annotated both as positive and negative: 

 

(6) The ring is nice and heavy. (positive) 

 

(7) It's going to be a nice paperweight. (nega-

tive, from a review of a camera) 

 

Finally, segments where an alternative product was 

praised or preferred were understood to be a criti-

cism towards the reviewed product: 

 

(8) I will never buy another Panasonic product. 

There are plenty of other brands that are 

loyal to their customers. (both segments are 

negative) 

 

We view each of the reviews as a separate 

discourse with its own sentiment flow, and thus 

treat the sentiment analysis problem as a sequence 

classification task. We employ the CRF method, 

which outperforms other methods of sequence 

labeling (Lafferty, 2001). In CRFs the probability 

of a sequence is defined as  
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where X is a set of input random variables, Y is a 

set of labels, and λ is a weight for the feature 

function F(Y,X). (Sha, 2003). 

All experiments in this paper were conducted 

using a C++ implementation of a linear 

Conditional Random Fields classifier (CRF++) 5 . 

Though more complex or constrained types of 

CRF classifiers and models based on them proved 

to be more suitable for sentiment analysis (Mao, 

2006; Yang, 2014), we use the simplest model as a 

proof of concept in this study. 

Each review in the training and test data is con-

verted into a sequence of polarity segments as-

signed to it. For example, the following short 

review: 

 

(9) The ring is nice and heavy. Have been 

wearing if for almost a month and still not a 

scratch! 

 

is presented as a sequence of tokens POSITIVE 

POSITIVE, based on the sentiment labels from the 

annotation. The tokens are assigned features, as 

defined in the following sections, which are then 

fed into the classifier. 

4.2 Features for Experiments 

 

4.2.1 Lexical Features 

 

To set a baseline, we use a state-of-art lexical 

classifier – Stanford Sentiment Analysis Classifier 

from Stanford CoreNLP toolkit6 – to determine the 

lexical polarity of each individual sentence. Thus 

the lexical classifier considers only lexical features 

available in a particular sentence without looking 

at neighboring sentences or discourse cues. For the 

local context classifier we also determine the 

lexical polarity of the previous and next sentences 

and use the sequence of {prev_polarity, 

current_polarity, next_polarity} as a feature (a 

similar approach is taken by Somasundaran 

(2010)). This is done to disambiguate and, if 

necessary, to correct the polarity of misclassified 

instances that are sandwiched between the 

correctly classified ones. For example, if the 

lexical classifier fails to detect an implicit opinion 

                                                           
5 Available from http://taku910.github.io/crfpp/ 
6 Available from http://nlp.stanford.edu/sentiment/code.html 
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in a sentence that appears between two explicit 

opinions, it might correct it as follows: 

 

POSITIVE OBJECTIVE POSITIVE -> 

POSITIVE POSITIVE POSITIVE 

 

4.2.2 Contrast Features 

 

The main drawback of the local context classifier 

is that it can misclassify sentences with the 

opposite polarity, lumping them together with 

sentences of the primary polarity. To prevent this, 

for the contrast classifier we add another set of 

features – discourse cues with a Rhetoric Structure 

Theory (RST) (Mann and Thompson, 1988) 

relation of contrast. We consider both explicit and 

implicit discourse markers of contrast for this set 

of features: 

 

4.2.2.1 Explicit Contrast Markers 

 

Contrast relations are primarily realized by using 

explicit discourse markers, which, depending on 

their type, mark the sentence they appear in (in 

case of although type) or the previous sentence (in 

case of but type) as contrasting: 

 

(10) The Phillips screwdriver on the end of one 

of the tines is helpful for things like tighten-

ing eyeglasses, POSITIVE CONTR 

but it is slightly offset from the opposing 

blade and I've nicked or jabbed myself with 

it more than once while it's in my pocket. 

NEGATIVE NCONTR 

 

(11) Although it has 10 workable buttons 

which come in handy for some games, 

POSITIVE CONTR 

it has some major flaws. NEGATIVE 

NCONTR 

 

The segment with the NCONTR marker usually 

has the primary polarity of the review, while the 

segment with a CONTR marker presents a con-

trasting opinion. 

 

4.2.2.2 Implicit Contrast Relations 

 

Contrast relations can also be manifested implicitly 

through the use of hedges. Hedging is often used 

when the review’s author wants to mention some 

negative side of a product they like (or a positive 

aspect of a product they hate), but does not want to 

put an unnecessary emphasis on it. Such hedging 

expressions as the only good/bad point, the only 

drawback, I would only recommend it… etc are 

used for this purpose: 

 

(12) With all the upgrades that Apple has done 

with their macbooks, I think I finally feel 

that it's worth the spending to buy my first 

mac. NHEDGE  

My only complain is that it's still a lot more 

expensive than PC laptops with similar 

specs. HEDGE 

 

4.2.3 Background Classifier 

 

The background classifier allows us to capture 

some of the objective sentences that are related to 

the polar ones using a background RST relation. 

We identify three types of patterns where back-

ground relations are used: 

 

1. Acquirement patterns: people often start re-

views with an explanation of how they got 

the product. 

2. Personal background patterns: people often 

support their evaluation of a product by 

stating who there are, what they do for a 

living, what kind of lifestyle they lead etc. 

3. Personal experience patterns: again, to 

support their views the writers prime their 

readers by describing their experiences or 

achievements. 

 

Unfortunately, background relations, unlike con-

trast relations, are almost never explicit. They are 

paratactic and lack discourse cues, so we need to 

rely on lexical and grammatical features for classi-

fication. However, we believe that because back-

ground information is usually presented in easy-to-

predict patterns, it is more feasible and 

computationally inexpensive to use lexical cues to 

single out objective sentences than to try to capture 

infinitely large number of ways sentiments can be 

expressed. In the following subsections, we 

describe these patterns in more detail and explain 

which lexical and grammatical cues can be used to 

detect them. 
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4.2.3.1 Acquirement Patterns 

At the beginning of a review people often explain 

how they acquired the product: 

 

(13) I bought this camera for my deployment to 

Iraq. (objective) 

It was in my cargo pants pocket one day I 

took it out and the lens was cracked and the 

silver trim ring had fallen off. (negative) 

 

We formalize this feature as follows: 

 

[I | we] [verb synonymous to “acquire”|verb of 

decision + verb synonymous to “acquire”], 

 

or, more specifically: 

 

[I | we] [ordered | bought | got .* as a gift | pur-

chased | decided to buy…] 

 

All verbs are in past simple tense, as only in this 

tense they are unlikely to bear any sentiment 

(compare, for example, sentences with the same 

verbs in present perfect tense: 

 

(14) However, I am glad that I have bought a 

mac.(positive) 

 

(15) This is probably the worst book I’ve 

bought. (negative) 
 

Moreover, this pattern is likely to be used at the 

beginning of the review, so we add ACQUIRE 

feature only to those segments which appear in the 

first 25% of a review. 

 

4.2.3.2 Personal Background Patterns 

In these patterns, the authors offer their personal 

information that is relevant to the subject matter of 

the review and can support their opinion. For 

instance, in the following review the author refers 

to his pets as the major reason for buying a 

particular vacuum cleaner: 

 

(16) I have a cat and a dog, and there is lots of 

shedding hair, all the time.  (objective, per-

sonal background) 

When I saw the DC25 Animal, I decided to 

spend the money hoping that this vacuum 

would do the job. (objective, acquirement) 

It has lived up to my wildest dreams, it is 

wonderfully easy to handle, so easy to ma-

neuver, the 16 lbs make such a difference 

compared to those very heavy machines I 

had before, I had no problem carrying it up-

stairs. (positive) 

 

We formalize this feature as follows: 

 

[I|we] [am (a|an)|have (a|an)|'m (a|an)|am not 

(a|an)] 

 

The indefinite article is used to prevent matching 

such polar expressions, as I’m very pleased with 

the quality of this product. Again, such patterns are 

searched for only at the beginning of a review. 

 

4.2.3.3 Personal Experience Patterns 

These patterns also serve to provide some back-

ground information about user’s experiences to 

back up his opinion on a product: 

 

(17) Usually I am a huge fan of hats that look 

like food. (objective, personal background). 

My meatloaf hat has been a hit for years. 

(objective, personal experience) 

When I received my turkey hat I carefully 

unwrapped the bubble wrap and gazed upon 

its tan beauty. (positive). 

 

To capture this pattern we search for verbs in 

perfect forms (except for the verbs of possession). 

We exclude verbs in perfect continuous forms, as 

they are more often used to describe positive or 

negative results of using a product. Compare, for 

example: 

 

(18) I have been using it for almost a month 

and my lashes are so long, they touch my 

eyebrows... (positive) 

 

We also exclude phrases that have “should/could” 

before “have”, as they often express negative 

sentiments (Liu, 2014): 
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(19) Would have been nice if the stilts could 

accommodate multiple/varying heights. 

(negative) 

 

4.2.4 Primary Polarity Features 

 

Lastly, we use reviews’ scores to predict their 

global semantic orientation (primary polarity). The 

intuition behind this is that the reviews with a 

higher score will contain more positive sentences 

than reviews with a lower score, and thus global 

polarity information might help us to amend 

incorrect predictions of a lexical classifier (a 

similar approach was taken, among others, by 

(Yang, 2014)). This is supported by the statistics of 

our corpus: the polarity of sentences in a review in 

general correlates with its score. Highly positive 

(5-star) and highly negative (1-star) reviews 

contain few segments of the opposite polarity, and 

even reviews with a less extreme score 

demonstrate a clear preference of one of the 

polarities (see Table 1). Thus it can be predicted 

that the classifier using this feature will tend to 

assign the primary polarity (positive for 4- and 5-

star reviews, negative for 1-, 2-, and 3-star 

reviews) unless there is some strong evidence 

preventing it. 

 

Review score Positive Negative Objective 

1 0.01 0.85 0.13 

2 0.10 0.77 0.12 

3 0.22 0.65 0.13 

4 0.62 0.23 0.15 

5 0.68 0.04 0.27 

 
Table 1. Percentage of positive, negative and 

objective sentences in reviews with different product 

ratings 

 

4.3 Bottom-up vs Top-down Approach: 

Experiment Design 

4.3.1 Bottom-up Approach 

This is a widely-used approach which relies on a 

lexical polarity classifier to determine the semantic 

orientation of each segment and then corrects the 

misclassified segments by employing more general 

features: discourse features (in our study – contrast 

and background) and global semantic orientation 

features (called primary polarity features in this 

paper). 

The bottom-up approach has become a standard in 

sentiment analysis, so we believe there is no need 

to explain it in detail. The main focus of this study 

is on the top-down approach, which we describe 

below. 

 

4.3.2. Top-down Approach 

 

In this set of experiments, we do not use any 

lexical information about the presence of 

sentiments in segments and their types. Instead, we 

rely on rating scores assigned to the reviews to 

determine their primary polarity, and then correct 

the misclassified instances using discourse 

features. In general, the feature set used for this 

classifier is the same as for the bottom-up 

approach. The only important exception is that 

lexical features are completely omitted. 

We adopt the following process for sentiment 

classification: 

 

1. All sentences in a review are assigned a 

polarity label determined by the corre-

sponding review rating. 

2. We look for discourse patterns that are as-

sociated with a change of the primary po-

larity (POSITIVE -> NEGATIVE, 

NEGATIVE -> POSITIVE). These are 

usually manifested through contrast 

relation and enable us to correct some of 

misclassified polarity labels. 

3. We look for discourse patterns where a po-

lar statement is accompanied by an objec-

tive statement. A common example of 

such discourse relations in product reviews 

is background. At this stage, unnecessary 

POSITIVE and NEGATIVE labels are 

changed into OBJECTIVE. 

 

Schematically this can be shown as follows using 

an arbitrary example of a 4-star review, where 

light-gray blocks stand for positive segments, dark-

gray for negative segments and white for objective 

ones (here we assume that all segments will be 

initialized as positive, as it is the primary class for 

4-star reviews): 
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Figure 1. Top-down approach classification flow 

 

 

In the next section, we discuss the results of exper-

iments conducted to show that such features can 

improve sentiment classification. 

5 Experiment Results 

In this section, we compare the results achieved by 

using the top-down approach with those of the 

traditional bottom-up method. 

5.1 Bottom-up Approach 

The lexical classifier results, used as a baseline in 

this study, are listed in Table 2 below. As can be 

seen from the results, the recall and precision of 

positive and especially objective segments is low, 

which shows that purely lexical classifier cannot 

reliably distinguish between objective and 

subjective sentences and between positive and 

negative ones. The accuracy of the classifier is also 

low (0.6138). 

When we add local discourse context, the recall 

of positive and negative segments improves, as 

does the overall accuracy (to 0.6758). However, 

the local discourse classifier completely ignores 

the objective sentences, assigning polarity to them. 

The precision of the negative class and overall 

precision also gets lower, as some positive 

segments sandwiched between negative ones are 

assigned a negative label.  

Adding contrast discourse cues does not help to 

improve this situation, because it leads to 

overestimation of positive segments and lower 

accuracy (0.6620). In fact, the contrast classifier 

performs even worse than the local discourse one. 

It seems that lexical information introduces too 

much noise, and building up on such an unreliable 

basis does not produce expected results. 

The background classifier improves the 

performance, especially for objective sentences, 

classifying them with a high precision and at least 

some recall. It also improves the overall accuracy 

(to 0.6896). 

However, the most significant improvement is 

seen after adding the review scores (primary 

polarity) as features. It helps improve almost all 

scores, including accuracy, which reaches 0.7241. 

 

5.2 Top-down Approach 

 

The primary polarity classifier, which uses the 

review’s rating to predict its overall polarity, has a 

high recall and an accuracy of 0.7379 (see Table 

3). However, it again ignores the objective class, 

because it is distributed more or less evenly 

between reviews with different ratings and thus 

cannot be correlated with a particular review score.  

 

 Subjective 
Objective Total 

 Negative Positive 

 Prec Rec Prec Rec Prec Rec Prec Rec F1 Acc 

Lexical 0.71 0.77 0.61 0.54 0.29 0.27 0.60 0.61 0.61 0.6138 

Local discourse 0.69 0.87 0.64 0.73 0.00 0.00 0.55 0.68 0.61 0.6758 

+ Contrast 0.69 0.87 0.62 0.68 0.00 0.00 0.55 0.66 0.60 0.6620 

+ Background 0.73 0.85 0.60 0.75 1.00 0.12 0.74 0.69 0.65 0.6896 

+ Primary pol. 0.78 0.87 0.62 0.82 1.00 0.12 0.77 0.72 0.68 0.7241 
 

Table 2. Precision, recall, F1 and accuracy scores for the bottom-up approach 
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 Subjective 
Objective Total 

 Negative Positive 

 Prec Rec Prec Rec Prec Rec Prec Rec F1 Acc 

Primary polarity 0.75 0.94 0.71 0.83 0.00 0.00 0.61 0.74 0.66 0.7379 

+ Contrast 0.81 0.90 0.68 0.95 0.00 0.00 0.63 0.75 0.68 0.7517 

 + Background 0.82 0.91 0.73 0.95 1.00 0.19 0.83 0.79 0.76 0.7931 
 

Table 3. Precision, recall, F1 and accuracy scores for the top-down approach 

 

 

Also, because 3-star reviews contain more negative 

sentences than positive ones, all of them are 

lumped into the negative class. Thus the recall for 

the positive class is substantially low than for the 

negative class. 

To single out the segments whose polarity is 

different from the primary one, we add explicit and 

implicit contrast features and train the contrast 

classifier. Contrast features help to raise recall for 

positive and precision for negative sentences, 

though, as might be expected, they do not affect 

the classification of objective segments. However, 

the overall precision and recall are improved, as 

well as the overall accuracy (to 0.7517) 

The background classifier allows us to find 

some of objective sentences. Acquirement, 

personal background and personal experience 

patterns turn out to be precise features that also 

guarantee us at least some recall for objective 

sentences. Overall precision, recall and F1 scores 

are improved accordingly, as well as accuracy (to 

0.7931). 

As can be seen from comparing these results, 

even the most primitive rating-based classifier 

(primary polarity) achieves better recall and 

accuracy than any of lexical classifiers (even the 

one with primary polarity features). Moreover, 

adding discourse features to it consistently 

improves the results, allowing us to build a high-

precision, high-recall sentiment classifier. On the 

other hand, building up on the lexical classifier 

does not show such consistent improvements. 

6 Conclusion 

Until now the sentiment analysis has been 

primarily done in a bottom-up way, starting with 

the classification of lexical items, then resolving 

the polarity of the sentence, then using discourse 

information to improve the lexical classification. 

However, lexical classifiers so far produce results 

that are too unreliable to become a basis of a 

discourse-level classification. We assert that 

starting from the top by roughly defining a text’s 

polarity and assigning it to all its segments, and 

then fine-tuning the classification by “chiseling 

out” incorrect bits based on reliable discourse rela-

tions can be a more productive and effective 

approach. Our experiments show that such ap-

proach can lead to a substantial improvement over 

lexical baseline at least in texts with a predictable 

structure and recurring patterns, such as product 

reviews. Because each of the discourse features we 

tested led to improvement, we believe that the top-

down classifier can be made even more accurate by 

employing other discourse relations in the form of 

carefully selected linguistic features. 

 

References 
 
Baccianella, S., Esuli, A., & Sebastiani, F. (2010). 

SentiWordNet 3.0: An Enhanced Lexical Resource 

for Sentiment Analysis and Opinion Mining. LREC, 

10, 2200-2204. 

Breck E., Choi Y., & Cardie C. (2007). Identifying 

Expressions of Opinion in Context. IJCAI, 7, 2683-

2688. 

Ding, X., Liu, B., & Yu, P. S. (2008). A holistic 

lexicon-based approach to opinion mining. WSDM, 

231-240. 

Filatova, E. (2012). Irony and Sarcasm: Corpus 

Generation and Analysis Using Crowdsourcing. 

LREC, 392-398. 

Grice, P. (1975). Logic and conversation. Syntax and 

semantics, 3, 41-58. 

Hu, M., & Liu, B. (2004). Mining opinion features in 

customer reviews. AAAI, 4(4), 755-760. 

Lafferty, J., McCallum, A., & Pereira, F. C. (2001). 

Conditional random fields: Probabilistic models for 

segmenting and labeling sequence data. Proceedings 

of the Eighteenth International Conference on 

Machine Learning, 282-289. 

1567



Lapponi, E., Read, J., & Ovrelid, L. (2012). 

Representing and resolving negation for sentiment 

analysis. Proceedings of the 2012 ICDM Workshop on 

Sentiment Elicitation from Natural Text for Information 

Retrieval and Extraction, 687-692. 

Li F., Han C., Huang M., Zhu X., Xia Y. J., Zhang S., & 

Yu H. (2010). Structure-aware review mining and 

summarization. Proceedings of the 23rd 

International Conference on Computational 

Linguistics, 653-661. 

Liu, B. (2012). Sentiment Analysis and Opinion Mining. 

Morgan & Claypool Publishers. 

Liu, Y., Yu, X., Liu, B., & Chen, Z. (2014). Sentence-

Level Sentiment Analysis in the Presence of 

Modalities. Computational Linguistics and Intelligent 

Text Processing, 1-16. 

Mann, W. & Thompson, S. (1988). Rhetorical structure 

theory: Towards a functional theory of text 

organization. Text, 8(3), 243-281. 

Mao, Y., & Lebanon, G. (2006). Isotonic conditional 

random fields and local sentiment flow. Advances in 

neural information processing systems, 961-968. 

Narayanan, R., Liu, B., & Choudhary, A. (2009). 

Sentiment analysis of conditional sentences. 

Proceedings of the 2009 Conference on Empirical 

Methods in Natural Language Processing, 1, 180-

189. 

Polanyi, L., & Zaenen, A. (2006). Contextual valence 

shifters. Computing attitude and affect in text: 

Theory and applications, 1-10. 

Sha, F., & Pereira, F. (2003). Shallow parsing with 

conditional random fields. Proceedings of the 2003 

Conference of the North American Chapter of the 

Association for Computational Linguistics on Human 

Language Technology, 1, 134-141. 

Somasundaran S. (2010). Discourse-Level Relations for 

Opinion Analysis (Doctoral dissertation). University 

of Pittsburgh. 

Tang, H. F., Tan, S. B., & Cheng, X. Q. (2009). A 

survey on sentiment detection of reviews. Expert 

Systems with Applications, 36(7), 10760-10773. 

Toprak, C., Jakob, N., & Gurevych, I. (2010). Sentence 

and expression level annotation of opinions in user-

generated discourse. Proceedings of the 48th Annual 

Meeting of the Association for Computational 

Linguistics, 575-584. 

Tsur, O., Davidov, D., & Rappoport, A. (2010). Great 

Catchy Name: Semi-Supervised Recognition of 

Sarcastic Sentences in Online Product Reviews. 

ICWSM, 162-169. 

Wilson, T., Wiebe, J., & Hoffmann, P. (2005). 

Recognizing contextual polarity in phrase-level 

sentiment analysis. Proceedings of the conference on 

human language technology and empirical methods 

in natural language processing, 347-354.  

Yang, B., & Cardie, C. (2014). Context-aware learning 

for sentence-level sentiment analysis with posterior 

regularization. Proceedings of ACL. 

Zhao J., Liu K. & Wang G. (2008). Adding Redundant 

Features for CRFs-based Sentence Sentiment 

Classification. Proceedings of the Conference on 

Empirical Methods in Natural Language Processing, 

117-126. 

Zhou L., Li B., Gao W., Wei Z. & Wong K. F. (2011). 

Unsupervised Discovery of Discourse Relations for 

Eliminating Intra-sentence Polarity Ambiguities. 

Proceedings of the Conference on Empirical 

Methods in Natural Language Processing, 162-171. 

1568



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1569–1575,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

How to Memorize a Random 60-Bit String

Marjan Ghazvininejad
Information Sciences Institute

Department of Computer Science
University of Southern California

ghazvini@isi.edu

Kevin Knight
Information Sciences Institute

Department of Computer Science
University of Southern California

knight@isi.edu

Abstract

User-generated passwords tend to be memo-
rable, but not secure. A random, computer-
generated 60-bit string is much more secure.
However, users cannot memorize random 60-
bit strings. In this paper, we investigate meth-
ods for converting arbitrary bit strings into En-
glish word sequences (both prose and poetry),
and we study their memorability and other
properties.

1 Introduction

Passwords chosen by users (e.g., “Scarlet%2”) are
easy to remember, but not secure (Florencio and
Herley, 2007). A more secure method is to use a
system-assigned 60-bit random password, such as
0010100010100...00101001. However, this string is
hard to memorize. In this paper, we convert such
strings into English phrases, in order to improve
their memorability, using natural language process-
ing to select fluent passphrases.

Our methods are inspired by an XKCD cartoon1

that proposes to convert a randomly-chosen 44-bit
password into a short, nonsensical sequence of En-
glish words. The proposed system divides the 44-bit
password into four 11-bit chunks, and each chunk
provides an index into a 2048-word English dictio-
nary. XKCD’s example passphrase is correct horse
battery staple:

1http://xkcd.com/936

44-bit password English phrase
--------------- --------------
10101101010 -> correct
10010110101 -> horse
01010101010 -> battery
10110101101 -> staple

The four-word sequence is nonsense, but it is easier
to memorize than the 44-bit string, and XKCD hy-
pothesizes that users can improve memorability by
building an image or story around the four words.

In this paper, we investigate other methods for
converting a system-generated bit string into a mem-
orable sequence of English words. Our methods pro-
duce whole sentences, e.g.

Fox news networks are seeking
views from downtown streets.

as well as short poems, e.g.

Diversity inside replied,
Soprano finally reside.

We also move to 60-bit passwords, for better secu-
rity. One source claims:

As of 2011, available commercial prod-
ucts claim the ability to test up to
2,800,000,000 passwords a second on a
standard desktop computer using a high-
end graphics processor.2

If this is correct, a 44-bit password would take one
hour to crack, while a 60-bit password would take
11.3 years.

Our concrete task is as follows:
2http://en.wikipedia.org/wiki/Password cracking

1569



Method Name Average
Number
of Words

Average
Number of
Characters

AVG LM
Score

Capacity Sample Passwords

XKCD 4 31.2 -62.42 1
fees wesley inmate decentralization
photo bros nan plain
embarrass debating gaskell jennie

First Letter
Mnemonic

15 87.7 -61.20 2 · 1051

It makes me think of union pacific resource
said it looks like most commercial networks .
Some companies keep their windows rolled
down so you don’t feel connected to any
community .
Contains extreme violence and it was a matter
of not only its second straight loss .

All Letter
Method

11.8 70.8 -58.83 3 · 1056

Parking and utilities have been searching for a
third straight road win .
It was the same girl and now a law professor in
the former east german town .
I know a man who said he was chief of staffs
in a real and deep conversation .

Frequency
Method

9.7 55.5 -52.88 6 · 1014

Fox news networks are seeking views from
downtown streets .
The review found a silver tree through
documents and artifacts .
These big questions are bothering me a bit
stronger .

Poetry 7.2 52.7 -73.15 106

Joanna kissing verified
soprano finally reside
Diversity inside replied
retreats or colors justified
Surprise celebrity without
the dragging allison throughout

Table 1: Comparison of methods that convert system-assigned 60-bit strings into English word sequences. Average
word lengths range from 4 (XKCD) to 15 (First Letter Mnemonic). Average character lengths include spaces. LM
score refers to the log probability assigned by a 5-gram English language model trained on the Gigaword corpus.
Capacity tells how many English word sequences are available for an individual 60-bit input string.
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• Input: A random, system-generated 60-bit
password.

• Output: An English word sequence with two
properties:

– It is memorable.
– We can deterministically recover the orig-

inal input 60-bit string from it.

This implies that we map 260 distinct bit strings
into 260 distinct English sequences. If a user memo-
rizes the English word sequence supplied to them,
then they have effectively memorized the 60-bit
string.

2 Password Generation Methods

We now describe our baseline password generation
method, followed by four novel methods. In Sec-
tion 3 we experimentally test their memorability.

2.1 XKCD Baseline

Our baseline is a version of XKCD. Instead of a
2048-word dictionary, we use a 32,7868-word dic-
tionary. We assign each word a distinct 15-bit code.

At runtime, we take a system-assigned 60-bit
code and split it into four 15-bit sequences. We then
substitute each 15-bit segment with its correspond-
ing word. By doing this, we convert a random 60-bit
code into a 4-word password.

The first row of Table 1 shows three sample
XKCD passwords, along with other information,
such as the average number of characters (including
spaces).

2.2 First Letter Mnemonic

XKCD passwords are short but nonsensical, so we
now look into methods that instead create longer but
fluent English sentences. We might think to guaran-
tee fluency by selecting sentences from an already-
existing text corpus, but no corpus is large enough to
contain 260 (∼ 1018) distinct sentences. Therefore,
we must be able to synthesize new English strings.

In our first sentence generation method (First Let-
ter Mnemonic), we store our input 60-bit code in the
first letters of each word. We divide the 60-bit code
into 4-bit sections, e.g., ‘0100-1101-1101-...’. Every
4-bit sequence type corresponds to an English letter

Bit
Sequence

Mapped
Character

Bit
Sequence

Mapped
Character

0000 e 1000 r,x
0001 t 1001 d,j
0010 a 1010 l,k
0011 o 1011 c,v
0100 i 1100 u,b
0101 n 1101 m,p
0110 s,z 1110 w,y
0111 h,q 1111 f,g

Table 2: Mapping function between 4-bit sequences and
English letters in the First Letter Mnemonic method.

or two, per Table 2. We build a word-confusion net-
work (or “sausage lattice”) by replacing each 4-bit
code with all English words that start with a corre-
sponding letter, e.g.:
0100 1101 1111 ... 0011
---- ---- ---- ----
income my frog ... octopus
is miner feast ... of
inner priest gratuitous ... oregon
... ... ... ...

This yields about 1074 paths, some good (is my
frog. . . ) and some bad (income miner feast. . . ).
To select the most fluent path, we train a 5-gram
language model with the SRILM toolkit (Stolcke,
2002) on the English Gigaword corpus.3 SRILM
also includes functionality for extracting the best
path from a confusion network.

Table 1 shows sample sentences generated by the
method. Perhaps surprisingly, even though the sen-
tences are much longer than XKCD (15 words ver-
sus 4 words), the n-gram language model (LM)
score is a bit better. The sentences are locally flu-
ent, but not perfectly grammatical.

We can easily reconstruct the original 60-bit code
by extracting the first letter of each word and apply-
ing the Table 2 mapping in reverse.

2.3 All Letter Method

Most of the characters in the previous methods seem
“wasted”, as only the word-initial letters bear in-
formation relevant to reconstructing the original 60-

3https://catalog.ldc.upenn.edu/LDC2011T07
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Bit Sequence Mapped Characters
0 e, o, i, h, r, c, u, f, g, b, v, x ,q
1 t, a, n, s, d, l, m, w, y, p, k, j, z

Table 3: Mapping function between bits and English
characters in the All Letter Method.

bit string. Our next technique (All Letter Method)
non-deterministically translates every bit into an En-
glish letter, per Table 3. Additionally, we non-
deterministically introduce a space (or not) between
each pair of letters.

This yields 4 · 1084 possible output strings per in-
put, 3 ·1056 of which consist of legal English words.
From those 3 · 1056 strings, we choose the one that
yields the best word 5-gram score.

It is not immediately clear how to process a letter-
based lattice with a word-based language model. We
solve this search problem by casting it as one of ma-
chine translation from bit-strings to English. We cre-
ate a phrase translation table by pairing each English
word with a corresponding “bit phrase”, using Ta-
ble 3 in reverse. Sample entries include:

din ||| 1 0 1
through ||| 1 0 0 0 0 0 0
yields ||| 1 0 0 1 1 1

We then use the Moses machine translation toolkit
(Koehn et al., 2007) to search for the 1-best transla-
tion of our input 60-bit string, using the phrase table
and a 5-gram English LM, disallowing re-ordering.

Table 1 shows that these sentences are shorter
than the mnemonic method (11.8 words versus 15
words), without losing fluency.

Given a generated English sequence, we can de-
terministically reconstruct the original 60-bit input
string, using the above phrase table in reverse.

2.4 Frequency Method

Sentence passwords from the previous method con-
tain 70.8 characters on average (including spaces).
Classic studies by Shannon (1951) and others esti-
mate that printed English may ultimately be com-
pressible to about one bit per character. This im-
plies we might be able to produce shorter output (60
characters, including space) while maintaining nor-
mal English fluency.

Our next technique (Frequency Method) modifies
the phrase table by assigning short bit codes to fre-
quent words, and long bit codes to infrequent words.
For example:

din ||| 0 1 1 0 1 0 1 0 0
through ||| 1 1 1 1
yields ||| 0 1 0 1 1 1 0 1

Note that the word din is now mapped to a 9-bit
sequence rather than a 3-bit sequence. More pre-
cisely, we map each word to a random bit sequence
of length bmax(1,−α × log P(word) + β)c. By
changing variables α and β we can vary between
smooth but long sentences (α = 1 and β = 0) to
XKCD-style phrases (α = 0 and β = 15).

Table 1 shows example sentences we obtain with
α = 2.5 and β = −2.5, yielding sentences of 9.7
words on average.

2.5 Poetry
In ancient times, people recorded long, historical
epics using poetry, to enhance memorability. We fol-
low this idea by turning each system-assigned 60-bit
string into a short, distinct English poem. Our for-
mat is the rhyming iambic tetrameter couplet:

• The poem contains two lines of eight syllables
each.

• Lines are in iambic meter, i.e., their syllables
have the stress pattern 01010101, where 0 rep-
resents an unstressed syllable, and 1 represents
a stressed syllable. We also allow 01010100, to
allow a line to end in a word like Angela.

• The two lines end in a pair of rhyming words.
Words rhyme if their phoneme sequences
match from the final stressed vowel onwards.
We obtain stress patterns and phoneme se-
quences from the CMU pronunciation dictio-
nary.4

Monosyllabic words cause trouble, because their
stress often depends on context (Greene et al., 2010).
For example, eighth is stressed in eighth street, but
not in eighth avenue. This makes it hard to guar-
antee that automatically-generated lines will scan as
intended. We therefore eject all monosyllabic words

4http://www.speech.cs.cmu.edu/cgi-bin/cmudict
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from the vocabulary, except for six unstressed ones
(a, an, and, the, of, or).

Here is a sample poem password:

The le-gen-da-ry Ja-pan-ese
↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑
Sub-si-di-ar-ies ov-er-seas
↓ ↑ ↓ ↑ ↓ ↑ ↓ ↑

Meter and rhyme constraints make it difficult to
use the Moses machine translation toolkit to search
for fluent output, as we did above; the decoder state
must be augmented with additional short- and long-
distance information (Genzel et al., 2010).

Instead, we build a large finite-state acceptor
(FSA) with a path for each legal poem. In each path,
the second line of the poem is reversed, so that we
can enforce rhyming locally.

The details of our FSA construction are as fol-
lows. First, we create a finite-state transducer (FST)
that maps each input English word onto four se-
quences that capture its essential properties, e.g.:

create -> 0 1
create -> 0 1 EY-T
create -> 1r 0r
create -> EY-T 1r 0r

Here, EY-T represents the rhyme-class of words
like create and debate. The r indicates a stress pat-
tern in the right-to-left direction.

We then compose this FST with an FSA that only
accepts sequences of the form:
0 1 0 1 0 1 0 1 X X 1r 0r 1r 0r 1r 0r 1r 0r

where X and X are identical rhyme classes (e.g., EY-
T and EY-T).

It remains to map an arbitrary 60-bit string onto
a path in the FSA. Let k be the integer representa-
tion of the 60-bit string. If the FSA contains exactly
260 paths, we can easily select the kth path using
the following method. At each node N of the FSA,
we store the total number of paths from N to the
final state—this takes linear time if we visit states
in reverse topological order. We then traverse the
FSA deterministically from the start state, using k to
guide the path selection.

Our FSA actually contains 279 paths, far more
than the required 260. We can say that the informa-
tion capacity of the English rhyming iambic tetram-
eter couplet is 79 bits! Some are very good:

Sophisticated potentates
misrepresenting Emirates.

The supervisor notified
the transportation nationwide.

Afghanistan, Afghanistan,
Afghanistan, and Pakistan.

while others are very bad:
The shirley emmy plebiscite
complete suppressed unlike invite

The shirley emmy plebiscite
complaints suppressed unlike invite

The shirley emmy plebiscite
complaint suppressed unlike invite

Fortunately, because our FSA contains over a mil-
lion times the required 260 paths, we can avoid these
bad outputs. For any particular 60-bit string, we
have a million poems to choose from, and we out-
put only the best one.

More precisely, given a 60-bit input string k, we
extract not only the kth FSA path, but also the
k + i · 260 paths, with i ranging from 1 to 999,999.
We explicitly list out these paths, reversing the sec-
ond half of each, and score them with our 5-gram
LM. We output the poem with the 1-best LM score.
Table 1 shows sample outputs.

To reconstruct the original 60-bit string k, we first
find the FSA path corresponding to the user-recalled
English string (with second half reversed). We use
depth-first search to find this path. Once we have the
path, it is easy to determine which numbered path
it is, lexicographically speaking, using the node-
labeling scheme above to recover k.

3 Experiments

We designed two experiments to compare our meth-
ods.

The first experiment tests the memorability of
passwords. We asked participants to memorize a
password from a randomly selected method5 and re-
call it two days later. To give more options to users,

5In all experiments, we omit the First Letter Mnemonic, due
to its low performance in early tests.

1573



Method Participants Recalls Correct
Recalls

XKCD 16 12 58.3%
All Letter
Method

15 9 33.3%

Frequency
Method

15 10 40.0%

Poetry 16 13 61.5%

Table 4: Memorability of passwords generated by our
methods. “Recalls” indicates how many participants re-
turned to type their memorized English sequences, and
“Correct Recalls” tells how many sequences were accu-
rately remembered.

Method Name User preference
XKCD 5%

All Letter Method 39%
Frequency Method 37%

Poetry 19%

Table 5: User preferences among passwords generated by
our methods.

we let them select from the 10-best passwords ac-
cording to the LM score for a given 60-bit code.
Note that this flexibility is not available for XKCD,
which produces only one password per code.

62 users participated in this experiment, 44 re-
turned to recall the password, and 22 successfully
recalled the complete password. Table 4 shows that
the Poetry and XKCD methods yield passwords that
are easiest to remember.

In the second experiment, we present a separate
set of users with passwords from each of the four
methods. We ask which they would prefer to use,
without requiring any memorization. Table 5 shows
that users prefer sentences over poetry, and poetry
over XKCD.

4 Analysis

Table 4 shows that the Poetry and XKCD methods
yield passwords that are easiest to memorize. Com-
plete sentences generated by the All Letter and Fre-
quency Methods are harder to memorize. At the
same time Table 5 shows that people like the sen-
tences better than XKCD, so it seems that they over-
estimate their ability to memorize a sentence of 10-
12 words. Here are typical mistakes (S = system-

generated, R = as recalled by user):

(S) Still looking for ruben sierra could
be in central michigan

(R) I am still looking for ruben sierra
in central michigan

(S) That we were required to go to
college more than action movies

(R) We are required to go to
college more than action movies

(S) No dressing allowed under canon law
in the youth group

(R) No dresses allowed under canon law
for youth groups

Users remember the gist of a sentence very well,
but have trouble reproducing the exact wording.
Post-experiment interview reveal this to be partly
an effect of overconfidence. Users put little mental
work into memorizing sentences, beyond choosing
among the 10-best alternatives presented to them.
By contrast, they put much more work into mem-
orizing an XKCD phrase, actively building a mental
image or story to connect the four otherwise unre-
lated words.

5 Future Directions

Actually, we can often automatically determine that
a user-recalled sequence is wrong. For example,
when we go to reconstruct the 60-bit input string
from a user-recalled sequence, we may find that we
get a 62-bit string instead. We can then automati-
cally prod the user into trying again, but we find that
this is not effective in practice. An intriguing di-
rection is to do automatic error-correction, i.e., take
the user-recalled sequence and find the closest match
among the 260 English sequences producible by the
method. Of course, it is a challenge to do this with
1-best outputs of an MT system that uses heuristic
beam search, and we must also ensure that security
is maintained.

We may also investigate new ways to re-rank n-
best lists. Language model scoring is a good start,
but we may prefer vivid, concrete, or other types
of words, or we may use text data associated with
the user (papers, emails) for secure yet personalized
password generation.
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6 Related Work

Gasser (1975), Crawford and Aycock (2008), and
Shay et al. (2012) describe systems that produce
meaningless but pronounceable passwords, such as
“tufritvi” . However, their systems can only assign
∼ 230 distinct passwords.

Jeyaraman and Topkara (2005) suggest generat-
ing a random sequence of characters, and finding
a mnemonic for it in a text corpus. A limited cor-
pus means they again have a small space of system-
assigned passwords. We propose a similar method in
Section 2.2, but we automatically synthesize a new
mnemonic word sequence.

Kurzban (1985) and Shay et al. (2012) use a
method similar to XKCD with small dictionaries.
This leads to longer nonsense sequences that can be
difficult to remember.

7 Conclusion

We introduced several methods for generating se-
cure passwords in the form of English word se-
quences. We learned that long sentences are seem-
ingly easy to remember, but actually hard to repro-
duce, and we also learned that our poetry method
produced relatively short, memorable passwords
that are liked by users.
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Abstract

Categories such as ANIMAL or FURNITURE
are acquired at an early age and play an impor-
tant role in processing, organizing, and con-
veying world knowledge. Theories of cat-
egorization largely agree that categories are
characterized by features such as function
or appearance and that feature and category
acquisition go hand-in-hand, however previ-
ous work has considered these problems in
isolation. We present the first model that
jointly learns categories and their features.
The set of features is shared across categories,
and strength of association is inferred in a
Bayesian framework. We approximate the
learning environment with natural language
text which allows us to evaluate performance
on a large scale. Compared to highly engi-
neered pattern-based approaches, our model
is cognitively motivated, knowledge-lean, and
learns categories and features which are per-
ceived by humans as more meaningful.

1 Introduction

Categorization is one of the most basic cognitive
functions. It allows individuals to organize their
subjective experience of their environment by struc-
turing its contents. This ability to group different
objects into the same category based on their com-
mon characteristics underlies major cognitive activ-
ities such as perception, learning, and the use of lan-
guage. Global categories (such as FURNITURE or
ANIMAL) are shared among members of societies,
and influence how we perceive, interact with, and
argue about the world.

Given its fundamental importance, categoriza-
tion is one of the most studied problems in cog-

nitive science. The literature is rife with theoret-
ical and experimental accounts, as well as model-
ing simulations focusing on the emergence, repre-
sentation, and learning of categories. Most theo-
ries assume that basic level concepts such as dog or
chair are characterized by features such as barks
or used-for-sitting, and are grouped into cate-
gories based on those features. Although the pre-
cise grouping mechanism has been subject to con-
siderable debate (including arguments in favor of ex-
emplars (Nosofsky, 1988), prototypes (Reed, 1972),
and category utility (Corter and Gluck, 1992)), it is
fairly uncontroversial that categories are associated
with featural representations.

Experimental studies show that the development
of categories and feature learning mutually influ-
ence each other (Goldstone et al., 2001; Schyns
and Rodet, 1997): concepts are categorized based
on their features, but the perception of features is
influenced by already established categories, and,
like categories, features evolve over time. There is
also evidence that features such as barks or runs
are grouped into types like behavior (Ahn, 1998;
McRae et al., 2005; Spalding and Ross, 2000), and
the distribution of feature types varies across cat-
egories. For instance, living-things such as ANI-
MALS have characteristic behavior, whereas arti-
facts such as TOOLS have characteristic functions,
and both categories have characteristic appearance.

In this paper, we investigate the problem of jointly
learning categories and their feature types. Previous
modeling work has largely considered these prob-
lems in isolation, focusing either on category learn-
ing with a fixed set of simplistic features (Ander-
son, 1991; Sanborn et al., 2006) or feature learning
(Austerweil and Griffiths, 2013; Baroni et al., 2010;
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Kelly et al., 2014), but not both.
We present a Bayesian model which induces (se-

mantic) categories and feature types from natural
language text. Although language is one of many
factors influencing category formation (others in-
clude the physical world, how we perceive it, and
interact with it), large text corpora encode a surpris-
ing amount of extralinguistic information (Riordan
and Jones, 2011), and can thus be viewed as an ap-
proximation of the learning environment. Moreover,
focusing on textual data, allows us to build catego-
rization models with theoretically unlimited scope,
and evaluate categories and their features on a much
larger scale than previous work in the cognitive sci-
ence literature.

Our model induces categories (e.g., ANIMALS)
and their feature types (e.g., behavior) from ob-
servations of target concepts (e.g., lion, cow) and
their co-occurring contexts (e.g., eats, sleeps, large).
While we can directly evaluate learnt categories
through comparison against behavioral data, eval-
uating feature types is less straightforward. Previ-
ous work has shown that the kinds of features learn-
able from text are qualitatively different from those
produced by humans, which makes direct com-
parison difficult (Baroni et al., 2010; Kelly et al.,
2014). We circumvent this problem by assessing in
a crowd-sourcing experiment whether the induced
feature types are relevant for a given category and
whether they form a coherent class. Evaluation re-
sults show that our joint model learns accurate cat-
egories and feature types achieving results competi-
tive with highly engineered approaches focusing ex-
clusively on feature learning.

2 Related Work

The problems of category formation and feature
learning have been considered largely independently
in the literature. Bayesian categorization models
were pioneered by Anderson (1991) and recently re-
formalized by Sanborn et al. (2006). These mod-
els are aimed at replicating human behavior in small
scale category acquisition studies, where a fixed set
of simple (e.g., binary) features is assumed. Fr-
ermann and Lapata (2014) propose a model simi-
lar in spirit, which they apply to large scale corpora,
while investigating incremental learning in the con-

text of child category acquisition (see also Fountain
and Lapata (2011) for a non-Bayesian approach).
Their model associates sets of features with cate-
gories as a by-product of the learning process, how-
ever these feature sets are independent across cate-
gories and are not optimized during learning.

Previous approaches on feature learning have
primarily focused on emulating or complementing
norming studies by automatically extracting norm-
like properties from textual corpora (e.g., elephant
has-trunk, scissors used-for-cutting). A com-
mon theme in this line of research is the use of
pre-defined syntactic patterns (Baroni et al., 2010),
or manually created rules specifying possible con-
nection paths of concepts to features in dependency
trees (Devereux et al., 2009; Kelly et al., 2014).
Once extracted, the features are typically weighted
in order to filter out noisy instances. Features are
learnt for individual concepts rather than categories.
Austerweil and Griffiths (2013) also focus exclu-
sively on feature learning, however from sensory
data. They develop a nonparametric Bayesian model
which is able to infer unlimited features, based on
distributional patterns as well as category informa-
tion.

To our knowledge, we propose the first Bayesian
model that jointly learns categories and their fea-
tures, arguing that the two tasks are mutually de-
pendent. Our model is knowledge-lean, it learns
from raw text in a single process, without rely-
ing on parsing resources, manually crafted rule pat-
terns, or post-processing steps. Our work also dif-
fers from approaches which combine topic mod-
els with human-produced feature norms (Steyvers,
2010). Our aim is not to boost the generalization
performance of a topic model, rather we investi-
gate how both categories and features can be jointly
learnt from data.

3 The BCF Model

In this section we present our Bayesian model of
category and feature induction (henceforth, BCF).
BCF jointly learns categories, feature types, and
their associations. Specifically, it infers one global
set of feature types which is shared across cate-
gories (e.g., ANIMALS and VEHICLES can be de-
scribed in terms of colors). However, categories
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Generate category distribution, θ∼ Dir(α)
for concept type ` do

Generate category, k` ∼Mult(θ)
for category k do

Generate feature type distribution, µk ∼ Dir(β)
for feature type g do

Generate feature distribution, φg ∼ Dir(γ)
for stimulus d do

Observe concept cd and retrieve category kcd

Generate a feature type, gd ∼Mult(µ
kcd )

for feature position i do
Generate a feature fd,i ∼Mult(φgd )

Figure 1: The generative story of the BCF model.
Observations f and latent labels k and g are drawn
from Multinomial distributions (Mult). Parameters
for the multinomial distributions are drawn from
Dirichlet distributions (Dir).

differ in their strength of association with feature
types (e.g., the feature type function will be highly
associated with TOOLS but less so with ANIMALS).
BCF jointly optimizes categories and their featural
representation: the learning objective is to obtain a
set of meaningful categories, each characterized by
relevant and coherent feature types.

The generative story and plate diagram for the
BCF model are shown in Figures 1 and 2, respec-
tively. The input to the model is a collection of
stimuli d ∈ {1..D} extracted from a large text cor-
pus. Each stimulus consists of a target concept
c ∈ {1..L} and its context f ∈ {1..F}. We adopt a
simple representation of context as the set of words
making up the sentence c occurs in (except c). The
model assigns concepts to categories k ∈ {1..K} and
features to feature types g ∈ {1..G}. It learns a
set of concept clusters (i.e., categories), as well as
a clustering over features (i.e., feature types), and
a distribution over those feature clusters for each
category (i.e., category-feature type associations).
Specifically, the occurrences of a concept will be
assigned a category, based on how similar the con-
cept’s feature types are compared to the feature
types of all other potential categories. Simultane-
ously, upon observing a stimulus (i.e., a concept in
context), the model assigns the context to a particu-
lar feature type based on its probability under all po-

gc f

k` θ αµkcβ

φ γ
I
D

LK

G

Figure 2: The plate diagram of the BCF model.
Shaded nodes indicate observed variables, and dot-
ted nodes indicate hyperparameters.

tential feature types, and the prior probability of ob-
serving that feature type with the concept’s assigned
category.

More formally, we can describe the model
through the generative story given in Figure 1. We
assume a global multinomial distribution over cate-
gories Mult(θ), drawn from a symmetric Dirichlet
distribution with hyperparameter α. For each cate-
gory k, we assume an independent set of multino-
mial parameters over feature types µk, drawn from a
symmetric Dirichlet distribution with hyperparam-
eter β. For each concept type `, we draw a cat-
egory k` from Mult(θ). Finally, for each feature
type g, we draw a multinomial distribution over fea-
tures Mult(φg) from a symmetric Dirichlet distribu-
tion with hyperparameter γ. With these global as-
signments in place, we can generate stimuli d as
follows: we first retrieve the category kcd

of the
observed concept cd ; we then generate a feature
type gd from the category’s feature type distribu-
tion Mult(µkcd ); and finally, for each feature posi-
tion i we generate feature fd,i from the feature type’s
distribution Mult(φgd ). The joint probability of the
model over latent categories, latent feature types,
model parameters, and data can be factorized as:

P(g, f ,µ,φ,θ,k|c,α,β,γ) = (1)

P(θ|α)∏̀P(k`|θ)∏
k

P(µk|β)∏
g

P(φg|γ)

∏
d

P(gd |µkcd )∏
i

P( f d,i|φgd ).

Since we use conjugate priors throughout, we can
integrate out the model parameters analytically, and
perform inference only over the latent variables,
namely the category and feature type labels associ-
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Categories
(k1) bouquet scarf slipper coat

hat veil hair cape glove cap fur...

(k2) buzzard penguin toad emu duck

bird pheasant chickadee crocodile...

(k3) broccoli cantaloupe cauliflower

yam potato blueberry spinach...

(k4) dresser apartment shack gate

basement garage curtain cabinet...

Feature

types

(g1) wear cover veil

woman coat glove

hair cap face head

(g2) white black color

brown dark spot red

hair colour yellow

(g3) bird eat animal

food rodent rabbit rat

mouse mammal dog

(g4) ant insect butterfly

wasp larva nest beetle

egg caterpillar moth

Figure 3: Example of categories (top) and feature types (bottom) inferred by the BCF model. Connecting
lines indicate a strong association between the category and the respective feature type.

ated with the stimuli.
Exact inference in the BCF model is intractable,

so we turn to approximate posterior inference to dis-
cover the assignments of latent variables that best
explain our data. We construct a Gibbs sampler (Ge-
man and Geman, 1984) which iteratively re-assigns
single variables based on the current assignments
of all other variables. One Gibbs iteration for our
model consists of one sweep through the input stim-
uli, resampling feature type assignments from:

P(gd
kcd = i|g−d

kcd , f−,kcd
,β,γ) (2)

∝ P(gd
kcd = i|g−d

kcd ,k
cd
,β)×P( f d |f−,gd

kcd = i,γ),

followed by one sweep through the concept types,
resampling category assignments from:

P(k` = j|gk` ,k
−,α,β) (3)

∝ P(k` = j|k−,α)×P(gk` |g−k` ,k` = j,β),

where gd
kcd denotes the feature type assignment to

stimulus d given the category kcd
of d’s observed tar-

get concept cd . k` refers to the category assignment
of concept type `, gk` refers to the feature type asso-
ciations of category k`, and f d refers to the observed
features in stimulus d. The superscript − indicates
the absence of the variable assignment(s) which are
currently resampled from the current representation
of the model state.

Figure 3 illustrates example output produced by
our model, in terms of learnt categories, learnt fea-
ture types and their associations. Connecting lines
indicate category-feature type associations. Feature
types are shared across categories, e.g., categories
CLOTHING (k1), BIRDS (k2), and FOOD (k3) are all
associated with feature type color (g2).

4 Experimental Design

In this section we outline our experimental set-up
for assessing the performance of the BCF model de-
scribed above. We present our data set, briefly intro-
duce the models used for comparison with our ap-
proach, and explain how system output was evalu-
ated. We then report results on a series of experi-
ments which evaluate the quality of the categories
and feature types learnt by BCF.

Data Our experiments used basic-level target con-
cepts (e.g., cat or chair) from two norming studies
(McRae et al., 2005; Vinson and Vigliocco, 2008).
In these studies, humans were presented with con-
cepts and asked for each concept to produce a set of
characteristic features. In a subsequent study (Foun-
tain and Lapata, 2010), the concepts were classi-
fied into 41 categories (with possible multi-category
membership), 34 of which we use as a goldstandard
in our categorization experiments (comprising 492
concepts in total). We excluded very general cate-
gories such as THING or STRUCTURE, based on the
intuition that it is difficult to identify characteristic
features for them. As a heuristic concepts were ex-
cluded if they were close to the root of WordNet
(e.g., with depth 2 or 4).

To obtain the input stimuli for the BCF model,
we used a subset of the Wackypedia corpus (Baroni
et al., 2009), an automatically extracted and POS
tagged dump of the English Wikipedia. For each tar-
get concept, we identified one corresponding article
in Wackypedia. Next, we extracted a set of stimuli
which consists of (a) every sentence from the con-
cept’s corresponding article, and (b) any sentence in
a different article which mentions the concept. This
resulted in a data set of 63,076 stimuli which we split
into 60% training, 20% development and 20% test.
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We removed stopwords as well as words with a part
of speech other than noun, verb, and adjective. Fur-
thermore, we discarded words with an age of acqui-
sition above 10 years (Kuperman et al., 2012) to re-
strict the vocabulary to frequent and generally famil-
iar words.

Models and Parameters We compared the per-
formance of BCF against BayesCat, a Bayesian
model of category acquisition (Frermann and Lap-
ata, 2014) and Strudel, a pattern-based model which
extracts concept features from text (Baroni et al.,
2010).

BayesCat induces categories, which are repre-
sented through a distribution over target concepts,
and a distribution over features (i.e., individual con-
text words). In contrast to BCF, it does not learn
types of features. In addition, while BCF induces a
hard assignment of concepts to categories, BayesCat
learns soft distributions over target concepts for each
category. Soft assignments can be converted into
hard assignments by assigning each concept to its
most probable category. We ran BayesCat on the
same input stimuli as BCF, with the following pa-
rameters: the number of categories was set to K =
40, and the hyperparameters to α = 0.7,β = 0.1,γ =
0.1. For the BCF model, we used the same number
of categories, namely K = 40. The number of fea-
ture types was set to G = 75, and the hyperparam-
eters to α = 0.5,β = 0.5, and γ = 0.1. Parameters
were tuned on the development set. For both mod-
els, we report results averaged over 10 Gibbs runs,
each time we ran the sampler for 1,000 iterations.
We used annealing during learning which proved ef-
fective for avoiding local optima.

Strudel automatically extracts features for con-
cepts from text collections following a pattern-based
approach. It takes as input a set of target concepts
and a set of patterns, and extracts a list of features
for each concept, where each concept-feature pair is
weighted with a log-likelihood ratio expressing the
pair’s strength of association. Baroni et al. (2010)
show that the learnt representations can be used as a
basis for various tasks such as typicality rating, cat-
egorization, or clustering of features into types. In
our experiments we obtained Strudel representations
from the same Wackypedia corpus used for extract-
ing the input stimuli for BCF (and BayesCat). Note

that Strudel, unlike the two Bayesian models, is not a
cognitively motivated acquisition model, but an op-
timized system developed with the aim of obtaining
the best possible features from data.

4.1 Experiment 1: Evaluation of Categories

In our first experiment we evaluate the quality of
the categories induced by the three models presented
above. The models produce hard categorizations,
however, the cognitive gold standard we use for
evaluation (Fountain and Lapata, 2010) represents
soft categories. We obtained a hard categorization
by assigning members of multiple categories to their
most typical category (typicality scores are provided
with the data).1

Method BCF and BayesCat learn a set of cate-
gories which we can directly compare to the gold
standard. For Strudel, we produce a categorization
as follows: we represent each concept as a vector
over features (obtained from Wackypedia), where
each component corresponds to the concept-feature
log-likelihood ratios provided by Strudel; following
Baroni et al. (2010), we then cluster the vectors us-
ing K-means and the Cluto toolkit.2 As for the other
models, we set the number of categories to K = 40.

Metrics To assess the quality of the clusters pro-
duced by the models, we measure purity (pur; the
extent to which each learnt cluster corresponds to
a single gold class) as well as its inverse, colloca-
tion (col; the extent to which all items of a particu-
lar gold class are represented in a single learnt clus-
ter). Both measures are based on set-overlap, and
we also report their harmonic mean ( f 1; Lang and
Lapata 2011). In addition, we report the V-measure
(v1; Rosenberg and Hirschberg 2007) and its fac-
tors measuring the homogeneity of clusters (hom)
and their completeness (com). The two factors intu-
itively correspond to purity and collocation, but are
based on information-theoretic measures.

Results Our results are summarized in Table 1.
They show that BCF and Strudel perform almost
identically, and both outperform BayesCat. BCF
learns the categories from data, whereas for Strudel

1http://homepages.inf.ed.ac.uk/s0897549/data/.
2http://glaros.dtc.umn.edu/gkhome/cluto/cluto/

overview
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hom com v1 pur col f 1
BCF 0.68 0.64 0.66 0.59 0.52 0.55
BayesCat 0.65 0.59 0.62 0.57 0.45 0.50
Strudel 0.70 0.62 0.66 0.61 0.48 0.54

Table 1: Model performance on the category induc-
tion task.

we construct the categories post-hoc after a highly
informed feature extraction process (relying on
grammatical patterns). It is therefore not surpris-
ing that Strudel performs well, and it is encourag-
ing to see that BCF does too. Also, note that Strudel
tends to learn very clean clusters at the cost of re-
call, whereas the tradeoff is less extreme for BCF.
Again, this is expected given Strudel’s pattern-based
approach. While BCF and Strudel are constrained to
assign each concept to only one category, BayesCat
induces a soft categorization which is turned into a
hard categorization in a post-learning step. While
this setting allows for more flexibility, it also in-
duces more uncertainty and results in categoriza-
tions which resemble the gold standard less closely
compared to the two other models.

4.2 Experiment 2: Evaluation of Features

We next investigate the quality of the features our
model learns. We do this by letting the model pre-
dict the right concept solely from a set of features.
If the model has acquired informative features, they
will be predictive of the unknown concept. Specifi-
cally, the model is presented with a set of previously
unseen test stimuli with the target concept removed.
For each stimulus, the model ranks all possible tar-
get concepts based on the features f (i.e., context
words).

Method In our experiments we compared the
ranking performance of BCF, BayesCat, and
Strudel. For the Bayesian models, we directly ex-
ploit the learnt distributions. For BCF, we compute
the score of a target concept c given a set of features
as:

Score(c|f) = ∑
g

P(g|c)P(f|g). (4)

pr@1 pr@10 pr@20 avg

BCF
full 0.12 0.50 0.63 56.1
−tgt 0.09 0.40 0.53 78.5

BayesCat
full 0.11 0.49 0.64 37.7
−tgt 0.09 0.39 0.53 52.4

Strudel
full 0.07 0.33 0.47 64.4
−tgt 0.07 0.35 0.49 62.2

Table 2: Model performance on the concept predic-
tion task. Precision at rank 1, 10, 20, and average
rank assigned (avg). −tgt refers to the condition
where we remove context words which are identi-
cal to the target concept as opposed to using the full
context.

Similarly, for BayesCat we compute the score of a
concept c given a set of features as follows:

Score(c|f) = ∑
k

P(c|k)P(f|k). (5)

For Strudel, we rank concepts according to the
cumulative log-likelihood ratio-based association
score over all observed features for a particular con-
cept c:

Score(c|f) = ∑
f∈f

association(c, f ). (6)

Metrics Since we can directly compare model
predictions against the actual target concept of the
stimulus, we report precision at rank 1, 10, and 20.
We also report the average rank assigned to the cor-
rect concept. All results are based on a random
test set of 2,000 previously unseen stimuli. To con-
trol for the possibility that the models are learning
a strong (yet trivial) correlation between target con-
cepts and identical words occurring as features, we
also report results on a modification of our test set
where we remove any mention of the target concept
from the context, if present (the −tgt condition).

Results Our results on the concept prediction task
are shown in Table 2. The Bayesian models out-
perform Strudel across all metrics and conditions.
Strudel’s extraction algorithm, which relies on pre-
defined patterns, might be too restrictive with re-
spect to the set of features it extracts and as a re-
sult they are not discriminative. BayesCat and BCF
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Figure 4: Number of times the correct target con-
cept was placed within the top 20 ranks by BCF,
BayesCat, and Strudel.

perform comparably given that they learn from ex-
actly the same data and exploit local co-occurrence
relations in similar ways. BayesCat produces bet-
ter average rank scores than BCF, while achieving
lower precision scores. This can be explained by the
fact that BCF assigns low ranks to correct concepts
more reliably than BayesCat. Figure 4 shows the rel-
ative cumulative frequencies of the ranks assigned
by the three models. We display the top ranks 1
through 20 (out of 492). As can be seen, BCF per-
forms slightly better than BayesCat. Pairwise differ-
ences between the systems are all statistically sig-
nificant (p� 0.01); using a one-way ANOVA with
post-hoc Tukey HSD test).

Note that performance decreases for the Bayesian
models in the−tgt condition, i.e., when occurrences
of the target concept are removed from the context.
Strudel is less affected by this given its pattern-based
learning mechanism which is not prone to associ-
ating target word types with themselves. However,
repetitions are a natural phenomenon from a cogni-
tive standpoint and it seems reasonable to consider
multiple occurrences of a concept as a canonical fea-
ture of the learning environment.

Overall, the precision scores may seem low. How-
ever, the models rank a set of 492 target con-
cepts; a random baseline would achieve a pr@1 of
only 0.002%. In addition, the target concepts we are
considering are by design highly confusable: they
were selected so that they form categories and are
thus bound to share some features which makes the

salmon journey move hundred mile strong
current reproduce

BCF salmon tuna goldfish lobster fish
BayesCat fish radio goldfish salmon clock
Strudel train house apartment ship car

finger avoid cut quick claw tip painful
BCF tent ski peg curtain hut
BayesCat eye ear spider leg hair
Strudel finger toe hair tail hand

Table 3: Model output on the concept prediction
task for salmon (top) and finger (bottom): the top
part of each table shows the true concept (left) and
the context provided to the model as input (right).
The bottom part of the table shows the five most
highly ranked concepts (left to right) for each model.

prediction task harder. Example output for all three
models is shown in Table 3. The models take context
features “journey move hundred mile strong” and
“avoid cut quick claw tip” as input and are expected
to predict salmon and finger, respectively. Unlike
Strudel, BCF and BayesCat rank salmon almost cor-
rectly and the other high ranked concepts are reason-
able in the given context as well. For the second ex-
ample, only Strudel predicts the correct concept cor-
rectly, but again the top-ranked concepts of the other
two models are reasonable in the given context.

4.3 Experiment 3: Evaluation of Feature Types

In this suite of experiments we evaluate two as-
pects of the feature types induced by our model:
(1) Are they relevant to their associated category?
and (2) Do they form a coherent class? Our evalu-
ation followed the intrusion paradigm originally in-
troduced to assess the output of topic models (Chang
et al., 2009). We performed two intrusion studies
using Amazon’s Mechanical Turk crowd-sourcing
platform.

In the feature intrusion study, participants were
shown examples of categories and their feature types
both of which were represented as word clusters (see
Figure 6 top). They were asked to detect the fea-
ture type which did not belong to the category. If a
model creates relevant feature types, we would ex-
pect participants to be able to identify the intruder
relatively easily. We also conducted a word intrusion
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Strudel
white change pant

trouser replace

paint fasten thick

layer apply

hole shirt lie

neck finish

pattern hood cover

crimson woolen

man occasion see

steal striped

BCF wear cover veil

woman coat

white black color

brown dark

eye tooth ear

skin lip

wear suit trouser

woman garment

animal feather skin

wool material

Figure 5: Example feature types learnt for the category CLOTHING by Strudel (top) and BCF (bottom).

‘Select intruder feature type (right) wrt category (left).’
ant hornet
moth flea
beetle wasp
cockroach

◦ egg female food young bird

◦ ant insect butterfly wasp larva

• wear cover veil woman coat

◦ body air fish blood muscle

‘Select the intruder word.’
◦ ◦ • ◦ ◦

egg female box young bird

Figure 6: Illustration of the feature type intrusion
task (top); and the word intrusion task (bottom).

study, where participants were shown a single fea-
ture type (again represented as a word cluster) and
asked to detect the intruder feature/word (see Fig-
ure 6 bottom). If the features are overall coherent
and meaningful, it should be relatively straightfor-
ward to identify the intruder.

Method We compared the feature types learnt by
BCF and Strudel. We omitted BayesCat from this
evaluation as it does not naturally produce feature
types, rather it associates unstructured lists of fea-
tures with categories. As mentioned earlier, Strudel
does not induce feature types either, however, it as-
sociates concepts with features which can be post-
processed to obtain feature types as follows. Given a
category induced by Strudel (as explained in Experi-
ment 1), we collected the features associated with at
least half of the concepts in the category with a log
likelihood score no less than 19.51.3 We then clus-
tered these features with K-means (using the Cluto
toolkit) into K = 5 feature types.

For BCF, for each category k, we select the five

3Following Baroni et al. (2010), this number corresponds to
a probability of co-occurrence below 0.00001, assuming inde-
pendence.

feature types g with highest association P(g|k), to-
gether with one intruder feature type g′ which is
highly associated with some other category k′ but
not with k. For Strudel we took the five feature types
elicited through the procedure described above, and
one random feature type from the global set of fea-
ture types. Each feature type was represented by a
cluster of five words.

With respect to the word intrusion task, partici-
pants were only shown feature types (i.e., word clus-
ters) irrespectively of the associated category. BCF
feature types g were represented as the set of the
five words w with highest probability P( f |g). In ad-
dition, we added one intruder word which had low
probability under g but high probability under some
other feature type. For Strudel, we represented fea-
ture types as a random subset of five words, and
added an additional intruder word from the global
set of features.

For the feature type intrusion task, We evaluated
a total of 40 categories for each model. Each par-
ticipant assessed 10 categories per session (5 per
model). Categories and feature types were presented
in random order. For the word intrusion task, we
evaluated a total of 66 feature types for each model.
Participants saw 11 feature types per session, in ran-
domized order. In both cases, we collected 10 re-
sponses per item.

Metrics We evaluated feature type relevance and
coherence by measuring precision (the proportion
of intruders identified correctly). We also use the
Kappa coefficient to measure inter-subject agree-
ment (Fleiss, 1981) on our two tasks.

Results Our results are presented in Table 4. Par-
ticipants identify the intruder feature type correctly
more than 50% of the time. The performance of
Strudel is slightly better compared to BCF, both
in terms of accuracy and Kappa (however the dif-
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Feat Type Intrusion Word Intrusion
Prec Kappa Prec Kappa

BCF 0.52 0.23 0.78 0.60
Strudel 0.56 0.26 0.36 0.21

Table 4: Performance of Strudel and BCF on the
feature type and word intrusion tasks. We report
precision (Prec) and inter-subject agreement (Fleiss’
Kappa; all Kappa values are statistically significant
at p� 0.05).

ferences are not statistically significant, using a t-
test). Again this is not surprising considering that
Strudel’s feature types were elicited through a highly
informed, pipelined process. The results show that
the simpler and cognitively plausible BCF model
learns feature types of a quality comparable to a
highly engineered, competitive system. Examples
of feature types discovered by BCF and Strudel are
shown in Figure 5, for the category CLOTHING.
As can be seen, Strudel obtains a large number of
action-related features (e.g., replace, change, steal ).
BCF creates more varied feature types. For exam-
ple, the second cluster refers to external properties
(e.g., color), and the last cluster contains CLOTHING

materials.
Concerning the word intrusion task, we observe

that participants are able to detect the intruder more
accurately when presented with BCF feature types
as compared to Strudel feature types (differences be-
tween Strudel and BCF are statistically significant
at p� 0.05, again using a t-test). The results sug-
gest that the feature types learnt by BCF are more
coherent, and indeed express meaningful properties
shared by concepts belonging to the same category.
While being relevant to the category, Strudel’s fea-
ture types do not seem to exhibit internal coherence
to a similar extent. The mutual dependence of cat-
egory formation and feature learning allows BCF to
learn feature types which are both relevant and indi-
vidually interpretable.

5 Discussion

In this paper we presented a cognitively motivated
Bayesian model which jointly learns categories and
their features, arguing that the two tasks are co-
dependent. Our model learns from raw text with-

out relying on elaborate post-processing and high-
precision patterns. Evaluation of the inferred cat-
egories and their features shows that BCF per-
forms competitively compared to a system specif-
ically engineered to extract high quality features,
despite the more complex learning objective, and
the knowledge-lean approach. We approximate the
cognitive learning environment with large text cor-
pora. However, we do not claim to learn fea-
tures qualitatively similar to features produced in hu-
man elicitation studies. Instead, we show, through
a crowdsourcing-based human evaluation, that the
learnt features are meaningful in that they are rele-
vant to their associated category and form a coherent
class.

An interesting direction for future work would be
to learn feature types from multiple modalities (not
only text) and to investigate how different informa-
tion sources (e.g., visual or pragmatic input) influ-
ence feature learning. The BCF model learns de-
scriptive feature types represented as a collection of
feature values. In addition to such descriptive fea-
tures (e.g., behavior) categories also possess defin-
ing features (e.g., animate) which are bound to one
particular value. Extending the model in a way that
allows to learn qualitatively different types of fea-
tures is desirable from a cognitive perspective. We
will also develop an incremental learning algorithm
for joint category and feature learning (e.g., using
sequential Monte Carlo methods such as Particle Fil-
tering). In addition, it would be interesting to inves-
tigate the emergence of feature types with nonpara-
metric Bayesian methods.

Finally, the BCF model can be applied to tasks
beyond those discussed here. For example, one
could learn definitions (aka features) of terms (aka
concepts) in specialist fields (e.g., finance, law,
medicine) or monitor how the meaning of words or
concepts as represented by their features changes
over time.
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Abstract

If speakers use language rationally, they
should structure their messages to achieve
approximately uniform information density
(UID), in order to optimize transmission via
a noisy channel. Previous work identified a
consistent increase in linguistic information
across sentences in text as a signature of the
UID hypothesis. This increase was derived
from a predicted increase in context, but the
context itself was not quantified. We use
microblog texts from Twitter, tied to a sin-
gle shared event (the baseball World Series),
to quantify both linguistic and non-linguistic
context. By tracking changes in contextual
information, we predict and identify grad-
ual and rapid changes in information content
in response to in-game events. These find-
ings lend further support to the UID hypoth-
esis and highlights the importance of non-
linguistic common ground for language pro-
duction and processing.

1 Introduction

There are many ways express a given message in
natural language, so how do speakers decide be-
tween potential structures? One prominent hypothe-
sis is that they aim for structures that best convey the
intendeed message in the context of the communi-
cation. On this view, the use of natural languages is
assumed to follow optimal information transmission
results from information theory (Shannon, 1948).
In particular, speakers should structure their mes-
sages to approximate uniform information density
across symbols (words and phonemes), which is

optimal for transmission of information through a
noisy channel.

At least three lines of evidence suggest that speak-
ers do make choices to increase the uniformity of
information density across their utterances. First,
speakers phonologically reduce more predictable
material (Aylett and Turk, 2004; Aylett and Turk,
2006; Bell et al., 2003). Second, they omit or reduce
optional lexical material in cases where the subse-
quent syntactic information is relatively more pre-
dictable (Levy and Jaeger, 2007; Frank and Jaeger,
2008; Jaeger, 2010). Third, and most relevant to our
current hypothesis, speakers appear to increase the
complexity of their utterances as a discourse devel-
ops (Genzel and Charniak, 2002; Genzel and Char-
niak, 2003; Qian and Jaeger, 2012). We expand on
this finding below.

Following the UID hypothesis, Genzel and Char-
niak 2002 proposed that H(Yi), the total entropy of
part i of a message (e.g., a word) is constant. They
compute this expression by considering Xi, the ran-
dom variable representing the precise word that will
appear at position i, conditioned on all the previ-
ously observed words. They then further factor this
expression into two terms:

H(Yi) = H(Xi|Ci, Li)
= H(Xi|Li)− I(Xi;Ci|Li) (1)

where the first term H(Xi|Li) is the dependence of
the current word on only the local linguistic context
(e.g. within the rest of the sentence Li) and the sec-
ond is the mutual information between the current
word and the broader linguistic context Ci, given
the rest of the current sentence. On their logic, with
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greater amounts of contextual information, the pre-
dictability of linguistic material based on context,
I(Xi|Ci, Li), must go up. Therefore, they predicted
that H(Xi|Li) should also increase, so as to main-
tain a constant total amount of information.

Genzel and Charniak then approximated
H(Xi|Li) using a number of methods and showed
that it did increase systematically in documents.
Later work showed that this increase was strongest
within paragraphs and was general across document
types (Genzel and Charniak, 2003) and languages
(Qian and Jaeger, 2012). This work, however,
did not attempt to measure shared context (and its
influence on message expectations) directly. This
challenge is the focus of our current work.

1.1 Contextual effects on complexity
In psycholinguistics, the notion of shared common
ground is a more precise replacement for the general
notion of “context” (Clark, 1996). Common ground
is defined as the knowledge that participants in a dis-
course have and that participants know other partici-
pants have, including the current conversational con-
text. A large literature supports the idea that speak-
ers consider referential context and other linguistic
common ground in selecting the appropriate expres-
sion to refer to a particular physical object (Brennan
and Clark, 1996; Metzing and Brennan, 2003; Dale
and Reiter, 1995; Sedivy et al., 1999). In principle,
Genzel and Charniak’s formulation can be consid-
ered as capturing the relationship between all of the
shared common ground—both linguistic and non-
linguistic—and the predictability of language, even
though in the previous work only linguistic informa-
tion was considered.

When there is both linguistic and non-linguistic
information passing through the noisy channel, the
relevant quantity is not the marginal entropy of only
the linguistic stream but the joint entropy of both
streams. Let Tj be the linguistic information in part
j of the discourse, and Ej be the non-linguistic in-
formation in part j. IfCj is the built-up context from
the preceding parts {1, · · · , j − 1} of the discourse,
then we can break down the joint entropy as:

H(Tj , Ej |Cj)
= H(Tj |Ej , Cj) +H(Ej |Cj)
= H(Tj |Cj)− I(Tj ;Ej |Cj) +H(Ej |Cj)

= H(Tj)− I(Tj ;Cj)
−I(Tj ;Ej |Cj) +H(Ej |Cj)

= H(Tj)− I(Tj ;Ej , Cj) +H(Ej |Cj) (2)

By the UID hypothesis, we expect the left-hand
side of this equation, the information content of each
part of the discourse, to be constant. The first term
of the right-hand side is the out-of-context entropy
of the linguistic information. The second term is the
mutual information of the linguistic information and
the union of the preceding context plus the current
non-linguistic information (the events occurring at
the time). The third term is the entropy of the non-
linguistic information, given the preceding context.

This breakdown suggests that rational participants
in a discourse will exhibit both slow and fast adapta-
tion to context in order to maintain overall constant
entropy. As context slowly builds, the mutual infor-
mation term grows (and the non-linguistic entropy
likely shrinks), resulting in the time-based increase
in H(Tj) that previous work has found. In addition,
an individual event can have high or low information
content given the context, without having a large ef-
fect on the mutual information term. To maintain
constant entropy, high-information events should
be accompanied by low-information linguistic re-
sponses, and vice versa. With an operationalization
of shared context, we should be able to observe these
two types of adaptation directly, not just via the in-
creasing trend shown in previous work (Genzel and
Charniak, 2002; Qian and Jaeger, 2012).

To test this prediction, we leverage Twitter, a pop-
ular microblogging service, to operationalize com-
mon ground. Because of its structure, Twitter is
an ideal platform for this investigation. One com-
mon method of using Twitter is to mark messages
with hashtags, which serve as ad-hoc categories, al-
lowing anyone interested in a topic to find the mes-
sages relevant to that topic. This strategy is espe-
cially used when users are commenting on an exter-
nal event (e.g. a sporting, media, or political event).
We focus here on the World Series of baseball, an
annual sporting event with large viewership and a
single broadcast stream; in this case, the hashtag is
#worldseries. Hashtagged messages are part of
a discourse with extremely limited prior linguistic
context, as no two tweeters will have seen the same
set of tweets. The total shared context with the au-
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dience that can be assumed by the writer of a tweet
is the non-linguistic content of the event being hash-
tagged.

We begin by describing our corpus and our
method of calculating linguistic content (by comput-
ing entropy within a simple n-gram model). We then
investigate gradual changes in word-by-word infor-
mation content as the event goes on (testing adap-
tation driven by contextual mutual information in
Equation 2, replicating Genzel and Charniak 2002)
and rapid changes in the total information content
of tweets in response to important in-game events
(testing adaptation driven by non-linguistic informa-
tion in Equation 2). We end by considering con-
trol analyses that provide evidence against alterna-
tive accounts of our results.

2 Corpus and Methods

2.1 #Worldseries Corpus
Our current analysis looked at tweets during the
2014 World Series, a series of seven baseball games
in late October 2014. We obtained these tweets
by searching publicly-available tweets through the
Twitter API, using an adaptation of SeeTweet
(Doyle, 2014) to compile tweets containing the
hashtag #WorldSeries. To synchronize tweets
with game events, we used the Major League Base-
ball Advance Media XML repository,1 which con-
tains pitch-by-pitch data including the ongoing state
of the game and timestamps at the start of each at-
bat. Using this timestamp information, we binned
tweets by at-bats so that they could be co-registered
with other in-game statistics. These bins extend
from the time of the first pitch in an at-bat to the be-
ginning of the next at-bat, and thus provide time for
reactions to the events of the at-bat.2 The mean at-
bat length was 2.76 minutes, and there were 512 to-
tal at-bats. We limited our analysis to tweets times-
tamped during one of these at-bats, resulting in a
total corpus of 109,207 tweets. Each game had its
first pitch at approximately 0008 UTC, and lasted
between three and four hours.

1http://gd2.mlb.com/components/game/mlb/
2We tested a series of potential offset times in case Twitter

and MLB used different clocks or at-bats were not long enough
to capture reactions. We did not adjust the times as there was no
significant increase in the correlation between Leverage Index
(Sect. 5.1) and tweet rate for these offsets.

Our tweet corpus was compiled from the “garden-
hose” Twitter search API, which returns a subset
of all relevant tweets. Our searches captured ap-
proximately 4% of all relevant tweets; Twitter re-
ported 420,329 relevant tweets during Game 1 of
the World Series3, and our dataset contained 17,538
tweets during the same time period. We address po-
tential confounds from this sampling process in Sec-
tion 5.2.

2.2 Entropy Computation

Estimating the linguistic information content of each
tweet is a key task in this work. Social media text
has been described as “bad language” (Eisenstein,
2013): It can be difficult to model due to its idiosyn-
cratic abbreviations, typographic errors, and other
non-standard forms. Relevant to our goal of assess-
ing information content, it can also be difficult to
create an appropriate training corpus for language
models, since the vocabulary and composition of
tweets of change rapidly (Eisenstein, 2013).

We attempted to minimize these difficulties in two
ways. First, we estimated language models with
domain-specific corpora. In particular, for tweets
from each game we used a training corpus consist-
ing of the tweets from all the other games. This
training set provided a vocabulary and structure that
was similar in topic and style to the test set. We re-
moved all punctuation and emoji except word-initial
@ and #, which refer to users and hashtags, re-
spectively. Usernames were replaced with [MEN-
TION] to reduce sparsity; hashtags were not altered,
as these often function as words or phrases within
the tweet’s syntax. Words with fewer than 5 occur-
rences in the training corpus were marked as out-
of-vocabulary items. We estimated trigram models
using a modification of NLTK (Bird, 2006)4 with
Witten-Bell smoothing, and estimated per-word and
total entropy for each tweet from these models.

Second, we included tweet length (in characters)
as an alternative metric of information content (see
Section 5.2). Unless information rate varies sys-

3http://Twitter.com/TwitterData/status/
524972545930301440

4Smoothing on n-gram models in NLTK can be inaccurate
(see http://github.com/nltk/nltk/issues/367),
so we used a modified version courtesy of B. C. Roy (personal
communication).
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Figure 1: Per-word entropy increases with time for the
first two hours of the games, then levels off and slightly
declines. Color reflects in-game time; line shows loess fit
with 95% confidence intervals.

tematically and substantially across tweets of dif-
ferent lengths—counter to existing results suggest-
ing uniform information density operates at multi-
ple structural levels (e.g., Qian and Jaeger 2009)—
longer tweets will generally carry more information.

3 Gradual Changes in Information Rate

Our first analytic goal was to examine changes in
the information content of tweets due to the long-
term build-up of context in a shared event. We pre-
dicted that we would see similar developments in
information structure as in more traditional conver-
sational settings, even though there was no formal
conversation or explicit linguistic history to develop
common ground. Specifically, we predicted that the
build-up of contextual information would cause the
context-independent per-word entropy to rise over
time, replicating the effect that has been observed
across languages and genres (Genzel and Charniak,
2003; Qian and Jaeger, 2012).

Figure 1 shows evidence for changes in per-word
entropy over the course of games. Per-word entropy
rises throughout in the first two hours of each game,
slowly levels off and finally declines slightly over
time. This pattern is consistent with the constant en-
tropy rate proposal of Genzel and Charniak 2002,
and more specifically with the context decay model
of Qian and Jaeger 2012.5

5A late decline in per-word entropy also appeared in Qian
and Jaeger 2012’s analysis of Swedish.

We used mixed-effects linear regression to quan-
tify this relationship, using the time of an at-bat to
predict both per-word and per-tweet entropy during
the at-bat. Specifically, we used the logarithm of
time as our fixed-effect predictor, per the context-
decay models of Qian and Jaeger 2012. We added
game-specific random intercepts and slopes of log-
time to capture cross-game variation. This model
showed significant positive effects of time on en-
tropy, using likelihood-ratio tests for both models
(per-word entropy: .348 ± .045; p < .001, χ2(3) =
104.6, per-tweet entropy: 10.31 ± 2.08; p =
.001, χ2(3) = 74.65).

We hypothesize that this finding—greater linguis-
tic entropy for later tweets—is due to the accrual
of common ground across users from shared non-
linguistic information. As they watch more of the
game, they share more referents and have stronger
expectations about what aspects of the game will
be discussed. This shared common ground licenses
more complex language and more sophisticated lin-
guistic references. Table 1 gives example tweets
at different time points; as a game progresses, ref-
erences can expand from generic references to the
teams or series, to specific individuals and events,
and eventually to sequences of events.

While this finding is consistent with previous
work on the effect of context, it expands the defini-
tion of context. In previous work, the context came
from explicit linguistic information built up through
paragraphs in a formally-structured, written docu-
ment. In the Twitter dataset, the context comes from
real-world events during the games, as there is no
canonical shared sequence of tweets that the tweet-
ers can refer back to (indeed, two random users of
the #Worldseries hashtag probably have relatively
little Twitter context in common). In sum, contex-
tual influences on entropy need not be explicitly lin-
guistic, so long as discourse participants have rea-
son to believe that the other participants share their
knowledge.

4 Fast Changes In Information Content

Intuitively, after an exciting, game-changing event,
tweets will be shorter and make more reference to
the shared knowledge that this event has just hap-
pened. Such events should also generate more re-
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Minute Tweet Per-word entropy

0 It’s finally here! #WorldSeries 4.74

0 #WorldSeries Play Ball 4.96

0
IDEA: @mayoredlee, #SanFrancisco can pledge to throw our @SFGiants
an #OrangeOctober parade regardless of #WorldSeries outcome! #SFGiants

8.20

12 The guy with the Marlins sweater is behind home plate again. #worldseries 4.26

12 The Giants 3-0! #WorldSeries 5.43

12
Something about Hunter Pence really, really bothers me. Don’t ask me
what, cause I havent figured it out, but I don’t like him. #WorldSeries

6.64

73
Three HORRIBLE at-bats (mixed in with Cain’s walk) prevent Royals from
breaking through in the third. #WorldSeries

9.39

130 As Hardy Boy #2, Joe Panik just pulled the mask off of Vargas and discov-
ered it’s Old Man Withers from down the street. #WorldSeries

8.12

178 #WorldSeries it’s funny the non body names have a great hits. Frm now n
on consider the Postseson as Cinderla run. No names needed, #MLB

10.04

Table 1: Example tweets, grouped by minutes since the first pitch.
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Figure 2: Total tweet entropy plotted against log tweet
rate. Color reflects in-game time; line shows loess fit with
95% confidence intervals.

sponses, suggesting that the number of tweets per
unit time can serve as a proxy for the information
content of an event. This relationship is captured by
Equation 2, in which unexpected events have large
information content, so linguistic information con-
tent should be reduced correspondingly to maintain
constant entropy. Our next set of analyses test this
relationship.

The examples shown in Table 2 provide anecdotal
evidence for the hypothesized relationship between

in-game events and linguistic complexity, with ex-
amples of consecutive tweets from high-rate and
low-rate at-bats, along with their information con-
tent. The top triplet comes from one of the highest-
rate at-bats, in which Gregor Blanco committed a
crucial error in the last inning of the last game. The
bottom triplet comes from a low-rate at-bat, mid-
game, with one team well ahead of the other; in this
case, tweets all refer to different events as there is no
single salient shared event.

We quantified the predicted relationship by again
fitting a mixed-effect linear regression model, in this
case using the logarithm of per-minute tweet rate
as a predictor of tweet entropy. Given its signifi-
cance in the previous model, we included log(time)
as a control factor in this analysis, and added by-
game random intercepts and slopes for log(rate) and
log(time). The log of the tweet rate had a sig-
nificant negative effect on per-word and per-tweet
entropy by likelihood-ratio tests (per-word-entropy:
−.333 ± .073; p < .001, χ2(4) = 59.37, per-tweet-
entropy: −21.82± 2.43; p < .001, χ2(4) = 194.6).

Log(time) retained significance (p < .001) as
a predictor for both entropy measures even when
rate was accounted for, showing evidence for both
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Log
rate

Tweet Per-word entropy

2.49 Holy shitballs, @Royals! #WorldSeries #Game7 3.99

2.49 Just when you thought the #WorldSeries was over.... #E8 4.76

2.49 Fuck you, Blanco. #Giants #WorldSeries 5.54

1.66 Lets Go Giants!!! 5-0 #SFGiants #WorldSeries 3.26

1.66
The guy in Marlins gear behind home plate needs to escorted off property
for annoying everybody. #WorldSeries #WhoDoesThat

4.85

1.66
I suppose I appreciate Bochy’s “ASG” approach with Bumgarner. Of course,
who are any of us to question him in late October? #WorldSeries

7.42

Table 2: Example tweets, grouped by the per-minute tweet rate during each at-bat.

slow and fast adaptation occurring in the discourse.
The effects are both in the predicted directions: En-
tropy increases with time as more informative con-
text builds up, but decreases with tweet rate as
more exciting events encourage less information-
laden tweets.

5 Control Analyses

5.1 Non-Rate Metrics of Context

Since tweet rate is an organic reflection of the in-
terest accrued by in-game events, it is an impor-
tant metric for examining fast adaptation. Never-
theless, it could be confounded with other factors
influencing tweet production. For instance, there is
evidence that online interactions exhibit rational re-
sponses to information overload, the state where the
amount of incoming information exceeds a user’s
ability to process it (Miller, 1956; Schoberth et al.,
2003). Previous investigations into forum posting
behavior have shown that users adapt to overload by
posting shorter messages (Jones et al., 2001b; Jones
et al., 2001a; Whittaker et al., 2003; Schoberth et al.,
2003), and a similar result was found for the more
explicitly conversational setting of IRC chat chan-
nels (Jones et al., 2008).

To show that the changes in information con-
tent are not merely reactions to increased tweet
competition—that they have independent informa-
tional motivations—we need metrics of event im-
portance and predictability that are not dependent on
social media behavior. Luckily, baseball has a long
history of statistical analysis, and as a result, there
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Figure 3: Total entropy decreases for at-bats with greater
win probability changes. Loess curve fitting with 95%
confidence intervals.

are independently-derived metrics that fit this bill.
Two that are appropriate for this purpose are Lever-
age Index (LI)6 and Win Probability Added (WPA)
(Tango et al., 2007).

LI is an estimate of how critical an at-bat is to the
outcome of the game. It is based on the difference
in resultant win probability if the current batter gets
a hit or an out, normalized by the mean change in
win probability over all at-bats. 1 is the average LI,
and greater LI indicates greater importance. LI, as a
measure of the expected change in win probability,
is similar to non-linguistic entropy term in Equation
2.

WPA depends on the result of an at-bat, and es-

6http://www.hardballtimes.com/
crucial-situations/
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timates how much the win probability changed as a
result of what happened during the at-bat. WPA thus
provides an estimate of how much information about
the game outcome this at-bat has provided, condi-
tioned on the current game context. These mea-
sures are well-correlated (Kendall’s τ = .77), since
a high-LI at-bat’s value comes from its ability to af-
fect win probability.

As high LI or WPA values indicate an at-bat
whose result has a large effect on the game, these
metrics provide an estimate for non-linguistic infor-
mativity that is independent of medium-specific in-
fluences on tweet production. To assess their ef-
fects, we constructed four mixed-effects linear re-
gression models, using LI and WPA to predict per-
word and per-tweet entropy in all pairwise combi-
nations (we built separate models for LI and WPA
due to their high collinearity). Fixed- and by-game
random-effects of log(time) and log(rate) were in-
cluded as controls in all models; if there is an effect
of LI or WPA beyond the effect of rate, this effect
can be interpreted as evidence of speaker adaptation
to non-linguistic information content.

Both LI and WPA had significant negative ef-
fects on per-tweet entropy (LI: −1.52 ± .43; p =
.001, χ2(5) = 20.1, WPA: −2.27 ± .40; p <
.001, χ2(5) = 44.18), over and above the effect of
tweet rate. Per-word entropy did not show a signifi-
cant effect of LI or WPA when rate was included as
a control factor. Each was a significant factor on per-
word entropy (p = .008, p = .005) when rate was
not included as a control, though, suggesting that the
explanatory power of these independent metrics may
be subsumed in the more complex factor of tweet
rate.

5.2 Speaker Normalization

A second alternative hypothesis for the observed be-
havioral changes with tweet rate is that they arise
not from changes in the behavior of individuals but
rather from a change in demographics. It is plausible
that rising tweet rates come from an influx of new
tweeters using the hashtag, and that these new tweet-
ers simply produce shorter, less informative tweets
in general. For instance, spambots often include
trending hashtags in their spam tweets (Martinez-
Romo and Araujo, 2013). To account for this, we
treated the users whose tweets are in our corpus as
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Figure 4: Speaker-normalized tweet length also decreases
for at-bats with greater win probability changes. Loess
curve fitting with 95% confidence intervals.

a “computational focus group” (Lin et al., 2013; Lin
et al., 2014), and used the Twitter API to collected a
further 100 tweets from each user outside the time-
frame of the games. We used these tweets to esti-
mate an average tweet length for each user, and sub-
tracted this value from the length of their #world-
series tweets during the games.7 If this baselined
metric displays the same effects as shown above, we
have reason to believe that users are in fact changing
their individual behaviors in response to information
factors, rather than that a demographic shift is mim-
icking a behavioral shift.

For this analysis, we created a mixed-effects
model with WPA, log(rate) and log(time) as predic-
tors of tweet length. All three factors were signifi-
cant (WPA: −1.64 ± .36; p < .001, χ2(5) = 72.3;
log(rate): −6.15 ± .47; p < .001, χ2(5) = 303.6;
log(time): .82 ± .40; p = .001, χ2(5) = 20.6). We
then created a second model using the same factors
to predict the mean change in tweet length from the
baseline length. Again, all three factors were signif-
icant (WPA: −2.01 ± .29; p < .001, χ2(5) = 70.2;
log(rate): −5.10 ± .49; p < .001, χ2(5) = 252.6;
log(time): .61 ± .35; p = .016, χ2(5) = 14.0).
By ruling out demographic shifts (e.g., an influx
of terser tweeters), this analysis provides additional
support for the idea that tweeters indeed shift their
behavior in response to in-game information.

7Note that these analyses are conducted over tweet length,
rather than total entropy, as there was no obvious way of nor-
malizing entropy by speaker.
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6 Discussion

We investigated the hypothesis that speakers opti-
mize their language production so as to approximate
uniform information density, a signature of efficient
communication through a noisy channel (Shannon,
1948; Levy and Jaeger, 2007). Previous work had
observed indirect evidence for UID via increases in
linguistic complexity (which were hypothesized to
reflect increasing discourse/contextual knowledge),
but this work neither measured contextual informa-
tion directly nor included non-linguistic measures
of context (Genzel and Charniak, 2002; Genzel and
Charniak, 2003; Qian and Jaeger, 2012). Our cur-
rent work takes a first step towards addressing these
issues by using microblog texts around shared events
(baseball games) as a case study in which a known
context can be characterized more precisely. With
this approach, we find systematic differences in in-
formation rate and total information content as a
function of nonlinguistic factors.

We successfully replicated the effect found in pre-
vious work: a gradual increase in entropy rate over
the course of individual baseball games. But in
addition to this effect, we found a striking pattern
of short-timescale changes in total message entropy
(reflected in the changing lengths of messages).
When in-game events were exciting, unpredictable,
and outcome-relevant (hence, highly informative),
message length and total entropy went down. This
regularity suggests that Twitter users were regulat-
ing the information content of their messages rela-
tive to the total communicative content of the con-
text more broadly, a prediction that can be derived
directly from the UID model.

Our work highlights the importance of non-
linguistic context for the informational content of
language. This relationship is widely acknowledged
in theories of pragmatic communication (Grice,
1975; Sperber and Wilson, 1986; Clark, 1996; Frank
and Goodman, 2012), but has been largely ab-
sent in information-theoretic treatments of linguis-
tic complexity. The omission of this information
has largely been for pragmatic, rather than theoret-
ical, reasons: As Genzel and Charniak 2002 note,
it is typically very difficult to compute semantic—
let alone non-linguistic—information content. Our
work suggests that internet communications sur-

rounding shared media events may be a promising
source of grounded language use where context can
be quantified more effectively due to the existence
of substantial metadata.

A growing literature suggests that the information
content of language is the critical variable for un-
derstanding processing difficulty in language com-
prehension (Levy, 2008; Demberg and Keller, 2008;
Boston et al., 2008; Smith and Levy, 2013). Un-
der surprisal theory (Hale, 2001; Levy, 2008), the
overall predictability of individual elements of lan-
guage is assumed to be due to a predictive model
of its likelihood in the current context. Given this
model of processing difficulty, our work here makes
a strong prediction: that the information processing
difficulty of a word or sentence should track with its
total information content (including its relationship
to the non-linguistic context), rather than its linguis-
tic information content alone. Some preliminary ev-
idence supports this idea. In a study of the process-
ing complexity of negative utterances, Nordmeyer
and Frank 2014 found that the processing cost of
negation was predicted by the surprisal of encoun-
tering the negation in a particular pragmatic context.
But future work should test this hypothesis across a
wider variety of structures and contexts.

In sum, our work contributes to the growing
body of evidence in favor of the UID hypothesis.
The mechanisms underlying the tendency to regu-
late information content are still unknown, however.
While UID would follow from a strong form of au-
dience design, in which speakers explicitly consider
the processing difficulty of different content (Clark,
1996), the UID hypothesis could also emerge from
simpler production processes. Untangling these pos-
sibilities will not be trivial. Regardless of the reso-
lution of this issue, however, UID appears to be an
important descriptive tool in capturing how speakers
make production choices.
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Abstract

Previous work has debated whether humans
make use of hierarchic syntax when process-
ing language (Frank and Bod, 2011; Fos-
sum and Levy, 2012). This paper uses an
eye-tracking corpus to demonstrate that hier-
archic syntax significantly improves reading
time prediction over a strong n-gram baseline.
This study shows that an interpolated 5-gram
baseline can be made stronger by combining
n-gram statistics over entire eye-tracking re-
gions rather than simply using the last n-gram
in each region, but basic hierarchic syntactic
measures are still able to achieve significant
improvements over this improved baseline.

1 Introduction

In NLP, a concern exists that models of hierarchic
syntax may be increasingly used exclusively to com-
pensate for n-gram sparsity (Lease et al., 2006). In
the context of psycholinguistic modeling, Frank and
Bod (2011) find that hierarchic measures of syntac-
tic processing are not as good at predicting reading
times as sequential part-of-speech-based models of
processing.1 Fossum and Levy (2012) follow up on
this finding and show that, when better n-gram in-
formation is present in the models, measures of hi-
erarchic syntactic processing cost (PCFG surprisal;
Hale, 2001; Levy, 2008) are as good at predicting
reading times as the sequential models presented by
Frank and Bod.

1Frank and Bod (2011) find that hierarchic measures signifi-
cantly improve the descriptive linguistic accuracy of models but
that such measures are unable to improve upon a strong linear
baseline when predicting reading times.

The present study builds on this finding by show-
ing that cumulative n-gram probabilities signifi-
cantly improve an n-gram baseline to better cap-
ture sequential frequency statistics. Further, this
study shows that measures of hierarchic structural
frequencies (as captured by PCFG surprisal) signif-
icantly improve reading time predictions over that
improved sequential baseline.

First, this work defines a stronger n-gram base-
line than that used in previous studies by replacing a
bigram baseline computed from 101 million words
with an interpolated 5-gram baseline computed over
2.96 billion words. Second, while previous work has
used n-grams from the end of each eye-movement
region to model reading times in that region, this pa-
per finds that such models can be significantly im-
proved by combining n-gram statistics over the en-
tire region (Section 3). Even when this improved
baseline is combined with a standard n-gram base-
line, this paper demonstrates that PCFG surprisal is
a significant predictor of reading times (Section 4).
This paper also applies region accumulation to total
surprisal and finds that it is not significantly better
than non-accumulated total surprisal. In fact, cumu-
lative surprisal is shown not to be a significant pre-
dictor of reading times at all when a cumulative n-
gram factor is included in the baseline. Finally, this
paper compares two different models of hierarchic
syntax: the Penn Treebank (PTB) representation
(Marcus et al., 1993) and the psycholinguistically-
motivated Nguyen et al. (2012) Generalized Cate-
gorial Grammar (GCG). Each model of syntax is
shown to provide orthogonal improvements to read-
ing time predictions (Section 5).
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Factors
Durations

Rw4
w4 Rw6

w5

Bigram P(w4|w3) P(w6|w5)
Cumu-Bigram P(w4|w3) P(w6|w5)·P(w5|w4)

Table 1: Bigram factors and their predictions of
reading times in example eye-tracking regions. wi

represents word i. Rwj
wi represents the region from

wi to wj (inclusive).

2 Modeling

This study fits models to reading times from the
Dundee corpus (Kennedy et al., 2003), which con-
sists of eye-tracking data from 10 subjects who read
2388 sentences of news text from the newspaper,
The Independent. Prior to using this corpus for eval-
uations, the first and last fixation of each sentence
and of each line are filtered out to avoid potentially
confounding wrap-up effects. Additionally, all fixa-
tions after saccades (eye movements) over more than
4 words are removed to avoid confounds with eye-
tracker track-loss.

All evaluations are done with linear mixed ef-
fects models using lme4 (version 1.1-7; Bates et
al., 2014).2 There are two dependent reading time
variables of interest in this study: first pass dura-
tions and go-past durations. During reading, a per-
son’s eye can jump over multiple words each time
it moves, this study refers to that span of words as
a region. First pass durations measure elapsed time
until a person’s eye leaves a given region. Go-past
durations measure elapsed time until a person’s eye
moves further in the text. For example, in the fixa-
tion sequence: word 4, word 6, word 3, word 7, the
first region would be from word 4 to word 6 and the
second region would be from word 6 to word 7. The
first pass duration for the first region would consist
of the time fixated on word 6 before leaving the re-
gion for word 3, while the go-past duration would
consist of the duration from the fixation of word 6
until the fixation of word 7. Separate models are fit
to each centered dependent variable.

There are a number of independent variables in
all evaluations in this study: sentence position (sent-

2The models are fit using both the default bobyqa and the
gradient nlminb algorithms to work around convergence issues.

Bigram: The
1

red apple that the
2

girl ate . . .

Cumu-Bigram: The
1

red apple that the
2

girl ate

X : bigram targets X: bigram conditions

Table 2: Influences on bigram factor predictions of
reading times on girl following fixation on red.

pos), word length (wlen), region length in words
(rlen), whether the previous word was fixated (pre-
vfix), and basic 5-gram log probability of the cur-
rent word given the preceding context (5-gram). All
independent predictors are centered and scaled be-
fore being added to each model. The 5-gram prob-
abilities are interpolated 5-grams computed over the
Gigaword 4.0 corpus (Graff and Cieri, 2003) using
KenLM (Heafield et al., 2013). Gigaword 4.0 con-
sists of around 2.96 billion words from around 4 mil-
lion English newswire documents, which provides
appropriate n-gram statistics since the Dundee cor-
pus is also English news text.

Each mixed effects model contains random inter-
cepts for subject and word, and random by-subject
slopes for all fixed effects. Since the following eval-
uations use ablative testing to determine whether a
fixed effect significantly improves the fit of a model
compared to a model without that fixed effect, all
models in a given evaluation include random slopes
for all fixed effects used in that evaluation, even if
the fixed effect is absent from that particular model.

3 A Cumulative N-gram Predictor

Since n-gram frequencies can have such a dramatic
impact on the contribution of hierarchic syntax, this
study tests whether n-gram factors can be improved.
Models include a measure of n-gram frequencies to
capture the rarity of observed sequences. Readers
fixate longer on less predictable lexemes than on
more predictable lexemes, but the predictability of
a lexeme depends on the preceding context. There-
fore, it is common for psycholinguistic models to
include a measure of n-gram predictability for each
fixated word conditioned on its context, but unless
probabilities for words between fixations are also in-
cluded, the probabilities used in this calculation are
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Model
First Pass Go-Past

Log-Likelihood AIC Log-Likelihood AIC
Baseline −1212399 2424868 −1261582 2523234
Base+N-gram −1212396† 2424864 −1261577∗ 2523226
Base+Cumu-N-gram −1212392∗ 2424856 −1261576∗ 2523224
Base+Both −1212387∗ 2424848 −1261570∗ 2523214

Baseline random slopes: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram
Baseline fixed effects: sentpos, wlen, rlen, prevfix

Table 3: Goodness of fit of N-gram models to reading times.3 Significance testing was done between each
model and the models in the section above it. Significance for Base+Both applies to improvement over each
of the n-gram models. † p < .05 ∗ p < .01

not probabilities of complete word sequences and
may miss words that are parafovially previewed or
simply inferred.

For example, in Table 1, the standard bigram fac-
tor (top line) predicts that the reading time of the
region that ends with word 6 depends on word 5, but
the probability of word 5 given its context is never
included in the model, so an improbable transition
between words 4 and 5 would not be caught. This
might allow another factor to inappropriately receive
credit for an extra long fixation on word 6. Instead,
a better model would include the probabilities of ev-
ery word in the sequence since that is the informa-
tion that will need to be processed by the reader. Us-
ing log-probabilities, a cumulative n-gram factor can
be created simply by summing the log probabilities
over each region (comparable to the last line of Ta-
ble 1). The cumulative n-gram predictor is able to
account for the frequency of the entire lexical se-
quence and so should provide a better reading time
predictor than the standard fixation-only n-gram pre-
dictor (see Table 2 for an example).

For this initial evaluation (Table 3), the baseline
omits the fixed n-gram factor. Instead, a model is
constructed without any fixed effects for n-gram.
Then, the same model is fit to reading times after
adding just a fixed effect for n-gram and after adding
just a fixed effect for cumulative n-gram. Finally,
a model is fit with both the cumulative and non-
cumulative n-gram factors as fixed effects.4 Signifi-

3Log-likelihood values are rounded to the nearest whole
number, which is why the difference between Base and
Base+Both can be larger than the cumulative difference be-
tween Base and the other two models.

4To ensure effects are not driven by individual subject differ-

cance between the models is determined using like-
lihood ratio testing.5

Table 3 shows that both n-gram factors signifi-
cantly improve the fit of the model and the final line
shows that each factor provides a significant orthog-
onal improvement. Both n-gram factors will there-
fore be included as fixed effects and as by-subject
random slopes in the baselines of the remaining
evaluations in this study.

4 Hierarchic Syntax Predictors

This section tests the main hypothesis of this study:
that hierarchic syntactic processing is a significant
contributor to reading times. For the purposes of this
evaluation, total PCFG surprisal (Hale, 2001; Levy,
2008; Roark et al., 2009) will be used as a mea-
sure of hierarchic syntactic processing. Specifically,
PCFG surprisal will be calculated using the van
Schijndel et al. (2013a) incremental parser trained
on sections 02-21 of the Wall Street Journal section
of the Penn Treebank (Marcus et al., 1993) using 5
iterations of split-merge (Petrov et al., 2006) and a
beam width of 5000.

ences, by-subject random slopes for both predictors of interest
are included in the baseline. This practice is repeated through-
out this study.

5Twice the log-likelihood difference of two nested models
can be approximated by a χ2 distribution with degrees of free-
dom equal to the difference in degrees of freedom of the models
in question. The probability of obtaining a given log-likelihood
difference D between the two models is therefore analogous to
P(2 · D) under the corresponding χ2 distribution.
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Factors
Durations

Rw4
w4 Rw6

w5

surp −log P(w4|T3) −log P(w6|T5)
cumusurp −log P(w4|T3)

∑6
i=5−log P(wi|Ti−1)

Table 4: PCFG surprisal factors and their predictions
of reading times in example eye-tracking regions. wi

represents word i. Ti represents the set of trees that
can span from w1 to wi. R

wj
wi represents the region

from wi to wj (inclusive).

4.1 Surprisal
PCFG surprisal (Hale, 2001; Levy, 2008) is a mea-
sure of incremental hierarchic syntactic processing.
It reflects the information gained by observing a
given word in a given context. In PCFG surprisal
calculations, context is usually taken to refer to the
preceding words in the sentence and their underly-
ing syntactic structure. The PCFG surprisal S(wi)
of a word at position i may be calculated as:

S(wi) =
∑

t∈Ti−1

−log P(wi | t) (1)

where Ti represents the set of syntactic structures
that can span from w1 to wi. PCFG surprisal in psy-
cholinguistic models captures the influence of incre-
mental hierarchic context when processing a given
word.

For space considerations, in Table 4, the summa-
tion over Ti−1 is notationally implicit:

S(wi) = −log P(wi | Ti−1) (2)

4.2 Evaluation
As in the previous section, a baseline model is fit
to reading times without a fixed effect for surprisal,
then surprisal is added as a fixed effect and signifi-
cance of the fixed effect is determined using a like-
lihood ratio test with the baseline. The results (Ta-
ble 5) show that PCFG surprisal is a significant pre-
dictor of both first pass and go-past durations even
over a strong baseline including both types of n-
gram factors.

The preceding section showed that applying re-
gion accumulation to an n-gram factor improves a
model’s fit to reading times. Previous work sug-
gests region accumulation might improve the fit of

syntactic factors to reading times (van Schijndel and
Schuler, 2013; van Schijndel et al., 2013b), but the
baselines in those studies only included unigram and
bigram statistics and did not apply region accumula-
tion to the n-gram models. It does make intuitive
sense that region accumulation would help improve
the fit of total PCFG surprisal for the same reason ac-
cumulating n-grams helps. For an example, see Ta-
ble 4. A non-cumulative total PCFG surprisal factor
(top line) would predict that duration of region Rw6

w5

depends on T5 (the set of trees that can span fromw1

to w5), but the probability of generating the prefix of
T5 is never fully calculated by this factor. As with
cumulative n-grams, cumulative PCFG surprisal of
a region can be calculated by simply summing the
PCFG surprisal of each word in the region.

When tested, however, the present work does not
find any improvement from region accumulation of
PCFG surprisal when stronger n-gram factors are
also included (Table 5, Row 2), suggesting that the
improvement in previous studies may have been due
to latent n-gram information captured by cumulative
PCFG surprisal. This finding is interesting because
it suggests non-local hierarchic structure does not
significantly influence reading times. The next sec-
tion explores this hypothesis further by testing the fit
of a hierarchic syntactic formalism whose strength
lies in modeling long-distance dependencies.

5 Grammar Formalism Comparison

So far, this study has tried to allay previous concerns
that models of hierarchic syntax may just be ac-
counting for the sparsity of n-gram statistics (Char-
niak et al., 2006; Frank and Bod, 2011). This sec-
tion investigates whether a representation of hierar-
chic syntax that preserves long-distance dependen-
cies can improve reading time predictions over a hi-
erarchic representation based on the Penn Treebank
which discards long-distance dependencies. This
evaluation compares total PCFG surprisal as calcu-
lated by the original Penn Treebank grammar to to-
tal PCFG surprisal calculated by the Nguyen et al.
(2012) Generalized Categorial Grammar (GCG).

5.1 GCG

A GCG has a category set C, which consists of a
set of primitive category types U , typically labeled
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Model
First Pass Go-Past

Log-Likelihood AIC Log-Likelihood AIC
Baseline −1212260 2424627 −1261488 2523084
Base+Surp −1212253∗ 2424617 −1261481∗ 2523072
Base+CumuSurp −1212259 2424627 −1261487 2523085
Base+Both −1212253∗ 2424619 −1261481∗ 2523073

Baseline random slopes: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram, surp, cumusurp
Baseline fixed effects: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram

Table 5: Goodness of fit of hierarchic syntax models to reading times. Significance testing was done between
each model and the models in the section above it. Significance for Base+Both applies only to improvement
over the CumuSurp model. ∗ p < .01

with the part of speech of the head of a category (e.g.
V, N, A, etc., for phrases or clauses headed by verbs,
nouns, adjectives, etc.), followed by one or more un-
satisfied dependencies, each consisting of an opera-
tor (-a and -b for adjacent argument dependencies
preceding and following a head, -c and -d for adja-
cent conjunct dependencies preceding and following
a head, -g for filler-gap dependencies, -r for relative
pronoun dependencies, and some others), followed
by a dependent category type. For example, the cat-
egory for a transitive verb would be V-aN-bN, since
it is headed by a verb and has unsatisfied dependen-
cies to satisfied noun-headed categories preceding
and following it (for the subject and direct object
noun phrase, respectively).

As in other categorial grammars, inference rules
for local argument attachment apply functors of cat-
egory c-ad or c-bd to initial or final arguments of
category d:

d c-ad⇒ c (Aa)

c-bd d⇒ c (Ab)

However, the Nguyen et al. (2012) GCG uses dis-
tinguished inference rules for modifier attachment,
which allows modifier categories to be consolidated
with categories for modifiers in other contexts (pre-
verbal, post-verbal, etc.), and with certain predica-
tive categories. This allows derivations in the train-
ing corpus involving different modifier types to also
be consolidated, which increases the power of the
extracted statistics. Inference rules for modifier at-
tachment apply initial or final modifiers of cate-
gory u-ad to modificands of category c, for u ∈ U

and c, d ∈ C:

u-ad c⇒ c (Ma)

c u-ad⇒ c (Mb)

The Nguyen et al. (2012) GCG also uses distin-
guished inference rules to introduce, propagate, and
bind missing non-local arguments, similar to the gap
or slash rules of Generalized Phrase Structure Gram-
mar (Gazdar et al., 1985) and Head-driven Phrase
Structure Grammar (Pollard and Sag, 1994). Infer-
ence rules for gap attachment hypothesize gaps as
initial arguments, final arguments, or modifiers, for
c, d ∈ C:

c-ad⇒ c-gd (Ga)

c-bd⇒ c-gd (Gb)

c⇒ c-gd (Gc)

Non-local arguments, using non-local operator and
argument category ψ∈{-g, -h, -i, -r}×C, are then
propagated to the consequent from all possible com-
binations of antecedents. For each rule d e ⇒ c ∈
{Aa–b,Ma–b} :

d eψ ⇒ cψ (Ac–d,Mc–d)

dψ e⇒ cψ (Ae–f,Me–f)

dψ eψ ⇒ cψ (Ag–h,Mg–h)

In order to consolidate relative and interrogative
pronouns in different pied-piping contexts into just
two reusable categories, this grammar uses distin-
guished inference rules for relative and interrogative
pronouns as well as tough constructions (e.g. this
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Model
First Pass Go-Past

Log-Likelihood AIC Log-Likelihood AIC
Baseline −1212242 2424592 −1261474 2523055
Base+PTB −1212239∗ 2424587 −1261468∗ 2523047
Base+GCG −1212239† 2424589 −1261470∗ 2523050
Base+Both −1212235† 2424583 −1261465∗ 2523043

Baseline random slopes: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram, surp-GCG, surp-PTB
Baseline fixed effects: sentpos, wlen, rlen, prevfix, 5-gram, cumu-5-gram

Table 6: Goodness of fit of models with differing syntactic calculations to reading times. Significance testing
was done between each model and the models in the section above it. Base+Both first pass significance
applies to improvement over PTB (p < .05) and to improvement over GCG (p < .01), Base+Both go-past
significance applies to improvement over each independent model. † p < .05 ∗ p < .01

bread is easy to cut), which introduce clauses with
gap dependencies, for c, d, e ∈ C, ψ∈{-g}×C:

d-ie c-gd⇒ c-ie (Fa)

d-re c-gd⇒ c-re (Fb)

c-b(dψ) dψ ⇒ c (Fc)

Also, inference rules for relative pronoun attach-
ment apply pronominal relative clauses of cate-
gory c-rd to modificands of category e:

e c-rd⇒ e (R)

Because of its richer set of language-specific infer-
ence rules, the GCG grammar annotated by Nguyen
et al. (2012) does not require different categories for
words like which in different pied-piping contexts:

cafes
N

which
N-rN

we ate in
V-gN

V-rN Fb

N R

cafes
N

in
R-aN-bN

which
N-rN

R-aN-rN Ab

we ate
V

V-g(R-aN) Gc

V-rN Fb

N R

5.2 Evaluation
Following van Schijndel et al. (2013b), the GCG
calculation of PCFG surprisal comes from a GCG-
reannotated version of the Penn Treebank whose
grammar rules have undergone 3 iterations of the
split-merge algorithm (Petrov et al., 2006). A k-best
beam with a width of 5000 is used in order to be
comparable to the PTB calculation.

Significance testing is done as in the preceding
evaluations: a baseline model is fit to reading times,
each PCFG surprisal factor is added independently
to the baseline, and both PCFG surprisal factors are
added concurrently to the baseline. Each model is
compared to the next simpler models using likeli-
hood ratio tests.

The results (Table 6) show that GCG PCFG sur-
prisal is a significant predictor of reading times
even in the presence of the stronger n-gram base-
line. Moreover, both PTB and GCG PCFG sur-
prisal significantly improve reading time predictions
even when the other PCFG surprisal measure is also
included. This suggests that each is contributing
something the other is not. Since the GCG gram-
mar is derived from an automatically reannotated
version of the Penn Treebank, there may be errors
in the GCG annotation which cause errors in the es-
timates of underlying GCG structure. Since the PTB
grammar is manually annotated by experts, the PTB
grammar may be receiving credit for correct struc-
tural prediction in cases where GCG’s estimates are
incorrect. However, it seems likely that GCG may
be providing a better fit in cases of long-distance de-
pendencies because such relations are omitted from
the PTB grammar.

A follow-up evaluation (not shown here) using the
experimental design from Section 4 but using GCG
PCFG surprisal rather than PTB PCFG surprisal re-
vealed that cumulative PCFG surprisal is still not
a significant predictor when calculated using GCG.
The failure of cumulative PCFG surprisal to improve
over basic GCG PCFG surprisal could be expected
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Predictor
First Pass Go-Past
coef t value coef t value

sentpos −2.47 −3.59 −2.82 −3.38
wlen 25.90 8.67 28.98 9.97
prevfix −30.16 −7.81 −37.42 −11.49
n-gram −2.39 −1.81 −6.70 −3.36
cumu-n-gram −14.69 −7.36 −11.68 −5.01
rlen −5.67 −1.31 −12.51 −2.59
surp-GCG 4.97 2.87 5.74 2.73
surp-PTB 4.20 3.23 4.85 3.29

Table 7: Fixed effect predictor coefficients for Base+PTB+GCG model.

since a strength of GCG is in enabling non-local de-
cisions on a local basis (by propagating non-local
decisions into the category labels), so any non-local
advantage cumulative PCFG surprisal might confer
is already compressed into the GCG categories.

The results of this evaluation suggest that reading
times are mostly affected by local hierarchic struc-
ture, but the fact that GCG PCFG surprisal is able to
provide a significant fit even in the presence of the
PTB PCFG surprisal predictor suggests that some
non-local information affects reading times. In par-
ticular, while this evaluation showed that accumu-
lated syntactic context is not generally a good pre-
dictor of reading times, some or all of the non-local
information contained in the GCG categories is used
by readers and so influences reading time durations
over the local structural information reflected in the
PTB PCFG surprisal measure.

6 Discussion

The finding that the hierarchic grammars orthogo-
nally improve reading time predictions suggests that
hierarchic structural information has a significant in-
fluence on reading times. Since both the PTB and
GCG calculations of surprisal contain sequential in-
formation (e.g., of part-of-speech tags), if the effect
in this study was driven by purely sequential infor-
mation as suggested by Frank and Bod (2011), one
might expect either the PTB or the GCG calculations
of surprisal (but not both) to be a significant predic-
tor of reading times.

Instead, the present set of results support recent
claims made by van Schijndel et al. (2014) that non-
local subcategorization decisions are made early

during processing and so would have a strong in-
fluence on the reading time measures used in the
present study. Such decisions would have to be
conditioned on hierarchic structural information not
present in either PTB PCFG surprisal or the sequen-
tial structure models of Frank and Bod (2011).

Further, predictability has been shown to affect
word duration during speech production (Jurafsky
et al., 2001; Aylett and Turk, 2006), and Demberg
et al. (2012) found that hierarchic structure signif-
icantly improves over n-gram computations of pre-
dictability in that domain as well. Together, these
findings suggest that hierarchic structure is not only
a convenient descriptive tool for linguists, but that
such structure is deeply rooted in the human lan-
guage processor and is used during online language
processing.

Previous work has made a distinction between
lexical surprisal, syntactic surprisal, and total sur-
prisal (Demberg and Keller, 2008; Roark et al.,
2009). Given a prefix derivation of the structure of
the context, syntactic surprisal measures the infor-
mation obtained by generating the structure that will
enable the attachment of a newly observed lexical
item. Lexical surprisal conveys the amount of infor-
mation obtained by attaching the particular lexical
observation to the new syntactic structure. Total sur-
prisal is the original formulation of surprisal and is
the composition of the other two types of surprisal
(the information gained by generating a structure for
the current lexical observation and attaching the ob-
servation to that structure). Fossum and Levy (2012)
show that, with a non-cumulative bigram baseline,
this distinction is not significant when predicting
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reading times, so the present study simply uses to-
tal surprisal. It may be interesting in future work
to see if the distinction between surprisal types be-
comes more or less useful as the sequential baseline
improves.

The finding that cumulative n-gram information
is useful in predicting reading times bears some re-
semblance to the finding that the spillover effect of
a word is proportional to its logarithmic probabil-
ity given the context (Smith and Levy, 2013). How-
ever, the spillover effect studied by Smith and Levy
(2013) is one of a given fixation on the following
fixation. The cumulative n-grams, in contrast, per-
mit finer predictability of a word given the unfix-
ated intervening context. The two measures are sim-
ilar in that they both permit better modeling of the
predictability of a word given its context, but the
spillover measure could also be easily conceived as
continued spillover processing from the preceding
fixation, while cumulative n-grams reflect the pre-
dictability of the entire region between one fixation
and the next. Further, cumulative n-grams could
conceivably also capture processing of parafovial
preview obtained during the previous fixation. Since
the cumulative n-gram measure improves the com-
putation of predictability of a word, it could also
provide a better measure of the spillover effect a
given word will have. Future work could investigate
this by using cumulative n-grams both to compute
the predictability of the current word and to predict
the spillover effect from the preceding fixation. The
present work suggests that doing so would provide
even better reading time predictors.

7 Conclusion

First, this work suggests that the standard account-
ing for n-gram frequencies needs to change in psy-
cholinguistic studies. Currently, the standard proce-
dure is to use n-gram statistics only from the end of
an eye-tracking region. This standard calculates the
influence of the final word in each region given the
lexical context, but that context is never accounted
for in regions greater than one word in length. In-
stead, psycholinguistic models need to additionally
account for the probability of the context given its
own preceding context to provide a coherent model
of the probability of the observed lexical sequence.

This work also shows that, even with good cumu-
lative and non-cumulative estimates of the frequency
effects generated by a given lexical sequence, mea-
sures of hierarchic structure provide a significant
improvement to reading time predictions. Further,
even in the presence of both a strong n-gram base-
line and a linguistically accurate measure of hierar-
chic structure (PTB with 5 iterations of split-merge),
a linguistically-motivated model of hierarchic struc-
ture is a significant predictor of reading times. As
data coverage grows, some may worry that models
of syntax will be superseded by better n-gram mod-
els. This study suggests that hierarchic syntax re-
tains its value even in a world of big data.
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Abstract

Vector space word representations are learned
from distributional information of words in
large corpora. Although such statistics are
semantically informative, they disregard the
valuable information that is contained in se-
mantic lexicons such as WordNet, FrameNet,
and the Paraphrase Database. This paper
proposes a method for refining vector space
representations using relational information
from semantic lexicons by encouraging linked
words to have similar vector representations,
and it makes no assumptions about how the in-
put vectors were constructed. Evaluated on a
battery of standard lexical semantic evaluation
tasks in several languages, we obtain substan-
tial improvements starting with a variety of
word vector models. Our refinement method
outperforms prior techniques for incorporat-
ing semantic lexicons into word vector train-
ing algorithms.

1 Introduction

Data-driven learning of word vectors that capture
lexico-semantic information is a technique of cen-
tral importance in NLP. These word vectors can
in turn be used for identifying semantically related
word pairs (Turney, 2006; Agirre et al., 2009) or
as features in downstream text processing applica-
tions (Turian et al., 2010; Guo et al., 2014). A vari-
ety of approaches for constructing vector space em-
beddings of vocabularies are in use, notably includ-
ing taking low rank approximations of cooccurrence
statistics (Deerwester et al., 1990) and using internal
representations from neural network models of word
sequences (Collobert and Weston, 2008).

Because of their value as lexical semantic repre-
sentations, there has been much research on improv-

ing the quality of vectors. Semantic lexicons, which
provide type-level information about the semantics
of words, typically by identifying synonymy, hyper-
nymy, hyponymy, and paraphrase relations should
be a valuable resource for improving the quality of
word vectors that are trained solely on unlabeled
corpora. Examples of such resources include Word-
Net (Miller, 1995), FrameNet (Baker et al., 1998)
and the Paraphrase Database (Ganitkevitch et al.,
2013).

Recent work has shown that by either changing
the objective of the word vector training algorithm
in neural language models (Yu and Dredze, 2014;
Xu et al., 2014; Bian et al., 2014; Fried and Duh,
2014) or by relation-specific augmentation of the
cooccurence matrix in spectral word vector models
to incorporate semantic knowledge (Yih et al., 2012;
Chang et al., 2013), the quality of word vectors can
be improved. However, these methods are limited to
particular methods for constructing vectors.

The contribution of this paper is a graph-based
learning technique for using lexical relational re-
sources to obtain higher quality semantic vectors,
which we call “retrofitting.” In contrast to previ-
ous work, retrofitting is applied as a post-processing
step by running belief propagation on a graph con-
structed from lexicon-derived relational information
to update word vectors (§2). This allows retrofitting
to be used on pre-trained word vectors obtained
using any vector training model. Intuitively, our
method encourages the new vectors to be (i) simi-
lar to the vectors of related word types and (ii) simi-
lar to their purely distributional representations. The
retrofitting process is fast, taking about 5 seconds for
a graph of 100,000 words and vector length 300, and
its runtime is independent of the original word vec-
tor training model.

1606



Figure 1: Word graph with edges between related words
showing the observed (grey) and the inferred (white)
word vector representations.

Experimentally, we show that our method works
well with different state-of-the-art word vector mod-
els, using different kinds of semantic lexicons and
gives substantial improvements on a variety of
benchmarks, while beating the current state-of-the-
art approaches for incorporating semantic informa-
tion in vector training and trivially extends to mul-
tiple languages. We show that retrofitting gives
consistent improvement in performance on evalua-
tion benchmarks with different word vector lengths
and show a qualitative visualization of the effect of
retrofitting on word vector quality. The retrofitting
tool is available at: https://github.com/
mfaruqui/retrofitting.

2 Retrofitting with Semantic Lexicons

Let V = {w1, . . . , wn} be a vocabulary, i.e, the set
of word types, and Ω be an ontology that encodes se-
mantic relations between words in V . We represent
Ω as an undirected graph (V,E) with one vertex for
each word type and edges (wi, wj) ∈ E ⊆ V × V
indicating a semantic relationship of interest. These
relations differ for different semantic lexicons and
are described later (§4).

The matrix Q̂ will be the collection of vector rep-
resentations q̂i ∈ Rd, for each wi ∈ V , learned
using a standard data-driven technique, where d is
the length of the word vectors. Our objective is
to learn the matrix Q = (q1, . . . , qn) such that the
columns are both close (under a distance metric) to
their counterparts in Q̂ and to adjacent vertices in Ω.
Figure 1 shows a small word graph with such edge
connections; white nodes are labeled with theQ vec-

tors to be retrofitted (and correspond to VΩ); shaded
nodes are labeled with the corresponding vectors in
Q̂, which are observed. The graph can be interpreted
as a Markov random field (Kindermann and Snell,
1980).

The distance between a pair of vectors is defined
to be the Euclidean distance. Since we want the
inferred word vector to be close to the observed
value q̂i and close to its neighbors qj ,∀j such that
(i, j) ∈ E, the objective to be minimized becomes:

Ψ(Q) =
n∑
i=1

αi‖qi − q̂i‖2 +
∑

(i,j)∈E
βij‖qi − qj‖2


where α and β values control the relative strengths
of associations (more details in §6.1).

In this case, we first train the word vectors inde-
pendent of the information in the semantic lexicons
and then retrofit them. Ψ is convex in Q and its so-
lution can be found by solving a system of linear
equations. To do so, we use an efficient iterative
updating method (Bengio et al., 2006; Subramanya
et al., 2010; Das and Petrov, 2011; Das and Smith,
2011). The vectors in Q are initialized to be equal
to the vectors in Q̂. We take the first derivative of Ψ
with respect to one qi vector, and by equating it to
zero arrive at the following online update:

qi =

∑
j:(i,j)∈E βijqj + αiq̂i∑
j:(i,j)∈E βij + αi

(1)

In practice, running this procedure for 10 iterations
converges to changes in Euclidean distance of ad-
jacent vertices of less than 10−2. The retrofitting
approach described above is modular; it can be ap-
plied to word vector representations obtained from
any model as the updates in Eq. 1 are agnostic to the
original vector training model objective.

Semantic Lexicons during Learning. Our pro-
posed approach is reminiscent of recent work on
improving word vectors using lexical resources (Yu
and Dredze, 2014; Bian et al., 2014; Xu et al., 2014)
which alters the learning objective of the original
vector training model with a prior (or a regularizer)
that encourages semantically related vectors (in Ω)
to be close together, except that our technique is ap-
plied as a second stage of learning. We describe the
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prior approach here since it will serve as a baseline.
Here semantic lexicons play the role of a prior on Q
which we define as follows:

p(Q) ∝ exp

−γ n∑
i=1

∑
j:(i,j)∈E

βij‖qi − qj‖2


(2)
Here, γ is a hyperparameter that controls the
strength of the prior. As in the retrofitting objec-
tive, this prior on the word vector parameters forces
words connected in the lexicon to have close vec-
tor representations as did Ψ(Q) (with the role of Q̂
being played by cross entropy of the empirical dis-
tribution).

This prior can be incorporated during learn-
ing through maximum a posteriori (MAP) estima-
tion. Since there is no closed form solution of
the estimate, we consider two iterative procedures.
In the first, we use the sum of gradients of the
log-likelihood (given by the extant vector learning
model) and the log-prior (from Eq. 2), with respect
to Q for learning. Since computing the gradient of
Eq. 2 has linear runtime in the vocabulary size n, we
use lazy updates (Carpenter, 2008) for every k words
during training. We call this the lazy method of
MAP. The second technique applies stochastic gra-
dient ascent to the log-likelihood, and after every k
words applies the update in Eq. 1. We call this the
periodic method. We later experimentally compare
these methods against retrofitting (§6.2).

3 Word Vector Representations

We now describe the various publicly available pre-
trained English word vectors on which we will test
the applicability of the retrofitting model. These
vectors have been chosen to have a balanced mix
between large and small amounts of unlabeled text
as well as between neural and spectral methods of
training word vectors.

Glove Vectors. Global vectors for word represen-
tations (Pennington et al., 2014) are trained on ag-
gregated global word-word co-occurrence statistics
from a corpus, and the resulting representations
show interesting linear substructures of the word
vector space. These vectors were trained on 6 bil-
lion words from Wikipedia and English Gigaword

Lexicon Words Edges
PPDB 102,902 374,555
WordNetsyn 148,730 304,856
WordNetall 148,730 934,705
FrameNet 10,822 417,456

Table 1: Approximate size of the graphs obtained from
different lexicons.

and are of length 300.1

Skip-Gram Vectors (SG). The word2vec
tool (Mikolov et al., 2013a) is fast and currently in
wide use. In this model, each word’s Huffman code
is used as an input to a log-linear classifier with
a continuous projection layer and words within a
given context window are predicted. The available
vectors are trained on 100 billion words of Google
news dataset and are of length 300.2

Global Context Vectors (GC). These vectors are
learned using a recursive neural network that incor-
porates both local and global (document-level) con-
text features (Huang et al., 2012). These vectors
were trained on the first 1 billion words of English
Wikipedia and are of length 50.3

Multilingual Vectors (Multi). Faruqui and Dyer
(2014) learned vectors by first performing SVD on
text in different languages, then applying canonical
correlation analysis (CCA) on pairs of vectors for
words that align in parallel corpora. The monolin-
gual vectors were trained on WMT-2011 news cor-
pus for English, French, German and Spanish. We
use the Enligsh word vectors projected in the com-
mon English–German space. The monolingual En-
glish WMT corpus had 360 million words and the
trained vectors are of length 512.4

4 Semantic Lexicons

We use three different semantic lexicons to evaluate
their utility in improving the word vectors. We in-
clude both manually and automatically created lexi-
cons. Table 1 shows the size of the graphs obtained

1http://www-nlp.stanford.edu/projects/
glove/

2https://code.google.com/p/word2vec
3http://nlp.stanford.edu/˜socherr/

ACL2012_wordVectorsTextFile.zip
4http://cs.cmu.edu/˜mfaruqui/soft.html
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from these lexicons.

PPDB. The paraphrase database (Ganitkevitch et
al., 2013) is a semantic lexicon containing more than
220 million paraphrase pairs of English.5 Of these, 8
million are lexical (single word to single word) para-
phrases. The key intuition behind the acquisition of
its lexical paraphrases is that two words in one lan-
guage that align, in parallel text, to the same word in
a different language, should be synonymous. For ex-
ample, if the words jailed and imprisoned are trans-
lated as the same word in another language, it may
be reasonable to assume they have the same mean-
ing. In our experiments, we instantiate an edge in
E for each lexical paraphrase in PPDB. The lexical
paraphrase dataset comes in different sizes ranging
from S to XXXL, in decreasing order of paraphras-
ing confidence and increasing order of size. We
chose XL for our experiments. We want to give
higher edge weights (αi) connecting the retrofitted
word vectors (q) to the purely distributional word
vectors (q̂) than to edges connecting the retrofitted
vectors to each other (βij), so all αi are set to 1 and
βij to be degree(i)−1 (with i being the node the up-
date is being applied to).6

WordNet. WordNet (Miller, 1995) is a large
human-constructed semantic lexicon of English
words. It groups English words into sets of syn-
onyms called synsets, provides short, general defini-
tions, and records the various semantic relations be-
tween synsets. This database is structured in a graph
particularly suitable for our task because it explicitly
relates concepts with semantically aligned relations
such as hypernyms and hyponyms. For example, the
word dog is a synonym of canine, a hypernym of
puppy and a hyponym of animal. We perform two
different experiments with WordNet: (1) connecting
a word only to synonyms, and (2) connecting a word
to synonyms, hypernyms and hyponyms. We refer
to these two graphs as WNsyn and WNall , respec-
tively. In both settings, all αi are set to 1 and βij to
be degree(i)−1.

5http://www.cis.upenn.edu/˜ccb/ppdb
6In principle, these hyperparameters can be tuned to opti-

mize performance on a particular task, which we leave for fu-
ture work.

FrameNet. FrameNet (Baker et al., 1998; Fill-
more et al., 2003) is a rich linguistic resource
containing information about lexical and predicate-
argument semantics in English. Frames can be re-
alized on the surface by many different word types,
which suggests that the word types evoking the same
frame should be semantically related. For exam-
ple, the frame Cause change of position on a scale
is associated with push, raise, and growth (among
many others). In our use of FrameNet, two words
that group together with any frame are given an edge
in E. We refer to this graph as FN. All αi are set to
1 and βij to be degree(i)−1.

5 Evaluation Benchmarks

We evaluate the quality of our word vector represen-
tations on tasks that test how well they capture both
semantic and syntactic aspects of the representations
along with an extrinsic sentiment analysis task.

Word Similarity. We evaluate our word represen-
tations on a variety of different benchmarks that
have been widely used to measure word similarity.
The first one is the WS-353 dataset (Finkelstein et
al., 2001) containing 353 pairs of English words that
have been assigned similarity ratings by humans.
The second benchmark is the RG-65 (Rubenstein
and Goodenough, 1965) dataset that contain 65 pairs
of nouns. Since the commonly used word similar-
ity datasets contain a small number of word pairs
we also use the MEN dataset (Bruni et al., 2012) of
3,000 word pairs sampled from words that occur at
least 700 times in a large web corpus. We calculate
cosine similarity between the vectors of two words
forming a test item, and report Spearman’s rank cor-
relation coefficient (Myers and Well, 1995) between
the rankings produced by our model against the hu-
man rankings.

Syntactic Relations (SYN-REL). Mikolov et al.
(2013b) present a syntactic relation dataset com-
posed of analogous word pairs. It contains pairs
of tuples of word relations that follow a common
syntactic relation. For example, given walking and
walked, the words are differently inflected forms of
the same verb. There are nine different kinds of rela-
tions and overall there are 10,675 syntactic pairs of
word tuples. The task is to find a word d that best
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fits the following relationship: “a is to b as c is to d,”
given a, b, and c. We use the vector offset method
(Mikolov et al., 2013a; Levy and Goldberg, 2014),
computing q = qa− qb + qc and returning the vector
from Q which has the highest cosine similarity to q.

Synonym Selection (TOEFL). The TOEFL syn-
onym selection task is to select the semantically
closest word to a target from a list of four candi-
dates (Landauer and Dumais, 1997). The dataset
contains 80 such questions. An example is “rug→
{sofa, ottoman, carpet, hallway}”, with carpet be-
ing the most synonym-like candidate to the target.

Sentiment Analysis (SA). Socher et al. (2013)
created a treebank containing sentences annotated
with fine-grained sentiment labels on phrases and
sentences from movie review excerpts. The coarse-
grained treebank of positive and negative classes
has been split into training, development, and test
datasets containing 6,920, 872, and 1,821 sentences,
respectively. We train an `2-regularized logistic re-
gression classifier on the average of the word vectors
of a given sentence to predict the coarse-grained sen-
timent tag at the sentence level, and report the test-
set accuracy of the classifier.

6 Experiments

We first show experiments measuring improvements
from the retrofitting method (§6.1), followed by
comparisons to using lexicons during MAP learn-
ing (§6.2) and other published methods (§6.3). We
then test how well retrofitting generalizes to other
languages (§6.4).

6.1 Retrofitting

We use Eq. 1 to retrofit word vectors (§3) using
graphs derived from semantic lexicons (§4).

Results. Table 2 shows the absolute changes in
performance on different tasks (as columns) with
different semantic lexicons (as rows). All of the lexi-
cons offer high improvements on the word similarity
tasks (the first three columns). On the TOEFL task,
we observe large improvements of the order of 10
absolute points in accuracy for all lexicons except
for FrameNet. FrameNet’s performance is weaker,
in some cases leading to worse performance (e.g.,

with Glove and SG vectors). For the extrinsic senti-
ment analysis task, we observe improvements using
all the lexicons and gain 1.4% (absolute) in accuracy
for the Multi vectors over the baseline. This increase
is statistically significant (p < 0.01, McNemar).

We observe improvements over Glove and SG
vectors, which were trained on billions of tokens on
all tasks except for SYN-REL. For stronger base-
lines (Glove and Multi) we observe smaller im-
provements as compared to lower baseline scores
(SG and GC). We believe that FrameNet does not
perform as well as the other lexicons because its
frames group words based on very abstract concepts;
often words with seemingly distantly related mean-
ings (e.g., push and growth) can evoke the same
frame. Interestingly, we almost never improve on
the SYN-REL task, especially with higher baselines,
this can be attributed to the fact that SYN-REL is in-
herently a syntactic task and during retrofitting we
are incorporating additional semantic information in
the vectors. In summary, we find that PPDB gives
the best improvement maximum number of times
aggreagted over different vetor types, closely fol-
lowed by WNall , and retrofitting gives gains across
tasks and vectors. An ensemble lexicon, in which
the graph is the union of the WNall and PPDB
lexicons, on average performed slightly worse than
PPDB; we omit those results here for brevity.

6.2 Semantic Lexicons during Learning
To incorporate lexicon information during training,
and compare its performance against retrofitting,
we train log-bilinear (LBL) vectors (Mnih and Teh,
2012). These vectors are trained to optimize the
log-likelihood of a language model which predicts
a word token w’s vector given the set of words in its
context (h), also represented as vectors:

p(w | h;Q) ∝ exp

(∑
i∈h

q>i qj + bj

)
(3)

We optimize the above likelihood combined with the
prior defined in Eq. 2 using the lazy and periodic
techniques described in §2. Since it is costly to com-
pute the partition function over the whole vocab-
ulary, we use noise constrastive estimation (NCE)
to estimate the parameters of the model (Mnih and
Teh, 2012) using AdaGrad (Duchi et al., 2010) with
a learning rate of 0.05.
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Lexicon MEN-3k RG-65 WS-353 TOEFL SYN-REL SA
Glove 73.7 76.7 60.5 89.7 67.0 79.6
+PPDB 1.4 2.9 –1.2 5.1 –0.4 1.6
+WNsyn 0.0 2.7 0.5 5.1 –12.4 0.7
+WNall 2.2 7.5 0.7 2.6 –8.4 0.5
+FN –3.6 –1.0 –5.3 2.6 –7.0 0.0
SG 67.8 72.8 65.6 85.3 73.9 81.2
+PPDB 5.4 3.5 4.4 10.7 –2.3 0.9
+WNsyn 0.7 3.9 0.0 9.3 –13.6 0.7
+WNall 2.5 5.0 1.9 9.3 –10.7 –0.3
+FN –3.2 2.6 –4.9 1.3 –7.3 0.5
GC 31.3 62.8 62.3 60.8 10.9 67.8
+PPDB 7.0 6.1 2.0 13.1 5.3 1.1
+WNsyn 3.6 6.4 0.6 7.3 –1.7 0.0
+WNall 6.7 10.2 2.3 4.4 –0.6 0.2
+FN 1.8 4.0 0.0 4.4 –0.6 0.2
Multi 75.8 75.5 68.1 84.0 45.5 81.0
+PPDB 3.8 4.0 6.0 12.0 4.3 0.6
+WNsyn 1.2 0.2 2.2 6.6 –12.3 1.4
+WNall 2.9 8.5 4.3 6.6 –10.6 1.4
+FN 1.8 4.0 0.0 4.4 –0.6 0.2

Table 2: Absolute performance changes with retrofitting. Spearman’s correlation (3 left columns) and accuracy (3
right columns) on different tasks. Higher scores are always better. Bold indicates greatest improvement for a vector
type.

Method k, γ MEN-3k RG-65 WS-353 TOEFL SYN-REL SA
LBL (Baseline) k =∞, γ = 0 58.0 42.7 53.6 66.7 31.5 72.5

LBL + Lazy
γ = 1 –0.4 4.2 0.6 –0.1 0.6 1.2

γ = 0.1 0.7 8.1 0.4 –1.4 0.7 0.8
γ = 0.01 0.7 9.5 1.7 2.6 1.9 0.4

LBL + Periodic
k = 100M 3.8 18.4 3.6 12.0 4.8 1.3
k = 50M 3.4 19.5 4.4 18.6 0.6 1.9
k = 25M 0.5 18.1 2.7 21.3 –3.7 0.8

LBL + Retrofitting – 5.7 15.6 5.5 18.6 14.7 0.9

Table 3: Absolute performance changes for including PPDB information while training LBL vectors. Spearman’s
correlation (3 left columns) and accuracy (3 right columns) on different tasks. Bold indicates greatest improvement.

We train vectors of length 100 on the WMT-2011
news corpus, which contains 360 million words,
and use PPDB as the semantic lexicon as it per-
formed reasonably well in the retrofitting experi-
ments (§6.1). For the lazy method we update with
respect to the prior every k = 100,000 words7

and test for different values of prior strength γ ∈
{1, 0.1, 0.01}. For the periodic method, we up-
date the word vectors using Eq. 1 every k ∈
{25, 50, 100} million words.

7k = 10,000 or 50,000 yielded similar results.

Results. See Table 3. For lazy, γ = 0.01 performs
best, but the method is in most cases not highly sen-
sitive to γ’s value. For periodic, which overall leads
to greater improvements over the baseline than lazy,
k = 50M performs best, although all other values
of k also outperform the the baseline. Retrofitting,
which can be applied to any word vectors, regardless
of how they are trained, is competitive and some-
times better.
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Corpus Vector Training MEN-3k RG-65 WS-353 TOEFL SYN-REL SA

WMT-11
CBOW 55.2 44.8 54.7 73.3 40.8 74.1
Yu and Dredze (2014) 50.1 47.1 53.7 61.3 29.9 71.5
CBOW + Retrofitting 60.5 57.7 58.4 81.3 52.5 75.7

Wikipedia
SG 76.1 66.7 68.6 72.0 40.3 73.1
Xu et al. (2014) – – 68.3 – 44.4 –
SG + Retrofitting 65.7 73.9 67.5 86.0 49.9 74.6

Table 4: Comparison of retrofitting for semantic enrichment against Yu and Dredze (2014), Xu et al. (2014). Spear-
man’s correlation (3 left columns) and accuracy (3 right columns) on different tasks.

6.3 Comparisons to Prior Work

Two previous models (Yu and Dredze, 2014; Xu
et al., 2014) have shown that the quality of word
vectors obtained using word2vec tool can be im-
proved by using semantic knowledge from lexicons.
Both these models use constraints among words as
a regularization term on the training objective dur-
ing training, and their methods can only be applied
for improving the quality of SG and CBOW vectors
produced by the word2vec tool. We compared the
quality of our vectors against each of these.

Yu and Dredze (2014). We train word vectors us-
ing their joint model training code8 while using ex-
actly the same training settings as specified in their
best model: CBOW, vector length 100 and PPDB for
enrichment. The results are shown in the top half of
Table 4 where our model consistently outperforms
the baseline and their model.

Xu et al. (2014). This model extracts categori-
cal and relational knowledge among words from
Freebase9 and uses it as a constraint while train-
ing. Unfortunately, neither their word embeddings
nor model training code is publicly available, so
we train the SG model by using exactly the same
settings as described in their system (vector length
300) and on the same corpus: monolingual English
Wikipedia text.10 We compare the performance of
our retrofitting vectors on the SYN-REL and WS-
353 task against the best model11 reported in their
paper. As shown in the lower half of Table 4, our
model outperforms their model by an absolute 5.5
points absolute on the SYN-REL task, but a slightly

8https://github.com/Gorov/JointRCM
9https://www.freebase.com

10http://mattmahoney.net/dc/enwik9.zip
11Their best model is named “RC-NET” in their paper.

inferior score on the WS-353 task.

6.4 Multilingual Evaluation

We tested our method on three additional languages:
German, French, and Spanish. We used the Univer-
sal WordNet (de Melo and Weikum, 2009), an au-
tomatically constructed multilingual lexical knowl-
edge base based on WordNet.12 It contains words
connected via different lexical relations to other
words both within and across languages. We con-
struct separate graphs for different languages (i.e.,
only linking words to other words in the same lan-
guage) and apply retrofitting to each. Since not
many word similarity evaluation benchmarks are
available for languages other than English, we tested
our baseline and improved vectors on one bench-
mark per language.

We used RG-65 (Gurevych, 2005), RG-65
(Joubarne and Inkpen, 2011) and MC-30 (Hassan
and Mihalcea, 2009) for German, French and Span-
ish, respectively.13 We trained SG vectors for each
language of length 300 on a corpus of 1 billion to-
kens, each extracted from Wikipedia, and evaluate
them on word similarity on the benchmarks before
and after retrofitting. Table 5 shows that we obtain
high improvements which strongly indicates that our
method generalizes across these languages.

7 Further Analysis

Retrofitting vs. vector length. With more di-
mensions, word vectors might be able to cap-
ture higher orders of semantic information and
retrofitting might be less helpful. We train SG vec-

12http://www.mpi-inf.mpg.de/yago-naga/
uwn

13These benchmarks were created by translating the corre-
sponding English benchmarks word by word manually.
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Figure 3: Two-dimensional PCA projections of 100-dimensional SG vector pairs holding the “adjective to adverb”
relation, before (left) and after (right) retrofitting.

Language Task SG Retrofitted SG
German RG-65 53.4 60.3
French RG-65 46.7 60.6
Spanish MC-30 54.0 59.1

Table 5: Spearman’s correlation for word similarity eval-
uation using the using original and retrofitted SG vectors.
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Figure 2: Spearman’s correlation on the MEN word sim-
ilarity task, before and after retrofitting.

tors on 1 billion English tokens for vector lengths
ranging from 50 to 1,000 and evaluate on the MEN
word similarity task. We retrofit these vectors to
PPDB (§4) and evaluate those on the same task. Fig-
ure 2 shows consistent improvement in vector qual-
ity across different vector lengths.

Visualization. We randomly select eight word
pairs that have the “adjective to adverb” relation
from the SYN-REL task (§5). We then take a two-
dimensional PCA projection of the 100-dimensional

SG word vectors and plot them in R2. In Figure 3 we
plot these projections before (left) and after (right)
retrofitting. It can be seen that in the first case the
direction of the analogy vectors is not consistent, but
after retrofitting all the analogy vectors are aligned
in the same direction.

8 Related Work

The use of lexical semantic information in training
word vectors has been limited. Recently, word sim-
ilarity knowledge (Yu and Dredze, 2014; Fried and
Duh, 2014) and word relational knowledge (Xu et
al., 2014; Bian et al., 2014) have been used to im-
prove the word2vec embeddings in a joint train-
ing model similar to our regularization approach.
In latent semantic analysis, the word cooccurrence
matrix can be constructed to incorporate relational
information like antonym specific polarity induc-
tion (Yih et al., 2012) and multi-relational latent se-
mantic analysis (Chang et al., 2013).

The approach we propose is conceptually similar
to previous work that uses graph structures to prop-
agate information among semantic concepts (Zhu,
2005; Culp and Michailidis, 2008). Graph-based
belief propagation has also been used to induce
POS tags (Subramanya et al., 2010; Das and Petrov,
2011) and semantic frame associations (Das and
Smith, 2011). In those efforts, labels for unknown
words were inferred using a method similar to
ours. Broadly, graph-based semi-supervised learn-
ing (Zhu, 2005; Talukdar and Pereira, 2010) has
been applied to machine translation (Alexandrescu
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and Kirchhoff, 2009), unsupervised semantic role
induction (Lang and Lapata, 2011), semantic docu-
ment modeling (Schuhmacher and Ponzetto, 2014),
language generation (Krahmer et al., 2003) and sen-
timent analysis (Goldberg and Zhu, 2006).

9 Conclusion

We have proposed a simple and effective method
named retrofitting to improve word vectors using
word relation knowledge found in semantic lex-
icons. Retrofitting is used as a post-processing
step to improve vector quality and is more modu-
lar than other approaches that use semantic informa-
tion while training. It can be applied to vectors ob-
tained from any word vector training method. Our
experiments explored the method’s performance
across tasks, semantic lexicons, and languages and
showed that it outperforms existing alternatives.
The retrofitting tool is available at: https://
github.com/mfaruqui/retrofitting.
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2003. Graph-based generation of referring expres-
sions. Comput. Linguist.

Thomas K Landauer and Susan T. Dumais. 1997. A so-
lution to plato’s problem: The latent semantic analysis
theory of acquisition, induction, and representation of
knowledge. Psychological review.

Joel Lang and Mirella Lapata. 2011. Unsupervised se-
mantic role induction with graph partitioning. In Pro-
ceedings of EMNLP.

Omer Levy and Yoav Goldberg. 2014. Linguistic regu-
larities in sparse and explicit word representations. In
Proceedings of CoNLL.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013a. Efficient estimation of word representa-
tions in vector space. arXiv preprint arXiv:1301.3781.

Tomas Mikolov, Wen-tau Yih, and Geoffrey Zweig.
2013b. Linguistic regularities in continuous space
word representations. In Proceedings of NAACL.

George A Miller. 1995. Wordnet: a lexical database for
english. Communications of the ACM.

Andriy Mnih and Yee Whye Teh. 2012. A fast and sim-
ple algorithm for training neural probabilistic language
models. In Proceedings of ICML.

Jerome L. Myers and Arnold D. Well. 1995. Research
Design & Statistical Analysis. Routledge.

Jeffrey Pennington, Richard Socher, and Christopher D.
Manning. 2014. Glove: Global vectors for word rep-
resentation. In Proceedings of EMNLP.

Herbert Rubenstein and John B. Goodenough. 1965.
Contextual correlates of synonymy. Commun. ACM,
8(10):627–633, October.

Michael Schuhmacher and Simone Paolo Ponzetto.
2014. Knowledge-based graph document modeling.
In Proceedings of WSDM.

Richard Socher, Alex Perelygin, Jean Wu, Jason Chuang,
Christopher D. Manning, Andrew Y. Ng, and Christo-
pher Potts. 2013. Recursive deep models for semantic
compositionality over a sentiment treebank. In Pro-
ceedings of EMNLP.

Amarnag Subramanya, Slav Petrov, and Fernando
Pereira. 2010. Efficient graph-based semi-supervised
learning of structured tagging models. In Proceedings
of EMNLP.

Partha Pratim Talukdar and Fernando Pereira. 2010.
Experiments in graph-based semi-supervised learning
methods for class-instance acquisition. In Proceedings
of ACL.

Joseph Turian, Lev Ratinov, and Yoshua Bengio. 2010.
Word representations: a simple and general method for
semi-supervised learning. In Proc. of ACL.

Peter D. Turney. 2006. Similarity of semantic relations.
Comput. Linguist., 32(3):379–416, September.

Chang Xu, Yalong Bai, Jiang Bian, Bin Gao, Gang Wang,
Xiaoguang Liu, and Tie-Yan Liu. 2014. Rc-net: A
general framework for incorporating knowledge into
word representations. In Proceedings of CIKM.

Wen-tau Yih, Geoffrey Zweig, and John C. Platt. 2012.
Polarity inducing latent semantic analysis. In Pro-
ceedings of EMNLP.

Mo Yu and Mark Dredze. 2014. Improving lexical em-
beddings with semantic knowledge. In ACL.

Xiaojin Zhu. 2005. Semi-supervised Learning
with Graphs. Ph.D. thesis, Pittsburgh, PA, USA.
AAI3179046.

1615



Human Language Technologies: The 2015 Annual Conference of the North American Chapter of the ACL, pages 1616–1626,
Denver, Colorado, May 31 – June 5, 2015. c©2015 Association for Computational Linguistics

“You’re Mr. Lebowski, I’m the Dude”:
Inducing Address Term Formality in Signed Social Networks

Vinodh Krishnan
College of Computing

Georgia Institute of Technology
Atlanta, GA 30308

krishnan.vinodh@gmail.com

Jacob Eisenstein
School of Interactive Computing
Georgia Institute of Technology

Atlanta, GA 30308
jacobe@gatech.edu

Abstract

We present an unsupervised model for induc-
ing signed social networks from the content
exchanged across network edges. Inference
in this model solves three problems simulta-
neously: (1) identifying the sign of each edge;
(2) characterizing the distribution over content
for each edge type; (3) estimating weights for
triadic features that map to theoretical mod-
els such as structural balance. We apply this
model to the problem of inducing the social
function of address terms, such as Madame,
comrade, and dude. On a dataset of movie
scripts, our system obtains a coherent cluster-
ing of address terms, while at the same time
making intuitively plausible judgments of the
formality of social relations in each film. As
an additional contribution, we provide a boot-
strapping technique for identifying and tag-
ging address terms in dialogue.1

1 Introduction

One of the core communicative functions of lan-
guage is to modulate and reproduce social dynam-
ics, such as friendship, familiarity, formality, and
power (Hymes, 1972). However, large-scale em-
pirical work on understanding this communicative
function has been stymied by a lack of labeled data:
it is not clear what to annotate, let alone whether
and how such annotations can be produced reliably.
Computational linguistics has made great progress
in modeling language’s informational dimension,

1Code and data for this paper is available at https://
github.com/vinodhkris/signed-social.

but — with a few notable exceptions — computa-
tion has had little to contribute to our understanding
of language’s social dimension.

Yet there is a rich theoretical literature on social
structures and dynamics. In this paper, we focus
on one such structure: signed social networks, in
which edges between individuals are annotated with
information about the nature of the relationship. For
example, the individuals in a dyad may be friends
or foes; they may be on formal or informal terms;
or they may be in an asymmetric power relation-
ship. Several theories characterize signed social net-
works: in structural balance theory, edge signs in-
dicate friendship and enmity, with some triads of
signed edges being stable, and others being unsta-
ble (Cartwright and Harary, 1956); conversely, in
status theory (Leskovec et al., 2010b), edges indicate
status differentials, and triads should obey transitiv-
ity. But these theoretical models can only be applied
when the sign of each social network connection is
known, and they do not answer the sociolinguistic
question of how the sign of a social tie relates to the
language that is exchanged across it.

We present a unified statistical model that incor-
porates both network structure and linguistic con-
tent. The model connects signed social networks
with address terms (Brown and Ford, 1961), which
include names, titles, and “placeholder names,” such
as dude. The choice of address terms is an indica-
tor of the level of formality between the two parties:
for example, in contemporary North American En-
glish, a formal relationship is signaled by the use
of titles such as Ms and Mr, while an informal re-
lationship is signaled by the use of first names and
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placeholder names. These tendencies can be cap-
tured with a multinomial distribution over address
terms, conditioned on the nature of the relationship.
However, the linguistic signal is not the only indi-
cator of formality: network structural properties can
also come into play. For example, if two individ-
uals share a mutual friend, with which both are on
informal terms, then they too are more likely to have
an informal relationship. With a log-linear prior dis-
tribution over network structures, it is possible to in-
corporate such triadic features, which relate to struc-
tural balance and status theory.

Given a dataset of unlabeled network structures
and linguistic content, inference in this model simul-
taneously induces three quantities of interest:

• a clustering of network edges into types;

• a probabilistic model of the address terms that
are used across each edge type, thus revealing
the social meaning of these address terms;

• weights for triadic features of signed networks,
which can then be compared with the predic-
tions of existing social theories.

Such inferences can be viewed as a form of so-
ciolinguistic structure induction, permitting social
meanings to be drawn from linguistic data. In addi-
tion to the model and the associated inference pro-
cedure, we also present an approach for inducing
a lexicon of address terms, and for tagging them
in dialogues. We apply this procedure to a dataset
of movie scripts (Danescu-Niculescu-Mizil and Lee,
2011). Quantitative evaluation against human rat-
ings shows that the induced clusters of address terms
correspond to intuitive perceptions of formality, and
that the network structural features improve pre-
dictive likelihood over a purely text-based model.
Qualitative evaluation shows that the model makes
reasonable predictions of the level of formality of
social network ties in well-known movies.

We first describe our model for linking network
structure and linguistic content in general terms, as
it can be used for many types of linguistic con-
tent and edge labels. Next we describe a procedure
which semi-automatically induces a lexicon of ad-
dress terms, and then automatically labels them in
text. We then describe the application of this proce-

dure to a dataset of movie dialogues, including quan-
titative and qualitative evaluations.

2 Joint model of signed social networks
and textual content

We now present a probabilistic model for linking
network structure with content exchanged over the
network. In this section, the model is presented in
general terms, so that it can be applied to any type of
event counts, with any form of discrete edge labels.
The application of the model to forms of address is
described in Sections 4 and 5.

We observe a dataset of undirected graphs G(t) =
{i, j}, with a total ordering on nodes such that i < j
in all edges. For each edge 〈i, j〉, we observe di-
rected content vectors xi→j and xi←j , which may
represent counts of words or other discrete events,
such as up-votes and down-votes for comments in
a forum thread. We hypothesize a latent edge label
yij ∈ Y , so that xi→j and xi←j are conditioned on
yij . In this paper we focus on binary labels (e.g.,
Y = {+,−}), but the approach generalizes to larger
finite discrete sets, such as directed binary labels
(e.g., Y = {++,+−,−+,−−}) and comparative
status labels (e.g., Y = {<,>,≈}).

We model the likelihood of the observations con-
ditioned on the edge labels as multinomial,

xi→j | yij ∼Multinomial(θ→yij
) (1)

xi←j | yij ∼Multinomial(θ←yij
). (2)

Parameter tying can be employed to handle spe-
cial cases. For example, if the edge labels are undi-
rected, then we add the constraint θ→y = θ←y ,∀y.
If the edge labels reflect relative status, then we
would instead add the constraints (θ→< = θ←> ),
(θ→> = θ←< ), and (θ→≈ = θ←≈ ).

The distribution over edge labelings P (y) is mod-
eled in a log-linear framework, with features that can
consider network structure and signed triads:

P (y;G,η,β) =
1

Z(η,β;G)

× exp
∑
〈i,j〉∈G

η>f(yij , i, j, G)

× exp
∑

〈i,j,k〉∈T (G)

βyij ,yjk,yik
, (3)
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where T (G) is the set of triads in the graph G.
The first term of Equation 3 represents a normal-
izing constant. The second term includes weights
η, which apply to network features f(yij , i, j, G).
This can include features like the number of mu-
tual friends between nodes i and j, or any number
of more elaborate structural features (Liben-Nowell
and Kleinberg, 2007). For example, the feature
weights η could ensure that the edge label Yij = +
is especially likely when nodes i and j have many
mutual friends in G. However, these features cannot
consider any edge labels besides yij .

In the third line of Equation 3, each weight
βyij ,yjk,yik

corresponds to a signed triad type, invari-
ant to rotation. In a binary signed network, struc-
tural balance theory would suggest positive weights
for β+++ (all friends) and β+−− (two friends and
a mutual enemy), and negative weights for β++−
(two enemies and a mutual friend) and β−−− (all
enemies). In contrast, a status-based network theory
would penalize non-transitive triads such as β>><.
Thus, in an unsupervised model, we can examine the
weights to learn about the semantics of the induced
edge types, and to see which theory best describes
the signed network configurations that follow from
the linguistic signal. This is a natural next step from
prior work that computes the frequency of triads in
explicitly-labeled signed social networks (Leskovec
et al., 2010b).

3 Inference and estimation

Our goal is to estimate the parameters θ, β, and η,
given observations of network structures G(t) and
linguistic content x(t), for t ∈ {1, . . . , T}. Eliding
the sum over instances t, we seek to maximize the
variational lower bound on the expected likelihood,

LQ =EQ[logP (y,x;β,θ, G)]− EQ[logQ(y)]
=EQ[logP (x | y;θ)] + EQ[logP (y;G,β,η)]
− EQ[logQ(y)]. (4)

The first and third terms factor across edges,

EQ[logP (x | y;θ)] =
∑
〈i,j〉∈G

∑
y′∈Y

qij(y′)x>i→j log θ→y′

+qij(y′)x>i←j log θ←y′

EQ[logQ(y)] =
∑
〈i,j〉∈G

∑
y′∈Y

qij(y′) log q(y′).

The expected log-prior EQ[logP (y)] is com-
puted from the prior distribution defined in Equa-
tion 3, and therefore involves triads of edge labels,

EQ[logP (y;η,β)] = − logZ(η,β;G)

+
∑
〈i,j〉∈G

∑
y′
qij(y′)η>f(y′, i, j, G)

+
∑

〈i,j,k〉∈T (G)

∑
y,y′,y′′

qij(y)qjk(y′)qik(y′′)βy,y′,y′′ .

We can reach a local maximum of the
variational bound by applying expectation-
maximization (Dempster et al., 1977), iterating
between updates to Q(y), and updates to the
parameters θ,β,η. This procedure is summarized
in Table 1, and described in more detail below.

3.1 E-step
In the E-step, we sequentially update each qij , taking
the derivative of Equation 4:

∂LQ
∂qij(y)

= logP (xi→j | Yij = y;θ→)

+ logP (xi←j | Yij = y;θ←)
+ EQ(y−(ij))

[logP (y | Yij = y;β,η)]

− log qij(y)− 1. (5)

After adding a Lagrange multiplier to ensure that∑
y qij(y) = 1, we obtain a closed-form solution

for each qij(y). These iterative updates to qij can
be viewed as a form of mean field inference (Wain-
wright and Jordan, 2008).

3.2 M-step
In the general case, the maximum expected likeli-
hood solution for the content parameter θ is given
by the expected counts,

θ→y ∝
∑
〈i,j〉∈G

qij(y)xi→j (6)

θ←y ∝
∑
〈i,j〉∈G

qij(y)xi←j . (7)

As noted above, we are often interested in special
cases that require parameter tying, such as θ→y =
θ←y ,∀y. This can be handled by simply computing
expected counts across the tied parameters.
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1. Initialize Q(Y (t)) for each t ∈ {1 . . . T}
2. Iterate until convergence:

E-step update each qij in closed form, based
on Equation 5.

M-step: content Update θ in closed form
from Equations 6 and 7.

M-step: structure Update β,η, and c by ap-
plying L-BFGS to the noise-contrastive
estimation objective in Equation 8.

Table 1: Expectation-maximization estimation procedure

Obtaining estimates for β and η is more challeng-
ing, as it would seem to involve computing the par-
tition function Z(η,β;G), which sums over all pos-
sible labeling of each network G(t). The number of
such labelings is exponential in the number of edges
in the network. West et al. (2014) show that for an
objective function involving features on triads and
dyads, it is NP-hard to find even the single optimal
labeling.

We therefore apply noise-contrastive estimation
(NCE; Gutmann and Hyvärinen, 2012), which
transforms the problem of estimating the density
P (y) into a classification problem: distinguishing
the observed graph labelings y(t) from randomly-
generated “noise” labelings ỹ(t) ∼ Pn, where Pn
is a noise distribution. NCE introduces an addi-
tional parameter c for the partition function, so that
logP (y;β,η, c) = logP 0(y;β,η)+c, with P 0(y)
representing the unnormalized probability of y. We
can then obtain the NCE objective by writingD = 1
for the case that y is drawn from the data distribu-
tion and D = 0 for the case that y is drawn from the
noise distribution,

JNCE(η,β, c)

=
∑
t

logP (D = 1 | y(t);η,β, c)

− logP (D = 0 | ỹ(t);η,β, c), (8)

where we draw exactly one noise instance ỹ for each
true labeling y(t).

Because we are working in an unsupervised set-
ting, we do not observe y(t), so we cannot directly
compute the log probability in Equation 8. Instead,

we compute the expectations of the relevant log
probabilities, under the distribution Q(y),

EQ[logP 0(y;β,η)] =∑
〈i,j〉∈G

∑
y

qij(y)η>f(y, i, j,G)

+
∑

k:〈i,j,k〉∈T (G)

∑
y,y′,y′′

qij(y)qjk(y′)qik(y′′)βy,y′,y′′ .

(9)

We define the noise distribution Pn by sampling
edge labels yij from their empirical distribution un-
der Q(y). The expectation Eq[logPn(y)] is there-
fore simply the negative entropy of this empirical
distribution, multiplied by the number of edges inG.
We then plug in these expected log-probabilities to
the noise-contrastive estimation objective function,
and take derivatives with respect to the parameters
β, η, and c. In each iteration of the M-step, we
optimize these parameters using L-BFGS (Liu and
Nocedal, 1989).

4 Identifying address terms in dialogue

The model described in the previous sections is ap-
plied in a study of the social meaning of address
terms — terms for addressing individual people —
which include:

Names such as Barack, Barack Hussein Obama.

Titles such as Ms., Dr., Private, Reverend. Titles
can be used for address either by preceding a
name (e.g., Colonel Kurtz), or in isolation (e.g.,
Yes, Colonel.).

Placeholder names such as dude (Kiesling, 2004),
bro, brother, sweetie, cousin, and asshole.
These terms can be used for address only in iso-
lation (for example, in the address cousin Sue,
the term cousin would be considered a title).

Because address terms connote varying levels of
formality and familiarity, they play a critical role
in establishing and maintaining social relationships.
However, we find no prior work on automatically
identifying address terms in dialogue transcripts.
There are several subtasks: (1) distinguishing ad-
dresses from mentions of other individuals, (2) iden-
tifying a lexicon of titles, which either precede name
addresses or can be used in isolation, (3) identifying
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Text: I ’m not Mr. Lebowski ; you ’re Mr. Lebowski .
POS: PRP VBP RB NNP NNP : PRP VBP NNP NNP .
Address: O O O B-ADDR L-ADDR O O O B-ADDR L-ADDR O

Figure 1: Automatic re-annotation of dialogue data for address term sequences

Feature Description

Lexical The word to be tagged, and its
two predecessors and successors,
wi−2:i+2.

POS The part-of-speech of the token to
be tagged, and the POS tags of its
two predecessors and successors.

Case The case (lower, upper, or title) of
the word to be tagged, and its two
predessors and successors.

Constituency
parse

First non-NNP ancestor node of
the word wi in the constituent
parse tree, and all leaf node sib-
lings in the tree.

Dependency
parse

All dependency relations involv-
ing wi.

Location Distance of wi from the start and
the end of the sentence or turn.

Punctuation All punctuation symbols occur-
ring before and after wi.

Second person
pronoun

All forms of the second person
pronoun within the sentence.

Table 2: Features used to identify address spans

a lexicon of placeholder names, which can only be
used in isolation. We now present a tagging-based
approach for performing each of these subtasks.

We build an automatically-labeled dataset from
the corpus of movie dialogues provided by Danescu-
Niculescu-Mizil and Lee (2011); see Section 6 for
more details. This dataset gives the identity of
the speaker and addressee of each line of dialogue.
These identities constitute a minimal form of manual
annotation, but in many settings, such as social me-
dia dialogues, they could be obtained automatically.
We augment this data by obtaining the first (given)
and last (family) names of each character, which we
mine from the website rottentomatoes.com.
Next, we apply the CoreNLP part-of-speech tag-
ger (Manning et al., 2014) to identify sequences of
the NNP tag, which indicates a proper noun in the
Penn Treebank Tagset (Marcus et al., 1993). For

each NNP tag sequence that contains the name of the
addressee, we label it as an address, using BILOU
notation (Ratinov and Roth, 2009): Beginning,
Inside, and Last term of address segments; Outside
and Unit-length sequences. An example of this tag-
ging scheme is shown in Figure 1.

Next, we train a classifier (Support Vector Ma-
chine with a linear kernel) on this automatically la-
beled data, using the features shown in Table 2. For
simplicity, we do not perform structured prediction,
which might offer further improvements in accuracy.
This classifier provides an initial, partial solution
to the first problem, distinguishing second-person
addresses from references to other individuals (for
name references only). On heldout data, the clas-
sifier’s macro-averaged F-measure is 83%, and its
micro-averaged F-measure is 98.7%. Class-by-class
breakdowns are shown in Table 3.

4.1 Address term lexicons

To our surprise, we were unable to find manually-
labeled lexicons for either titles or placeholder
names. We therefore employ a semi-automated ap-
proach to construct address term lexicons, bootstrap-
ping from the address term tagger to build candidate
lists, which we then manually filter.

Titles To induce a lexicon of titles, we consider
terms that are frequently labeled with the tag B-
ADDR across a variety of dialogues, performing a
binomial test to obtain a list of terms whose fre-
quency of being labeled as B-ADDR is significantly
higher than chance. Of these 34 candidate terms, we
manually filter out 17, which are mainly common
first names, such as John; such names are frequently
labeled as B-ADDR across movies. After this man-
ual filtering, we obtain the following titles: agent,
aunt, captain, colonel, commander, cousin, deputy,
detective, dr, herr, inspector, judge, lord, master,
mayor, miss, mister, miz, monsieur, mr, mrs, ms, pro-
fessor, queen, reverend, sergeant, uncle.

1620



Placeholder names To induce a lexicon of place-
holder names, we remove the CURRENT-WORD fea-
ture from the model, and re-run the tagger on all
dialogue data. We then focus on terms which are
frequently labeled U-ADDR, indicating that they
are the sole token in the address (e.g., I’m/O per-
fectly/O calm/O, dude/U-ADDR.) We again per-
form a binomial test to obtain a list of terms whose
frequency of being labeled U-ADDR is significantly
higher than chance. We manually filter out 41 terms
from a list of 96 possible placeholder terms obtained
in the previous step. Most terms eliminated were
plural forms of placeholder names, such as fellas
and dudes; these are indeed address terms, but be-
cause they are plural, they cannot refer to a single
individual, as required by our model. Other false
positives were fillers, such as uh and um, which
were ocassionally labeled as I-ADDR by our tag-
ger. After manual filtering, we obtain the following
placeholder names: asshole, babe, baby, boss, boy,
bro, bud, buddy, cocksucker, convict, cousin, cow-
boy, cunt, dad, darling, dear, detective, doll, dude,
dummy, father, fella, gal, ho, hon, honey, kid, lad,
lady, lover, ma, madam, madame, man, mate, mis-
ter, mon, moron, motherfucker, pal, papa, partner,
peanut, pet, pilgrim, pop, president, punk, shithead,
sir, sire, son, sonny, sport, sucker, sugar, sweetheart,
sweetie, tiger.

4.2 Address term tokens
When constructing the content vectors xi→j and
xi←j , we run the address span tagger described
above, and include counts for the following types of
address spans:

• the bare first name, last name, and complete
name of individual j;

• any element in the title lexicon if labeled as B-
ADDR by the tagger;

• any element in the title or placeholder lexicon,
if labeled as U-ADDR by the tagger.

5 Address terms in a model of formality

Address terms play a key role in setting the formality
of a social interaction. However, understanding this
role is challenging. While some address terms, like
Ms and Sir, are frequent, there is a long tail of rare

Class F-measure Total Instances

I-ADDR 0.58 53
B-ADDR 0.800 483
U-ADDR 0.987 1864
L-ADDR 0.813 535
O-ADDR 0.993 35975

Table 3: Breakdown of f-measure and number of in-
stances by class in the test set.

terms whose meaning is more difficult to ascertain
from data, such as admiral, dude, and player. More-
over, the precise social meaning of address terms can
be context-dependent: for example, the term com-
rade may be formal in some contexts, but jokingly
informal in others.

Both problems can be ameliorated by adding so-
cial network structure. We treat Y = V as indicating
formality and Y = T as indicating informality. (The
notation invokes the concept of T/V systems from
politeness theory (Brown, 1987), where T refers to
the informal Latin second-person pronoun tu, and V

refers to the formal second-person pronoun vos.)
While formality relations are clearly asymmetric

in many settings, for simplicity we assume symmet-
ric relations: each pair of individuals is either on for-
mal or informal terms with each other. We therefore
add the constraints that θ←V = θ→V and θ←T = θ→T .
In this model, we have a soft expectation that triads
will obey transitivity: for example, if i and j have
an informal relationship, and j and k have an in-
formal relationship, then i and k are more likely to
have an informal relationship. After rotation, there
are four possible triads, TTT, TTV, TVV, and VVV.
The weights estimated for these triads will indicate
whether our prior expectations are validated. We
also consider a single pairwise feature template, a
metric from Adamic and Adar (2003) that sums over
the mutual friends of i and j, assigning more weight
to mutual friends who themselves have a small num-
ber of friends:

AA(i, j) =
∑

k∈Γ(i)∩k∈Γ(j)

1
log #|Γ(k)| , (10)

where Γ(i) is the set of friends of node i. (We
also tried simply counting the number of mu-
tual friends, but the Adamic-Adar metric performs
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slightly better.) This feature appears in the vector
f(yij , i, j, G), as defined in Equation 3.

6 Application to movie dialogues

We apply the ideas in this paper to a dataset
of movie dialogues (Danescu-Niculescu-Mizil and
Lee, 2011), including roughly 300,000 conversa-
tional turns between 10,000 pairs of characters in
617 movies. This dataset is chosen because it not
only provides the script of each movie, but also indi-
cates which characters are in dialogue in each line.
We evaluate on quantitative measures of predictive
likelihood (a token-level evaluation) and coherence
of the induced address term clusters (a type-level
evaluation). In addition, we describe in detail the
inferred signed social networks on two films.

We evaluate the effects of three groups of fea-
tures: address terms, mutual friends (using the
Adamic-Adar metric), and triads. We include ad-
dress terms in all evaluations, and test whether the
network features improve performance. Ablating
both network features is equivalent to clustering
dyads by the counts of address terms, but all eval-
uations were performed by ablating components of
the full model. We also tried ablating the text fea-
tures, clustering edges using only the mutual friends
and triad features, but we found that the resulting
clusters were incoherent, with no discernible rela-
tionship to the address terms.

6.1 Predictive log-likelihood

To compute the predictive log-likelihood of the ad-
dress terms, we hold out a randomly-selected 10%
of films. On these films, we use the first 50%
of address terms to estimate the dyad-label beliefs
qij(y). We then evaluate the expected log-likelihood
of the second 50% of address terms, computed as∑

y qij(y)
∑

n logP (xn | θy) for each dyad. This
is comparable to standard techniques for computing
the held-out log-likelihood of topic models (Wallach
et al., 2009).

As shown in Table 4, the full model substantially
outperforms the ablated alternatives. This indicates
that the signed triad features contribute meaningful
information towards the understanding of address
terms in dialogue.

Address
terms

Mutual
friends

Signed
triads

Log-likelihood

X -2133.28
X X -2018.21
X X -1884.02
X X X -1582.43

Table 4: Predictive log-likelihoods.

V-cluster T-cluster

sir FIRSTNAME

mr+LASTNAME man
mr+FIRSTNAME baby
mr honey
miss+LASTNAME darling
son sweetheart
mister+FIRSTNAME buddy
mrs sweetie
mrs+LASTNAME hon
FIRSTNAME+LASTNAME dude

Table 5: The ten strongest address terms for each cluster,
sorted by likelihood ratio.

6.2 Cluster coherence

Next, we consider the model inferences that re-
sult when applying the EM procedure to the entire
dataset. Table 5 presents the top address terms for
each cluster, according to likelihood ratio. The clus-
ter shown on the left emphasizes full names, titles,
and formal address, while the cluster on the right in-
cludes the given name and informal address terms
such as man, baby, and dude. We therefore use the
labels “V-cluster” and “T-cluster”, referring to the
formal and informal clusters, respectively.

We perform a quantitative evaluation of this clus-
tering through an intrusion task (Chang et al., 2009).
Specifically, we show individual raters three terms,
selected so that two terms are from the same clus-
ter, and the third term is from the other cluster; we
then ask them to identify which term is least like
the other two. Five raters were each given a list of
forty triples, with the order randomized. Of the forty
triples, twenty were from our full model, and twenty
were from a text-only clustering model. The raters
agreed with our full model in 73% percent of cases,
and agreed with the text-only model in 52% percent
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Figure 2: Estimated triad feature weights

of cases. By Fisher’s exact test, this difference is
statistically significant at p < 0.01. Both results are
significantly greater than chance agreement (33%)
by a binomial test, p < 0.001.

6.3 Network feature weights
Figure 2 shows the feature weights for each of the
four possible triads. Triads with homogeneous signs
are preferred, particularly TTT (all informal); het-
erogeneous triads are dispreferred, particularly TTV,
which is when two individuals have a formal rela-
tionship despite having a mutual informal tie. Less
dispreferred is TVV, when a pair of friends have an
informal relationship despite both having a formal
relationship with a third person; consider, for exam-
ple, the situation of two students and their professor.
In addition, the informal sign is preferred when the
dyad has a high score on the Adamic-Adar metric,
and dispreferred otherwise. This coheres with the
intuition that highly-embedded edges are likely to
be informal, with many shared friends.

6.4 Qualitative results
Analysis of individual movies suggests that the in-
duced tie signs are meaningful and coherent. For
example, the film “Star Wars” is a space opera, in
which the protagonists Luke, Han, and Leia attempt
to defeat an evil empire led by Darth Vader. The in-
duced signed social network is shown in Figure 3.
The V-edges seem reasonable: C-3PO is a robotic
servant, and Blue Leader is Luke’s military com-
mander (BLUE LEADER: Forget it, son. LUKE: Yes,
sir, but I can get him...). In contrast, the character
pairs with T-edges all have informal relationships:
the lesser-known character Biggs is Luke’s more ex-
perienced friend (BIGGS: That’s no battle, kid).

The animated film “South Park: Bigger, Longer
& Uncut” centers on three children: Stan, Cartman,
and Kyle; it also involves their parents, teachers, and
friends, as well as a number of political and religious
figures. The induced social network is shown in Fig-

BEN

BLUE
LEADER

HAN

LUKE

C-3PO

LEIA

BIGGS

Figure 3: Induced signed social network from the film
Star Wars. Blue solid edges are in the V-cluster, red
dashed edges are in the T-cluster.

ure 4. The children and their associates mostly have
T-edges, except for the edge to Gregory, a British
character with few speaking turns. This part of the
network also has a higher clustering coefficient, as
the main characters share friends such as Chef and
The Mole. The left side of the diagram centers on
Kyle’s mother, who has more formal relationships
with a variety of authority figures.

7 Related work

Recent work has explored the application of signed
social network models to social media. Leskovec
et al. (2010b) find three social media datasets from
which they are able to identify edge polarity; this en-
ables them to compare the frequency of signed triads
against baseline expectations, and to build a classi-
fier to predict edge labels (Leskovec et al., 2010a).
However, in many of the most popular social media
platforms, such as Twitter and Facebook, there is no
metadata describing edge labels. We are also inter-
ested in new applications of signed social network
analysis to datasets outside the realm of social me-
dia, such as literary texts (Moretti, 2005; Elson et al.,
2010; Agarwal et al., 2013) and movie scripts, but in
such corpora, edge labels are not easily available.

In many datasets, it is possible to obtain the tex-
tual content exchanged between members of the net-
work, and this content can provide a signal for net-
work structure. For example, Hassan et al. (2012)
characterize the sign of each network edge in terms
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Figure 4: Induced signed social network from the film
South Park: Bigger, Longer & Uncut. Blue solid edges
are in the V-cluster, red dashed edges are in the T-cluster.

of the sentiment expressed across it, finding that
the resulting networks cohere with the predictions
of structural balance theory; similar results are ob-
tained by West et al. (2014), who are thereby able
to predict the signs of unlabeled ties. Both papers
leverage the relatively mature technology of senti-
ment analysis, and are restricted to edge labels that
reflect sentiment. The unsupervised approach pre-
sented here could in principle be applied to lexicons
of sentiment terms, rather than address terms, but we
leave this for future work.

The issue of address formality in English was con-
sidered by Faruqui and Padó (2011), who show that
annotators can label the formality of the second per-
son pronoun with agreement of 70%. They use these
annotations to train a supervised classifier, obtain-
ing comparable accuracy. If no labeled data is avail-
able, annotations can be projected from languages
where the T/V distinction is marked in the mor-
phology of the second person pronoun, such as Ger-
man (Faruqui and Padó, 2012). Our work shows that
it is possible to detect formality without labeled data
or parallel text, by leveraging regularities across net-
work structures; however, this requires the assump-
tion that the level of formality for a pair of individu-
als is constant over time. The combination of our
unsupervised approach with annotation projection
might yield models that attain higher performance
while capturing change in formality over time.

More broadly, a number of recent papers have
proposed to detect various types of social relation-
ships from linguistic content. Of particular interest
are power relationships, which can be induced from
n-gram features (Bramsen et al., 2011; Prabhakaran
et al., 2012) and from coordination, where one par-
ticipant’s linguistic style is asymmetrically affected
by the other (Danescu-Niculescu-Mizil et al., 2012).
Danescu-Niculescu-Mizil et al. (2013) describe an
approach to recognizing politeness in text, lexical
and syntactic features motivated by politeness the-
ory. Anand et al. (2011) detect “rebuttals” in argu-
mentative dialogues, and Hasan and Ng (2013) em-
ploy extra-linguistic structural features to improve
the detection of stances in such debates. In all of
these cases, labeled data is used to train supervised
model; our work shows that social structural regu-
larities are powerful enough to support accurate in-
duction of social relationships (and their linguistic
correlates) without labeled data.

8 Conclusion

This paper represents a step towards unifying the-
oretical models of signed social network structures
with linguistic accounts of the expression of social
relationships in dialogue. By fusing these two phe-
nomena into a joint probabilistic model, we can in-
duce edge types with robust linguistic signatures and
coherent structural properties. We demonstrate the
effectiveness of this approach on movie dialogues,
where it induces symmetric T/V networks and their
linguistic signatures without supervision. Future
work should evaluate the capability of this approach
to induce asymmetric signed networks, the utility
of partial or distant supervision, and applications to
non-fictional dialogues.
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Abstract

We present a language agnostic, unsupervised
method for inducing morphological transfor-
mations between words. The method re-
lies on certain regularities manifest in high-
dimensional vector spaces. We show that this
method is capable of discovering a wide range
of morphological rules, which in turn are used
to build morphological analyzers. We evaluate
this method across six different languages and
nine datasets, and show significant improve-
ments across all languages.

1 Introduction

Word representations obtained via neural net-
works (Bengio et al., 2003; Socher et al., 2011a)
or specialized models (Mikolov et al., 2013a) have
been used to address various natural language pro-
cessing tasks (Mnih et al., 2009; Huang et al., 2014;
Bansal et al., 2014). These vector representations
capture various syntactic and semantic properties
of natural language (Mikolov et al., 2013b). In
many instances, natural language uses a small set
of concepts to render a much larger set of mean-
ing variations via morphology. We show in this pa-
per that morphological transformations can be cap-
tured by exploiting regularities present in word-
representations as the ones trained using the Skip-
Gram model (Mikolov et al., 2013a).

In contrast to previous approaches that com-
bine morphology with vector-based word represen-
tations (Luong et al., 2013; Botha and Blunsom,
2014), we do not rely on an external morpholog-
ical analyzer, such as Morfessor (Creutz and La-

∗Work done at Google, now at Human Longevity Inc.

gus, 2007). Instead, our method automatically in-
duces morphological rules and transformations, rep-
resented as vectors in the same embedding space.

At the heart of our method is the SkipGram
model described in (Mikolov et al., 2013a). We fur-
ther exploit the observations made by Mikolov et
al (2013b), and further studied by (Levy and Gold-
berg, 2014; Pennington et al., 2014), regarding the
regularities exhibited by such embedding spaces.
These regularities have been shown to allow infer-
ences of certain types (e.g., king is to man what
queen is to woman). Such regularities also hold for
certain morphological relations (e.g., car is to cars
what dog is to dogs). In this paper, we show that one
can exploit these regularities to model, in a princi-
pled way, prefix- and suffix-based morphology. The
main contributions of this paper are as follows:

1. provides a method by which morphological
rules are learned in an unsupervised, language-
agnostic fashion;

2. provides a mechanism for applying these rules
to known words (e.g., boldly is analyzed as
bold+ly, while only is not);

3. provides a mechanism for applying these rules
to rare and unseen words;

We show that this method improves state-of-the-art
performance on a word-similarity rating task using
standard datasets. We also quantify the impact of our
morphology treatment when using large amounts of
training data (tens/hundreds of billions of words).

The technique we describe is capable of induc-
ing transformations that cover both typical, regu-
lar morphological rules, such as adding suffix ed
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to verbs in English, as well as exceptions to such
rules, such as the fact that pluralization of words
that end in y require substituting it with ies. Be-
cause each such transformation is represented in the
high-dimensional embedding space, it therefore cap-
tures the semantics of the change. Consequently,
it allows us to build vector representations for any
unseen word for which a morphological analysis is
found, therefore covering an unbounded (albeit in-
complete) vocabulary.

Our empirical evaluations show that this
language-agnostic technique is capable of learning
morphological transformations across various
language families. We present results for English,
German, French, Spanish, Romanian, Arabic,
and Uzbek. The results indicate that the induced
morphological analysis deals successfully with
sophisticated morphological variations.

2 Previous Work

Many recent proposals in the literature use word-
representations as the basic units for tackling
sentence-level tasks such as language model-
ing (Mnih and Hinton, 2007; Mikolov and Zweig,
2012), paraphrase detection (Socher et al., 2011a),
sentiment analysis (Socher et al., 2011b), discrimi-
native parsing (Collobert, 2011), as well as similar
tasks involving larger units such as documents (Glo-
rot et al., 2011; Huang et al., 2012; Le and Mikolov,
2014). The main advantage offered by these tech-
niques is that they can be both trained in an unsu-
pervised manner, and also tuned using supervised la-
bels. However, most of these approaches treat words
as units, and fail to account for phenomena involv-
ing the relationship between various morphological
forms that affect word semantics, especially for rare
or unseen words.

Previous attempts at dealing with sub-word units
and their compositionality have looked at explicitly-
engineered features such as stems, cases, POS, etc.,
and used models such as factored NLMs (Alexan-
drescu and Kirchhoff, 2006) to obtain representa-
tions for unseen words, or compositional distribu-
tional semantic models (Lazaridou et al., 2013) to
derive representations for morphologically-inflected
words, based on the composing morphemes. A more
recent trend has seen proposals that deal with mor-

phology using vector-space representations (Luong
et al., 2013; Botha and Blunsom, 2014). Given word
morphemes (affixes, roots), a neural-network archi-
tecture (recursive neural networks in the work of
Luong et al (2013), log-bilinear models in the case
of Botha and Blunsom (2014)), is used to obtain
embedding representations for existing morphemes,
and also to combine them into (possibly novel) em-
bedding representations for words that may not have
been seen at training time.

Common to these proposals is the fact that the
morphological analysis of words is treated as an
external, preprocessing-style step. This step is
done using off-the-shelf analyzers such as Morfes-
sor (Creutz and Lagus, 2007). As a result, the mor-
phological analysis happens within a different model
compared to the model in which the resulting mor-
phemes are consequently used. In contrast, the work
presented here uses the same vector-space embed-
ding to achieve both the morphological analysis of
words and to compute their representation. As a
consequence, the morphological analysis can be jus-
tified in terms of the relationship between the result-
ing representation and other words that exhibit sim-
ilar morphological properties.

3 Morphology Induction using Embedding
Spaces

The method we present induces morphological
transformations supported by evidence in terms of
regularities within a word-embedding space. We de-
scribe in this section the algorithm used to induce
such transformations.

3.1 Morphological Transformations
We consider two main transformation types, namely
prefix and suffix substitutions. Other transformation
types can also be considered, but we restrict the fo-
cus of this work to morphological phenomena that
can be modeled via prefixes and suffixes.

We provide first a high-level description of our al-
gorithm, followed by details regarding the individual
steps. The following steps are applied to monolin-
gual training data over a finite vocabulary V :

1. Extract candidate prefix/suffix rules from V

2. Train embedding space En ⊂ Rn for all words
in V
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3. Evaluate quality of candidate rules in En

4. Generate lexicalized morphological transfor-
mations

We provide more detailed descriptions next.

Extract candidate rules from V
Starting from (w1, w2) ∈ V 2, the algorithm

extracts all possible prefix and suffix substitu-
tions from w1 to w2, up to a specified size1.
We denote such substitutions using triplets of
the form type:from:to. For instance, triplet
suffix:ed:ing denotes the substitution of suf-
fix ed with suffix ing; this substitution is supported
by many word pairs in an English vocabulary, e.g.
(bored, boring), (stopped, stopping), etc. We call
these triplets candidate rules, because they form the
basis of an extended set from which the algorithm
extracts morphological rules.

At this stage, the candidate rules set contains both
rules that reflect true morphology phenomena, e.g.
suffix:s:ε (replace suffix s with the null suf-
fix, extracted from (stops, stop), (weds, wed), etc.),
or prefix:un:ε (replace prefix un with the null
prefix, from (undone, done), etc.), but also rules
that simply reflect surface-level coincidences, e.g.
prefix:S:ε (delete S at the beginning of a word,
from (Scream, cream), (Scope, cope), etc.).

Train embedding space
Using a large monolingual corpus, we train a

word-embedding space En of dimensionality n for
all words in V using the SkipGram model (Mikolov
et al., 2013a). For the experiments reported in
this paper, we used our own implementation of this
model (which varies only slightly from the publicly-
available word2vec implementation2).

Evaluate quality of candidate rules
The extracted candidate rules set is evaluated by

using, for each proposed rule r, its support set:

Sr = {(w1, w2) ∈ V 2|w1
r−→ w2}

The notation w1
r→ w2 means that rule r applies to

word w1 (e.g., for rule suffix:ed:ing, word w1

1A maximum size of 6 is used in our experiments.
2At code.google.com/p/word2vec.

rule hit rate Example ↑dw
suffix:er:o 0.8 ↑dVoter

suffix:ton:ε 1.1 ↑dGaleton

prefix:S:ε 1.6 ↑dSDK

prefix:ε:in 28.8 ↑d competent

suffix:ly:ε 32.1 ↑dofficially

prefix:ε:re 37.0 ↑d sited

prefix:un:re 39.0 ↑dunmade

suffix:st:sm 52.5 ↑degoist

suffix:ted:te 54.9 ↑dimitated

suffix:ed:ing 68.1 ↑dprocured

suffix:y:ies 69.6 ↑dfoundry

suffix:t:ts 73.0 ↑dpugilist

suffix:sed:zed 80.1 ↑dserialised

Table 1: Candidate rules evaluated in En.

ends with suffix ed), and the result of applying the
rule to word w1 is word w2. To speed up computa-
tion, we downsample the sets Sr to a large-enough
number of word pairs (1000 has been used in the ex-
periments in this paper).

We define a generic evaluation functionEvF over
paired couples in Sr×Sr, using a function F : Rn×
Rn → R, as follows:

EvF ((w1, w2), (w,w′)) = FE(w2, w1+ ↑ dw) (1)

(w1, w2), (w,w′) ∈ Sr, ↑ dw = w′ − w
Word-pair combinations in Sr×Sr are evaluated us-
ing Eq. 1 to assess the meaning-preservation prop-
erty of rule r. We use as FE function rankE ,
the cosine-similarity rank function in En. We can
quantitatively measure the assertion “car is to cars
what dog is to dogs”, as rankE(cars, car+↑ddog ).
We use a single threshold t0rank to capture meaning
preservation (all the experiments in this paper use
t0rank = 100): for each proposed rule r, we com-
pute a hit rate based on the number of times Eq. 1
scores above t0rank, over the number of times it has
been evaluated. In Table 1 we present some of these
candidate rules and their hit rate.

We note that rules that are non-meaning–
preserving receive low hit rates, while rules that are
morphological in nature, such as suffix:ed:ing
(verb change from past/participle to present-
continuous) and suffix:y:ies (pluralization of
y–ending nouns), receive high hit rates.
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w1 w2 rank cosine transformation
create created 0 0.58 suffix:ε:d:↑dethrone
create creates 0 0.65 suffix:te:tes:↑evaluate
create creates 1 0.62 suffix:ε:s:↑contradict

created create 0 0.65 suffix:ed:e↑eroded
creation create 0 0.52 suffix:ion:e:↑communication
creation created 0 0.54 suffix:ion:ed:↑disruption

recreations recreate 2 0.59 suffix:ions:e:↑translations
recreations recreating 1 0.53 suffix:ions:ing:↑constructions
recreations Recreations 81 0.64 prefix:r:R:↑remediation

Table 2: Examples of lexicalized morphological transformations evaluated in En using rank and cosine.

Generate lexicalized morphological
transformations

The results in Table 1 indicate the need for cre-
ating lexicalized transformations. For instance, rule
suffix:ly:ε (drop suffix ly, a perfectly reason-
able morphological transformation in English) is
evaluated to have a hit rate of 32.1%. While such
transformations are desirable, we want to avoid ap-
plying them when firing without yielding meaning-
preserving results (the rest of 67.9%), e.g., for word-
pair (only, on). We therefore create lexicalized trans-
formations by restricting the rule application to the
vocabulary subset of V which passes the meaning-
preservation criterion.

The algorithm also computes best direction vec-
tors ↑dw for each rule support set Sr. It greedily
selects a direction vector ↑dw0 that explains (based
on Equation 1) the most pairs in Sr. After subset
Sw0
r is computed for direction vector ↑dw0 , it ap-

plies recursively on set Sr − Sw0
r . This yields a new

best direction vector ↑dw1 , and so on. The recursion
stops when it finds a direction vector ↑dwk

that ex-
plains less than a predefined number of words (we
used 10 in all the experiments from this paper).

We consider multiple direction vectors ↑dwi

because of the possibly-ambiguous nature of a
morphological transformation. Consider rule
suffix:ε:s, which can be applied to the noun
walk to yield plural-noun walks; this case is mod-
eled with a transformation like walk + ↑dinvention ,
since ↑dinvention =inventions−invention is a direc-
tion that our procedure deems to explain well noun
pluralization; it can also be applied to the verb walk

to yield the 3rd-person singular form of the verb, in
which case it is modeled as walk + ↑denlist , since
↑denlist =enlists−enlist is a direction that our pro-
cedure deems to explain well 3rd-person singular
verb forms. In that sense, our algorithm goes beyond
proposing simple surface-level morphemes, with di-
rection vectors encoding well-defined semantics for
our morphological analysis.

Lexicalized rules enhanced with direction vectors
are called morphological transformations. For each
morphological transformation, we evaluate again
how well it passes a proximity test in En for the
words it applies to. As evaluation criteria, we use
two instances of Eq 1, with FE instantiated to rankE
and cosineE , respectively. We apply more stringent
criteria in this second pass, using thresholds on the
resulting rank (trank) and cosine (tcosine) values to
indicate meaning preservation (we used trank = 30
and tcosine = 0.5 in all the experiments in this pa-
per). We present in Table 2 a sample of the re-
sults of this procedure. For instance, word create
can be transformed to creates using two different
transformations: suffix:te:tes:↑evaluate
and suffix:ε:s:↑contradict, passing the
meaning-preservation criteria with rank=0, co-
sine=0.65, and rank=1, cosine=0.62, respectively.

Lexicalized morphological transformations over
a vocabulary V have a graph-based interpretation:
words represent nodes, transformations represent
edges in a labeled, weighted, cyclic, directed multi-
graph (weights are (r, c) pairs, rank and cosine
values; multiple direction vectors create multiple
edges between two nodes; cycles may exist, see
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Figure 1: A few strongly connected components of a GV
Morph graph for English.

e.g. created→create→created in Table 2). We
use the notation GVMorph to denote such a graph.
GVMorph usually contains many strongly connected
components, with components representing families
of morphological variations. As an illustration, we
present in Figure 1 a few strongly connected compo-
nents obtained for an English embedding space (for
illustration purposes, we show only a maximum of 2
directed edges between any two nodes in this multi-
graph, even though more may exist).

3.2 Inducing 1-to-1 Morphological Mappings

The induced graph GVMorph encodes a lot of infor-
mation about words and how they relate to each
other. For some applications, however, we want
to normalize away morphological diversity by map-
ping to a canonical surface form. This amounts to
selecting, from among all the candidate morpholog-
ical transformations generated, specific 1-to-1 map-
pings. In graph terms, this means building a labeled,
weighted, acyclic, directed graph DV

Morph starting
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Figure 2: A part of a DV
Morph graph, with the morpho-

logical family for the normal-form created.

from GVMorph, using the nodes from GVMorph and re-
taining only edges that meet certain criteria.

For the experiments presented in Section 4, we
build a directed graph DV

Morph as follows:

1. edge w1
(r,c)→ w2 in GVMorph is considered only

if count(w1) ≤ count(w2) in V ;

2. if multiple such edges exist, chose the one with
minimal rank r;

3. if multiple such edges still exist, chose the one
with the maximal cosine c.

The interpretation we give is word-normalization: a
normalization of w to w′ is guaranteed to be mean-
ing preserving (using the direction-vector seman-
tics), and to a more frequent form. A snippet of the
resulting graph DV

Morph is presented in Figure 2.
One notable aspect of this normalization pro-

cedure is that these are not “traditional” morpho-
logical mappings, with morphology-inflected words
mapped to their linguistic roots. Rather, our method
produces morphological mappings that favor fre-
quency over linguistic normalization. An exam-
ple of this can be seen in Figure 2, where the root
form create is morphologically-explained by map-
ping it to the form created. This choice is purely
based on our desire to favor the accuracy of the

word-representations for the normal forms; differ-
ent choices regarding how this pruning procedure
is performed lead to different normalization proce-
dures, including some that are more linguistically-
motivated (e.g., length-based).

3.3 Morphological Transformations for Rare
and Unknown Words

For some count threshold C, we define VC = {w ∈
V |C ≤ count(w)}. The method we presented up to
this point induces a morphology graph DVC

Morph that
can be used to perform morphological analysis for
any words in VC . We analyze the rest of the words
we may encounter (i.e., rare words and OOVs) by
mapping them directly to nodes in DVC

Morph.

We extract such mappings from DVC
Morph using

all the sequences of edges that start at nodes in the
graph and end in a normal-form (i.e., nodes that have
out-degree 0). The result is a set of rule sequences
denoted RS. A count cutoff on the rule sequence
counts is used, since low-count sequences tend to
be less reliable (in the experiments reported in this
paper we use a cutoff of 50). We also denote with R
the set of all edges in DMorph. Using sets RS and R,
we mapw 6∈ VC to a nodew′ ∈ DVC

Morph, as follows:

1. for rule-sequences s ∈ RS from highest-to-
lowest count, if w s→ w′ and w′ ∈ DVC

Morph,
then s is the morphological analysis for w;

2. if no s is found, do breadth-first search in
DVC
Morph using r ∈ R, up to a predefined3 depth

d; for k ≤ d, word w′ with w
r1...rk−→ w′ ∈

DVC
Morph and the highest count in VC is the mor-

phological analysis for w.

For example, this procedure uses the RS sequence
s=prefix : un : ε, suffix : ness : ε to perform
the OOV morphological analysis unassertiveness
s−→assertive. We perform an in-depth analysis of

the performance of this procedure in Section 4.2.

4 Empirical Results

In this section, we evaluate the performance of the
procedure described in Section 3. Our evaluations
aim at answering several empirical questions: how

3We use d=1 in the experiments reported in Section 4.2.
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Lang |Tokens| |V | |GVMorph| |DV
Morph|

EN 1.1b 1.2m 780k 75,823
DE 1.2b 2.9m 3.7m 169,017
FR 1.5b 1.2m 1.8m 92,145
ES 566m 941k 2.2m 82,379
RO 1.7b 963k 3.8m 141,642
AR 453m 624k 2.4m 114,246
UZ 850m 2.0m 5.6m 194,717

Table 3: Statistics regarding the size of the training data
and the induced morphology graphs.

well does our method capture morphology, and how
does it compare with previous approaches that use
word-representations for morphology? How well
does this method handle OOVs? How does the im-
pact of morphology analysis change with training
data size? We provide both qualitative and quanti-
tative answers for each of these questions next.

4.1 Quality of Morphological Analysis

We first evaluate the impact of our morphologi-
cal analysis on a standard word-similarity rating
task. The task measures word-level understand-
ing by comparing the correlation between human-
produced similarity ratings for word pairs, e.g. (in-
traspecific, interspecies), with those produced by an
algorithm. For the experiments reported here, we
train SkipGram models4 using a dimensionality of
n = 500. We denote a system using only Skip-
Gram model embeddings as SG. To evaluate the im-
pact of our method, we perform morphological anal-
ysis for words below a count threshold C. For a
word w ∈ DVC

Morph , we simply use the SkipGram

vector-representation; for a word w 6∈ DVC
Morph, we

use as word-representation its mapping in DVC
Morph;

we denote such a system SG+Morph. For both SG
and SG+Morph systems, we compute the similarity
of word-pairs using the cosine distance between the
vector-representations.

Data
We train both the SG and SG+Morph models from

scratch, for all languages considered. For English,

4Additional settings include a window-size of 5 and negative
sampling set to 5. Unseen words receive a zero-vector embed-
ding and a cosine score of 0.

we use the Wikipedia data (Shaoul and Westbury,
2010). For German, French, and Spanish, we use
the monolingual data released as part of the WMT-
2013 shared task (Bojar et al., 2013). For Arabic
we use the Arabic GigaWord corpus (Parker et al.,
2011). For Romanian and Uzbek, we use collections
of News harvested from the web and cleaned (boiler-
plate removed, formatting removed, encoding made
consistent, etc.). All SkipGram models are trained
using a count cutoff of 5 (all words with count less
than the cutoff are ignored). Table 3 presents statis-
tics on the data and vocabulary size, as well as the
size of the induced morphology graphs. These num-
bers illustrate the richness of the morphological phe-
nomena present in languages such as German, Ro-
manian, Arabic, and Uzbek, compared to English.

As test sets, we use standard, publicly-available
word-similarity datasets. Most relevant for our ap-
proach is the Stanford English Rare-Word (RW)
dataset (Luong et al., 2013), consisting of 2034
word pairs with a higher degree of English morphol-
ogy compared to other word-similarity datasets. We
also use for English the WS353 (Finkelstein et al.,
2002) and RG65 datasets (Rubenstein and Goode-
nough, 1965). For German, we use the Gur350 and
ZG222 datasets (Zesch and Gurevych, 2006). For
French we use the RG65 French version (Joubarne
and Inkpen, 2011); for Spanish, Romanian, and Ara-
bic we use their respective versions of WS353 (Has-
san and Mihalcea, 2009).

Results
We present in Table 4 the results obtained across

6 language pairs and 9 datasets, using a count
threshold for SG+Morph of C = 100. We also
include the results obtained by two previously-
proposed methods, LSM2013 (Luong et al., 2013)
and BB2014 (Botha and Blunsom, 2014), which
share some of the characteristics of our method.

Even in the absence of any morphological treat-
ment, our word representations are better than pre-
viously used ones. For instance, LSM2013 uses
exactly the same EN Wikipedia (Shaoul and West-
bury, 2010) training data, and achieves 26.8 and 34.4
Spearman ρ correlation on RW, with and without
morphological treatment, respectively. The word
representations we train yield a ρ of 35.8 for SG,
and a ρ of 41.8 for SG+Morph (+7.4 improve-
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Spearman ρ
Language EN DE FR ES RO AR
Testset RW WS RG Gur ZG RG WS WS WS

System
LSM2013 w/o morph 26.8 62.6 62.8 - - - - - -
LSM2013 w/ morph 34.4 64.6 65.5 - - - - - -
BB2014 w/o morph 18.0 32.0 47.0 36.0 6.0 33.0 26.0 - -
BB2014 w/ morph 30.0 40.0 41.0 56.0 25.0 45.0 28.0 - -
SG 35.8 71.2 75.1 62.4 16.6 63.6 36.5 51.7 37.1
SG+Morph 41.8 71.2 75.1 64.1 21.5 67.3 47.3 53.1 43.1

# pairs 2034 353 65 350 222 65 353 353 353

Table 4: Performance of previously proposed methods, compared to SG and SG+Morph trained on Wiki1b. LSM2013
uses exactly the same training data for EN, whereas BB2014 uses the same training data for DE, FR, ES.

ment under the morphology condition). The mor-
phological treatment used by LSM2013 also has a
small effect on the words present in the English
WS and RG sets; our method does not propose any
separate morphological treatment for the words in
these datasets, since all of them have been observed
more than our C = 100 threshold in the training
data (therefore have reliable representations). The
SG word-representations for all the other languages
(German, French, Spanish, Romanian, and Arabic)
also perform well on this task, with much higher
Spearman scores obtained by SG compared with the
previously-reported scores.

The results in Table 4 also show that our mor-
phology treatment provides consistent gains across
all languages considered. For morphologically-rich
languages, all datasets reflect the impact of mor-
phology treatment. We observe significant gains be-
tween the performance of the SG and SG+Morph
systems, on top of the high correlation numbers of
the SG system. For German, the relatively small
increase we observe is due to the fact the German
noun-compounds are not covered by our morpholog-
ical treatment. For French, Spanish, Romanian, and
Arabic, the gains by the SG+Morph support the con-
clusion that our method, while completely language-
agnostic, handles well the variety of morphological
phenomena present in these languages.

4.2 Quality of Morphological Analysis for
Unknown/Rare Words

In this section, we quantify the accuracy of the mor-
phological treatment for OOVs presented in Sec-

tion 3.3. We assume that the statistics for unseen
words (with respect to their morphological make-
up) are similar with the statistics for low-frequency
words. Therefore, for some relatively-low counts L
and H , the set V[L,H) = VL − VH is a good proxy
for the population of OOV words that we see at run-
time. We evaluate OOV morphology as follows:

1. Run the procedure for morphology induction
on VL, resulting in DVL

Morph;

2. Run the procedure for morphology induction
on VH , resulting in DVH

Morph;

3. Apply OOV morphology using DVH
Morph for

each w ∈ V[L,H]; evaluate resulting w → w′

against reference w → w′ref from DVL
Morph, as

normal-form(w′) ≡ normal-form(w′ref ).

To make the analysis more revealing, we split the en-
tries in V[L,H) in two: type T1 entries are those that
have in-degree > 0 in DVL

Morph (i.e., words that have
a morphological mapping in the reference graph);
type T2 entries are those that have 0 in-degree in
DVL
Morph (i.e., words with no morphological mapping

in the reference, e.g., proper-nouns in English). Note
that the T1/T2 distinction reflects a recall/precision
trade-off: T1-words should be morphologically an-
alyzed, while T2-words should not; a method that
over-analyses has poor performance on T2, while
one that under-analyses performs poorly on T1.

We use the same datasets as the ones presented
in Section 4.1, see Table 3. The results for all the
languages are shown in Table 6, with all rows using
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EN (RW testset) DE (RG testset)
|Unmapped| Spearman ρ |Unmapped| Spearman ρ

Wiki1b News120b Wiki1b News120b WMT2b News20b WMT2b News20b
SG 80 177 35.8 44.7 0 20 62.4 62.1
SG+Morph 1 0 41.8 52.0 0 0 64.1 69.1

Table 5: Comparison between models SG and SG+Morph at different training-data sizes.

|V[1000,2000)| Accuracy
Lang T1 T2 T1 T2

EN 3421 10617 89.7% 89.6%
DE 10778 21234 90.8% 93.1%
FR 6435 9807 90.3% 90.4%
ES 5724 7412 91.1% 90.3%
RO 11905 9254 86.5% 85.3%
AR 7913 5202 92.4% 69.0%
UZ 11772 9027 81.3% 84.1%

Table 6: Accuracy of Rare&OOV analysis.

the same setup. Count L = 1000 was chosen such
that DVL

Morph is reliable enough to be used as refer-
ence. The accuracy results are consistently high (in
the 80-90% range) for both T1- and T2-words, even
for morphologically-rich languages such as Uzbek.
These results indicate that our method does well at
both identifying a morphological analysis when ap-
propriate, as well as not proposing one when not jus-
tified, and therefore provides accurate morphology
analysis for rare and OOV words.

4.3 Morphology and Training Data Size

We also evaluate the impact of our morphology anal-
ysis under a regime with substantially more training
data. To this end, we use large collections of En-
glish and German News, harvested from the web and
cleaned (boiler-plate removed, formatting removed,
encoding made consistent). Statistics regarding the
resulting vocabularies and the induced morphology
are presented in Table 7 (vocabulary cutoffs of 400
for EN and 50 for DE). We present results using
the word-similarity task using the same Stanford
Rare-Word (RW) dataset for EN and RG dataset for
DE, compared against the setup using only 1-2 bil-
lion training tokens. For SG+Morph, we use count
thresholds of 3000 for EN and 100 for DE. The re-
sults are given in Table 5. For English, a 100x in-

Lang |Tokens| |V | |GVMorph| |DV
Morph|

EN 120b 1.0m 2.9m 98,268
DE 20b 1.8m 6.7m 351,980

Table 7: Statistics for large training-data sizes.

crease in the training data for EN brings a 10-point
increase in Spearman ρ (from 35.8 to 44.7, and from
41.8 to 52.0). The morphological analysis provides
substantial gains at either level of training-data size:
6 points in ρ for Wiki1b (from 35.8 to 41.8), and 7.3
points for News120b EN (from 44.7 to 52.0). For
German, the increase in training-data size does not
bring visible improvements (perhaps due the high
vocabulary cutoff), but the morphological treatment
has a large impact under the large training-data con-
dition (7 points for News20b DE, from 62.1 to 69.1).

5 Conclusions and Future Work

We have presented an unsupervised method for mor-
phology induction. The method derives a morpho-
logical analyzer from scratch, and only requires a
monolingual corpus for training, with no additional
knowledge of the language. Our evaluation shows
that this method performs well across a large va-
riety of language families, and we present here re-
sults that improve on current state-of-the-art for the
morphologically-rich Stanford Rare-word dataset.

We acknowledge that certain languages exhibit
phenomena (such as word-compounds in German)
that require a more focused approach for solving
them. But techniques like the ones presented here
have the potential to exploit vector-based word rep-
resentations successfully to address such phenom-
ena as well.
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