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Abstract 
This paper describes a project for constructing FrameNet annotations in Korean over the KAIST treebank corpus to scale up the Korean 
FrameNet resource. Annotating FrameNet over raw sentences is an expensive and complex task, because of which we have designed 
this project using a semi-automatic annotation approach. This paper describes the approach and its expected results. As a first step, we 
built a lexical database of the Korean FrameNet, and used it to learn the model for automatic annotation. Its current scope, status, and 
limitations are discussed in this paper.  

Keywords: FrameNet, Semantic Role Labeling, Corpus Annotation 

1. Introduction 

FrameNet is a large lexical database that has rich 
annotations to represent the meanings of text using 
semantic frames (Baker et al., 1998; Fillmore et al., 2003). 
FrameNet has been considered a useful resource for various 
applications such as question answering systems (Shen and 
Lapata, 2007, Hahm et al., 2016), information extraction 
(Surdeanu et al., 2003), and dialog systems (Chen et al., 
2013). Lately, researchers have shown increasing interest 
in multilingual FrameNet (Borin et al., 2010; You and Lui, 
2005; Meurs et al., 2008; Subirats and Petruck, 2003; 
Burchardt et al., 2006). A Korean FrameNet project built 
the Korean FrameNet resource by translating English 
FrameNet annotations and Japanese FrameNet into its 
equivalent in Korean (Park et al., 2014; Kim et al., 2016).  
One of the purpose of the FrameNet annotation is to build 
a frame-semantic parser to understand the meaning of a text. 
Some studies have built frame-semantic parser for English 
by using full-text annotation and partially annotated 
exemplar sentences to train their models (Das et al., 2010; 
Swayamdipta et al., 2017; Yang and Mitchell, 2017). For 
example, the state-of-the-art frame-semantic parser uses 
nearly 139k exemplar sentences for training data and it 
generally introduces a 3–4 F1 gain for parsing (Yang and 
Mitchell., 2017). In comparison, the Korean FrameNet has 
full-text annotations for 5,025 sentences and 8,200 lexical 
units (LUs). 
In this paper, we report an ongoing project to construct 
Korean FrameNet annotations to scale up the amount of 
annotations. A task to annotate the frame-semantics 
manually over raw sentences has been formalized by 
Ruppenhofer et al. (2006). It is an expensive and complex 
task, because the annotators would need to choose proper 
frame-semantics for each target word, and its 
corresponding frame elements for the arguments (1,221 
frame-semantics are defined in FrameNet 1.7). Therefore, 
we have used the existing Korean resources to bootstrap the 
annotation task. A target corpus for the FrameNet 
annotation task is the KAIST treebank (Choi et al., 1994). 
It includes 31,086 sentences with morphological analysis, 
part-of-speech (POS) tagging, and dependency parsing. It 
is used in the Korean Universal Dependency treebank 
(Choi, 2013).  
This paper briefly introduces the FrameNet annotation over 
the KAIST treebank project, and presents its scope in 
Section 2. The related research tasks are described in 
Section 3, which are separated into the current state of the 

research and ongoing tasks. The evaluation of the current 
progress is discussed in Section 4, and conclusions are 
presented in Section 5.  

2. Problem Definition 

2.1 Problem Statement and Workflow 

The goal of the project is to annotate FrameNet over the 
KAIST treebank. Figure 1 shows the workflow of these 
tasks. In the first step, the semantic frame is automatically 
annotated over the target corpus, which is the KAIST 
treebank, by using a model learned from the Korean 
FrameNet.  
First, the target identification module identifies the target 
words which evoke the frame-semantics, and then the 
frame identification module and the frame element 
identification module identify the proper frame-semantics 
for the given target and its corresponding arguments  
(subsection 3.2). These modules use the lexical units (LUs) 
and the full-text annotations in the Korean FrameNet. To 
support this purpose, we built the lexical database of the 
Korean FrameNet (subsection 3.1) as a follow-up of the 
previous study by Park et al. (2014). By this process, the 
FrameNet annotation over the KAIST treebank was 
conducted automatically, which is a silver standard. 

To scale up the LUs in the Korean FrameNet, the task of 
converting the Sejong Electronic Dictionary (Hong, 2007) 
to the Korean FrameNet has been included as an ongoing 
task in this project (subsection 3.3). Then, the annotator 
would perform corrections of the silver standard 
annotations (subsection 3.4). In this paper, we report the 

Figure 1: Workflow diagram of FrameNet annotation  

over the KAIST treebank. 
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current scope and state of the project, and discuss the 
ongoing tasks and expected results. Figure 1 shows the 
workflow of this project.  

2.2 Scope 

In the FrameNet annotation tasks, the frame-semantics 
would be assigned to the target words. We considered 
general nouns, verbs, and adjectives alone in the KAIST 
treebank as the target words. The converted LUs from the 
Sejong Dictionary were not considered because it does not 
meet the gold standard yet. The annotation correction task 
is outside of the scope of this paper, however, the 
preparation tasks on ongoing works are briefly described.  

3. Task Description 

3.1 Building Korean FrameNet Database 

Korean FrameNet is a resource that has been manually 

translated from English and Japanese FrameNet 

annotations into Korean. To use the Korean FrameNet, 

which was constructed in our previous work (Kim et al., 

2016) as well as the training data, we first collected the LUs 

from the annotations. In the original annotations in English, 

the target words would be tokenized by white space; 

however, the translated Korean target words consist of 

multiple morphemes. For example, the target word ‘visiting’ 

is translated to ‘방문한’, which would be tokenized into 

morphemes as a noun ‘방문’(visit), an adjective 

derivational suffix ‘하’ which transforms the noun to the 

verb form, and adnominal ending ‘ㄴ’ which transforms the 

verb to the adjective form by combining it with other 

morphemes. To build a dictionary, we collected LUs along 

with their various form while retaining their grammatical 

and semantic meaning. We obtained all the target words 

from the annotations and then pruned specific morphemes, 

such as endings, josa (Korean postpositions), and affixes, 

as part of a lemmatization task in Korean. Then, 8,200 LUs 

were collected, which consisted of a lemma, its POS, and 

its corresponding frame-semantics. In this task, we 

corrected the errors in the processes, and performed the 

POS tagging and morphological analysis manually for 450 

cases.  

FrameNet is a lexical database that includes not only LUs 

but also syntactic realization patterns (i.e. valence patterns) 

for the frame elements of each LU. For example, an LU is 

‘visit’ when it is used as a verb, and has a frame-semantics 

“Visiting”; the frame elements are annotated in full-

text annotations, such as agent, entity, place, and so 

on. Moreover, these frame elements have a grammatical 

role in sentences (e.g., subject of the sentence), and have 

phrase types (e.g., noun phrase). These patterns are useful 

resources to the identify frame elements in a text. We 

parsed full-text annotations in the Korean FrameNet in the 

dependency syntax, and collected the valence patterns for 

each frame element of the LUs. For instance, the LU 

‘가르치.v.Educational_teaching’ (teach.v) 

consists of its lemma, POS, and the corresponding frame-

semantics. It also has the valence patterns for each frame 

element; for example, the frame element teacher has the 
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role of the subject in its annotations, and it has a josa ‘가,’ 
which gives the nouns a subjective role. All LUs are 

updated on the Korean FrameNet webpage1.  

3.2 Automatic FrameNet Annotation 

The FrameNet annotation task is generally separated into 

three steps (Das et al., 2010). A system 1) identifies a target 

word in the text, 2) identifies its proper frame-semantics, 

and then 3) identifies its frame elements.  

As described in Section 2, the target words in the KAIST 

treebank are specified into three types—general nouns, 

verbs, and adjectives. Table 1 shows the number of target 

words of each type. For the target identification task, all 

words in the three types are considered as the target words.  

 

Contents 
Counts 

(total) 

Counts 

(unique) 

# of sentences 31,086 

# of general nouns 99,784 15,180 

# of verbs 69,889 6,120 

# of adjectives 26,559 1,807 

Table 1: Statistics of the KAIST treebank 

3.2.1 Frame Identification 

Frame identification is a disambiguation task specified in 

the FrameNet terminology. First, the candidates for the 

frame-semantics are generated for a given target word, and 

then the most suitable frame-semantics is selected. In our 

task, for a given target word, a list of frame-semantics and 

their annotations were collected from the Korean FrameNet 

database that was built as described in subsection 3.1.  

In the frame identification task, the frame-semantics of the 

target words would be disambiguated by their surrounding 

contexts (Baker et al., 1998). It means that if a given target 

word has a similar context as an LU in the Korean 

FrameNet, its proper frame-semantics would be a frame-

semantics of the LU.  

In this paper, to select a suitable frame-semantics for the 

target words, we have borrowed ideas from the concepts of 

synset embedding (Rothe and Schütze, 2015) and doc2vec 

(Le and Mikolov, 2014). Our model 1) learns the context 

vectors of each  LU (called the frame embedding) from the 

full-text annotation in the Korean FrameNet, 2) generates 

the context vector for the given target word from the input 

text in the same way to generate the frame embeddings, 3) 

determines a similarity score between the context vectors 

of the target word and the frame embeddings, and then 4) 

chooses the most similar context vector and LU to get its 

Figure 2: Identify the frame-semantics for a target word 

by comparing a context vector of the LU, which was 

learned from the Korean FrameNet annotations. 
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frame-semantics. Figure 2 shows a snapshot of these 

operations. 

In this paper, the context words are defined as 1-hop 

connected nodes with a target word in the dependency path, 

and the context vector is generated by averaging the sum of 

the word embeddings of each context word. The similarity 

score is calculated as the cosine similarity between the 

context vector of the target word and the frame embeddings. 

 

Ongoing studies 

The method described above uses a limited scope of  the 

surrounding context of a target word and an LU. Hermann 

et al. (2014) uses a joint model with word embedding and 

syntactic structure, and Swayamdipta et al. (2017) uses rich 

syntactic features to identify the frame-semantics. 

Generating the frame embeddings from rich features would 

be the next step.  

3.2.2 Frame Element Identification 

As described in subsection 3.1, each LU has a list of 

valence patterns for its frame elements. In this paper, the 

valence patterns are applied by a rule-based approach. In 

other words, if a given target word in a sentence is 

disambiguated as a specific frame-semantics by the target 

identification task, its frame elements are identified if only 

it matched with the valence patterns. For example, if a 

given target word is ‘teach.v’ and its frame-semantics is 

Educational_teaching, then the frame element 

teacher is annotated for a phrase which is matched with 

the valence pattern for the grammatical function and its 

phrase type.  

 

Ongoing studies 

Identifying a boundary of frame elements and its type (i.e., 

the frame element tag) is still a challenge in the frame-

semantic parsing task. Täckström et al. (2015) relied on the 

dependency features and some heuristic rules, and Yang 

and Mitchell (2017) used a joint model to jointly assign the 

frame-semantics and frame elements. In our project, our 

purpose of using automatic FrameNet annotation is to 

construct a silver standard corpus that would be corrected 

manually. Next, we are focused on the task that can identify 

frame elements well. To accomplish this, we are studying 

methods to generate valence patterns with richer syntactic 

features than using only grammatical functions and phrase 

types for high recall performance. 

3.3 Automatic Expansion of FrameNet LUs 

The Sejong Dictionary is known to have sufficient 

coverage for Korean corpus such as Wikipedia (Hahm et 

al., 2014). It includes not only a list of lexemes but also 

their predicate-arguments structure in PropBank style, their 

exemplar sentences, and English translations (words or 

phrases). Our project includes the task of automatic 

extension of the Korean FrameNet by converting the 

Sejong Dictionary to FrameNet. As a first step, we have 

chosen a representative word from the translations of a 

lexeme, and matched it with LUs in the English FrameNet 
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by string matching approach (Levenshtein similarity > 

0.95).  

 

Ongoing studies 

In this paper, we do not use the LUs derived from the 

Sejong Dictionary because it has not yet been manually 

validated, and the selection of a representative word from a 

translation is conducted by heuristic rules. Nevertheless, 

the Sejong Dictionary appears to be a useful resource that 

can improve the Korean FrameNet in terms of LU and 

exemplar sentences.   

3.4 Manual Annotation Correction 

To publish the resource, the FrameNet-annotated KAIST 

treebank corpus would be validated as a gold standard 

corpus to prevent error propagation issues in the training 

process. The result of the annotation correction is beyond 

the scope of this paper; however, the preparatory work for 

manual annotation correction is reported in this section.  

WebAnno 3.22 (Biemann et al., 2017) is considered as the 

user interface. WebAnno provides a function to suggest 

proper candidate tags for a given word by using constraints. 

In the FrameNet annotation task, the frame-semantics 

candidates for a given word are shown at the top of the list 

of frame-semantics candidates, and it would prevent the 

annotators from wasting time searching for suitable frame-

semantics tags. We generate the constraints from the 

Korean FrameNet database. For example, if a given word 

exist in the Korean FrameNet, its corresponding frame-

semantics tags (i.e., annotated frame-semantics in Korean 

FrameNet full-text annotations) are shown at the top of the 

list of candidate tags.  

4. Evaluation  

For the evaluation of the results, we separate the Korean 

FrameNet into a training set and a test set. The test set 

consists of sentences that include one token LU (i.e. 

excluding the white space in the LU) categorized into three 

types—general nouns, verbs, and adjectives. The LUs in a 

test set have more than two frame-semantics candidates. 

The training set consists of 13,001 sentences, and the test 

set has 1,816 sentences.  

 

Models Accuracy 

Random 67.29 

Sentence Embedding 73.57 

Frame Embedding 76.21 

Table 2: Results of the frame identification task 

Table 2 shows the results of the frame identification task 

that is described in subsubsection 3.2.1. The random model 

chooses the frame-semantics randomly from a list of 

candidates, and the sentence embedding model learns 

sentence embedding from the Korean FrameNet full-text 

annotations with the frame-semantics annotation on the 

target words. For example, in the sentence ‘I go home,’ the 

word ‘go’ is assigned to the frame-semantics Motion; the 

sentence embedding model learns the sentence embedding 
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from a list [‘I’, ‘go/Motion’, ‘home’] using doc2vec 

implementation 3 . This model learns all contexts in the 

sentence without a word order. The frame embedding 

model learns the context vectors for each LU in the Korean 

FrameNet (subsubsection 3.2.1), therefore, it would keep 

more relevant contexts as compared to the sentence 

embedding model. To generate the frame embeddings, we 

used the Korean Wikipedia4 as a training corpus with the 

settings of dimensions = 100 and window size = 3.  

 

Types Total coverage Word coverage 

General Noun 47.82% 8.7% 

Verb 68.42% 17.38% 

Adjective 40.31% 6.03% 

Table 3: Coverage of Korean FrameNet  
over the KAIST treebank 

The frame embedding model also performed the annotation 

of frame-semantics over the KAIST treebank. For 31,086 

sentences, 99,784 frame-semantics were annotated (3.42 

per sentence), and 61,579 frame elements were annotated 

(0.62 per frame-semantics). Table 3 shows the results of the 

frame-semantics annotations in terms of coverage. Korean 

FrameNet has an overall coverage of about 57 percent; 

however, it does not show good coverage for each word 

shown in the KAIST treebank. It means that the scaling up 

of LUs is required to annotate FrameNet over the KAIST 

treebank, as described in subsection 3.3. When compared 

with the Korean FrameNet, 6.81 frame elements were 

annotated per frame-semantics in the Korean FrameNet. 

The task of increasing the coverage of the valence patterns 

also remains a challenge. 

5. Conclusion 

This paper describes the FrameNet annotation over the 

KAIST treebank, and discusses its scope and the current 

status. To bootstrap the annotation task, we designed the 

project using a semi-automatic annotation approach. We 

built the Korean FrameNet database, and used it to learn 

models to annotate automatically. We discovered that there 

are some limitations when using only Korean FrameNet, 

because of which the automatic extension of the Korean 

FrameNet task and the manual annotation correction task 

have been included in this project. Several ongoing studies 

are currently underway to address the challenges identified 

and described in this paper. 
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