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Introduction

The 2015 Conference on Computational Natural Language Learning is the nineteenth in the series of
annual meetings organized by SIGNLL, the ACL special interest group on natural language learning.
CONLL 2015 will be held in Beijing, China on July 30-31, 2015, in conjunction with ACL-IJCNLP
2015.

For the first time this year, CoNLL 2015 has accepted both long (9 pages of content plus 2 additional
pages of references) and short papers (5 pages of content plus 2 additional pages of references). We
received 144 submissions in total, of which 81 were long and 61 were short papers, and 17 were
eventually withdrawn. Of the remaining 127 papers, 29 long and 9 short papers were selected to appear
in the conference program, resulting in an overall acceptance rate of almost 30%. All accepted papers
appear here in the proceedings.

As in previous years, CoNLL 2015 has a shared task, this year on Shallow Discourse Parsing. Papers
accepted for the shared task are collected in a companion volume of CoNLL 2015.

To fit the paper presentations in a 2-day program, 16 long papers were selected for oral presentation and
the remaining 13 long and the 9 short papers were presented as posters. The papers selected for oral
presentation are distributed in four main sessions, each consisting of 4 talks. Each of these sessions also
includes 3 or 4 spotlights of the long papers selected for the poster session. In contrast, the spotlights
for short papers are presented in a single session of 30 minutes. The remaining sessions were used for
presenting a selection of 4 shared task papers, two invited keynote speeches and a single poster session,
including long, short and shared task papers.

We would like to thank all the authors who submitted their work to CoNLL 2015, as well as the program
committee for helping us select the best papers out of many high-quality submissions. We are also
grateful to our invited speakers, Paul Smolensky and Eric Xing, who graciously agreed to give talks at
CoNLL.

Special thanks are due to the SIGNLL board members, Xavier Carreras and Julia Hockenmaier, for
their valuable advice and assistance in putting together this year’s program, and to Ben Verhoeven, for
redesigning and maintaining the CoNLL 2015 web page. We are grateful to the ACL organization for
helping us with the program, proceedings and logistics. Finally, our gratitude goes to our sponsors,
Google Inc. and Microsoft Research, for supporting the best paper award and student scholarships at
CoNLL 2015.

We hope you enjoy the conference!

Afra Alishahi and Alessandro Moschitti

CoNLL 2015 conference co-chairs
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Anders Søgaard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

Feature Selection for Short Text Classification using Wavelet Packet Transform
Anuj Mahajan, sharmistha Jat and Shourya Roy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

Learning Adjective Meanings with a Tensor-Based Skip-Gram Model
Jean Maillard and Stephen Clark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Model Selection for Type-Supervised Learning with Application to POS Tagging
Kristina Toutanova, Waleed Ammar, Pallavi Choudhury and Hoifung Poon . . . . . . . . . . . . . . . . . . 332

One Million Sense-Tagged Instances for Word Sense Disambiguation and Induction
Kaveh Taghipour and Hwee Tou Ng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338

Reading behavior predicts syntactic categories
Maria Barrett and Anders Søgaard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

xi





Conference Program

Thursday, July 30, 2015

08:45-09:00 Opening Remarks

09:00-10:10 Session 1.a: Embedding input and output representations

Multichannel Variable-Size Convolution for Sentence Classification
Wenpeng Yin and Hinrich Schütze

Task-Oriented Learning of Word Embeddings for Semantic Relation Classification
Kazuma Hashimoto, Pontus Stenetorp, Makoto Miwa and Yoshimasa Tsuruoka

Symmetric Pattern Based Word Embeddings for Improved Word Similarity Prediction
Roy Schwartz, Roi Reichart and Ari Rappoport

A Coactive Learning View of Online Structured Prediction in Statistical Machine
Translation
Artem Sokolov, Stefan Riezler and Shay B. Cohen

10:10-10:30 Session 1.b: Entity Linking (spotlight presentations)

A Joint Framework for Coreference Resolution and Mention Head Detection
Haoruo Peng, Kai-Wei Chang and Dan Roth

Entity Linking Korean Text: An Unsupervised Learning Approach using Semantic
Relations
Youngsik Kim and Key-Sun Choi

Linking Entities Across Images and Text
Rebecka Weegar, Kalle Åström and Pierre Nugues

Recovering Traceability Links in Requirements Documents
Zeheng Li, Mingrui Chen, LiGuo Huang and Vincent Ng

10:30-11:00 Coffee Break

11:00-12:00 Session 2.a: Keynote Talk

On Spectral Graphical Models, and a New Look at Latent Variable Modeling in Natural
Language Processing
Eric Xing, Carnegie Mellon University

12:00-12:30 Session 2.b: Short Paper Spotlights

Deep Neural Language Models for Machine Translation
Thang Luong, Michael Kayser and Christopher D. Manning

xiii



Reading behavior predicts syntactic categories
Maria Barrett and Anders Søgaard

One Million Sense-Tagged Instances for Word Sense Disambiguation and Induction
Kaveh Taghipour and Hwee Tou Ng

Model Selection for Type-Supervised Learning with Application to POS Tagging
Kristina Toutanova, Waleed Ammar, Pallavi Choudhury and Hoifung Poon

Feature Selection for Short Text Classification using Wavelet Packet Transform
Anuj Mahajan, Sharmistha Jat and Shourya Roy

Do dependency parsing metrics correlate with human judgments?
Barbara Plank, Héctor Martínez Alonso, Željko Agić, Danijela Merkler and Anders
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Keynote Talk

On Spectral Graphical Models, and a New Look at Latent Variable Modeling in Natural
Language Processing

Eric Xing

Carnegie Mellon University

epxing@cs.cmu.edu

Abstract

Latent variable and latent structure modeling, as widely seen in parsing systems, machine translation
systems, topic models, and deep neural networks, represents a key paradigm in Natural Language Pro-
cessing, where discovering and leveraging syntactic and semantic entities and relationships that are not
explicitly annotated in the training set provide a crucial vehicle to obtain various desirable effects such
as simplifying the solution space, incorporating domain knowledge, and extracting informative features.
However, latent variable models are difficult to train and analyze in that, unlike fully observed models,
they suffer from non-identifiability, non-convexity, and over-parameterization, which make them often
hard to interpret, and tend to rely on local-search heuristics and heavy manual tuning.

In this talk, I propose to tackle these challenges using spectral graphical models (SGM), which view
latent variable models through the lens of linear algebra and tensors. I show how SGMs exploit the
connection between latent structure and low rank decomposition, and allow one to develop models and
algorithms for a variety of latent variable problems, which unlike traditional techniques, enjoy provable
guarantees on correctness and global optimality, can straightforwardly incorporate additional modern
techniques such as kernels to achieve more advanced modeling power, and empirically offer a 1-2 orders
of magnitude speed up over existing methods while giving comparable or better performance.

This is joint work with Ankur Parikh, Carnegie Mellon University.
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Biography of the Speaker

Dr. Eric Xing is a Professor of Machine Learning in the School of Computer Science at Carnegie Mellon
University, and Director of the CMU/UPMC Center for Machine Learning and Health. His principal re-
search interests lie in the development of machine learning and statistical methodology, and large-scale
computational system and architecture; especially for solving problems involving automated learning,
reasoning, and decision-making in high-dimensional, multimodal, and dynamic possible worlds in artifi-
cial, biological, and social systems. Professor Xing received a Ph.D. in Molecular Biology from Rutgers
University, and another Ph.D. in Computer Science from UC Berkeley. He servers (or served) as an asso-
ciate editor of the Annals of Applied Statistics (AOAS), the Journal of American Statistical Association
(JASA), the IEEE Transaction of Pattern Analysis and Machine Intelligence (PAMI), the PLoS Journal
of Computational Biology, and an Action Editor of the Machine Learning Journal (MLJ), the Journal of
Machine Learning Research (JMLR). He was a member of the DARPA Information Science and Tech-
nology (ISAT) Advisory Group, a recipient of the NSF Career Award, the Sloan Fellowship, the United
States Air Force Young Investigator Award, and the IBM Open Collaborative Research Award. He is the
Program Chair of ICML 2014.
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Keynote Talk

Does the Success of Deep Neural Network Language Processing Mean – Finally! – the
End of Theoretical Linguistics?

Paul Smolensky

Johns Hopkins University

smolensky@jhu.edu

Abstract

Statistical methods in natural-language processing that rest on heavily empirically-based language learn-
ing – especially those centrally deploying neural networks – have witnessed dramatic improvement in
the past few years, and their success restores the urgency of understanding the relationship between (i)
these neural/statistical language systems and (ii) the view of linguistic representation, processing, and
structure developed over centuries within theoretical linguistics.

Two hypotheses concerning this relationship arise from our own mathematical and experimental results
from past work, which we will present. These hypotheses can guide – we will argue – important future
research in the seemingly sizable gap separating computational linguistics from linguistic theories of
human language acquisition. These hypotheses are:

1. The internal representational format used in deep neural networks for language – numerical vectors
– is covertly an implementation of a system of discrete, symbolic, structured representations which
are processed so as to optimally meet the demands of a symbolic grammar recognizable from the
perspective of theoretical linguistics.

2. It will not be successes but rather the *failures* of future machine learning approaches to language
acquisition which will be most telling for determining whether such approaches capture the crucial
limitations on human language learning – limitations, documented in recent artificial-grammar-
learning experimental results, which support the nativist Chomskian hypothesis asserting that

• reliably and efficiently learning human grammars from available evidence requires

• that the hypothesis space entertained by the child concerning the set of possible (or likely)
human languages

• be limited by abstract, structure-based constraints;

• these constraints can then also explain (in principle at least) the many robustly-respected
universals observed in cross-linguistic typology.

This is joint work with Jennifer Culbertson, University of Edinburgh.
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Biography of the Speaker

Paul Smolensky is the Krieger-Eisenhower Professor of Cognitive Science at Johns Hopkins University
in Baltimore, Maryland, USA. He studies the mutual implications between the theories of neural com-
putation and of universal grammar and has published in distinguished venues including Science and the
Proceedings of the National Academy of Science USA. He received the David E. Rumelhart Prize for
Outstanding Contributions to the Formal Analysis of Human Cognition (2005), the Chaire de Recherche
Blaise Pascal (2008—9), and the Sapir Professorship of the Linguistic Society of America (2015). Pri-
mary results include:

• Contradicting widely-held convictions, (i) structured symbolic and (ii) neural network models of
cognition are mutually compatible: formal descriptions of the same systems, the mind/brain, at (i)
a highly abstract, and (ii) a more physical, level of description. His article “On the proper treatment
of connectionism” (1988) was until recently one of the 10-most cited articles in The Behavioral
and Brain Sciences, itself the most-cited journal of all the behavioral sciences.

• That the theory of neural computation can in fact strengthen the theory of universal grammar is
attested by the revolutionary impact in theoretical linguistics (within phonology in particular) of
Optimality Theory, a neural- network-derived symbolic grammar formalism that he developed with
Alan Prince (in a book widely released 1993, officially published 2004).

• The learnability theory for Optimality Theory was founded at nearly the same time as the theory
itself, in joint work of Smolensky and his PhD student Bruce Tesar (TR 1993; article in the pre-
mier linguistic theory journal, Linguistic Inquiry 1998; MIT Press book 2000). This work laid
the foundation upon which rests most of the flourishing formal theory of learning in Optimality
Theory.

• There is considerable power in formalizing neural network computation as statistical inference/opti-
mization within a dynamical system. Smolensky’s Harmony Theory (1981–6) analyzed network
computation as Harmony Maximization (an independently-developed homologue to Hopfield’s
“energy minimization” formulation) and first deployed principles of statistical inference for pro-
cessing and learning in the bipartite network structure later to be known as the ‘Restricted Boltz-
mann Machine’ in the initial work on deep neural network learning (Hinton et al., 2006–).

• Powerful recursive symbolic computation can be achieved with massive parallelism in neural net-
works designed to process tensor product representations (TR 1987; journal article in Artificial
Intelligence 1990). Related uses of the tensor product to structure numerical vectors is currently
under rapid development in the field of distributional vector semantics.

Most recently, as argued in Part 1 of the talk, his work shows the value for theoretical and psycho-
linguistics of representations that share both the discrete structure of symbolic representations and the
continuous variation of activity levels in neural network representations (initial results in an article in
Cognitive Science by Smolensky, Goldrick & Mathis 2014).
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