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GENERAL 

The Hearsa -I Speech Understanding System: An Example ot the J Recognition rocess 

I ) .  Raj Reddy 
Dcpartt~~enf of Coniputer Science, Carnegie-hdellon University, Pittsburgh, PA 15213 

Richard D. Fcaeetl 
Federal Judicial Cerfir ,  Washi~ngfon, D.C. 20005 

Ricltard B. Ncelcy 
Xerox i'alo' Alio Research Cerrter, CA 94305 

IEE E .  Transucjions on Conlputers 25: 422-43/, April 1976 

In l4enrsay-.I ciivcrsc sources of kt~owledpc can be represented as cooj~ernting independcat 
par:~llel processes which help i n  the decodil~g of the utterssces using lllc hypotl~esize-r~ld-test 
pur;ldigol. , 'the system is discussed by collsiderillg a specific esn~iiple of its ol~eratiotl i n  the 
realm of voice chess. ~Gpics: feature extraction and sqnle~lt:ition, the recognition process, 
speaker- and environment-dcpaldent knowledge. sy~itnctic nnd semantic knowl6dge. 

GENERAL 

Preliminary Results on the Performance of a System for the Automatic 
Recognition of Continuous Speech 

1,. 12. Ilni~l, J.  K. llakcr, P. S. Cobcii, N. R. Dison, F. Jelinck. R. I,. Mcrccr, mid f ! .  V. 
Silvern~ari 
Speech Prnccssir~g Group, C'ot~~plrfer Sciences Denurtmen~, IBM T.Y. Wufsorr Rcsearch Center. 
I'orktoivn. HeigAts, N Y I0598 

Kcsearcil Report RC 3654, Ijy, Seplerl ibrr 30, I975 

Tlic recognition system c o n s i s t s ~ f  the Acoilsdc Processor (front  q d )  and the Decoder (back 
end),, which 11st.s stirtisti~ill models of the vi~riot t~ aspects o't' speech ~~roduction ;ind 
rci:ogni tioil .  'J'wo types, of dccodirlg olgc)ritti!l~s , I ve  been uscrl,' a sl:~-ck decoder a i d  ti Viterbi 
decoder. 111 olle set of *experin~cnls tlle vucabul:lry consisted. of the I I digits - zero, uli, one, 
r1c.o. ... rtinc. Scntrllces cociskt of 7 digit scclucnces. After trilining on n set of 602 uiter:lnces; 
recognit.ion ilrl 100 test senrcnces yicl~icd S'r)'; i~nd 82%) correct for the sI:~ck ;\lid !IIC Vitt'rbi 
dccotiet ruspr'ctively.= 0111 y one spea t c r  was ccsed. Tlik sccouid set of experi tnen t3 i ~i volved [.he 
New I l n l c i ~ i ~  la~\giiiige. with. a, vua~tiulitry size' of 250. 111. fhis set tlic effect ot trailling set 
sizc. ~lirnlber of i tcrations c u i i  t r i  v;tr.i;lf io11s i l l  speaker I I I O ~ C I .  i111d effects of 
dift't.rcii t spa~kers wcre testetl: I'ercc~i ~;IP,c$ 01' correct S ~ I I L ~ I ~ C C ' S  wrrr /II tlle RO-BS%l range. 



GENERAL 

Speech Understanding Thrbugh Syntactic and Semantic Analysis 

Donald I?. Walkcr 
Artificial Intelligence Center, Stanford Research I~rslitufe, Mtjtr10 Park CA 94025 

i E E E  Trnnsnciions on Conlpulers 25: 432-439, April 1976 

Sylnmnry of an early version (1972) of tile SRI speech u~~tlerstanding system. Topics 
discussetl: thc nature of the probler~~ of spcccll ulldorst:~nding (as- opposed to speech 
rccogni t'ioo), syh tactic n~ ld  semsn tic analysis, acoi~stic processing, word verification. 



GENERAL 

Computer Power and Human Reason 

Joseph FVcizenbaunr 
Department of C'onlpuler Scicience. Massacl~usetrs Institute of Technology. Cambridge 

W.H. Freeman and Conlpdny. Son Fra/lcisco. Cullfornia. 1976 300 pp., 
HC $9.95 
ISBN 0-7 167-0464-1 
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GENERAL: BIBLIOGRAPHY 

Natural Language Processing ( A  Bibliography with Abstracts) 

David FV. C;roonrs 
Nu f iorial Tecilnical I rt forma!ion Service, Spring field, VA 

Computer prograinnii~~g: infornint~on storage and retrieval, c~~~cst io~~-nnswer i~ ig ,  man-computer 
co~~rni~~tric;btio~is, Al, syntr~ctic anr\lys~s, co~nputationnl li~rgu~stlcs. 199 abstracts. 

PHONETICS-PHONOLOGY 

Man Converses with Machine 

S. A. Barchcnko 
USSR 

Joint Ptihlicutioris Resecrrch Servrce, Arlirtg/ort, Vcr.: N7'IS Jl'RS-66417 Truti~Iatron of 
Chelovek Razgovavrvaer s Alachrnor,  losc scow: 77-83, 105-109, 123-134, 1974 
PC $3.50/ AiF $2.25 

Descr~ptions of  elcctroilic dev~ces for speech arialys~s and convelslori and for volce controlled 
systems ntid rnechari~sms. 



PHONETICS-PHONOLOGY 

Speech Research: Jan-Mar 75 

Alvin M. Libcrnlan 
H asklrts Laboratories, Inc., New H avert, Connecf ictr f 

R~port  SR J I  (1975) .  235p, June 1975 NTlS AD-A013 325/6GA, 
PC $7.50/h!F $2.25 

Manilscripts cover the following topics: Prelinlinnries to a theory of action with reference to 
vision; two qurstlons rn d tchot~c I~s t  tng; rt.l;ttionsliip of speech 'to lailguage; rise time in 
~io~i l~nguist ic  sounds and n~odcls of speech pe~ception: pholiet~c coding of words in  taxonomic 
classlf ication trrsk; on the front cav~ty resorlance; synthetic speech coritprellcnsion: testing 
synthesis-by-rule wrth OVEBORD progratu Stress and tlie elastic sylluble, VOT or first- 
formant transi tton detector; pitch in perception o f  voict ng st:ltcs i n  Thni; facial muscle 
act~vity in prodact~on of Swctlrsh vowels; cornhl~led cincfloorogmphic-EMG study of the 
tongue during protiuctiotl of /s/; velar nioverhent and its iiiotor commalld; t he stuttertng 
l n r y i ~ x .  

PHONETICS-PHONOLOGY 

Recent Developments in Speech Research 

0. b'trjimnra 
Reli Laborntories, hiurray Hill, New Jersey 07974 

hiarruscript for rhe Proceed~rtgs of tile 8th 1nterrtatron~ll Corlgress on the Educatron of tire 
Dcrrf, Tollyo, rlu,ptrst 1975 

Ileccnt progress i n  speech research is rev~ewed w ~ t h  an cmphnsls on tlie efforts to relate 
ltrigilrsttc u111 ts to 5pecch cvcrl ts Topics disc i r f ~ i :  Scgnlc~ltnl rlspects, As~in~rl;~tton, Syllables 
as cuiicateriatlve segment? (111stcad 01' photlenies). Supr:~srgctncntaI a3pects. In the d~sci~sston 
of sitpraseg~iis~~tals expcrlrnerlts are rel)ortt.d i n  ~ ~ h l ~ h  E t i ~ l ~ \ t i  words were first recordcd in a 
camel scr~tencc and then const~tuent syllables were clipped out and used to forrii new 
sentences. Varrous approximatlo~ic; to thc target seiiterlcc weie tested. sinlplc concatenation, a 
ver5lon In which durations of syllables had been adju\ltcl to m:itch nittilr,il cxpanslon or 
c.otnpres~ion of spllahlcs. anothcr versloll in whtc.11 the nalirral prk t~ contorti (taken ft- on^ an 
utterance of the tnlget bentencc) IS strctclicd to match the duratioi~s '1s they were for the 
source syllables, arid another version wl th  11ati1raI ~ i t c l l  colltour and dirrat~ori-r~djusted 
syllables. 



PHONETICS-PHONOLOGY 6 4  

Implementation of the Digital Phase Vocoder Using the Fast Fourier Transform 

Michael R. I'ortnoff 
Departrnetlt of Electrical Enginreritlg and Cor?rplrf er Science, Research Laboratory of 
Electronics, M.I.T. ,  Ctrmbridge, M A  02139 

IEEE Transcictions orr Acoustics, S p e ~ c h ,  artd Sigrral I'rocessirrg ad: 243-248 Jltrte I976 

A digital formulation of the plinse vocoder, an atialysis-syntlies~s systcm providing a 
parametric representation of a speech wavefarm by its short-time Fourier transform, is of 
interest both far  data-rate reduction and for manipulatlng speech pnrnnieters. Thc system is 
des~gried to be an iduntity systeln 111 the absence of any parameter modifications. 
Computational eff~cret~cy is achreved by en~ploylng the fast Folirter tr;~nsforrn nlgorithm to 
perform the bulk of the coniptrtcltion in both the ari:~lysis and sy~~thcsis  procedures, thereby 
milking the fo r~n i i l a t~o i~  attract~ve t'or irilplenientnt~on on a mirlico~i~puter. 

PHONETICS-PHONOLOGY PHONOLOGY 

Syllables as Concatenated Dernisyllables and Affixes 

0. Fujinlura 
Bell Laborntories, rllrrrrcay H111, Ncbv Jersey 07974 

Pupcr Pres~nted nr ttle vrsr  nleerrng of' the Acorrstical Society of Anlericu, April 1976 

Ry deco~nposing English syllables iri to phonetical'l y and phonotncticall y wcll-motivated units 
it should be possible to create a complete invuntury for st.gmeiitiil concatenation wliich will 
cont;lin about 1,000 entries, and still rcproducc 1iatitra1' a l l o p h o ~ i i ~  yari3tio1is. A syllabic is 
shorn to consist of a syllablc core and syll;~ble affix(es), the former being decomposed into 
the' irli t i  tal and final dcmisyllablc.~. Consonantal features t'or each demi-syllabe inclrrdc- at  
most. one specification of place of articulation ( i n  terms of i1 few distinctive features), 
spi ran t iqtibn (for /sp/./st/,/sk/, as opposed to /p/. /t/, / k/). t e r i s ~ e s s .  rlas;tl i ty etc.. ' 'The 
phonetic realization ir; governed hy thc vowel affinity principle as described clscwhere i i i  
ternis of the te~iiporal scquencc of pcrtiner~t physical events. Tl~crt. is ;I pliorlctic corlstrsint 
that a deniisyll:tble is rca1i~t.d wltt! ~ i o t  rilore than ~wo',phoilctic colisona~ital sc~n~en t s .  The 
final ~onsol~antal  cle~nerlts (such ;is /s/ in /tacks/) tli;~t follow :I place-specified coiisotiiltit 
( k  i n  tliis C;~SC) 3re tre;ltc'il ' ;IS syl1at)lt. nf f  iscs. Tl~ese affises ;Ire ;ill r~pic~nl, arid they 
observe voicirlg a s s i ~ i ~ i l a t i o ~ ~  wi tli rcspcct to thc true consorl:rrlt i l l  the core. 



PHONETICS-PRONOLOGY: RECOGNITION 

Transition Networks for Pattern Recognition 

Su Man Chou, anti K, S. Fu 
School of Electrical Engitreeri~~g, Purd ue Utllversity, Lo f yer t e ,  Indiana 

Report TR- EE75-39, 187p, December 1975, NTIS: AD4020 727/4GA 
PC $7.50/hfF $2.25 

Transition networks slid Chomsky's hierrcrchy: modified Eorley's algorithm for transition 
network grammars. Stochastic and error correcting versions of transition nerworks are 
proposed to solve the probleln of noise and distortion in syntactic palter11 recognition. This 
approach is i l l  ustrilted by discussion of an  expcri men t on sorce-chess language. Inference in 
tfiinsition networks; ~nference on the probability assignment over the hrcs of s2ochastic 
tratisitioti networks; examples of inference. 

PHONETICS-PHONOLOGY: RECOGNITION 

An Approach Towards a Synthesis-Based Speech Recognition System 

R .  R. Thossr 
ltlterttariottal Conlpurers, Lid., Poonn, Indicz 

1'. V. S. Ha0 
Tutu institute of Ftrrtdnt?~en/nl Researclt, Bombay, India 

I EEE Truttsuctions on Acous f r  cs, Sprecll, altd S ig~ta  I sProce.r.vittg 24: 194- 196 April 1976 

I'he schenie uses ~nformat~on  about interphontrnie contextual effects coiimioed i t 1  fornlarit 
lransbt~ons and c~liploys internr~l trial sytithesis and feedbacl ~;\nlpi\risoiI (7s a 111ea1'ls for 
rccog~i~tion. The all11 is to achieve mintrnal \c'i~slt~vlty tr) al>prc~i:~ol$ vurii~l>ility which occurs 
i n  the speech signal, even for  utterances of' a sit~gle speaker. Whrle the approach is quite 
gelrt.r;rl, it lias inrtially been t r~ed  out on vowcl-stop-vohfel uftera~ices. Vowels are always 
ident~f~ed correctly wflrle rt'cognltlon scores range from 66% to 78% for the consotiarils, 
exccpt for / n /  at 47.9%. 



PHONETICS-PHONOLOGY: RECOGNITION 

Continuous Speech Recognition via Centisecond Acoustic States 

Raimo Rakis 
Conrput~r Sciences Qepart~?rent, I B M  Thotnas J .  Watson Research Center, 
Yorktown Heights, N Y  10598 

ISM Research Report: RC 5971, 4p, April  5, 1976 

Contil~uous speech was treated as if produced by a finite state mnchine making a transition 
every centisecond. The observable oirtpilt from statc transitions was considered to be a power 
spectrum - a probabilistic functio~l of t t ~ c  target state of each transition. Using this model, 
observcd sequeilces of power spectra from real speech were decoded as sequences of acoustic 
states by means of the Viterbi trellis algorithm. The f~nite-state n~echine used as a 
represetitation of the. speech soilrcc was composed of n~nchincs represunting words, combined 
accordltig to a 'Ii~nguage model'. When trnitied to the vo~cc of a particular speakey, the 
decoder rccognilred seven-digit telepllo~\c numbers correctly 96% of the triiie, with a better 
than 93% pcr-diyt accuracy. Results of syllable and plroi~cme rccogr~it~oil tests are also 
given. The approach appears promis~ng, with systeril trarr~ilig appearing to be the key 
problem. 

PHONETICS-PHONOLOGY: RECOGNITION: SEGMENTATION 

A General Lan uage-Operated Decision Implementation System (GLoDIS): Its 
Application to 9, 'ontinuous-Speech Segmentation 

N. Rex nixon, arid 14:lrvey F. Silvcrnia~l 
Speech Process~ng Group, D(apnr1r~lcnr of C o ~ ~ ~ p u r e r  Scrertces, I B M  Tl~oj~ras J .  IYu~sort 
Research Cet l~er ,  Yorkto,vn Heigirrs N Y  10598 

IEEE Trcrnsactiorts on Acolrstlcs, Speeclt, arrd Srgrtul Processrrlg 24: 137-162 April 1978 

GLODlS represents a flexible, operattng-system approach to the gencratiorr and 
implcmentat~on of conlplex rules for deciston making in  p.attcrti recogrlition, such ;is 
processing of EEG. EI<G', seismic, sonnl, radar. and, 111 t h ~ s  ~mplen~entation, speech data. The 
user conirol of the systern, wrltten 111 GL.ODISL, 1s fed to a conip~lcr stage wliich converts 
the user-oilented contrcjl data for tllc ~mplctnenter. whlch applics the control data !o the 
input ditta. The system is described 111 detail si~ff'ic~ent to pcrtr~it repl ic :~t i~~i~.  I n  the 
segnietitatlon of 8.5 111~11rttes o n  contiliuous texl. cc1111:1t nrng 61 75 ~ i id~v idu :~ l  phoneme -events, 
the systcrn acli~evcd 6.805% rnlssed cvcr~ts, 10.50%) cxtr;l cvcnts, 4 09% temporal 111 n~tsylnccd 
evcrits. 88.6% of segnlr~lts were as~igricd to tlia proper p h o r ~ u ~ l ~ c  cl:tw, w ~ t h  the worst 
conf us~oli existing between glldcs and vowels ( w h 1 ~ 1 1  is prcd~ctablc 111 n systcrl~ il\ing sicaily- 
state ci,\v,il '~cat~o~~). GI.OI31S has I I C C ~ I  11sctf '1s ( I I C  i i coust ic - lo - l~ l~o i~e t~c '  trat~slator 111 :I large 
expcrtment ilcscr~l~ed 111 L.K. Ual~l 1 I .  I L :  RC-5654 (:tl~~tractccl t.lsewht.re on thls 
fiche). 



PHONETICS-.PHONOLOGY: RECOGNITION: FORMANTS 

Computer Recognition of Interphonemic Transitions 'in Continuous Speech 

David A. Brown 
Air Farce Inst if ut e of Tee hnology, Wright- Pat ferson Air Force Base, Ohip School of 
Ettglrreering 

Report GSM / BE/7SD-45, Pop. Decetnkr 1975 NTIS: AD-A019 842/4GA 
PC $5,00/'MF $2.25 

The objective of this research was to determ~ne the feasibility of recognizing f ive distinct 
speech unlts (~nterphorernic tnins~ti,ms) in the speech of one speaker. A computer program 
performed the recognition task based on fodant  features in ,the transibion regions of the 
speech data. A compnrisod of two sequential recognition nlodels revealed that transilions i n  
coniinvous speech con be more accurately' modelled in  terhis of independent formant 
scqi~cr~ccs than a sin~yle scquence of sounds. 

PHONETICS-PHONOLOGY, RECOGNITION: FORMANTS 

Modifications to Formant Tracking Algorithm of April 1974 

Stephanie Seneff 
Lincoln Laborutorj~, M.I.T., Catnbridge, M A  02173 

I E E E  Trortsactions on Acoustics, Speech, nrrd Sigrtul Procgssing 24: 
192-1 93 Ap f i l  1976 

An improved version of the algorithm described i n  McCnndless (IE'TABA 22: 135, AJCL 
abrtract on f~che 6: 55). The new alpor~tlim, llke the or~ginnl one, applies contic~uity 
cor~strairits and branchcs out from an anchor pornt 111 the middle of' each vowel. The 
changes nlre that r n t t ~ i ~ l  esti~ilalcs for the fbrnuut frequent-les at the ilrrchur are determined 
Inore carefully, and tfiet the opt1011 of choosi~lg a new anchor point tlcsr the oiig~tial one is 
allowed if the or tginal one cairsed problems. 



PHONETICS-PHONOLOGY: RECOGNITION: BOUNDARY 68 

Prosodic Aids to Speech Recognition: VII. Experiments on Detecting and 
Locating Phrase Boundaries 

Waync A. Lea 
Defense Systems Dlvisiorr, Sperry Utiivac, SI. Paul, PIinnesota 

Report PX-  / 1534, 52p, 14 Novelrlber I975 NTIS: AD-A0 19 047/OGA 
PC $4.5O/hlF $2.25 

Computer prograins for detecting syntactic boundaries (ROUND3) and locating stressed 
syllables (STRESS) hnve bee11 supplicd to ARl'A contractors arid incorporilted into speech 
recogrlition fnuilitrcs. Exper~ments w r e  conductetl on vi~rious t ~ n l i r ~ g  cues that correlatr! wrth 
photlol~gici~l and syntactic pllrase bouliclaries, sllowit~g that 91% of the phonological phrase 
boutldnr~es that were perceived by llsteilers who tlcard spectrally iiiverted speech could be 
detected frorn lengthcr~ed vowels and sonorall ts in p h ~  ase-f ilia1 pos~  t~ons.  Also, 95% of these 
percs~vtxi bo~~nriaries wtsre evidenced by long tlilie ~ I I ~ L ' I V ; \ ~ S  ~ ) C ~ W C C I I  syllables. The interstrcss 
i~ltcrval also providcd il good nle;\suru of rate of spccch, that coirelatcd w ~ t h  error rates i l l  

i\utom3tic plio~~etic classif t c a t i o ~ ~  scllemes. 

PHONETICS-PHONOLOGY: RECOGNITION: SPEAKER IDENTIFICATION 

Evaluation of an Automatic Speaker-Verif ica tion SyStem over Telephone Lines 

A. K. Roscnbcrg 
Acousrics Rcsearch Dcpc~rtrtletii, Bell 14nborutorres 

Be11 System Technical lorlrrrcrl 55: 723-744, July-August 1976 

The systc~n is  brtscd on an acoustic analysis of a fiucd, sentence-long utterance resliltlng it1 a 
firfiction of titne or coiltour for each fcaturc analyzed (such as pitch, ititensity). In a test of 
the systern 104 111rllc arid fe~r~ale  spenhcrs, caIIed 111 nt11i1111311y once each worklr~g day, froni 
their owti phones, over a perlon of f tvc  months. In the ~nitial  call each 'customer' was asked 
to prov~dc 5 rccord~~igs of the test ~~t lc r r~nce  ("We were away a year ago"). P rov~s~on  ic made 
for updnt~ng the reference f~ le .  At tile early stagcs the ryect-customer rat? is about 10%, 
while it i ~ ~ ~ p r o i l ~ h ~ ~  4% on adapted cttbtomers. I he nccept-~a~postcr 'rate shows a similar 
h~story. 7 hc greatest weakness of thc systenl 11t.s I n  the estnbl~sh~ner~t of adccluate initial 
referehc~ ~les. 



PHONETICS-PHONOLOGY: RECOGNITION: SPEAKER IDENTIFICATION 

Speaker Recognition Using Orthogonal Linear Prediction 

Marvin San~bur 
Bell Laboratories, Murray H i l l ,  NJ 07974 

IEEE Transactions on Acoustics, Speech, and Sigrral Processing 24: 283-289, Alrgust 1976 

Recent experiments in speech synthesis have shown that, by an appropriate eigenvector 
analysis, r set of ortliogonrl pnranlrters can be obtained that i s  essentially inde ~endeiit of all I linguistic inforniatlon across an aaalyzed utterance, but highly indicntivc of t le iden t i  ty of 
the speaker. The ortliogonlil paraa~eters are formcd by a linear trunsformation of the linear 
prediction parametcrs, and can achieve their rccognit~on potential withoi~t the need of any 
titne-normal izatioll procedure. The speaker discritnioatio~l pote~ltlnl of the linear prediction 
orthogonal paraliieters was formally tested i n  both n speaker iden tif icntio~i and a spcaker 
veril'icntion experiment. The spcech data for these experi~lici~ ts consisted of six repetitions of 
the snnie sentcnrr spoken by 21 male spenkcrs on six scp:lmte occ;~sions. For both 
idu~~tificatioti alrd ver~fication, the recognition accuracy of the orthogonal para~ilutcrs 
exceeded 99 percent for high-qc~nlity 'speech inputs. For tt.lephone inpu~s, the acctlracy 
exceeded 96 percent. In a separate text-independent speaker identification experiment, an 
accuracy of 94 percent was achieved for  h~gh-qurrli ty speech inputs. 

PHONETICS-PHONOLOGY: RECOGNITION: EVALUATION 

Speech Recognition Experiments with Linear Prediction, Bandpass Filtering, 
and Dynamic Programming 

Gcorgc M. White, and Richard 13. Necly 
fatv Alto Rcsturch Cenrer, I\'crax Corportfltron, C,d 94304 

i EE E Transnetions on Acoustics, Speech, nrld Slgnal Processing 24: 183- IS8 Aprrl 1976 

Preprocess~hg by l~ncor pred~ctlve nrinlysis and by bnndpnss filtering are fot~nd to produce 
sin11l;lc recognit~on scores. The c k ~ s s ~ f ~ c r  uses c~ ther 1111ear ti me sirctcli~ng or dy ~lamic 
progrrlrnming to achieve tirile alignment. Dynamic prograinni ~ n g  1s of m q o ~  frnportance for 
recqni  tlon of pol) byll:ibic words. The spect h i s  coniprtsscd in  to a q11as1-phoneme cliaracter 
string or preservgd uncompressed. best results are obtiiincii W I  t h  u~~cori~r~rcssed datii. uslnc 
nonllncar t i  me reg~strat~on for m u l ~ i s y  llabic words. 
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Some Preliminary Experiments in the Recognition of Connected digits 

1,awrcnce R. Rabincr, and Marvin H. Sanlbur 
Bell Loborcrtories, Alurrqy t i i l l ,  NJ 07974 

I EEE *~ra / tsuct ions  of Acoustics, Speech, and Signor Procegsing 24: 170- IS2 April  I976 

The first pqrt of, the reoognit~on system segniciits the strlrig into individi~;~l digits whilrf the 
secoild part recognizes tire I ndividunl scgnlents. Segnicnt:itloti is bawd on a wktd-unvoiced 
analysis of the digit striilg, as well as inforn\ation about the locat1011 and eiiiplitudc of 
m i n i i i ~ n  in the energy con tour of  the utteronce. 'The digit rrcognit~on striltcpy is himilat to 
the ~lgorithni used by Satnbor and Rnbiner (BS1'JAN 54: 81) for isolitted d~pits, but w ~ t h  
several important n~crdifications duo to tlre impreciseness w l  t h  wh~ch tlrc cuact digit 
boundi~ties crln bc: locatetl. In evalunt~ng the nccur;~ticy o f  the systelii ti~gti-quality wund 
recordiilgs obtained f rain n soundproof booth wcre scgmc~itcd w i  lli 99% ;lccurncy nrid thc 
recogi~itiuri accuracy WilS i~bout 9 IS; ilcruss ten spcl\kcr s (5 i~~;\lc,  5 female). W ~ t l r  rrl'cordirigs 
made in i\ nosy colnputcr roo111 the scgll~e~~tatiun iICcuracy renlainrd clusc to 99% ant! the 
recognition accuracy was i~bout 87% rlcruss anoil~er gruup uf 10 speakers (5 niale, 5 fe11i;llr). 

PHONETICS-PHONOLOGY RECOGNITION: CLASSIF lCATlON 

Utterance Classification Confidence in Au tonia tic Speech Recognition 

Ralph tiitnb:111, and klichacl tl. Rothkopf 
Palo AIto Research C'enrc.r, X e r o ~  Corporcrtion, CA 93304 

/Ekl:'E Trlt~lsacfiorts un Acousric.~,~ Spoecit, urtd Signctl i'roccssr 11: 24: 188 - IS9 April 1976 

A qorrfidencc mensiirc for utternncc c las~~f~cnt io t i  iisrng Har~lriirng di\tnnCc.: Givcl~ 
ilnknow~l siririg U and hslowtl strings TI . . . 7%. \tot. wrsk to cl~ousl: tliu ),lio\vn string Ttrr 
most sim~lor to (1. Thc Hnti~rning distancc H m  het\ieeri 7'111 d~ld  ( 1  i s  t l l ~  tot;lI oiiiabcr of 
character differences betwcetl the  rcspectrve strings. The llanlnling ratio, bc~iiccrl thc tlVo 
best tI:tn~nling dlstante scores obtr~~ned in nlatch~ng uttcranco icriil~liltes \wth nrl u n h n o ~ r l  
iitteri~ncc, IS an i r l d ~ c a ~ ~ o n  of the degree of cotnpc.irtroi~ anlong ;~tlc.rrr;t~rvc clas\~ficatror~s, I f  
the Hn~nlnin~,  ratlo f u l l y  below a specif~c threshold, the c lCiu~f~cn t~o i i  ciunnot be takcn 
ser~ously and i t  IS necessary to invoKe n more costly, but more po\it.rFill. class~frcr. 



A Comparison of Several Speech Spectra Classification Methods 

Harvcy F. Silvcrnmn. ;and I+/. Rex Dixon 
Speech Processi~tg Group, Conlyuter Sciences Department, IBM Tllomas J .  Warson Resea~cA 
Centcar, Yorkrown Heiglrfs, NY 10598 

l E E E  Transactions on Acousfirs, Speech, arld Signal Processing 24: 289-295 August 1975 

Four nrethods of classifying speech-spectrih arc d i ~ ~ u s s e d :  1) maximunl direction cosine 
tnetl~od, 2) mtninrum dlstnnce with 110 mean correctrotl. 3) tninimum distance with linear 
Incan correction. 4) m~nimum distance with full correction. These were tested with 80, 40, 
20. and 10-poltit spectral represeatation. Mcasures of accuracy and stahllity were derived 
through the use of an nilt~inatic performance evaluntlon system. Ovel 3000 hand-labeled 
spectra were uscd. Of those evaluated, a l i r~early mean-corrected minim utn distance measure, 
on a 40 pqlnt spectral representat1011 with a square (or cube) hot111 was consistently superior 
to the other! rnelliods. 

PHONETICS-PHONOLOGY: RECOGNITION CLASSIFICATION 

A Pattern Recognition Approach to Voiced-Unvoiced-Silence Classification 
with Applications to Speech Recognition 

I :'rtrnsuc*trons on Acoustics, Speech, ctnd Signal Procassittg 24; 20 I - 2 12 Jurle /976 

I'tre lir~krt~g of voiced-unvoiccd decislor~ to pitch anr\tysis r'\ot only rcsults in unnecessary 
~ ~ ~ t i p l c \ ~ t y .  blrt 111~tl.c~ i t  difiicillt to classify short speech seglnctits which are less t11a11 n few 
pitch per~ods 111 tlumtioll. By using rneist~rcnlents of tllr xcro-crossi~~g.. ralc, the speech 
energy. corrcl;it~oll I~ctwocn aclj,lccnt speech snml~lcs. the first prcd~ctor cocff lclent fro111 a 12- 
pol2 111ic;ir I I ~ C ~ I C ~ I V L '  C ' U J I I I ~  (LIT)  ;\~i:iIysis. ~11ii1 the energy in thc prcdlct~on error it is 
po\\~I)lc Lo usc pi\tIcr~l recc)piiit~ori approach to dccidlng whctlier a seg1ne111 IS voiced speech 
ui~vo~ccci spccch. O I  silcl~ce. The spcech sognlcnt is assrgrictl tc) n pitrticirlar clilss bltscd oil a 
1 1  1 1  I I I  - I  I I t I IIIICIC'F I i t  I th;lt ' ttie nieasu~ cd paramctcrs are 
~ I ~ L ~ I I ~ I I ( c J  ; I C C O I ~ I I I ~  ( O  ttlc 11111Ilid11iie11~101ial G;LIISSI~II prolx~bil~ ty dcnslty ft '~nct~o~?. 7 hc 
111i*311\ :tlid cotilr1;IIiCcs fur f l i t '  C ~ ; ~ ~ I S S I ; I I ~  d ~ s t r ~ b ~ ~ f ~ o ~ i  are ( I c ~ L ' I  I I I I I I C ' ~  l'ro111 ~ l ~ i \ l ~ l ~ ; \ l f y  cli\sslf'~ed 
4pct'~ t~ diltrl I I I C I L I C I I I I S  ;I lri111111ig be[. A s111lp1e rlolll irle,lr sn1oot11111~ algo~ 11hr)l is dcscr~bccf tu 
pro1 lctc :r srnnoi1i 3-levcl con totl~ of an uttornr~ce f o ~  nsc i n  \1)cecb\l rccogtli t l o l l  :lppl I C ~ ~ ~ O I I S .  
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Residual Energy of Linear Prediction Applied to Vowel and Speaker 
Recognit ion 

Hisashi Wakita 
Speech ~Comnrunications Research Laboratory, Inc., Santa Barbara, CA 93109 

I E E E  Triansactions of Acoustics, Speech, and Signal Processing 24: 270-271 June 1976 

Abstract--Recognition of steady-state vowels based on the residual energy of linear prediction 
was ascertained to be useful for a recognition system in which the reference data are taken 
from the intel~ded speaker. Sharp speaker selectivity based on a threshold criterion suggests 
that the use of the residual signal energy rnay also, be useful for speaker identification, 
especially for speaker screening in  a large population. 

PHONETICS-PHONOLOGY: SYNTHESIS 

Speech Synthesis by Programmable Digital Filter 

Donald B. Warnluth 
Air Force It~stitute of Technology, Wright-Patterson Air Force Base, Ohro School of 
Engineering 

Rep~rt  GE/  EE/75-4 1, 78p, December 1975 NTIS: AD-A019 842/4GA 
r?C $S.OO/ M F $2.25 

lnpirt from teletype, outpi~t is lecognizable speech. The technique is based on niodel~ng the 
accoustical conseqi~ences of the various configurations of the vocal tract atid wc?? tested by 
hstenlng to output and by use of the Speech Analysis System of the Aerospace Medical 
Research Laboratory, which consists of an analyrer and  associated equipment necessary to 
produce il real-trmc llardcopy representation of the f I equency chnracte~ lsttcs of the speech 
Input. The ana ly~cr  i s  called a COC frlter w ~ t h  a des~gn based on the hyclro-mechancial 
opcratron of the inricr ear. 



PHONETICS-PHONOLOGY: SYNTHESIS 

A Model of Articulatory Dynamics and Control 

Cecil H. Coker: 
Acoltstics .Research Depifrtment, Bell Laborafories, Murray Hill, NJ 07974 

Proceedings of the IEEE 64: 452-460, April 1976 

The system includes: 1) a physical model of the vocal system, with spatial constraints very 
close to those of natural articulation; 2) a representation of the motional constraints of the 
articulators which, when moving from one stated shapea to another, interpolates realistic 
intermediate shapes; 3) a similar model for the movements of the excitation system, including 
subglottal pressure, vocal cord angle and tension; and 4) a controller for this mechanism 
which produces from input phonetic strings sequences of articu1ator)r commands which cause 
this dynamic system to exec.ute properly timed rrticulatory motions. 

PHONETICS-PHONOLOGY: SYNTHESIS 

Automatic Generation of Voiceless Excitation in a Vocal Card-Vocal Tract 
Speech Synthesizer 

James L. Flansgan, and Kenzo bhizaka 
Acoustios Research Deparfment, Bell Laboratorcies, Murray H i l l ,  NJ 07974 

I EEE Transaciions of Acoustics, Speech, and Signal Processing 24: 163-1 70, April 1976 

The speech synthesis technique incorp~rates acoustic models fot  sound propagation r n a tube 
with yierding walls, ti~rbulet~t noise generation at  locatiotts .of constricted volume flow in the 
vocal tract, and the self-oscillrtory properties of the vocal cord source, .With the freedom 
from the traditior~al assumption of linear sep:\rability of sound source and resonant system 
allowed by this formulation, new opportClnities,accrue for b u ~  lding rcalrstic physiological 
characteristics into the synthesizer which represent information that rleed not be overtly 
supplied to control the synthesizer. The system is used .to syrlthesize test syllables from 
controls which arc stylize6 models of articulation and connected speech from controls 
autonlatically derived from prlnted text. The synthesis techoique dcnlonstrates the feasi b~li ty 
of generating all speech sounds (voiced unvoiced; nasal) from a colninon set of 
physiologicnlly .based control parameters (subglottal Iirng pressure, ,vocal cord tension, vocal 
cord neutrat area, area of nasal coupling, cross sectional area o H h e  vocal tract along its 
leng th). 



PHONETICS-PHONOLOGY: SYNTHESIS 

Digital Analysis of Laryngeal Control in Speech ProductQn 

J. L Flanrgan, L. R. Rabiner, D. Christopher, and D..E. Bock 
Acoustics Research Depattmenr, Bell Laboarrtories, Murray H i l l ,  NJ 07974 

'i'. Shipp 
Veterans Adminlstraiion Hosni~nl, Speech Research Laboratory, San Francisco,,CA 94121 

Jolcinal of the Acoustical Society of Anlerica 60: 446-455, August 1976 

Physiological measurements are mnde directly 011 human talkers to determine several dynamic 
laryngeal functions. The functions are c o ~ ~ t r o l  variables in a speeth synthesizer which utilizes 
acoustic models of the vocal cords and vocal tract. They are the time variation of voc81- 
cored (glottal) opening (Ag): the electromyographic (EMG) potentials of three laryfigeal 
muscles--posterior crico arytenoid (PCA), interarylenoict (!A), and cricothyroid (CT); the 
sub~lottal  air pressure (Ps): the speech output sound pressure waveform (P); and timing pulses 
from a digital clock. Prelintinary data for ten ' utterances by a man are digitized by a 
multiplexed A/D corlvcrter and the results are stored in disk file for  analysis. The results 
show how voice periodicity can be matlifested differently at  the glottal and sound-output 
levels. A typical instance is vocal-cord vibration tliroi~ghout the occluded phase of a voiced 
stop consonant. 'I'he EMG functions are analyzed by computing short-time energy. The 
results are correlated with voic~ng ~nset /offset  and with vorce pitch. PCA energy is shown to 
be correlated with voicing offset, and anticipatory to it by about 20-30 msec. I A  energy is 
shown to be correlated with voicing onset, and anticipatory to it by about 40-50 msec. CT 
energy is found to be nearly directjy correlated with the frequency contour for voice pitch. 
Direct utilization of these phys~ological parameters for speech synthesis is suggested. 

PHONETICS-PHONOLOGY: SYNTHESIS 

Speech Resynthesis from Phoneme-Related Parameters 

.Joscpll ID. Olive, and N .  Spickenagel 
Bell Laboraiories, Murray Hill, NJ 07974 

Jourrlal of rlre Acoustical'Society of Anrerica 59: 993-996, April  1976 

In work on speech analysis and raynthesis predictor (LaPC) derived functions are used to 
describe the spectrum of the ~ C O U S ~ I C  signal; small changes in the values of these parameters 
do not affect the speech quality. If the boundariei of the steady-state portion of the 
phonemes are found, the steady-state portions, rrs well a6 tlre transitions between the 
phonemes, can be represented by straight lines. This nlethod allows for the clescription of the 
acoustic signal w1t11 two sets of points pcr phoncnic. Numeror~s saqterlces have been encoded 
by this method. and the resulting sentences do not .sound differently from the sentences from 
which the data were derived. Such a scheme could be used for  a rule-.synthesis scheme, as 
well as for segincrltatlon of speech in  spcecll recogrlition schemes. 



WRITING 

Computers Learn to Talk 

Sergei Ivanov 
USSR 

Foreign Technology Division, Wright - Patt erson A FB, Report: FTD- I D( RS) 1-2306-75, Edited 
rranslation from Rabochaya Gazefa -208: 4, Sept. 75, by Gale ~ i i s e n b a r g e r ,  NTIS: AD-A017 
927 /5GA 
PC $ 3 . 5 0 / M F  $2.23 

Communication with computers in printed form. From the International Conference an 
Artificial Intelligence held in Tbilsi. 

Kana to Kanji-and-Kana Conversion System 

Y. Matsushita, H. Yamazaki, and F. Sa'to 
Oki Electric Industry Co., Ltd. 

Information Processing in Japan 14: 87-92, 1974 

Problems in the processing of Jgponese language informatioil are indicated and a system is  
discussed for converting Kana to- Kanji-and-Kana. 
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The Design and Construction of a System to Transliterate Tai by Computer 

U. Warotan~akikkhadit, and N. Kanchanawan 
Rumkhamhaeng University, Thalland 

D. Londe 
System Development Corporation 

6th Australian Computer Conference Proceedings: 833-839, Australian Computer Society, 
I nc., 1974 

The syitem accepts Thai words as input and produces as output a Romanized transliteration. 
The components of the system are an IBM 1800 computer, and Thai and Roman character 
printing Shin ko teletype, a string processing language and an interpreter for this language. 

WRITING: RECOGNITION 

Optical Character Recognition (A Bibliography with ~bstracts) 

Georgc W .  Reinrherr 
National Technical information Service, Springfield, VA 

NT1S:PS-75/892/0GA, 130p, December 1975 
PC $25.00/hf F $25.00 

Design, performance, and applications of optical character recognit~on devices and techniques 
for alphanumeric symbols, automatic recognction of handwritten characters. 115 abstracts. 



LEXICOGRAPHY-LEXICOLDGY: STATISTICS 

Word Inventory and Frequency Analysis of French Conversations 

This word frequency list was extracted f rom a corpus of fifty half-hour convqrsations 
recorded in Parisduring the academic year 1967-68. The speakers, who did not know that 
they were being recorded, were -all well-educated professionals and all speakers of the most 
standard dialect of French. The list i s  made up of all phonetically discrete words recorded, 
without any attemp+ to separate homonyms. 

LEXICOGRAPHY-LEXICOLOGY: THESAURI 

Automated Compiling of Thesauri and Concept Systems for Dictionaries and 
Technical,, Glossaries 
(Automatisierte Herstelbng von Thesauren und Begri ffsys/emen fur Worterbucher und 
Fachrerminologien) 

F. H, Lang 
Osterreichische Gesellscha ft fur Dokumentatior~ lrnd Infor~nation 

Nacltrichtungen Dokurnentafion 24: 231-238, 1973 

GENTHES supports the canstttlction of a thesaurus and its use and is based on a relational 
system which corresponds to ISO/IlIS 2788 (UNiiSCO) and DIN 1463, difkring, however, in 
adding generically related and contiguous terms pertaining to a part-whale- system. The 
characteristics that de~ermine narrower terms against therr broader terms ate introduced as 
new relations, and many types o f  associations are made ava~lable for  experiment. The 
programmed generation of dependent relati6ns ensures avo~dance of formal errors and bgical 
contradictions. The progl am can operate i n t c ~  actively or i n  batch. Program functions: 
input, logical and formal input checking. generations of rclatmns, display, dekte, print--on 
line printer and storage on disk. 
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Comparative Study of the Syntactic Characteristics of Formal-Informal 
Discussion and Aaministrative Correspondence 

Publit Service Commission of Canada, 118p, 1974 
ERIC; ~5'0102874, 
M F$0,76/HC$20.94 

The study provides descriptive, comparative, quiwtitative, and statistical information on the 
syntactic characteristics of two English registers 1) formal and i n f m a l  discussion and 2) 
administrative correspondence. In chapters 1 and 2 the background and purpose of the study 
are discussed. ,The composition of the major spoken and written corpus, the analytical data 
of which formed the basis of the study, is described in chapter 3. Chapter 4 outlines the 
mu1 tilevel analytical model adopted and its characteristic features. 

GRAMMAR 

On Relational Constraints on Grammars 

David E. Johnson 
Alothenratical Sciences Department, lBAl Tltomas J. Watson Research C e n f ~ r .  Yorktown 
Heights, New York 10598 

IBM Reaenrch Report: RC 5568, 50p, February 18, 1976 

Within the framework of Relational Grammar the following universal principle of natural 
language is proposed and defended: 

The Contirtuous Segment Principle: Nu rille R of a-natural l w p n g e  can apply 
to a nun-continuous segtilcnt of the Kelat~onnl t l ic~archy ( R H )  (S < DO < 10 
<00), c.e.,4f R applies to noun phrases holdlng grammatical relat~ons U and W 
on the Rl-I (U < W), thcn, for all V on the R H  such that U < V < W, K can 
apply lo noun phrases hold~ng V. [S: ,subject. DO: direct objcct. 10: indirect 
object, 00: obllque object] 

Evidence from a wtde vsricty of lrt~guages supporting this generalizatioc~ is discussed. 



GRAMMAR 79 

Size, Index, and Context -Semi tivi ty of Controlled Parti tion Grammars 

Eva-Maria Mi Wotscbke 
IBM Thomas J .  Watson Research Center, Yorktown Heights, NY 10598 

Detlef Wotscbke, and Peter J. Downey 
The Pe~nsylvanla Stnte University. University Park, PA 16802 

I S M  Research Report: RC 5867, 35 p, November 13, 1975 

General Controlled Partition Grammars (CPGs) generate exactly all context-sensitive 
languages. CPGs have two parameters: size and index. The partition index of CPGs can be 
bounded by two, while CPGs with partition in ex one generate exactly the class of context- P free languagcs. The size (of the partition sets) of CPGs can be bounded by two. while CPGs 
of size one generate a class of languages properly contained in the class of context-sensitive 
languages. If one can eliminate recursive productions of  the f0rm.a is rewitten as B in a 
CPG then deterministic and nondeterministic lba's are equivalent. 

GRAMMAR: PARSER 

Morphological and syntactic analyses of the Portuguese language in an 
automatic translation project 
Arlalises morfologica e sirltarica da l h g u a  portirguesa num pvojeto de ~ruducao automarica 

Paltonio naun Fraya 
Dcapurrment of Cornputer Science, Irrsti f ute of Mathematics, 
Statistics, and Con~puter Science, Universify of Campinas, 
SP 13 /Oil, Brazil 

Mimeographed, July 1976 

The finitestate system ATEF and the tree- transducer' C W A  d q  by R\uquoi~, Ch%u~iie, 
et al. at Grenoble have been installed at Campinas. Morpholbgical analyis is in opcralion. 
An elementary portion of the syntax has been completed, and work on adjectival and nominal 
groups is in progress. 
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Some Frills for Modal Tic-Tac-Toe: Semantics of Predicate Complement 
Constructions 

Aravind S. Joshi 
Department of Computer and Information Science, The Moore School of Electrical 
Engineering, Department of Llnguistlcs, University o f  Pennsylvania, Philadelphid 

Ralph M .  Weischedel 
Department of Computer and In formation Science, University of California, I f  vine 

IEEE Transactions on Cotnputers 25: 374-389, April 1976 

A system for testing the semantic properties (presuppositions and entailments) of predicate 
complement constructions. lrnplementation of these constructtons has been explored in some 
detail in the context of the tic- tat-toe g:iine-playing setting of lsrrd and Lor~guet-Higgens 
(1973) md Davis and lsard (1972) which was devised to explore the seinantics of   nodal verbs 
(might, con, will, etc.) and hypotheticals (if you had . . .). Tile program has two pbases. The 
first phase is merely playing n game of two-dimensional, 3 by 3.tic-tac-toe using a simplr 
numerical approach. In phase two the system processes N L  comnlentsry on the game played 
in phase one. The current parser is  top-down, L-R, but in future work the systems will built 
around an ATN. 

SEMANTICS-DISCOURSE 

Case Systems for Natural Language 

ncrtran C. Bruce 
Bolt Reranek and Newmun, Inc., Cambridge, MA 02138 

Report BBN 3010, 72p, 
83.50, April 1975 

Because (1) it is difficult to specify semantic-free selectio~i rules for the cases, and (2) related 
phet~omeriii b~~scd on prcpositlons or word order appear iri apparcrrtly case-less languages, 
many have argued that studies of cases should focus 011 merrnlng--1:c. "deep cases." Deep 
cases can be considered to be z i  special or d~sl l t iguis l~~ng r~~odif ier  of a concept. Several 
c'rl teria for recogrlizing dcep cilses are cons~dered llerc in the context of the problet~~ of 
describing an event. Ul~f'ortt~nntcly. none of the criteria serves as n col~~pletely adcquate 
decision ptoccdt~re. A r~otlotl based on the conteut-dept'nder~t "~tr~~lortance" of a relation 
appears as useful as iiny ri~lc for sclectt~ig dcep cares. A rcprcseritativc sample of proposed 
case. systcli~s i s  examil~ed. 



SEMANTICS-DI'SCDURSE: THEORY 

Belief Systems and Language Understanding 

Bertram C. Bruce 
Bolt Beronek and Newman, Inc,, Cambridge, Maass. 02138 

Report BBN 2973, S6p. 
$2.50, January 19TS 

In order to recognize intention in behavior (speech or other) one must have a model of the 
beliefs of others and know how adions fit together into larger units and are determined by 
intentions and beliefs. A thgory of personal causation is developed using primitives of 
various sorts. These permit accounts of the- social dimension. o f  an action. Patterns of 
behavior, called "social action paradigms" (SAP'S), are then defined i n  terms of social actions. 
The SAPS provide a structure for episodes analogous to the structure .d grammar provides for 
sentences, 

SEMANTICS-DISCOURSE: COMPREHENSION 

Partitioned Networks for the Mathematical Modeling of Natural Language 
Semantiks 

Gary G. Hcndrix 
Departmenf of Computer Sciences, Universily of Texas, Austin 

Techtlical Report NL-28, Decentber 197.5 

The models are based on sei theory, but are encoded as partitioned semantic networks which 
facil i tale computatio~l by cross-indexing semnnl~cally related data. A special network 
partitioning mechanism is  introdrlced to del  mi t the scopes of q u h t i f  ied variables. distinguish 
hypothet~cal situations from rcallty encode [he n~ i~ l r ip l e  alternative worlds considered in 
plannieg, sllare subnetworks amollg rnulti pie hypotheses during parsing, and focils atten tion 
on selected portions of memory. Processes are defined in the network by "process automata," 
structures capable of encoding discrete, continuous and parallel change at mt~ltiple levels of 
detail. 



SEMANTIGS-DISCOURSE: MEMORY 

Conceptual Graphs for a Data Base Interface 

John F. Sowa 
ISM Syslems Research Inslitute, 219 E. 42nd Slreer, N. Y. 10017 

IBhf Journal of Research and Develop~nent 20: 336-356, July 1976 

A data base system that supports natural language queries i s  not really natural if it requires 
the user to know how the data are represented. The formalism of conceplual graphs can 
describe data according to the user's view and access data according to the system's view. The 
graphs can represent functional dependencies in the data base and support inferences and 
computations that are not explicit in the initial query. A conceptud graph is a finite, 
connected, undirected, bipartite graph with n o d s  of one type called concepfs (tagged with 
sort lobels) and nodes of another type called conceptual relations, each of which has a 
certain number of links, which may be attached to concepts. Four basic formation rules 
(copy, detach, restrict, join), derived formation rules, values and quantifiers, conceptual 
schemas, Baoelea~l connectives. 

SEMANTICS-DISCOURSE: MEMORY 

On Natural Language Based Computer Systems 

S. R, Petrick 
kBM Tllolnas J .  Watson Resenrch Center, Yorktown Heights, NY 10598 

I B d l  Journal of Research and Development 20: 314-325, July 1976 

This article is substantially the same as "On natural Language Dased Query Systems" (IBM 
Researc~l Report 3s-t /) abstracred o r  kJCL Microfiche 50: 66. 



SEMANTICS-DJSCOURSE: MEMORY 

The SQAP Data Base for Natural Language Information 

Jacob Palme 
Research 1 nst iture of National Dejense, Stock holm, Sweden 

National Technical 1 ~rfitformation Service: PB-243 783 /8GA, July 1975 
PC $C75/ MF $2.25, 79p. 

The Swedish Question Answering Project (SQAP) data base consists of a network of nodes 
corresponding to objects, properties. and events in the real world. Deduction can be 
performed. The data base is described, with particularly full treatment being given to the 
representation of NL noun phrases and to the representation of deduction rules in the data 
bnse in the form of data base patterns. Essentially the same contribution was published as 
AJCL microfiche 24. 

SEMAN'I SCS-DISCOURSE: MEMORY 

REQUEST: A Natural Language Question-Answering System 

W, J. Platlr 
IBM Tl:omos J. Watson Research Center, Yorkrown Heights, NY 10598 

IBM Journal of Research. and Lkvelopment 20: 326-335, J-ulj IQ76 

REQUEST is an experimental Restricted English QUESTion-answering system that can 
analyze and answer R variety of English questions with respect to a small Forlune-500-type 
data bnse. To address the solnewhot conf lining require~nerlts of undentar~dability for the 
machine and rnaxinlum naturali~ess for the user, REQUEST uses a language processing 
approach featuring: 1) the use of restricted English (drawn initially from the world of 
business statistics); 2) a two-phase orgaliizntion in which input q u d ~ e s  are treated as high- 
level-language eepressiom that are to be compiled into exec~ltable code; the f~rst phase is  
parsing and the second is a translation of the resulting structnr~l description into object 
language code; 3) linguistic analysis based on transfornia tional granimiir cont;~~nlog more than 
100 transforn~at~oaal rilles and which can presently handle who and yes-no questions, relettve 
clauses, gen~tlves, negat~ves, locatives, and time expressions. An appendlx gives examples of 
current li~lguistic coverage. 



SEMANTICS-DISCOURSE: MEMORY: QUESTION ANSWERING 

Semantic Modeling for Deductive Question Answering 

Robert T. Chicn 
Coordinated Science Labpratory, University of Illinois at Urbana-Chon~paign 61801 

Fred Stahl 
Department of Electrical Englneerirrg, Columbla University, NY 10027 

Steven J, Weissnlnn 
Coordinated Science Laboralory, Univergity of Illinois a t  Urbana-Chanzpaign 6 180 1 

IEEE Transuctlons on Compiirers 25: 358e.366, April 1976 

A model for the driver's world is implentcnted in Micro-Planner. As the input i s  being 
accepted, antecedent theorems niay be invaked in order to add inforniation to the data bilse. 
After the data Have been entered any qucstion will be tri~~lsformud into a goid or n series of 
goals. In uttr~npting to satisfy these goals, theorems representing trnff ic laws and facts 
concerning the driver's are applied. Where infornlation is lackit~g, specialist rotlli11t.s are 
ii~voked to determine h e  most l ikely default conditiolls. If recourse to  a speclolist f i ~ l s  (the 
goals fire still not satisfied), then the user may bc asked to supply additional information and 
the system again attempts to satisfy its goals. All in format ion  is expressed III relation to 
ti me frames. 

LINGUISTICS: METHODS: MATHEMATICAL 

Semantic Directed Translation of Context Free Languages 

H. Williatll nuttcln~ann 
Cot~iptiter and It1 formation Science Research Center, 
Ohio State Utriversity, Colur~~bus 

Reporr OSU-CISRC-TR-75-6, Sepfclnber 1974 
NTIS: PB-242 854/SGA 
i'C $3.75/hiF $2.25 

The phrase is the mear~ing bearing UII-it. tts ritcarling IS a tutlctlon ot its. syntactic striicture 
and the mcanlngs of its contituents. This is the basis of a formal definitron for the 
sen~antics of 2 context free language. From n general dcrinit~on of tr:~nslilt~oii of C'FLs the 
article Itloves to a form of translation \cth~ch p~oceeds by translatlilg on the phrase trecs of 
the languages a t ~ d  IS specified by a fir:~lc set of tree-replacerricnt rilles. Fiii;llly, il proccdt~re 
i s  presented whlch. give11 a CFG and phmw-structure semantics for a ,target I : I I ] ~ ~ I , I ~ ~ ,  will 

;1 1011 [~~suiilly) produce the f i n ~ t c  set of tree-replnccmcnt rilles fur the trans1:ltion. i f  tlrc trnr~sl  t '  
exists. The  procc'durc may be vlewed as a co~nputer prog~a111 which 1s :I tranqlalor ~c-r~c'r;rtor, 
arld which prociuce~ anotl~cr program that is a tratls1:ttor. Essentially the sarlw enn[r~tji~tion 
was pill~llshcd as AJCL microfiche 7. 



LINGUISTICS: METHODS: MATHEMATICAL 

One Approach to the problem af Syntactic Analysis 

V. V. Shevchenko 

Cybernetics 10: 588-596, January 1976 

Recursive-type parametric grammars (RTPG) incorporate an apparatus for con trolling 
descending syntactic analysis in a sentence-generation device. A RTPG depends on 3 
prrameters, one is the array of generation rules. while the other two are the set wf binary 
relations which are treated as carriers of inforination regarding history and possible 
cantinuation ~f the sentence and a mapping that lifiks every generation rule with certain 
binary relations from this set. Constraints can be imposed on the parameters such that the 
subclasses of RTPGs thus isolated will describe a farrly broad set of formal languages, in 
particular, programming languages, such that their4 elements are grammars oriented toward 
noninspective analysis. 

COh?PUTATION: INFERENCE 

PAS-11: An lnterzctive Task-Free Version- of ' an Autdmatic Protocol Analysis 
System 

Donald A. Watetnlan 
Rand Corporation, Santa Monica CA 90406 

Allen Ncwell 
Departr71etrt -of Cornputer Science, Carnegie-Mellon Univeriiiy, Pitisburgh PA 

I EKE Transactions on C.omputers 25: 402-4 13, April 1976 

PAS-II is a task-free, interactive modirlar data analysis system a r  inferring the infornlation 
processes used by a human being from 'his verhal behavlot w h ~ l e  solv~ng a problem. The 
input to the system is the transcribed texl of verbazatlon of a subject solving a problem and 
the output is a problem beliav~or graph (PBG) m i c h  descr~bes t k  subject's search through a 
pos~ted problerli space. The prograln is structured on three levels. A t  tile nlode level tilere 
are rurr modes, whlcta hold the data being processed, rule rnodes, wtitch contaln task-specifio 
processing rules, and f/tt.trliury rnodes, w i l ~ c h  con tai t i  task-~ndcpcndent rules. A .sac consists 
of a run rnode ' p l u b  (a) r r ~ l e  mode(.;). ' n ~ e  sysreta has six procc~.sot-s ( ~ - a a s r r ~ ~ l i v e  stages in a 
conlrot cycle): rrypic procc5sor; I.inguistic procwor; Semant~c processor; Group pror%ssol,; 
PBG processor; stid 3 Trace processor whlch cnohlcs the user to write a product~on system 
model of the, ;t~I>jcct and compilrc the trace obr:ii ned by running the p r o d u ~ t ~ o n  system model 
wit41 the PUG obta~iicd by -the prulocol a~iiil~ys~s. 



COMPUTATION: INFERENCE 

Special Issue on Automated Theorem Proving- 

IEEE Trat~sactions on Computer 25, August 1976 

Con tents 

Tutorial an Resolntion, L. J. Hensch 

PAPERS 

Experimenfaf Resulrs 

Problems and Experiments for and with Automated Theorem-Proving 
Pr0grams.J. D. McCharen, K.A. Overbeek, and L. A, Wos . . . . . . . . . . . . . 773 

Resol u tton, Refinements, and Search Strategies: A Comparative Study, 0 

G. A. Wilson and J .  Minker . . . . .* . . . . . . . . . . . . . . . . . .- . . 782 

Strategies and mew hlethods 

Refutations by Matings, P. €3. Andrews . . . . , . . . . . . .. . . . . . . . 801 

A Problem-Oriented Search Procedure forTheorern Proving, D. H. Fishman . . . . '. 807 

Semantic Resolution for Horn Sets, L. J.  Menschen . . . . . . . . . . . . . . . . 816 
' .  

An Evaluation of an Implementation of Qualified Hyperresolution, S. K.  Winker . , ,. 235 

Applicutions 

The Use of Higher Order Logic i n  Program Ver~ficatibn, 
G. W Ernst atld R. J. Hook~aj . . . . . . , . . . . , . . . . . . + .  . . . 544 

Methods for Automated Theorem Provi'ng in Nonclassical Log~cs, C. G .  Morgan . . . 852 



COMPUTATION: PROGRAMMING 
87 

Automatic Programming Through Natural Language Dialogue, A Survey 

G. E. Heidotn 
IBM Thornas J. Watson Research Center, Yorktown Heights, Nrw York 10598 

IBM Journol of Research add Development 20: 302-313, July 1976 

F ~ u r  projects are reviewed: one at the Informations Sciences Institute (ISI) of the University 
of Southe~n California, Project MAC at MIT, a project at IBM, and the now discontinl~ed 
work at the Naval Postraduate School (NPGS) at Monterey. Each of these systems is 
intended to be a knowledge-based system that can "understand" a user's statement of a 
problem or a procedure in his own terms and convert it  in'to a computer program. IBM and 
MIT are concerned with business applications, while 1SI is attempting to develop a domain 
independent system. The IS1 system is intended to generate programs "from scratch," whereas 
the I BM *system is intended initially to cuslontize parameterized programs. The M IT system 
is intended to do both. The three. current prrjects are implemented in LISP, but each is 
developing a higher level language embedded in LISP. All four systems use some form of 
semantic network representation for the knowledge base and some form of procedural 
specification for NL processing. 

COMPUTATION: PROGRAMMING: LANGUAGES 

Clisp: Conversational Lisp 

Warren 'J'ei t elman 
Xerox Palo Alto Research Center, CA 94304 

lEEE Transactions on Computers 25: 354-357, April I976 

Ciisp is an attempt to make Lisp programs easier to read and write by extendi-ng the sytltax- 
of Lisp to include inf ix  operators, I F-THEN statements, FOR-00- WH I LE Statements, and 
similar Algol-11 ke constructs, Wrthaut chang~ ng the slruptrrre or representat~on of the laiiguage. 
Clisp i s  implemented through Lisp's error handling machinery, rather than by modifying the 
interpreter. When i n  expression is encountered whosc evaluation causes an error, the 
expression is scanned for possible Cl~sp constructs. wh~ch are then converted to the equivalent 
Lisp -expressions. Thus. users can freely ihter~nix Lisp, and Clisp without having to 
distinguish which is which. Emphasis i n  the dcssgn and developrncnt of Cl~sp has bcen on 
the system aspects of such a faellily, with the goal of producing a uscful tool, not just 
another innguage. To lhis end, Clisp includes internct~ve error correction and many "do- 
what-I-mean" features. 



COMPUTATION: INFORMATION STRUCTURES 

D-Script: A Computational Theory of Descriptions 

Robert C. Moore 
Arfi f icial Intelligence Laboratory, MIT, Cambridge, M A  02139 

1EEE Transacrlons on Computers 25: 366-373, April 1976 

D-Script is a language for  representing knowledge in Af programs and contains the following 
types of expressions 1) constants 2) variables 3) forms, and 4) lists. All functions, 
predicates and operators evaluate the11 ~rguments  with evaluatioq rules largely adapted from 
LISP Types of D-Script stakements: simple predication, logical connectives (OR, AND, 
NOT IMYLI ES). descc~pt~ons of three types, existential (SOME) universal- (EVERY), and 
definite (THE). A description is a for113 whose first element i s  SOME, EVERY or THE. 
whose second element is a list containing a variable, and whose third element is an expression 
whose value is a statement. D-Script is capable of handling statements involving opaque 
contexts, time contexts, and knowledge qbout knowledge; it contains the lambda calculus and 
is T u r ~ n g  universal. 

COMPUTATION: INFORMATION STRUCTURES 

The Architecture of Coherent Information System: A General Problem Solving 
System 

Cllitoor V. Sririivasan 
Department of Cornputer Science, Rutgers University, N e w  Brunswick, NJ OW03 

I E E E Transact ions of Computers 25: 390-402, April 1976 

The meta-descriptional systelil (M DS) i s  used to generate irltelligent infortl~ation systems in 
different domains of discourse. MDS 1s specialized to a specif~c domilin by accepting 
definitions crf descr~ption schenins and dcscrtptions of knowledge concerning fucfs, objests, 
processes a r~d  probicrn solvltrg 111 the ' cionia~n. The contrrbut~or~s of  the proposed (and 
paitii~lly impletiiented) architecture are: 1). the capaclty lo iae large data bases. 2) a h~ghly 
flexrble cl-escriptive mecharlisni to model a domatn, 3) dcflrlition of the descr~ptive language 
itself in terltts of the n~odels the syste'm can bu~ld  in  a dornaln. 



'COMPUTATION: PICTORIAL SYSTEMS 

Unified Theory of Image Processing 

Azriel Rosen feld 
Computer Science Center, University of Maryland, College Park 

NTIS; AD-A018 154/5GA, 27p 3 I October 1975 
PC$Q.OO/ MF$2.25 

The 10 year project had two purposes: 1) formulation of a general approaph to image 
processing, 2) investigation of tile formal theory of computation on pictures. 39 technical 
reports came from the project; they are listed, along wkm abstracts. 

COMPUTATION: PICTORIAL SYSTEMS. 

Scene Analysis: A Survey 

Carl Weiman 
Courant Institute of Mar hemat ical Sciences, New Yoik  Universiiy 

Keport NSO-9, 67 p, Decentber 1975 
NTIS: - A D A 0 2 4  700/  IGA, 
PC $#.SO/M F $2.25 

This survey traces the deve lo~met~t  of scene analysis by con-lputer from its origins in digitized 
picture processing and pattern recognition. Dtscussion of d~verse approaches is unifled by 
geometric concepts related to projection. A concluding overvlew contains suggestions for new 
approaclies based on projcctlve geometry and nei~tophysiologicel models. The bibliography, 
avarIable as a deck of Hollerith cards, is organized according to topic and documc~~t 
accessi bi 1 i ty. 



DOCUMENTATION 90 

Collective lndex to the Journal of the American Society for Information 
Science, Volumes 1 -25 

Prepared by Aspen Systems Corporation 

American Society for Infarmulion Science, 282 pages, 1976 
$42.00 ASIS members, $51,00 AS/ S u ffiliares, $60.00 ilst price 

DOCUMENTATION 

Cumulative lndex , to the Annual Review of Information Science and 
Technology, Volume 1 - 1 0 

American Socipty for Infortnafion Science, 244 pages, 1976 
$22.00 ASIS members, $24.75 ASIS affiliates, $27.50 list price 

Conipl~te ~ndex to the Annual Review of Informatron Science and Technology for the years 
1966-1975. 



Computer-Readable Bibliographic Data Bases - A Directory and Data 
Sourcebook 

American Scoiety for In,j'rmat ion Scicsrce, 8 14 pages, 1976 
$54.40 ASIS members, $61.20 ASlS a f filiares, $69.00 list price 

Volume contains information and data on* 301 bibliographic and bi bl iographic-related data 
bases produced in U.S. and Europe. 

On Machine Translation from Japanese into English for a Technical Field 

K. Shudo 
Fukuoka Uuiversity 

Idlfarrnation Processing Japan 19: 44-50, 1974 

Japanese to English translation for the field of transistor circuits. 



SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY 92 

Feasibility Study for Design of a Biocybernetic Communication System 

Lawrence R. Pinrico, Patricia Johnson, Jenninc Herron, and charlegs S. Rebert 
Stan ford Research lnsiirure, Menlo park, California 

NTIS: AD-AOI7 405/2GA, 158p, August 1975 
PC $6.75/ M F $2.25 

The purpose of this three-year research 'progranl was to test the feasibility of designing a 
close-coupled. twg-way communication link between man and computer using biological 
informatjon froin muscles, of the vocal apparatus and the electrical acitivity of the brain 
during overt and covert (verbal thinking) speech. The research plan was predicated on 
existing evidence that verbal ideas or thoughts are subvocally represented in the rnusCles of 
the vocal apparatus. If the patterns of this muscle acitivity are st all similar to those 
involved in  normal overt specch, a reasonable assumpt~on is that the electrical activity of the 
brain during verbal thinking may be similar to that during overt speech. The results are 
reported in two parts. Part 4 '  cancerns the off-line and on-line analysis of the EEG 
coincident with overt and covert speech as it might be used in biocybernetic communication, 
and Part-1 l concerns the hemispheric laterality difference. 

SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY 

In ormation Processin in Humans. Volume 1 :- 1964-1 973, Volume 2: 
I 6 74-~ovember 197 8 .  
Eliiabeth A. ilarrison 
Nalronal Techrtical lnjbrmariori Service, Springfield, VA 

Vol I; 'NT/S/FS-75/857/3GA, Vol. 2: NTIS-/ PS-75/858/ IGA, Decer~rber 1975 
PCSZ5.00 per volbme ' 

Seleotcd abstracts on reports which cover psychophysioiogy, memory, visual evoked responses, 
psycboacoustics, neuroses, decision making and learning as related to information processing 
11, humans. Vol. 1: 209 abstracts, Vol. 2: 89 abstracts. 



SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY 93 

Studies in lnterac tive Communication: Limited Vocabulary Natural Language 
Dialogue 

Michael J. Kelly 
Department of Psychology, The Johns Hopkins Wnivers[ty, Baltimore, M D 21218 

Doctorrl Thesis, 82p NTlS: AD-A01 9 198/ IGA, August I975 
PC $5.00 J M F $2.25 

Two-person teams communicated through a computer-controlled teletypewriter system to 
cooperatively solve real-world problems. They were permitted to use only words on 
predetermined lists of 300 words, or 500 words, or as a control coadition with no vocabulary 
restrictions. Dependent measures were taken on four classes a f  variables: 1) time to solve 
the problem, 2) several measures of oven behavior. 3) several measures af verbal output, 4) 
measures of errors made by subjects using two restricted vocabularies. The main effect of 
vocabulary size was significant for only 3 of the 21 dependent measures and only 4 of the 
I05 interactions involving vocabulary size were statistically significant. These results suggest 
that N L  dialogues with computers can proceed well under fairly strict vocabulary restrictions. 

SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY 

Experimental Determination of Design Requirements for a Program Explanation 
System 

Ashok Malhotra, and Peter B. Shcridan 
IBM Thomas J .  Watson Research Center, Yorkto~vn Heights, NY 10598 

IBM Research Reports: RC 5831, 56 p, Jahuary 29, 1976 

The development of design requirements for  interactive, computer-based systems to support 
human task performance was investigated by interconnecting two cor~solcs logged into a time- 
sharing system. A subject is szated at one of the consoles and is asked to use the system, 
making believe it existed, to solve a set of represen tatlve problems. Ttic subject's com~narids 
or requests for ir~formatiori appear on the other console where they arc. cxaii~~ned by the 
experimenter who creates responses to them--that are analogous to those that Would be given 
by the system, albe~t with a slower response rime. The experiments were conducted to 
determine the reqtiiren~ents for a system that wotlld con t'lin kliowlcdgc a both programs and 
worrld be capable of explaintng their intentior~s and bel~uvrcar. ill a user who wished to use 
them modify them arid interface them w~th  other software. The systerll wottlci be capable of 
answering questions and responding Lo commands phrased it1 Et~glish. It i s  essent~al that a 
practical system be able to resporlct ir~telligrntly to questions 11 c;11111ot ana ly~e  sytltacticalty. 
Experilnentrl protocols are glven and anulyz.ed. An outlrne of thc response p~ le ra t ion  
strategy thrtt woirld be requireci Tor such a systelii is  given. 



SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY: PSY CHOLINGUISTICS 

The Structure and Recall of Narrative Prose 

Donald R. Gentner 
Center for Hurnon Information Processing, University of Culifornlo at San Diego 

NTIS= AD-A017 093f  6GA, 21p, October 1975 
PC$3.50/ M F$2.25 

Subjects listened to repeated presentations of a tape recording of two pages from a history 
book. with verbal recalls collected after each presentation. The elements of the passage were 
organized according to a serial structure based on order in the passage and 3 story grammar 
structure based on causal relations. While the serial structure at first influenced which 
elements of the passage were remembered, as the sirbjects remembered more of the passage, 
the story grammar structure became the dominant influence over the elements remembered on 
subsequent recalls. 

SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY: PSY CHOLlNGUlSTlCS 

A Method for Studying Natural Language Dialogue 

John C. Thomas 
Behavioral Sciences Group, Computer Sciertces Departmenl, 
lBhd Thomas J .  PYafson Research Cerrfer, Yor-kfown H e r g h ~ s ,  NY 10598 

I ~ M  Research Report: KC 5882, S9p, February 27; 1976 

To study application-spec~fic dialogues a 'user' (subject) interacts via typed messages with a 
second person who is s in~ula t~ng a coinputerized N L  interface. The dialogues are all 
concerned wtth order-hatldlrng and invotcing: however, they are collected i n  three different 
situations Thc user is ~arrousl y attert~pting to descrlbc, understqnd, or- diagnose a11 order- 
11;lndilng and ir~voicit~g system. I t  seems clcar that a N L  interface must be rrblc to deal with 
31 least some n~etacornments about tile interacti~n. Second, the way in  which various 
expressions (e.g. condition~ls) are used is heavily dependent upon praglnatics of the dialogue, 
ndt just the scrnantlcs. Third, ilscrs o f  d~ffercnt  backgrounds w ~ l l  interact c l i l i  te differently 
w ~ t h  a N L  l~~tcr fncc  - so d~fferently that the ~nterfnce sl~ould probably bc able to 
discrlinrnate professtonals from nonprofessionclls and take appropriate action. 



SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY: PSYCHOLINGUISTICS 95 

Writing and Following Procedural, Descriptive, and Restricted Syntax 
Language lnstrucitions 

John D. Gould 
1 BM Thornas J.  Watson Research Center, Yorkrown Heights, New York 18598 

Clayton Lewise 
Psychology Deportment, University of Michigan, Ann Arbor 

Gurt-is A. -Becker 
Psychology Department, Universiry of Oregon, Ei'gene 

I B M  Research Reporr: RC 5943, 22p, April 9, 1'976 

Two exploratory axperiments compared the way people (with n o  experience in  the use of 
compu&jng systems) write and carry out natural language procedares, NL descriptions. and 
instructions expressed in  an artificial restricted syntax language. The results suggest that there 
is no single "mtural" way that people write simple plans a n d  instructions. Speed and 
accuracy of writing were about the sawme for all three approaches, although the linguistic 
characteristics differed greatly from approach to approach. While subjects were tolerant of 
ambigoi ty both' in writing and in carry@ out instructions, they of ten vclluntarily employed 
restricted-syntax noution in their writing after being expssed to the notation. Subject's 
accuracy in following detailed instructions was no greater than that i n  wri t ing those 
instructions. 



SOCIAL-BEHAVIORAL SCIENCE: PSYCHOLOGY.: LEARNING 

Cybernetic Theory of Cognition and Learning 

Gordon Pask 
Systems Research  id., 2 Richmond HI!!, Richmond, Surrey; U.K.; 
Brunel University and the Open University ( l .# .T,)  

Journal of Cybernefics 5: 1-90, January- Morch 1975 

A theory of conversational interaction and one embodiement of that theory--CASTE (Course 
Assembly Systein and Tutorial Environment)--is presented. A conversation involves 
individuals who participate in process of problem solving, learning, and understanding with 
respect to a set of topics. All psychological observations are observations 

of conversations, a1 bei t with very restricted domains. The stable organization of 
conversations is characterized as a set of procedures (program-like entities) that are executed 
in particular processors such as bra~ns  or computing machines. Thus a conversation involving 
2 human beings is  conceived as a set of procedures executed in  parallel in  physically distinct 
proceSsors. One characterization of the 

individual is the M Individual, or mechanically characterized individual;-a physically distinct 
individual. The P Individual is def~ned as follows: I) a concept i s  a procedure for 
reproducing a relation, 2) a memory is a procedure for reproducing a concept, 3) a P 
Individual 1s a procedure for reproducirrg a class of memories. A P Individifil, as a 
procedure, is run  or executed i n  some M Indiv~dual, but there is not necessarily a 1-to-1 
corresp~nde~lce between P Individuals and M Individuals. Thus a conversation is a P 
Individual distributively run in 2 (or more) M individuals. 

HUMANITIES: ANALY SlS 

Cognitive Networks and Literary .Semantics 

William Brnzon 
Department of English, State L'niversity of New York, Buffalo, 14226 

Modern Language Notes 91: 952-981, 1.976 

Drawing oil the servomecha~\lsm 'theory of Williail~ T. Powers (Behavior: The Confro! of 
Perceprlort) and the cognl tlve netwo~k theory of David Hays (Cognirrve Struclures, New 
Hatell: H R A F  Press, forthcoming) a fragn~ent of tile' E1iz;lbcthan worldview is modeled as a 
nctwork and paihs are described in the network which serves as the semantic base for  
Sh;~kespeare's sonnet Tlr'Expmse of Spirt!.  The opening fine and a hal f  of the poem is all 
extcrlded yttn--*'Th1 expellsc of spirit i n  a waste of stia~ne/ Is lust in ,?ctlon.** The lexical 
notles for spirit, expense, shnme, and iust arc each lltiked to two different nodes in the 
sernantic netbtlc~rk. Or~e set of nodes is defined in jelat~o'n 'to the set~sorrniotor systci~i (wtiic1.r 
1s extcrilal to the network) and the other is rccursrvely dcf~ncrl over ep~sodcs it1 the network. 
This put1 extcncis througli the rest of tho poem. Furthcr arlalys~s siiows that thc sirlglc string 
of lexe~nec; wl~tch IS at the base of the i~oern's larigirnge is 111 fact bc~iig s~inult;~r~sonsly 
mitpptld into four isoli~orph~c ep~sodic frr~grnents. l'lic l i i~hcsl  Iesel p;lttern into i~hicli  the 
Iexernes are 111i1pp~d i s  the Furrlirturc. Frill--one of tlic ccri trnl tiicmtrs of r]~ocl icval and 
Kcnnissance C h I lslli\n thougtit. 
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The objective of this paper i s  to develop a theory of Socratic tutoring in the form of 
pattern-action ( ~ r  production) rules for a computer program These pattern action rules are 
being progranimed on a computer svstem for tutoring causal knowledge and reasoning. The 
production rules were derived from analysis of a variety of thtorial dialogues. The analysis 
accounrs for the specific teaching strategies used by the .tutors in the dialogues withih a 
conten t-independenl f o ~  malisgl. The paper includes twen ty-three production rules derived 
from the data analyzed. 


