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## RESUME

## UNE APPROCHE ENSEMBISTEDUSEMANTISMEIEXICAL

Nous presentans les resultats d'un travail mené depuis plusieurs annees par la societe MEMODATA sur la structuration sémantique du lexique français. Ce travail a frit l'objet d'un premier contrat de recherche avec le Ministere de la Recherche et de la Technologie et abourtit aajourd'hui à un dictionnaire logiciel de phus de 100000 mots et locations regroupés analogiquement et symanymiquement (DCOOLOGIQUE).
Le titre "dictionnaire analogique" regroupe des réalites très hétrugènes. Pour notre pratt, nous évitons le travail de Sisyphe portant sur les associations sterrotypoes pour nous concentrer sur la structuration des champs semantiques. Ains, nous classons, à l'aide de lordinatear, et selon l'expertise humaine, les milliers de faits linguistiques que les dictionnaines de langue s'attachent à recenser età figer dans l'usage.
Une partie importante de l'article décrit d'une fagon formelle le dictionnaire des champs lexicaux : il est une structuration de mots et d'ensembles de mots prenant l'aspect d'un graphe très fortement poly-hiérarchique. A la base de a graphe, nous trouvons des ensembles "primitifs" : des ensembles qui n'ont pas de contenant autre que le dictionnaire tout entier. A l'autre extrémits se situent les mots deffinis par les ensembles auxquels ils appatiennent, ainsi que par l'ensemble de leurs successions d'appartanance Dans DICOLOGIQUE, les successions d'apparteranoe des ensentbles constituent différents niveaux d'une méme "quasi-défintion" d'un mot. Il existe 9 types d'ensembles:

- Quatre ensembles "Liste" composés de mots ayant une équivalence de sens et de catégorie grammaticale (nom, vebe, atjectif, adverte).
-Un ensemble "Classe" destiné à recevoir des erumérations en extension (la zoologie par ex.).
-Un ensemble "Termes lies", au conterns assez hetrogène de lermes n'ayant pu donner hieu à la crétion de listes dans un "Theme" damé.
- Un ensemble "Thène" capable d'énumérer tout le champ lexical d'une notion. Entre autre, il paut contenir des thermes
- Un ensemble "Dexcription" employé en cas de nécessité definitaire.
- Un ensemble "Caractristique" qui regroupe des mots dont les signifies comportent un méme trait saillant.
Les énoncés mathématiques correspondent à des fonctionnalités du dictionnaire électronique que nous avons illustré par des exemples empruntés à celui-ci:
-Croisement de conoepts (verbes exprimant "faire tomber" et "couper", substantifis désignant une "coiffiure" du "Pape", synorymes de "voler" pour des "abeilles"...). - Edition de listes ou de thèmes (la liste "Penser" éditera 500 verbes stucturés, symarymes potentiels.
- Recherche des quasidéfinitions d'un mot (le terme polysémique "abadtre" est presenté dans l'articde).
Avec ces diffierents exemples, nous comprencons comment le dictionmaire des champs lexicaux peut Atre oonsulte utilement par un utilisaterr humain. Nous posons alors le probleme de son explaitation par la machine elle-même.
En reprenant les definitions mathernatiques du dictionnare, nous travaillons sur l'indexation automatique des thèmes d'un petit texte pran dans la presse. Nous développons une strategie d'aralyse strictement lexicale. Fle est basse sur une désernination des ensembles capables de cemer les syjets abordés par l'énonoe. En définitive, le dictionmaire peut travailler sur de pecits textes (nous n'imegrons aucame syntaxe) endehors de tate démeanche d'ingénierie préparadoire.
Actuellement, DICOLOGIQUE contient plus de 100000 mots et 15000 ensembles typés. Les 350000 observations d'appartenance directes des mots, creses par un expert humain, développent un graphe de 4000000 de successions d'héritage que nous améliorons sans cesse. Les outils de base que nous construisons, tel le SEMIOGRAPHE pour la recherche documentaire, nous permettent d'évaluer la progression de la qualité des interprétations que nous obtenons.
Nous concluons note article par notre souhait de rencontrex, lors du COLING, des partenaires, francais ou errangers, qui voudraient avec nous echanger des travalu sur ces questions.
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## INIRODUCTION

We present the results of the work carried out over several years by the Memodata Company on the structure of the French lexicon. This work has been accomplished thanks to a first research contract with the Ministry of Research and Technology and today has lead to a dictionary of more than 100000 words and phrases grouped analogically and synonymously.
If we understand quite well how a dictionary like this can be used with ease by humans, we set the problem of the identification of meaning by a computer. We will evaluate how Dicologique adds information complentary to the information contained in semantic nets. Thanks to a somewhat unusual construction method and the systematic classification of words according to their meaning, we are progressing to a continuous system of localisation of the meaning itself. On the map we created, it is possible to compute the meaning due to lexical semantics for any sentence written in natural language...

## 1) GENERAL FURPXE OF ANALOGICAL DICTIONARIES

The purpose of dictionaries grouped under the name "analogical" is always the ease of the passage from a word to an idea and the inverse passage from an idea to a word. This aim is reached by the make up of lists of stereotyped associations and of semantic fields. The first approach does not have the same likelihood of ending with a satisfactory result as the second.
The stereotyped associations depend on the idea of time, the background and the experience of each individual. Their record can only be a track of the associative memory from the individual.
On the other hand, the dictionary of semantic fields is perfectly workable at any time; it is based on the linguistic conventions that the language dictionaries have tried for centuries to record and to normalize. It is not possible, by definition, to construct a dictionary made up of stereotyped associations, whereas it is possible to work on the complexity of hundreds and thousands of linguistic facts which we have classified.
We will give a mathematical description of the dictionary of the semantic fields. This approach is
in parallel with concrete examples derived from the database.

## 2) DESCRIPIKN AND UILLSATION OF THE DCTIKNARY

The dictionary of analogies and synonyms that has been set up is a structure of sets and words which the conceptual figure (1) shows. The objects "words" (shown by $\mathrm{W}_{\mathrm{u}}$ ) are represented in the rectangles and the objects "sets" (shown by $\mathrm{C}_{\mathrm{i}}$ ) in the parallelograms.


Fig 1: G, the conceptual model of the dictionary


Fig 2: Example of a microstucture

## 2.1) MOVNG YROM THELEFTTOTHERIGHT

When moving through Dicologique from the left to the right, we move from the general to the specific.
a) Defricions Finked to the motion from the left to the right

* Suppose we take $\mathrm{C}_{\mathrm{j}}$, a setonntained in C .

The finction $\mathrm{P}\left(\mathrm{C}_{i}, \mathrm{C}_{1}\right)$ measures the depth of the inclusion.
Example:
P (badeanu ${ }^{1}$, batean de pecthe $\left.{ }^{2}\right)=1$
$P($ batean, bakeau) $=0$

[^0]${ }^{*} \mathrm{Set} \mathrm{C}_{\mathrm{i}}$ can contain 1 to $\Psi$ sets $\mathrm{C}_{\mathrm{j}} \mathrm{j}$ goes from 1 to $\Psi$, $\Psi$ is the rumber of subsets ctildren of C ).

* Suppose we take $\mathrm{C}\left(\mathrm{C}_{\mathrm{i}}\right)$ the set containing ail the direct subsets, or chiltren, of $\mathrm{C}_{\text {. }}$.
$C\left(C_{i}\right)=\left\{\mathrm{C}_{\mathrm{j}}\right.$, such that $\mathrm{O}<=\mathrm{j}<=\Psi$ and $\mathrm{P}(\mathrm{Ci}, \mathrm{C})$ $=1$ \}
Example:
C(bateaul) $=\left\{\right.$ (bateau de péche), $\left(\right.$ bateau de loisir$\left.\left.^{3}\right)\right\}$
* A set $\mathrm{C}_{\mathrm{i}}$ contains 1 to Y terminal words $\mathrm{W}_{\mathrm{u}}$ (u goes
from 1 to $\mathrm{Y}, \mathrm{Y}$ is the mumber of terminal words children of C ).
* Suppose we take $A\left(\mathrm{C}_{\mathrm{i}}\right)$ the set of words directly children of C .
$\mathrm{A}(\mathrm{C})=\left\{\mathrm{W}_{\mathrm{u}}\right.$ such that $\left.1<=\mathrm{u}<=\mathrm{Y}\right\}$
Example:
$A($ bateau $)=\left\{\right.$ bateal, navire ${ }^{4}$, embarcation $\left.{ }^{5}\right\}$
In our example, function A produces the symoryms for boat. Because of their position on the graph we will often oonsider them as lexical prototypes.
* Suppose we take a function $M(C) . M(C)$ counts the number of words in a set $\mathrm{C}_{\mathrm{i}}$. $(\mathrm{M}(\mathrm{C})=\omega)$
* Suppose we take U(C), the contents of the lexical field of $\mathrm{C}_{\mathrm{C}}$, i.e. the set of words contained in C .
$\mathrm{U}(\mathrm{C})=\left\{\mathrm{W}_{\mathrm{u}}\right.$, with $1<=\mathrm{u}<=\omega$ and such that it exists a set $\mathrm{C}_{\mathrm{j}}$, containing $\mathrm{W}_{u}$ and such that $\mathrm{P}\left(\mathrm{C}_{\mathrm{i}}, \mathrm{C}\right)>=$ O) $\}$

Example:
U (bateau) $=$ \{bateau, navire, embarcation, thonier ${ }^{6}$, baleinier', ctalutiers, pêcho-promenade ${ }^{9}$ (day boat), U(bateau leger de pôche ${ }^{10}$ ), U(bateau de pêche de phaisance) $\left.{ }^{1}\right\}$.
This function allows to edit, with their structure or without, 1444 veibs cumently contained in the set "changer" (toccange/to alter).
Comment : acoording to our example, the function $\mathrm{U}\left(\right.$ loisir $^{12}$ ) would provide a result quite different from the actual dictionary Dionogique. In fact "leisure" is a structure with several thousends of words and several levels of intermediate sets we have not shown in figure (2).

## b) Property of the graph derived from these defintions

The existance of the function $\mathrm{M}\left(\mathrm{C}_{\mathrm{i}}\right)$ for all sets $\mathrm{C}_{\mathrm{i}}$ infers that the structures of inclusion are without

[^1]loops, i.e. there are sets which are not contained in any other set but the set of the graph $G$ (root node) itself.
Sets only contained in the set of the graph $G$ are named "prinitives".

## c) Semartic and grammatical characteristics of the sets and words

In Dioclogique there are 9 types of sets:

- four types of sets named "lists".

They give the quasi synonyms, i.e. lists composed of words which are equivalent in meaning and identical in grammar. We have the following types of grammatical sets : noun, verb, adjective, adverb.

- the set named "class"

A set of this type contains nouns which can be subsumed under the same concept.
In our example in figure (2), "bateau" is a set containing on the one hand words which represent its prototype values ("bateau", "navire", "embarcation") and on the other "classes" of specific boats.

- the set named "related words"

Generally, the contents and utilizations of this type of set are rather various. We need it, for example, to represent the link between "baleinier" and "baleine ${ }^{\text {" } 13}$, which is not shown in figure 2 so as not to weigh down the graph.

- the set named "theme"

This set contains all the concepts and words associated in a particular semantic field. It may also contain other sets such as "related words" or smaller "themes".

- the set named "description"

It contains the constituents organically connected to a concept. It is only used when absolutely necessary for a definition.

## - the set named "ccraracteristics"

It subsumes words having the same outstanding feature. For example, our set of class "bateau leger de pêche" could be found under a set characterized by the feature "small" which differenciates this class from other classes of boats.

As for the words, we have provided them with the usual characteristics, i. e. their morphological classes (grammar) and their usage labels (colloquial, archaic, literary ...) which contain the

[^2]usual information associated to each word in every dictionary.

## d) Use of the previous definitions in Dionlagique

Moving through the dictionary from the general to the particular is a process widely pat into practice by users who may either search a precise term to be discovered by intersection of associated concepts or intend to edit a lexical field or a classified list.

## Intersection of onnapps

The logic of the sets takes into account the logical "and", "or" and negation. Here are some examples of searches which are always based on the intersection of sets edited by the function $\mathrm{U}(\mathrm{Cj})$ :
-Search of a precise term
Search of the name of the "coiffure du Pape ${ }^{14}$ ". The intersection of "Pape ${ }^{15 "}$ (theme of 162 words) and "chapeau16" (list of 180 words) or "couronne ${ }^{17 "}$ (theme of 33 words) produces the words "tiare ${ }^{18 n}$, "calotte ${ }^{194}$ etc. in 10 seconds on the micro computer.

- Search of words to express an idea

Search of the verb to express the idea of "faire tomber ${ }^{20 "}$ and "couper ${ }^{21 "}$. The intersection of the two lists of corresponding verbs converges on about 20 words (abattre, décapiter, étêter, ebrancher ...).
-Search of synoryms acoording to a context
The synonym of "voler ${ }^{22}$ " such that the meaning is more suitable for a bee. The words "butiner ${ }^{23 "}$ and "voltiger ${ }^{24 "}$ are immediately produced.

## Ettion of lexical folds

It principally has two aims:

- to search among very wide lists for the terms which help to get a precise idea.
For example, the list of verbs "penser ${ }^{25 "}$ contains about 500 structured verbs that allow to move continously through the whole field concemed.

[^3]- to have a precise idea about a stricture.

This is especially interesting for the sets containing predetermined taxonomies.
The edition of the set of class "animals" presents the scientific taxonomy of the animal world. About 4100 indexed animals can be visualized in a structure of 500 classes.

### 2.2 MOVINGHROM THERGHT TOTHELEFT

This is the opposite of the previous work. It corresponds to moving from the particular to the general.
a) Definitions retated to the motion from the right to
the left

A set named $\mathrm{C}_{\mathrm{j}}$ may be included in 1 to $\Omega$ sets $\mathrm{C}_{\text {; }}$ (i going from 1 to $\Omega, \Omega$ being the number of "parents" (main sets) of $\mathrm{C}_{\mathrm{j}}$ ).
This function permits, therefore, to move upward (towards the root node) in the structure of the sets. The $\Omega$ classes C constiute the "quasi definition" of C . Example:
In figure (2), the set "bateau de pêche de plaisance" is defined by the set of sets $\mathrm{h}=$ \{ \{bateau de peche\}, \{bateau de plaisance\}\}.
A terminal word $W_{u}$ can belong to 1 to $I$ sets $C_{i}$ (i going from 1 to I, I being the number of "parents" (main sets) of $W_{u}$ ).
In Dicologique the direct questioning of a word gives, as in all dictionaries, the "(quasi)-definition" of the word.

## The I chases $C$ give the "quasi deffinion" of the tam W,

Example:
In figure (2), the search of "bakinier" gives the list "bateau de pecthe" and the set of linked words "baleine".

## b) Proparies of the $G$ graph we defined thus

It exists for every non primitive object of $\mathrm{G}, 1$ to $\Xi$ series of comnections which link it to one of these primitives.

All series of comnections for an obiect takn together constitue the inhentance Hof this objact.

## c) Use of the previous definitions in Diongique

The table (3) represents the result of a part of the search of the polysemous word "abattre". We have limited the reproduction of the result to the polysemous zone only. The left column shows the sets containing "abattre" directly. The column in the middle, the type of set concerned. The right column shows the number of elements in the set concerned.
This result is procuced by the computer immediately.

| Name of the set | Type of C | $\mathbf{M}(\mathrm{C})$ |
| :---: | :---: | :---: |
| Sens 1 |  |  |
| Couper ${ }^{26}$ | List (L) | 81 |
| Conper un arbre ${ }^{77}$ | L | 13 |
| Déruire ${ }^{28}$ | L | 262 |
| Faire tomber ${ }^{20}$ | L | 52 |
| Sens2 |  |  |
| Coucher ${ }^{29}$ | L | 6 |
| Faire tomber ${ }^{30}$ | L | 52 |
| Fort ${ }^{30}$ | Caract | 23 |
| Sens 3 |  |  |
| Betaip ${ }^{1}$ | Rel Words | 24 |
| Couper ${ }^{\text {ra }}$ | L | 81 |
| Faime tomber ${ }^{20}$ | L | 52 |
| Tues ${ }^{32}$ | L | 56 |
| Sens 4 |  |  |
| Avion ${ }^{33}$ | Rel Words | 18 |
| Faire tramber ${ }^{20}$ | L | 52 |
| DÊruire ${ }^{\text {a }}$ | L | 262 |

Fgire3: Recherche du mot "abattre"
In the first place the elements of the above table lead to the following searches which correspond to moving from the left to the right:
*Search of synonyms of "abattre" with the meaning of "détuire".
The edition of the structured set "détruire" (L) produces the 262 verbs which constitute the set "détruire" in alphabetical order.

* Search of synonyms of "abuattre" with the meaning of "couper" and "fire tomber".
We apply the logical function "AND" to these sets of verbs and about 20 verbs are produced. 7 to 8 verbs will be left if we add the list "tuer" as a supplementary constraint. The processing takes 4 to 5 seconds.
Moving from the particular to the general it is possible to enlarge the idea of "detruire" to the sets which include it.
The structured edition of 1400 words contained in the "changer" list takes less than a minute on the micro computer.
The motion from the particular to the general offers much fewer functions than the inverse motion. At the very most it is used to locate. Often the

[^4]consultation of Dicologique is motivated by the search of synonyms. The edition of the contents of the terminal nodes of figure 3 appears to be largely enough for human users.


Figure 4 : a part of the concoptual envinoment of "d\{tume" (L)

But the position of the computer is very different : if humans possess the structures necessary for interpreting the terms, i. e. the linguistic heritage and the knowledge of the world, the computer for its part possesses neither of them. This is why we try to supply it with the lexical knowledge absolutely necessary in a coherent system.
Obviously this knowledge is situated in the inheritance from the "primitives" to the words.
Let's see an example in which the motion from the right to the left is applied to a problem of automatic indexing in information retrieval.

### 2.3 An application to information retrieval

We want the system to retrieve the lexical key elements of the following small piece of text :
"The accident, on Friday, took place in foggy weather. The two cars that crashed into each other caused a pile up of about 50 vehicles on the congested national dual carriageway."
Strategy for resolution :
The strictly lexical analysis of this short passage will be based on the calculation of the surface corresponding to each concept (set) covering one or more words of this document : the more abstract a concept, the bigger its surface.
For every set Cj we have defined its cardinality $\mathrm{M}\left(\mathrm{C}_{\mathrm{j}}\right)$ and its depth in comparison with the primitive $\mathrm{P}(\mathrm{C}, \mathrm{Cj})$, with Ci as a primitive and consideting a specific passage from the gencral to the particular.
Suppose we talke Max P(Ci, Cj) the maximum depth of the graph whatever j might be. We know, from experience, that this maximum depth is attained in detriled enumerations of words which have very precise meamings and designate concrete things

We define the function ( C ) to measure the distance between the oonoopt $\mathrm{C} j$ and the concept that maximizes $\mathrm{P}(\mathrm{C}, \mathrm{C})$ ).
The surface of a concept is given by the formula as follows:

$$
S\left(\mathrm{C}_{j h}\right)=\Delta\left(\mathrm{C}_{j h}\right) * M\left(\mathrm{C}_{\mathrm{j}}\right)
$$

where $h$ specifies the series of comections $h$ for the calculation of the surface of C .
Notes:

1) Each concept possesses h evaluations of its surface accounting for its $h$ series of connections.
2) In reality $\Delta\left(\mathrm{Cj}_{\mathrm{j}}\right)$ takes into account a complementary piece of information : the semantic characteristics of sets. A set of the type "list" introduces a more stretched arc than a set of the types "theme" or "related words".
3) If Dicologique is a general dictionary capable of resolving problems of information retrieval referring to general language, it is very easy to adjust it to a precise problem (for example, the thesaurus of a specific undertaking). One only has to stretch each arc situated on the passage of the series of connections of each term of the thesaurus.
The surfaces $S$, which are situated in a norm reference, describe a map of meaning on which all the continuous calculations of Euclidian geometry are made possible.
To resolve our problem, it is possible to keep the mathematical expressions very simple : a simple mean.
Fach word of the document is recognized in the dictionary as it activates all the sets containing it according to their specific weights $S\left(\mathrm{C}_{\mathrm{j}}\right)$ which depend on their series of connections.
Finally, each set will have been activated $k$ times. The analysis will take into account as the most relevant set the one which presents the smallest ratio of $S\left(\mathrm{C}_{\mathrm{j}}\right) / \mathrm{k}$.
$S\left(\mathrm{C}_{\mathrm{i}}\right) / \mathrm{k}$ measures the weight of the conoept in the text
Our dictionary produces the beginning of a hierarchy in acoordance with the conceptual sets which summarixe the text given in the example:
$1^{\circ}$ : car; $2^{\circ}$ : accident; $3^{\circ}$ : rad.
The other sets have negligible weights.
The complete analysis (but useless) takes 5 minutes on a compatible computer.
We have finished with the description of the nesults of cur work on the sermantic structure of the lexion. We think it might be interesting if we add a desciption of the method we use for constructing the map of meaning we have presented above.

## 3) MEIHOD OF STRUCTGRING AND EXESING CONIENIS OFTHEDCTIONARY

It is difficult to present completely the method of structuring we use as we lack of the supplementary page this would involve. To put it simply, all of the 100000 words and current phrases, the 15000 typified sets have been created manually and are continually worked over again, thanks to a structuring tool specially developed for this purpose.
The 350000 observations of direct connections of words, the 4000000 series of inheritance which we run currently are, proportional to our efforts, increasing daily and of better quality.
The point at issue in this iterative procedure is, of course, to make appear in Dicologique tendencies towards sets of "primitives" in the linguistic sense. The number and articulation of these primitives should be both sufficient and necessary to define the objects depending on them.

## FURTHER FROIECISFORTHE HIRM

Our will is to continue working on the structure of the lexicon, as to the quantity of vocabulary represented of course, but principally with regard to the quality of the structure of the lexicon.
Moreover, we have been developing basic tools such as the Semiographe for information retrieval which allow us to evaluate the progression of the quality of interpretations we obtain. If we hope to find partners during COLING 92 who want to join us in our current reseanch projects, we are also very interested in meeting people from foreign universities and firms who would like to launch a version of Dicologique in another language.
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[^0]:    ${ }^{1}$ lutarat bat
    ${ }^{2}$ buturudepâthe: fisting bout

[^1]:    ${ }^{3}$ batande lieris : plenure boat
    ${ }^{4}$ navie: vesed
    Sembercation : olber synncrym of boat
    ${ }^{6}$ thanir: : Unny-fising vespa
    7 boleiner: whisboat
    ${ }^{8}$ chatriar : trawler
    ${ }^{9}$ piche primenade: day boat
    10 botzaulyger de poche : small fisiog boat
    $1{ }^{1}$ batan depethe de plisance pleasure boat for finting
    12 boisir: heisure

[^2]:    ${ }^{13}$ thelene: whale

[^3]:    14 onffire di Pape: Proe'sheadgex
    15 pape: Pupe
    ${ }^{16}$ cherenul : het
    17 colane: croml
    18 me: bira
    19 calane : sallicap
    20 frie mintar : to knock over
    21 couper: to at
    22 voly : bfly
    ${ }^{23}$ buting: togaterpaien
    24 voliger: to fly abrut
    25 parser: toflink

[^4]:    ${ }^{26}$ couper: tocat
    27 ocupernnatne: baytdowna nex
    ${ }^{28}$ dutuine: todestroy
    ${ }^{29}$ ouncher: they down
    ${ }^{30}$ fort : strung
    ${ }^{31}$ beteil : beast
    $32_{\text {ner }}$ : ok ${ }^{2}$ I
    $33_{\text {avinn }}$ aeroplane

