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Authorship Identi�ation in Bengali Literature: aComparative Analysis
Tanmoy ChakrabortyDepartment of Computer Siene & EngineeringIndian Institute of Tehnology, KharagpurIndiaits_tanmoy�se.iitkgp.ernet.inAbstratStylometry is the study of the unique linguisti styles and writing behaviors of indi-viduals. It belongs to the ore task of text ategorization like authorship identi�ation,plagiarism detetion et. Though reasonable number of studies have been onduted inEnglish language, no major work has been done so far in Bengali. In this work, We willpresent a demonstration of authorship identi�ation of the douments written in Bengali.We adopt a set of �ne-grained stylisti features for the analysis of the text and use them todevelop two di�erent models: statistial similarity model onsisting of three measures andtheir ombination, and mahine learning model with Deision Tree, Neural Network andSVM. Experimental results show that SVM outperforms other state-of-the-art methodsafter 10-fold ross validations. We also validate the relative importane of eah stylistifeature to show that some of them remain onsistently signi�ant in every model used inthis experiment.Keywords: Stylometry, Authorship Identi�ation, Voabulary Rihness, MahineLearning.
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1 IntrodutionStylometry is an approah that analyses text in text mining e.g., novels, stories, dramasthat the famous author wrote, trying to measure the author's style, rhythm of his pen, sub-jetion of his desire, prosody of his mind by hoosing some attributes whih are onsistentthroughout his writing, whih plays the linguisti �ngerprint of that author. Authorshipidenti�ation belongs to the subtask of Stylometry detetion where a orrespondene be-tween the prede�ned writers and the unknown artiles has to be established taking intoaount various stylisti features of the douments. The main target in this study is tobuild a deision making system that enables users to predit and to hoose the right au-thor from a spei� anonymous authors' artiles under onsideration, by hoosing variouslexial, syntati, analytial features alled as stylisti markers. Wu inorporate two mod-els�(i) statistial model using three well-established similarity measures- osine-similarity,hi-square measure, eulidean distane, and (ii) mahine learning approah with DeisionTree, Neural Network and Support Vetor Mahine (SVM).The pioneering study on authorship attributes identi�ation using word-length his-tograms appeared at the very end of nineteen entury (Malyutov, 2006). Afterthat, a number of studies based on ontent analysis (Krippendor�, 2003), omputa-tional stylisti approah (Stamatatos et al., 1999), exponential gradient learn algorithm(Argamon et al., 2003), Winnow regularized algorithm (Zhang et al., 2002), SVM basedapproah (Pavele et al., 2007) have been proposed for various languages like English, Por-tuguese (see (Stamatatos, 2009) for reviews). As a beginning of Indian language Stylometryanalysis, (Chanda et al., 2010) started working with handwritten Bengali texts to judgeauthors. (Das and Mitra, 2011) proposed an authorship identi�ation task in Bengali us-ing simple n-gram token ounts. Their approah is restritive when onsidering authors ofthe same period and same genre. The texts we have hosen are of the same genre and ofthe same time period to ensure that the suess of the learners would infer that texts anbe lassi�ed only on the style, not by the proli� disrimination of text genres or distinttime of writings. We have ompared our methods with the onventional tehnique alledvoabulary rihness and the existing method proposed by (Das and Mitra, 2011) in Ben-gali. The observation of the e�et of eah stylisti feature over 10-ross validations relieson that fat that some of them are inevitable for authorship identi�ation task espeiallyin Bengali, and few of the rare studied features ould aelerate the performane of thismapping task.2 Proposed MethodologyThe system arhiteture of the proposed stylometry detetion system is shown in Figure 1.In this setion, we brie�y desribe di�erent omponents of the system arhiteture andthen analytially present the set of stylisti features.2.1 Textual analysisBasi pre-proessing before atual textual analysis is required so that stylisti markersare learly viewed to the system for further analysis. Token-level markers disussed inthe next subsetion are extrated from this pre-proessed orpus. Bengali Shallow parser1has been used to separate the sentene and the hunk boundaries and to identify parts-of-1http://ltr.iiit.a.in/analyzer/bengali
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Author R Author A Author O Figure 1: System arhiteturespeeh of eah token. From this parsed text, hunk-level and ontext-level markers are alsodemarated.2.2 Stylisti features extrationStylisti features have been proposed as more reliable style markers than for example, word-level features sine the stylisti markers are sometime not under the onsious ontrol ofthe author. To allow the seletion of the linguisti features rather than n-gram terms,robust and aurate text analysis tools suh as lemmatizers, part-of-speeh (POS) taggers,hunkers et are needed. We have used the Shallow parser, whih gives a parsed outputof a raw input orpus. The stylisti markers whih have been seleted in this experimentare disussed in Table 1. Most of the features desribed in Table 1 are self-explanatory.However, the problem ours when identifying keywords (KW) from the artiles of eahauthor whih serve as the representative of that author. For this, we have identi�ed top �ftyhigh frequent words (sine we have tried to generate maximum distint and non-overlappedset of keywords) exluding stop-words in Bengali for eah author using TF ∗ IDF method.Note that, all the features are normalized to make the system independent of doumentlength.2.3 Building lassi�ation modelThree well-known statistial similarity based metris namely Cosine-Similarity (COS), Chi-Square measure (CS) and Eulidean Distane (ED) are used to get their individual e�eton lassifying douments, and their ombined e�ort (COM) has also been reported. Formahine-learning model, we inorporate three di�erent modules: Deision Trees (DT)2,Neural Networks (NN)3 and Support Vetor Mahine (SVM). For training and lassi�ationphases of SVM, we have used YamCha4 toolkit and TinySVM- 0.075 lassi�er respetivelywith pairwise multi-lass deision method and the polynomial kernel.2See5 pakage by Quinlan, http://www.rulequest.om/see5-info.html3Neuroshell � the ommerial software pakage, http://www.neuroshell.om/4http://hasen-org/ taku/software/yamha/5http://l.aist-nara.a.jp/taku-ku/software/TinySVM
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No. Feature Explanation Normalization
TokenLevel

1. L(w) Average length of the word Avg. len.(word)/ Max len.(word)Intersetion of the keywords2. KW (R) of Author R and the test |KW (doc)
⋂

KW (R)|doumentIntersetion of the keywords3. KW (A) of Author A and the test |KW (doc)
⋂

KW (A)|doumentIntersetion of the keywords4. KW (O) of Author O and the test |KW (doc)
⋂

KW (O)|doument5. HL Hapex Legomena (No of ount(HL)/ount(word)words with frequeny=1)6. Pun. No of puntuations ount(pun)/ount(word)
PhraseLevel 7. NP Deteted Noun Phrase ount(NP)/ount of all phrase8. VP Deteted Verb Phrase ount(VP)/ount of all phrase9. CP Deteted Conjunt Phrase ount(CP)/ount of all phrase10. UN Deteted unknown word ount(POS)/ount of all phrase11. RE Deteted redupliations ount(RDP+ECHO)/ount ofand eho words all phrase
ContextLeve
l 12. Dig Number of the dialogs Count(dialog)/ No. ofsentenes13. L(d) Average length of the dialog Avg. words per dialog/ No. ofsentenes14. L(p) Average length of the Avg. words per para/ No. ofparagraph sentenesTable 1: Seleted features used in the lassi�ation model3 Experimental Results3.1 CorpusResoure aquisition is one of the hallenging obstales to work with eletronially resoureonstrained languages like Bengali. However, this system has used 150 stories in Bengaliwritten by the noted Indian Nobel laureate Rabindranath Tagore6. We hoose this domainfor two reasons: �rstly, in suh writings the idiosynrati style of the author is not likelyto be overshadowed by the harateristis of the orresponding text-genre; seondly, inthe previous researh (Chakaraborty and Bandyopadhyay, 2011), the author has workedon the orpus of Rabindranath Tagore to explore some of the stylisti behaviors of hisdouments. To di�erentiate them from other authors' artiles, we have seleted 150 artilesof Sarat Chandra Chottopadhyay and 150 artiles7 of a group of other authors (exludingprevious two authors) of the same time period. We divide 100 douments in eah luster fortraining and validation purpose and rest for testing. The statistis of the entire dateset istabulated in Table 2. Statistial similarity based measures use all 100 douments for makingrepresentatives the lusters. In mahine learning models, we use 10-fold ross validationmethod disussed later for better onstruting the validation and testing submodules. Thisdemonstration fouses on two topis: (a) the e�ort of many authors on feature seletion6http://www.rabindra-rahanabali.nltr.org7http://banglalibrary.evergreenbangla.om/
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and learning and (b) the e�ort of limited data in authorship detetion.Clusters Authors No. of douments No. of tokens No. of unique tokensRabindranathCluster 1 Tagore 150 6,862,580 4,978,672(Author R)Sarat ChandraCluster 2 Chottopadyhay 150 4,083,417 2,987,450(Author A)Cluster 3 Others 150 3,818,216 2,657,813(Author O)Table 2: Statistis of the used dataset3.2 Baseline system (BL)In order to set up a baseline system, we use traditional lexial-based methodology alledvoabulary rihness (VR) (Holmes, 2004) whih is basially the type-token ratio (V/N),where V is the size of the voabulary of the sample text and N is the number of tokenswhih forms the simple text. By using nearest-neighbor algorithm, the baseline system triesto map eah of the testing douments to one author. We have also ompared our approahwith the state-of-the-art method proposed by (Das and Mitra, 2011). The results of thebaseline systems are depited using onfusion matries in Table 3.Voabulary rihness (VR) (Das and Mitra, 2011)R A O e(error) in % R A O e(error) in %R 26 14 10 48% 31 9 10 38%A 17 21 12 58% 18 30 2 40%O 16 20 14 72% 10 6 34 32%Avg. error 56% Avg. error 36.67%Table 3: Confusion matries of two baseline system (orret mappings are italiized diago-nally).3.3 Performanes of two di�erent modelsThe onfusion matries in Table 4 desribe the auray of the statistial measures and theresults of their ombined voting. The auray of the majority voting tehnique is 67.3%whih is relatively better than others. Sine the attributes tested are ontinuous, all thedeision trees are onstruted using the fuzzy threshold parameter, so that the knife-edgebehavior for deision trees is softened by onstruting an interval lose to the threshold. Forneural network, many strutures of the multilayer network were experimented with beforewe ame up with our best network. Bakpropogation feed forward networks yield the bestresult with the following arhiteture: 14 input nodes, 8 nodes on the �rst hidden layer, 6nodes on the seond hidden layer, and 6 output nodes (to at as error orreting odes).Two output nodes are allotted to a single author (this inreases the Hamming distanebetween the lassi�ations - the bit string that is output with eah bit orresponding toone author in the lassi�ation- of any two authors, thus dereasing the possibility ofmislassi�ation). Out of 100 training samples, 30% are used in the validation set whihdetermines whether over-�tting has ourred and when to stop training. It is worth noting
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that the reported results are the average of 10-fold ross validations. We will disuss theomparative results of individual ross validation phase in the next setion. Table 5 reportsthe error rate of individual model in three onfusion matries. At a glane, mahine learningapproahes espeially SVM (83.3% auray) perform tremendously well ompared to theother models. Statistial similarity modelsCosine similarity Chi-square measure Eulidean distane Majority voting(COS) (CS) (ED) (COM)R A O e(%) R A O e(%) R A O e(%) R A O e(%)R 30 12 8 40 34 9 7 32 27 15 8 46 34 7 9 28A 15 27 8 46 14 30 6 40 18 26 6 48 11 32 7 36O 12 9 29 42 9 8 33 34 17 6 27 46 6 11 33 34Avg. error 42.7 Avg. error 35.3 Avg. error 46.6 Avg. error 32.7Table 4: Confusion matries of statistial similarity measures on test set.Mahine Learning modelsDeision Tree Neural Networks Support Vetor MahineR A O e(%) R A O e(%) R A O e(%)R 35 8 6 28 38 9 3 24 44 3 3 12A 7 37 6 26 10 35 5 30 8 40 2 20O 6 5 39 22 9 5 36 28 2 7 41 18Avg. error 25.3 Avg. error 27.3 Avg. error 16.7Table 5: Confusion matries of mahine learning models on test set (averaged over 10-foldross validations).3.4 Comparative analysisThe performane of any mahine learning tool highly depends on the population and di-vergene of training samples. Limited dataset an overshadowed the intrinsi produtivityof the tool. Beause of the lak of large number of dataset, we divide the training datarandomly into 10 sets and use 10-fold ross validation tehnique to prevent over�tting foreah mahine learning model. The boxplot in Figure 2(a) reports the performane of eahmodel on 10-fold ross validation phrase with mean auray and variane. In three ases,sine the nothes in the box plots overlap, we an onlude, with ertain on�dene, thatthe true medians do not di�er. The outliers are marked separately with the dotted points.The di�erene between lower and upper quartiles in SVM is omparatively smaller thanthe others that shows relative low variane of auraies in di�erent iterations.We also measure the pairwise agreement in mapping three types of authors using Cohen'sKappa oe�ient (Cohen, 1960). In Figure 2(b), the high orrelation between Deision Treeand Neural Network models, whih is onsiderably high ompared to the others signi�esthat the e�ets of both of these models in author-doument mapping task are reasonablyidential and less e�ient ompared to SVM model.As a pioneer of studying di�erent mahine learning models in Bengali authorship task, itis worth measuring the relative importane of individual feature in eah learning modelthat gets some features high privilege and helps in feature ranking. We have dropped eah
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DT vs. SVMDT vs. NNSVMDT NN vs. SVMNNFigure 2: (a) Boxplot of average auray (in %) of three mahine learning modules on10-fold ross validations; (b) pair-wise average inter-model agreement of the models usingCohen's Kappa measure.
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Figure 3: (Color online) Average auray after deleting features one at a time (the mag-nitude of the error bar indiates the di�erene of the auraies before and after droppingone feature for eah mahine learning model).feature one by one and pointed out its relative impat on auray over 10-fold ross vali-dations. The points against eah feature in the line graphs in Figure 3 show perentage ofauray when that feature is dropped, and the magnitude of the orresponding error barmeasures the di�erene between �nal auray (when all features present) and aurayafter dropping that feature. All models rely on the high importane of length of the wordin this task. All of them also reah to the ommon onsensus of the importane of KW(R),KW(A), KW(O), NP and CP. But few of the features typially re�et unpreditable signa-tures in di�erent models. For instane, length of the dialog and unknown word ount showlarger signi�ane in SVM, but they are not so signi�ant in other two models. Similarharateristis are also observed in Deision tree and Neural network models.Finally, we study the responsibility of individual authors for produing erroneous results.Figure 4 depits that almost in every ase, the system has little overestimated the authorsof douments as author R. It may our due to the aquisition of douments beause thedouments in luster 2 and luster 3 are not so diverse and well-strutured as the doumentsof Rabindranath Tagore. Developing appropriate orpus for this study is itself a separate
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researh area speially when dealing with learning modules, and it takes huge amount oftime. The more the fous will be on this language, the more we expet to get divergeorpus of di�erent Bengali writers.
VR COS CS ED COM DT NN SVM

0

10

20

30

40

50

Different models

E
rr

or
 r

at
e

 

 

Author R
Author A
Author O

Figure 4: (Color online) Error analysis: perentage of error ours due to wrong identi�edauthors.4 Conlusion and Future workThis paper attempts to demonstrate the mehanism to reognize three authors in Bengaliliterature based on their style of writing (without taking into aount the author's pro�le,genre or writing time). We have inorporated both statistial similarity based measures andthree mahine learning models over same feature sets and ompared them with the baselinesystem. All of the mahine learning models espeially SVM yield a signi�antly higherauray than other models. Although the SVM yielded a better numerial performane,and are onsidered inherently suitable to apture an intangible onept like style, thedeision trees are human readable making it possible to de�ne style. While more featuresould produe additional disriminatory material, the present study proves that arti�ialintelligene provides stylometry with exellent lassi�ers that require fewer and relevantinput variables than traditional statistis. We also showed that the signi�ane of the usedfeatures in authorship identi�ation task are relative to the used model. This preliminarystudy is the journey to reveal the intrinsi style of writing of the Bengali authors basedupon whih we plan to build more robust, generi and diverge authorship identi�ationtool.ReferenesArgamon, S., �ari¢, M., and Stein, S. S. (2003). Style mining of eletroni messages formultiple authorship disrimination: �rst results. In KDD '03: Proeedings of the ninthACM SIGKDD international onferene on Knowledge disovery and data mining, pages475�480. ACM.Chakaraborty, T. and Bandyopadhyay, S. (2011). Inferene of �ne-grained attributes ofbengali orpus for stylometry detetion. pages 79�83.Chanda, S., Franke, K., Pal, U., and Wakabayashi, T. (2010). Text independent writeridenti�ation for bengali sript. In Proeedings of the 2010 20th International Confer-
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