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Introduction

NLP Power! is the workshop on efficient benchmarking in NLP.

Benchmarking has become a standard practice for evaluating upcoming models against one another and
human solvers; there are still many unresolved issues and methodological concerns. The main idea of
the workshop is to bring together researchers that work on benchmarks for natural language processing
(NLP) and discuss how benchmarking can be improved to account for computational efficiency, ethical
considerations, user preferences, and out-of-domain robustness. The workshop proceedings present the
collection of research contributions on the computational efficiency of model evaluation, transfer lear-
ning efficiency estimation, evaluation metrics, robustness and bias assessment, and general best practices
in benchmarking for NLP.

This is the first time we have organized a workshop with this particular scope of interest. Our wor-
kshop is hosted by the 60th Annual Meeting of the Association for Computational Linguistics (ACL
2022). Our program committee consisted of experts from all over the world with years of research expe-
rience in the industry and academia. The committee worked hard on every submission and selected 12
research papers to be presented at the workshop in the poster and oral sessions. The workshop program
also included one ACL Findings paper. Overall, it resulted in 2 oral presentation sessions, which were
intermitted by a poster session, three invited talks, and a round table on the problems of canonic ben-
chmark standards.

NLP Power would not be possible without the dedicated intellectual work of the program committee:
their peer review and efforts aimed to improve the work have shaped the scientific community, which is
now, for the first time, coming forward with a unified workshop mission. We also express our sincere
gratitude to the invited speakers: Anna Rumshiski, He He, and Ulises Mejias, for their contribution to
the program. We thank the researchers and NLP practitioners for the engagement and responses and
hope to continue to provide a platform for fruitful discussions on various topics, ranging from rethinking
benchmarking methods to the reproducibility of the leaderboard results.

You can find more details about the workshop on the website: http://nlp-power.github.io/.

Tatiana Shavrina, Valentin Malykh, Ekaterina Artemova, Vladislav Mikhailov, Laura Weidinger, Oleg
Serikov, and Vitaly Protasov
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