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Introduction

Publication of negative results is difficult in most fields, and the current focus on benchmark-driven per-
formance improvement exacerbates this situation and implicitly discourages hypothesis-driven research.
As a result, the development of NLP models often devolves into a product of tinkering and tweaking,
rather than science. Furthermore, it increases the time, effort, and carbon emissions spent on developing
and tuning models, as the researchers have little opportunity to learn from what has already been tried
and failed.
Historically, this tendency is hard to combat. ACL 2010 invited negative results as a special type of
research paper submissions1, but received too few submissions and did not continue with it. The Journal
for Interesting Negative Results in NLP and ML2 has only produced one issue in 2008.
However, the tide may be turning. Despite the pandemic, the third iteration of the Workshop on Insights
from Negative Results attracted 43 submissions and 1 from ACL Rolling Reviews.
The workshop maintained roughly the same focus, welcoming many kinds of negative results with the
hope that they could yield useful insights and provide a much-needed reality check on the successes of
deep learning models in NLP. In particular, we solicited the following types of contributions:

• broadly applicable recommendations for training/fine-tuning, especially if X that didn’t work is
something that many practitioners would think reasonable to try, and if the demonstration of X’s
failure is accompanied by some explanation/hypothesis;

• ablation studies of components in previously proposed models, showing that their contributions
are different from what was initially reported;

• datasets or probing tasks showing that previous approaches do not generalize to other domains or
language phenomena;

• trivial baselines that work suspiciously well for a given task/dataset;

• cross-lingual studies showing that a technique X is only successful for a certain language or
language family;

• experiments on (in)stability of the previously published results due to hardware, random initiali-
zations, preprocessing pipeline components, etc;

• theoretical arguments and/or proofs for why X should not be expected to work.

In terms of topics/themes, 16 papers from our accepted proceedings discussed “lessons learned in pre-
training/training neural architectures/large language models”; 10 discussed “great ideas that didn’t wo-
rk”; 10 papers performed probing tasks and datasets to draw deeper insights or understand reasons for
success/failure; 9 dealt with issues of robustness, generalizability, compositionality, and few-shot perfor-
mance; 2 were on the topic of “analyzing biases, errors, spurious correlations in data/model”; 1 paper
focused on issues in replication of research results and 1 paper on the impact of data augmentation. Some
submissions fit in more than one category.
We accepted 24 short papers (55.8% acceptance rate) and one paper from ACL Rolling Reviews.
We hope the workshop will continue to contribute to the many reality-check discussions on progress in
NLP. If we do not talk about things that do not work, it is harder to see what the biggest problems are
and where the community effort is the most needed.

1https://mirror.aclweb.org/acl2010/papers.html
2http://jinr.site.uottawa.ca/
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Keynote Talk: Power, Uncertainty and the Null
Tal Linzen

IT University of Copenhagen, Denmark

Bio: Tal Linzen is an Assistant Professor of Linguistics and Data Science at New York University and a
Research Scientist at Google. Before moving to NYU in 2020, he was a faculty member at Johns Hop-
kins University, a postdoctoral researcher at the École Normale Supérieure in Paris, and a PhD student
at NYU. At NYU, Tal directs the Computational Psycholinguistics Lab, which develops computational
models of human language comprehension and acquisition, as well as methods for interpreting and eval-
uating neural network models for language technologies.
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Keynote Talk: Off the Beaten Track: To Turn “Failures” into
Signal and Insights

Barbara Plank
IT University of Copenhagen, Denmark

Bio: Barbara Plank is Chair (Professor) of AI and Computational Linguistics at LMU Munich, with a
part-time affiliation at the IT University of Copenhagen. Her research focuses on various aspects of NLP
and include learning under sample selection bias (domain adaptation, transfer learning), annotation bias
(human disagreements and human uncertainty), learning from beyond the text, and in general learning
under limited supervision. Barbara is the recipient of a 2019 Sapere Aude Research Leader grant and
an Amazon Research Award. Barbara is on the advisory board of the European Association for Compu-
tational Linguistics, publicity director of the Association for Computational Linguistics and since 2022
president of the Northern European Association for Language Technology.
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