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Abstract

WordNet serves as a very essential knowledge source for various downstream Natural Language Processing (NLP)
tasks. Since this is a human-curated resource, building such a resource is very cumbersome and time-consuming.
Even though for languages like English, the existing WordNet is reasonably rich in terms of coverage, for
resource-poor languages like Bengali, the WordNet is far from being reasonably sufficient in terms of coverage
of vocabulary and relations between them. In this paper, we investigate the usefulness of some of the existing
knowledge graph completion algorithms to enrich Bengali WordNet automatically. We explore three such
techniques namely DistMult, ComplEx, and HolE, and analyze their effectiveness for adding more relations
between existing nodes in the WordNet. We achieve maximum Hits@1 of 0.412 and Hits@10 of 0.703, which look
very promising for low resource languages like Bengali.
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1. Introduction
Several NLP applications use WordNet which was
first introduced by Miller (1995) and is one of
the important human-curated resources. Word-
Net has several NLP applications (Morato et al.,
2004), including information retrieval (Mandala et
al., 1998), query expansion (Smeaton et al., 1995;
Gong et al., 2005; Pal et al., 2014), improvement
of text retrieval responses (Gonzalo et al., 1998)
and natural language generation (Jing, 1998), to
name a few. WordNet in English is sufficiently
rich in terms of vocabulary and semantic relation
coverage. On the other hand, even though Ben-
gali is one of the most widely spoken language1,
the Bengali WordNet (Bhattacharyya, 2010) is far
from reaching the coverage of English WordNet.
Therefore, automatic expansion of such a lexical
resource for low-resource languages could be really
useful. With this goal, we investigate whether it
is possible to apply the existing knowledge graph
completion techniques on the WordNet to accu-
rately predict relations between different concepts.
This direction could be leveraged in further enrich-
ing the WordNet by automatically predicting new
relational links.
In this work, we attempt to enrich Bengali Word-
Net with the use of existing knowledge graph com-
pletion techniques. Towards this goal, we modify
the original structure of the existing Bengali Word-
Net to make it suitable to be used as input to those
algorithms. As a part of our investigation, we ex-
plore the applicability of three knowledge graph

1At present, there are roughly 7000 languages in the
world, among which Bengali is the 7th most widely
spoken [1]

completion techniques namely DistMult (Yang et
al., 2015), ComplEx (Trouillon et al., 2016) and
HolE (Nickel et al., 2016). Note that, in this
work, we pose this WordNet enrichment problem
as a closed world problem where no new node gets
added to the graph, only edges (signifying semantic
relations) get added. We achieve three-fold cross-
validation MRR of 0.504 (maximum) and Hits@1
of 0.412 (maximum) for Bengali WordNet which is
really promising for such low resource languages.
This investigation presents a clear view of whether
these models are able to capture the semantic intri-
cacies of this WordNet. Note that, the main chal-
lenge for these models to work accurately on the
WordNet is the existence of hierarchical semantic
relations. This analysis could also be significantly
useful in further establishing a methodology of us-
ing larger unsupervised lexical resources to auto-
matically increase the coverage of the WordNet, by
applying knowledge graph completion techniques.
We make all our code and data publicly available2.
The rest of the paper is organised as follows: Sec-
tion 2 provides a brief account of Related Work,
Section 3 describes about the Bengali WordNet
and the methodology of how the graph structure
of Bengali WordNet is altered, Section 4 describes
the experimental analysis, and Section 5 draws the
conclusion.

2. Related Work
A lot of efforts have been made to deal with the
problem of automatic knowledge graph comple-
tion. Additive models include TransE (Bordes et

2https://github.com/uhh-lt/
bengali-wordnet-extension

https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers
https://github.com/uhh-lt/bengali-wordnet-extension
https://github.com/uhh-lt/bengali-wordnet-extension
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al., 2013), TransH (Wang et al., 2014), TransM
(Fan et al., 2014), TransR (Lin et al., 2015), where
the relations in the knowledge graph are regarded
as translation vectors, translating a head entity
to a tail entity. Multiplicative models like Dist-
Mult (Yang et al., 2015), ComplEx (Trouillon et
al., 2016), embed entities and relations into a uni-
fied continuous vector space, followed by defin-
ing a scoring function to measure the authentic-
ity of the triples. There are several other neu-
ral network based models like ConvKB (Nguyen et
al., 2018), ConvE (Dettmers et al., 2018), HypER
(Balažević et al., 2019), CompGCN (Vashishth et
al., 2020) and SACN (Shang et al., 2019) among
others. Models like HAKE (Zhang et al., 2020)
are also able to accurately model the hierarchical
semantic relationships of knowledge graphs. Fur-
ther, several different approaches for WordNet en-
richment or completion have been developed in the
past. Biemann et al. (2004) describes a language-
independent approach for semiautomatic exten-
sion of WordNets using a bootstrapping method.
Biemann et al. (2018) presents a framework for
combining information from distributional seman-
tic models with manually constructed lexical re-
sources. The framework is applied to produce a
novel hybrid resource obtained by linking a disam-
biguated distributional lexical network to Word-
Net and BabelNet. In language-specific examples
of previous related work, (Lee et al., 2001), intro-
duce a semi-automatic method to construct a Ko-
rean noun semantic hierarchy by using a monolin-
gual (Japanese) thesaurus and Korean MRD and
uses the advantage of the similarity between the
two languages. Rahit et al. (2018) introduce a
baseline for a Bengali WordNet (BanglaNet). It
uses an approach of making semantic relations be-
tween Bengali WordNet and Princeton WordNet
(Miller, 1995), which is used to derive relations be-
tween concepts. Chakravarthi et al. (2018) present
an expand approach for generating and improving
WordNets, which uses machine translation and ap-
plies to the Dravidian languages of Tamil, Telugu
and Kannada.

3. Methodology
Since our objective is to enrich Bengali WordNet,
we first discuss the WordNet itself. Then, we dis-
cuss the approach to process the WordNet such
that it could be fed to knowledge graph comple-
tion techniques. Finally, we discuss the three tech-
niques we follow for our analysis.

3.1. Bengali WordNet
For our experiment we use the Bengali WordNet
from IndoWordNet (Bhattacharyya, 2010). It con-
sists of 36346 synsets (categorized as 27281 nouns,
2804 verbs, 5815 adjectives, 445 adverbs), which

Figure 1: A snapshot of synsets as nodes and rela-
tions as edges in Bengali WordNet
are connected to other synsets through 30 dif-
ferent relations. The relations can be put into
the following broad categories: hypernymy, hy-
ponymy, meronymy, holonymy, ability verbs, noun
attributes, verb causatives, verb entailments, func-
tion verb, and troponymy. The total number of
unique words present in the Bengali WordNet is
45497. Each synset can have multiple example
words (lemma names), and one head word. One
word can appear in more than one synset. To ob-
tain the data in a graphical format, the applica-
tion programming interface (API) introduced by
Panjwani et al. (2018) is used. As per this API,
A list of edges is created - where both the nodes
are synsets and the relation connecting them is the
edge attribute. 72703 such edges are obtained to
create a graph. In that, 36039 synsets are con-
nected out of the total 36346 synsets of the Word-
Net. A snapshot is shown in Figure 1.

3.2. WordNet Structure Modification
The WordNet graph is present in the following
form - synset represents a node, and different
synsets are connected to each other through sev-
eral relations which are represented by labeled
edges. We modify the original structure to obtain
a graph where each constituent word present un-
der a Synset, becomes a node, and existing edges
are replicated to connect such nodes, having rela-
tions as their attributes. To achieve this modifi-
cation two things are done - First, A relation is
introduced -‘Synonymy’ in addition to the existing
30 relations. This relation associates the words
present under the same synset with each other.
Edges are created connecting all possible pairs of
words within the same synset, with edge attribute
as the ‘Synonymy’ relation. Next, edges are cre-
ated between every possible pair of words, which
are present in two different synsets, and the edges
are labelled with the same relation which is shared
by the corresponding synsets that the words belong
to. For any two synsets connected by an edge with
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Figure 2: A snapshot of the modified WordNet graph structure. Each box is one synset. Each pair of
nodes within the same box is connected to each other with the Synonymy relationship. Each pair of
nodes present within two different boxes shares the relation shared between the respective boxes.

attribute ‘r’ (relation between synsets is ‘r’), edges
are created for all possible word pair combinations
of the words present under both the synsets and
the edge attribute assigned to the edges is also
‘r’. The directionality of edges between synsets
is also considered and maintained when creating
edges with words as nodes. The modified struc-
ture of WordNet is presented in Figure 2. With
the modified graph structure, each edge is now re-
garded as a triple, having subject and object enti-
ties (words), and a predicate (relation) connecting
the two. The synonymy triples contain only one
example of the form (head, Synonymy, tail) for
two unique head and tail words. In other words,
Synonymy is treated as an undirected relationship.
For all the directed relationships, triples for that
relationship and its inverse (if that exists in the
WordNet), occur separately. For example, for two
unique head and tail words, (head, Hypernymy,
tail) and (tail, Hyponymy, head) both occur sep-
arately if the parent synsets of head and tail are
also similarly related in the original graph.

Model MRR Hits@1 Hits@3 Hits@10
DistMult 0.438 0.342 0.472 0.643
ComplEx 0.492 0.382 0.558 0.696
HolE 0.504 0.412 0.538 0.703

Table 1: Three-fold cross-validated model perfor-
mances.

3.3. Knowledge Graph Completion
Approaches:

The three techniques used for this task are
DistMult (Yang et al., 2015), HolE (Nickel et al.,
2016) and ComplEx (Trouillon et al., 2016). In
a nutshell, all of these models use the learned
embedding vectors of the entities and relationsand
use unique scoring functions to score triples (head,
relation, tail). The details of these methods are
described below.

DistMult: DistMult is a multiplicative model,
and uses a bi-linear scoring function (Lin et al.,
2018) for a triple (h, r, t) which is defined as:

fr(h, t) = hTMrt (1)

Mr is a 2-D matrix operator instead of a tensor
operator, and is a diagonal matrix.

ComplEx: ComplEx employs eigenvalue decom-
position model to take complex valued embeddings
into consideration. It uses Hermitian dot product,
the complex counterpart of standard dot product
between real vectors. The scoring function for a
triple (h, r, t) of ComplEx is defined as:

fr(h, t) = sigmoid(Xhrt) (2)

and fr(h, t) is expected to be 1 when (h, r, t) holds,
otherwise -1. Here, Xhrt is further calculated as
follows: Xhrt =< Re(wr), Re(h), Re(t) > +

< Re(wr), Im(h), Im(t) >

− < Im(wr), Re(h), Im(t) > −
< Im(wr), Im(h), Re(t) > where Mr ∈ Rd×d is a
weight matrix, < a, b, c >=

∑
k akbkck, Im(x)

indicates the the imaginary part of x and Re(x)
indicates the the real part of x (Lin et al., 2018).

HolE: Holographic Embeddings (HolE) uses circu-
lar correlation to create compositional representa-
tions of entire knowledge graphs, which is related
to holographic models of associative memory. The
circular correlation is denoted by: (Lin et al., 2018)

[a ∗ b]k =

d−1∑
i=0

aib(i+k)modd

The score function for a triple (h, r, t) is given as
(Lin et al., 2018):

fr(h, t) = sigmoid(rT (h ∗ t))

For the implementation of these three algorithms,
the Ampligraph framework (Costabello et al.,
2019) is used3.

3https://github.com/Accenture/AmpliGraph

https://github.com/Accenture/AmpliGraph
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Head Translation Relation Tail Translation

DistMult ম

ু

�ন Spiritual mentor Hyponymy কাশ্যপ_ঋ�� An Indian spiritual mentor
অস

ু

র Demon Synonymy রাক্ষস Evil Spirit

ComplEx ব্য�� Human being/person Synonymy বান্দা Person
ক��ন Difficult Modifies_noun কাজ Work

HolE ঘ�রায়া Relating to the home Modifies_noun �জ�নস Tangible Object
দমন_করা Oppress Hypernymy করা To do

Table 2: Some of the top predicted triples by each knowledge graph completion approaches

4. Experiments and Analysis
For our experiment, we fix embedding dimensions
to 100, epochs to 10, negatives generated per posi-
tive to 50, and optimizer to Adagrad (Duchi et al.,
2011). The search space for the learning rate is
set to [0.0001, 0.001, 0.01, 0.1], the losses chosen
are Pairwise Loss (Bordes et al., 2013), Absolute
Margin Loss (Hamaguchi et al., 2017) and Nega-
tive Log Likelihood Loss (Trouillon et al., 2016).
The search space for the margin parameter is set
to [0.5, 2, 10]. The optimization search is car-
ried out both without and with L2 regularization,
and the search space for λ is set to [1e-3, 1e-4,
1e-5]. After performing the grid search, the best
hyper-parameter set-up for which the results are
obtained are described as follows: DistMult with
a learning rate of 0.1, L2 regularization with λ =
0.001, and Negative Log Likelihood Loss. Com-
plEx is trained with a learning rate of 0.01, L2
regularization with λ = 0.0001, and Pairwise Loss
with margin = 0.1. HolE uses a learning rate of
0.1, no regularization, and Pairwise Loss with mar-
gin = 0.5. The model performances are obtained
by three-fold cross-validation, with test size being
equal to 40000.

4.1. Metrics Used
The following rank-based metrics are used for eval-
uation:
Mean Reciprocal Rank: The Reciprocal Rank
(RR) information retrieval measure calculates the
reciprocal of the rank at which the first relevant
document was retrieved. For a single query, the
reciprocal rank is 1 where the rank is the posi-
tion of the highest-ranked answer (1,2,3,…,N for N
answers returned in a query). If no correct an-
swer is returned in the query, then the reciprocal
rank is 0. When averaged across queries, the mea-
sure is called the Mean Reciprocal Rank (MRR)
(Craswell, 2009). It is formulated as follows:

MRR =
1

|Q|

|Q|∑
i=1

1

rank(s,p,o)i
(3)

where Q is a set of triples and (s,p,o) is a triple ∈
Q.
Hits@N Score: Intuitively, hits@N refers to the
count of positive triples which are present in the

top-N positions. Link prediction models generate
a score for each of the triples, which is used to rank
all the triples present. It is formally defined as:

Hits@N =

|Q|∑
i=1

1 ifrank(s,p,o)i ≤ N (4)

where Q is a set of triples and (s,p,o) is a triple ∈
Q.

4.2. Performance Analysis
The performances of the three models are pre-
sented in Table 1. HolE produces the best MRR,
Hits@1, and Hits@10, whereas ComplEx produces
the best Hits@3. DistMult proves to be the weak-
est among these three approaches. Given that,
Bengali WordNet size is not that big the maxi-
mum obtained MRR of 0.504 and maximum ob-
tained Hits@1 of 0.412 is really promising. Some
of the top predicted triples by each of the three
link prediction techniques are shown in Table 2.
The results show that semantically close words are
predicted to have almost accurate relationships be-
tween them. As a first ever attempt to enrich Ben-
gali WordNet using knowledge graph completion
techniques, we believe the results are encouraging
for investigating further in this direction.

5. Conclusion
In this study, we show that off-the-shelf knowledge
graph completion approaches like DistMult, Com-
plEx, and HolE produce promising results for pre-
dicting Bengali WordNet relations as well. This
work could help largely in further enriching the
WordNet using an unsupervised resource like a the-
saurus. Inclusion of predicted links in the WordNet
should be preceded by manual correction to ensure
overall accuracy of WordNet. This work could ul-
timately be useful for tasks like word sense disam-
biguation, machine translation, etc. The immedi-
ate future work could be exploring other categories
of such algorithms to be applied on WordNet for
the same purpose. The broad plan is to create a
framework to enrich WordNet of a range of low
resource languages automatically without human
intervention.
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