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Abstract

Harmful or abusive online content has been in-
creasing over time, raising concerns for social
media platforms, government agencies, and
policymakers. Such harmful or abusive con-
tent can have major negative impact on soci-
ety, e.g., cyberbullying can lead to suicides, ru-
mors about COVID-19 can cause vaccine hes-
itance, promotion of fake cures for COVID-19
can cause health harms and deaths. The con-
tent that is posted and shared online can be tex-
tual, visual, or a combination of both, e.g., in
a meme. Here, we describe our experiments in
detecting the roles of the entities (hero, villain,
victim) in harmful memes, which is part of the
CONSTRAINT-2022 shared task, as well as
our system for the task. We further provide
a comparative analysis of different experimen-
tal settings (i.e., unimodal, multimodal, atten-
tion, and augmentation). For reproducibility,
we make our experimental code publicly avail-
able.1

1 Introduction

Social media have become one of the main commu-
nication channels for sharing information online.
Unfortunately, they have been abused by malicious
actors to promote their agenda using manipula-
tive content, thus continuously plaguing political
events, and the public debate, e.g., regarding the
ongoing COVID-19 infodemic (Alam et al., 2021d;
Nakov et al., 2022). Such type of content includes
harm and hostility (Brooke, 2019; Joksimovic et al.,
2019), hate speech (Fortuna and Nunes, 2018), of-
fensive language (Zampieri et al., 2019; Rosenthal
et al., 2021), abusive language (Mubarak et al.,
2017), propaganda (Da San Martino et al., 2019,
2020), cyberbullying (Van Hee et al., 2015), cyber-
aggression (Kumar et al., 2018), and other kinds of
harmful content (Pramanick et al., 2021; Sharma
et al., 2022b).

1https://github.com/robi56/harmful_
memes_block_fusion

The propagation of such content is often done
by coordinated groups (Hristakieva et al., 2022)
using automated tools and targeting specific in-
dividuals, communities, and companies. There
have been many research efforts to develop auto-
mated tools to detect such kind of content. Sev-
eral recent surveys have highlighted these aspects,
which include fake news (Zhou and Zafarani, 2020),
misinformation and disinformation (Alam et al.,
2021c; Nakov et al., 2021; Hardalov et al., 2022),
rumours (Bondielli and Marcelloni, 2019), propa-
ganda (Da San Martino et al., 2020), hate speech
(Fortuna and Nunes, 2018; Schmidt and Wiegand,
2017), cyberbullying (Haidar et al., 2016), offen-
sive (Husain and Uzuner, 2021) and harmful con-
tent (Sharma et al., 2022b).

The content shared on social media comes in
different forms: textual, visual, or audio-visual.
Among other social media content, recently, inter-
net memes became popular. Memes are defined as
“a group of digital items sharing common charac-
teristics of content, form, or stance, which were
created by associating them and were circulated,
imitated, or transformed via the Internet by many
users” (Shifman, 2013). Memes typically consist
of images containing some text (Shifman, 2013;
Suryawanshi et al., 2020a,b). They are often shared
for the purpose of having fun. However, memes can
also be created and shared with bad intentions. This
includes attacks on people based on characteristics
such as ethnicity, race, sex, gender identity, dis-
ability, disease, nationality, and immigration status
(Zannettou et al., 2018; Kiela et al., 2020). There
has been research effort to develop computational
methods to detect such memes, such as detecting
hateful memes (Kiela et al., 2020), propaganda
(Dimitrov et al., 2021a), offensiveness (Suryawan-
shi et al., 2020a), sexist memes (Fersini et al.,
2019), troll memes (Suryawanshi and Chakravarthi,
2021), and generally harmful memes (Pramanick
et al., 2021; Sharma et al., 2022a).
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Harmful memes often target individuals, organi-
zations, or social entities. Pramanick et al. (2021)
developed a dataset where the annotation consists
of (i) whether a meme is harmful or not, and
(ii) whether it targets an individual, an organiza-
tion, a community, or society. The CONSTRAINT-
2022 shared task follows a similar line of research
(Sharma et al., 2022c). The entities in a meme are
first identified and then the task asks participants
to predict which entities are glorified, vilified, or
victimized in the meme. The task is formulated as

“Given a meme and an entity, determine the role of
the entity in the meme: hero vs. villain vs. victim
vs. other.” More details are given in Section 3.

Memes are multimodal in nature, but the textual
and the visual content in a meme are sometimes
unrelated, which can make them hard to analyze
for traditional multimodal approaches. Moreover,
context (e.g., where the meme was posted) plays
an important role for understanding its content. An-
other important factor is that since the text in the
meme is overlaid on top of the image, the text
needs to be extracted using OCR, which can result
in errors that require additional manual post-editing
(Dimitrov et al., 2021a).

Here, we address a task about entity role labeling
for harmful memes based on the dataset released
in the CONSTRAINT-2022 shared task; see the
task overview paper for more detail (Sharma et al.,
2022c). This task is different from traditional se-
mantic role labeling in NLP (Palmer et al., 2010),
where understanding who did what to whom, when,
where, and why is typically addressed as a sequence
labeling problem (He et al., 2017). Recently, this
has also been studied for visual content (Sadhu
et al., 2021), i.e., situation recognition (Yatskar
et al., 2016; Pratt et al., 2020), visual semantic
role labeling (Gupta and Malik, 2015; Silberer and
Pinkal, 2018; Li et al., 2020), and human-object
interaction (Chao et al., 2015, 2018).

To address the entity role labeling for a poten-
tially harmful meme, we investigate textual, visual,
and multimodal content using different pretrained
models such as BERT (Devlin et al., 2019), VGG16
(Simonyan and Zisserman, 2015), and other vision–
language models (Ben-younes et al., 2019). We
further explore different textual data augmentation
techniques and attention methods. For the shared
task participation, we used only the image modal-
ity, which resulted in an underperforming system
in the leaderboard.

Further studies using other modalities and ap-
proaches improved the performance of our system,
but it is still lower (0.464 macro F1) than the best
system (0.586). Yet, our investigation might be use-
ful to understand which approaches are useful for
detecting the role of an entity in harmful memes.

Our contributions can be summarized as follows:

• we addressed the problem both as sequence
labeling and as classification;

• we investigated different pretrained models
for text and images;

• we explored several combinations of multi-
modal models, as well as attention mecha-
nisms, and various augmentation techniques.

The rest of the paper is organized as follows: Sec-
tion 2 presents previous work, Section 3 describes
the task and the dataset, Section 4 formulates our
experiments, Section 5 discusses the evaluation re-
sults. Finally, Section 6 concludes and points to
possible directions for future work.

2 Related Work

Below, we discuss previous work on semantic role
labeling and harmful content detection, both in
general and in a multimodal context.

2.1 Semantic Role Labeling
Textual semantic role labeling has been widely
studied in NLP, where the idea is to understand
who did what to whom, when, where, and why.
Traditionally, the task has been addressed using
sequence labeling, e.g., FitzGerald et al. (2015)
used local and structured learning, experimenting
with PropBank and FrameNet, and Larionov et al.
(2019) investigated recent transformer models.

Visual semantic role labeling has been ex-
plored for images and video. Yatskar et al. (2016)
addressed situation recognition, and developed a
large-scale dataset containing over 500 activities,
1,700 roles, 11,000 objects, 125,000 images, and
200,000 unique situations. The images were col-
lected from Google and the authors addressed the
task as a situation recognition problem. Pratt et al.
(2020) developed a dataset for situation recogni-
tion consisting of 278,336 bounding-box ground-
ings to the 11,538 entity classes. Gupta and Malik
(2015) developed a dataset of 16K examples in 10K
images with actions and associated objects in the
scene with different semantic roles for each action.
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Yang et al. (2016) worked on integrating lan-
guage and vision with explicit and implicit roles.
Silberer and Pinkal (2018) learned frame–semantic
representations of the images. Sadhu et al. (2021)
approached the same problem for video, develop-
ing a dataset of 29K 10-second movie clips, anno-
tated with verbs and semantics roles for every two
seconds of video content.

2.2 Harmful Content Detection in Memes

There has been significant effort for identifying
misinformation, disinformation, and malinforma-
tion online (Schmidt and Wiegand, 2017; Bondielli
and Marcelloni, 2019; Zhou and Zafarani, 2020;
Da San Martino et al., 2020; Alam et al., 2021c;
Afridi et al., 2020; Hristakieva et al., 2022; Nakov
et al., 2022). Most of these studies focused on tex-
tual and multimodal content. Compared to that,
modeling the harmful aspects of memes has not
received much attention.

Recent effort in this direction include categoriz-
ing hateful memes (Kiela et al., 2020), detecting
antisemitism (Chandra et al., 2021), detecting the
propagandistic techniques used in a meme (Dim-
itrov et al., 2021a), detecting harmful memes and
the target of the harm (Pramanick et al., 2021),
identifying the protected categories that were at-
tacked (Zia et al., 2021), and identifying offensive
content (Suryawanshi et al., 2020a). Among these
studies, the most notable low-level efforts that ad-
vanced research by providing high-quality datasets
to experiment with include shared tasks such as the
Hateful Memes Challenge (Kiela et al., 2020), the
SemEval-2021 shared task on detecting persuasion
techniques in memes (Dimitrov et al., 2021b), and
the troll meme classification task (Suryawanshi and
Chakravarthi, 2021).

Chandra et al. (2021) investigated antisemitism
along with its types as a binary and a multi-class
classification problem using pretrained transform-
ers and convolutional neural networks (CNNs) as
modality-specific encoders along with various mul-
timodal fusion strategies. Dimitrov et al. (2021a)
developed a dataset with 22 propaganda techniques
and investigated the different state-of-the-art pre-
trained models, demonstrating that joint vision–
language models performed better than unimodal
ones. Pramanick et al. (2021) addressed two tasks:
detecting harmful memes and identifying the social
entities they target, using a multimodal model with
local and global information.

Zia et al. (2021) went one step further than a bi-
nary classification of hateful memes, focusing on a
more fine-grained categorization based on the pro-
tected category that was being attacked (i.e., race,
disability, religion, nationality, sex) and the type of
attack (i.e., contempt, mocking, inferiority, slurs,
exclusion, dehumanizing, inciting violence) using
the dataset released in the WOAH 2020 Shared
Task.2 Fersini et al. (2019) studied sexist memes
and investigated the textual cues using late fusion.
They also developed a dataset of 800 misogynistic
memes covering different manifestations of hatred
against women (e.g., body shaming, stereotyping,
objectification, and violence), collected from dif-
ferent social media (Gasparini et al., 2021).

Kiela et al. (2021) summarized the participating
systems in the Hateful Memes Challenge, where
the best systems fine-tuned unimodal and multi-
modal pre-training transformer models such as Vi-
sualBERT (Li et al., 2019) VL-BERT (Su et al.,
2020), UNITER (Chen et al., 2020), VILLA (Gan
et al., 2020), and built ensembles on top of them.

The SemEval-2021 propaganda detection shared
task (Dimitrov et al., 2021b) focused on detecting
the use of propaganda techniques in the meme, and
the participants’ systems showed that multimodal
cues were very important.

In the troll meme classification shared task
(Suryawanshi and Chakravarthi, 2021), the best sys-
tem used ResNet152 and BERT with multimodal
attention, and most systems used pretrained trans-
formers for the text, CNNs for the images, and
early fusion to combine the two modalities.

Combining modalities causes several chal-
lenges, which arise due to representation issues
(i.e., symbolic representation for language vs. sig-
nal representation for the visual modality), mis-
alignment between the modalities, and fusion and
transferring knowledge between the modalities. In
order to address multimodal problems, a lot of ef-
fort has been paid to developing different fusion
techniques such as (i) early fusion, where low-
level features from different modalities are learned,
fused, and fed into a single prediction model (Jin
et al., 2017b; Yang et al., 2018; Zhang et al., 2019;
Singhal et al., 2019; Zhou et al., 2020; Kang et al.,
2020), (ii) late fusion, where unimodal decisions
are fused with some mechanisms such as averaging
and voting (Agrawal et al., 2017; Qi et al., 2019),

2http://github.com/facebookresearch/
fine_grained_hateful_memes
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and (iii) hybrid fusion, where a subset of the learned
features are passed to the final classifier (early fu-
sion), and the remaining modalities are fed to the
classifier later (late fusion) (Jin et al., 2017a). Here,
we use early fusion and joint learning for fusion.

3 Task and Dataset

Below, we describe the CONSTRAINT 2022
shared task and the corresponding dataset provided
by the task organizers. More detail can be found in
the shared task report (Sharma et al., 2022c).

3.1 Task

The CONSTRAINT 2022 shared task asked partic-
ipating systems to detect the role of the entities in
the meme, given the meme and a list of these enti-
ties. Figure 1 shows an example of an image with
the extracted OCR text, implicit (image showing
Salman Khan, who is not mentioned in the text),
and explicit entities and their roles. The example
illustrates various challenges: (i) an implicit entity,
(ii) text extracted from the label of the vial, which
has little connection to the overlaid written text,
(iii) unclear target entity in the meme (Vladimir
Putin). Such complexities are not common in the
multimodal tasks we discussed above. The textual
representation of the entities and their roles are dif-
ferent than for typical CoNLL-style semantic role
labeling tasks (Carreras and Màrquez, 2005), which
makes it more difficult to address the problem in
the same formulation.

By observing these challenges, we first at-
tempted to address the problem in the same for-
mulation: as a sequence labeling problem by con-
verting the data to CoNLL format (see Section 4.1).
Then, we further tried to address it as a classifica-
tion task, i.e., predict the role of each entity in a
given meme–entity pair.

3.2 Data

We use the dataset provided for the CONSTRAINT
2022 shared task. It contains harmful memes, OCR-
extracted text from these memes, and manually
annotated entities with four roles: hero, villian, vic-
tim, and other. The datasets cover two domains:
COVID-19 and US Politics. The COVID-19 do-
main consists of 2,700 training and 300 validation
examples, while US Politics has 2,852 training and
350 validation examples. The test dataset combines
examples from both domains, COVID-19 and US
Politics, and has a total of 718 examples.

Figure 1: An example image showing the implicit
(Salman Khan) and the explicit entities (from a text per-
spective) and their roles.

Class label Train Val Test

Count % Count % Count %

Hero 475 2 224 3 52 2
Villain 2,427 10 886 10 350 14
Victim 910 5 433 5 114 5
Others 13,702 83 6,937 82 1,917 79

Total 17,514 8,480 2,433

Table 1: Distribution of the entity roles in the combined
COVID-19 + US politics datasets.

For the experiments, we combined the two do-
mains, COVID-19 and US Politics, which resulted
in 5,552 training and 650 validation examples.

The class distribution of the entity roles, aggre-
gated over all memes, in the combined COVID-19
+ US Politics dataset is highly imbalanced as shown
in Table 1. We can see that overall the role of hero
represents only 2%, and the role of victim covers
only 5% of the entities. We can further see that
the vast majority of the entities are labeled with the
other role. This skewed distribution adds additional
complexity to the modeling task.

4 Experiments

Settings: We addressed the problem both as a se-
quence labeling and as a classification task. Below,
we discuss each of them in detail.

Evaluation measures: In our experiments, we
used accuracy, macro-average precision, recall, and
F1 score. The latter was the official evaluation
measure for the shared task.
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Figure 2: Example with text in BIO format.

4.1 Sequence Labeling
For the sequence labeling experiments, we first con-
verted the OCR text and the entities to the CoNLL
BIO-format. An example is shown in Figure 2. To
convert them, we matched the entities in the text
and we assigned the same tag (role label) to the
token in the text. For the implicit entity that is not
in the text, we added them at the end of the text and
we assigned them the annotated role; we labeled
all other tokens with the O-tag.

We trained the model using Conditional Random
Fields (CRFs) (Lafferty et al., 2001), which has
been widely used in earlier work. As features, we
used part-of-speech tags, token length, tri-grams,
presence of digits, use of special characters, token
shape, w2vcluster, LDA topics, words present in
a vocabulary list built on the training set, and in
a name list, etc.3 We ran two sets of experiments:
(i) using the same format, and (ii) using only enti-
ties as shown in Figure 2.

4.2 Classification
For the classification experiments, we first con-
verted the dataset into a classification problem. As
it contains all examples with one or more entities,
we reorganized the dataset so that an example con-
tains an entity, OCR text, image, and entity role.
Hence, the dataset size is now the same as the
number of entity instances rather than memes. We
ended up with 17,514 training examples, which is
the number of training entities as shown in Table 1.

We then ran different unimodal and multimodal
experiments: (i) only text, (ii) only meme, and
(iii) text and meme together. For each setting, we
also ran several baseline experiments. We further
ran advanced experiments such as adding attention
to the network and text-based data augmentation.
Figure 3 shows our experimental pipeline for this
classification task. For the unimodal experiments,
we used individual modalities, and we trained them
using different pre-trained models.

3More details about the feature set can be found at https:
//github.com/moejoe95/crf-vs-rnn-ner

Figure 3: Diagram of our experimental pipeline.

Note that for the text modality, we ran several
combinations of fusion (e.g., text and entity) ex-
periments. For the multimodal experiments, we
combined embedding from both modalities, and
we ran the classification on the fused embedding,
as shown in Figure 3.

4.2.1 Text Modality

For the text modality, we experimented using
BERT (Devlin et al., 2019) and XLM-RoBERTa
(Liu et al., 2019). We performed ten reruns for each
experiment using different random seeds, and then
we picked the model that performed best on the
development set. We used a batch size of 8, a learn-
ing rate of 2e-5, a maximum sequence length of
128, three epochs, and categorical cross-entropy as
the loss function. We used the Transformer toolkit
to train the transformer-based models.

Using the text-only modality, we also ran a dif-
ferent combination of experiments using the text
and the entities, where we used bilinear fusion to
combine them. We discuss this fusion technique in
more detail in Section 4.2.3.

4.2.2 Image Modality

For our experiments using the image modality, we
extract features from a pre-trained model, and then
we trained an SVM classifier using these features.
In particular, we extracted features from the penul-
timate layer of the EfficientNet-b1 (EffNet) model
(Tan and Le, 2019), which was trained using the
ImageNet dataset. For training the model using the
extracted features, we used SVM with its default
parameter settings, with no further optimization of
its hyper-parameter values. We chose EffNet as it
was shown to achieve better performance for some
social media image classification tasks (Alam et al.,
2021a,b).

47

https://github.com/moejoe95/crf-vs-rnn-ner
https://github.com/moejoe95/crf-vs-rnn-ner


4.2.3 Multimodal: Text and Image
For the multimodal experiments, we used the
BLOCK Fusion (Ben-younes et al., 2019) ap-
proach, which was originally proposed for question
answering (QA). Our motivation is that an entity
can be seen like a question about the meme context,
asking for its role as an answer. In a QA setting,
there are three elements: (i) a context (image or
text), (ii) a question, and (iii) a list of answers.
The goal is to select the right answer from the an-
swer list. Similarly, we have four types of answers
(i.e., roles). The task formation is that for an entity
and a context (image or text), we need to determine
the role of the entity in that context.

BLOCK fusion is a multi-modal framework
based on block-superdiagonal tensor decomposi-
tion, where tensor blocks are decomposed into
blocks of smaller sizes, with the size character-
ized by a set of mode-n ranks (De Lathauwer,
2008). It is a bilinear model that takes two vectors
x1 ∈ RI and x2 ∈ RJ as input and then projects
them to a K-dimensional space with tensor prod-
ucts: y = T × x1 × x2, where y ∈ RK . Each
component of y is a quadratic form of the inputs,
∀k ∈ [1;K]:

yk =
I∑

i=1

J∑

j=1

Tijkx1ixj2 (1)

BLOCK fusion can model bilinear interactions
between groups of features, while limiting the com-
plexity of the model, but keeping expressive high
dimensional mono-model representations (Ben-
younes et al., 2019). We used BLOCK fusion in
different settings: (i) for image and entity, (ii) for
text and entity, and (iii) for text, image with entity.

Text and entity: We extracted embedding rep-
resentation for the entity and the text using a pre-
trained BERT model. We then fed both embedding
representations into linear layers of 512 neurons
each. The output of two linear layers is taken as
input to the trainable block fusion network. Then, a
regularization layer and linear layer are used before
the final layer.

Image and entity: To build embedding represen-
tations for the image and the entity, we used a
vision transformer (ViT) (Dosovitskiy et al., 2021)
and BERT pretrained models. The output of two
different modalities was then used as input to the
block fusion network.

Image, text, and entity: In this setting, we first
built embedding representations for the text and
the image using a pretraind BERT and ViT models,
respectively. Then, we concatenated these repre-
sentations (text + image) and we passed them to a
linear layer with 512 neurons. We then extracted
embedding representation for the target entity using
the pretraind BERT model. Afterwards, we merged
the text + image and the entity representations and
we fed them into the fusion layer. In this way, we
combined the image and the text representations as
a unified context, aiming to predict the role of the
target entity in this context.

In all the experiments, we uses a learning rate of
1e−6, a batch size of 8, and a maximum length of
the text of 512.

4.2.4 Additional Experiments

We ran two additional sets of experiments using
attention mechanism and augmentation, as using
such approaches has been shown to help in many
natural language processing (NLP) tasks.

Attention: In the entity + image block fusion
network, we used block fusion to merge the entity
and the image representations. Instead of using
the image representation directly, we used atten-
tion mechanism on the image and then we fed the
attended features along with the entity represen-
tation into the entity + image block. To compute
the attention, we used the PyTorchNLP library.4 In
a similar fashion, we applied the attention mecha-
nism to the text and to the combined text + image
representation.

Augmentation: Text data augmentation has re-
cently gained a lot of popularity as a way to address
data scarceness and class imbalance (Feng et al.,
2021). We used three types of text augmentation
techniques to balance the distribution of the differ-
ent class: (i) synonym augmentation using Word-
Net, (ii) word substitution using BERT, and (iii) a
combination thereof. In our experiments, we used
the NLPAug data augmentation package.5 Note
that we applied six times augmentation for the hero
class, twice for the villain class, and three times
for the victim class. These numbers were empiri-
cally set and require further investigation in future
work.

4http://github.com/PetrochukM/
PyTorch-NLP

5https://github.com/makcedward/nlpaug
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Exp. Acc P R F1

All tokens 0.51 0.32 0.21 0.24
Only entities 0.77 0.40 0.27 0.25

Table 2: Evaluation results on the test set for the se-
quence labeling reformulation of the problem.

5 Results and Discussion

Below, we first discuss our sequence labeling and
classification experiments. We then perform some
analysis, and finally, we put our results in a broader
perspective in the context of the shared task.

5.1 Sequence Labeling Results

Table 2 shows the evaluation results on the test set
for our sequence labeling reformulation of the prob-
lem. We performed two experiments: one where
we used as input the entire meme text (i.e., all to-
kens), and another one where we used the concate-
nation of the target entities only. We can see that
the latter performed marginally better, but overall
the macro-F1 score is quite low in both cases.

5.2 Classification Results

Table 3 shows the evaluation results on the test set
for our classification reformulation of the problem.
We computed the majority class baseline (row 0),
which always predicts the most frequent label in
the training set. Due to time limitations, our of-
ficial submission used the image modality only,
which resulted in a very low macro-F1 score of
0.23, as shown in row 1. For our text modality ex-
periments, we used the meme text and the entities.
We experimented with BERT and XLM-RoBERTa,
obtaining better results using the former. Using
the BLOCK fusion technique on unimodal (text +
entity) and multimodality (text + image + entity)
yielded sizable improvements. The combination
of image + text (rows 6 and 9) did not yield much
better results compared to using text only (row 4).
Next, we added attention on top of block fusion,
which improved the performance, but there was
no much difference between the different combi-
nations (rows 7–9). Considering only the text and
the entity, we observe an improvement using text
augmentation. Among the different augmentation
techniques, there was no performance difference
between WordNet and BERT, and combining them
yielded worse results.

Exp. Acc P R F1

Baseline

0 Majority 0.79 0.20 0.25 0.22

Image modality

1 EffNet feat + SVM 0.72 0.24 0.25 0.23

Text modality

2 BERT 0.76 0.42 0.36 0.37
3 XLM-RoBERTa 0.75 0.38 0.32 0.32

Multimodality/Fusion

BLOCK fusion
4 Entity + Text 0.74 0.44 0.43 0.43
5 Entity + Image 0.74 0.39 0.39 0.39
6 Entity + (Text + Image) 0.75 0.43 0.42 0.41

Attention
7 Entity + Text 0.72 0.42 0.48 0.44
8 Entity + Image 0.71 0.42 0.48 0.44
9 Entity + (Text + Image) 0.71 0.42 0.49 0.44

Augmentation
10 Entity + Text (WordNet aug) 0.76 0.48 0.46 0.46
11 Entity + Text (BERT aug) 0.74 0.46 0.46 0.46
12 Entity + Text (Mix aug) 0.77 0.49 0.41 0.43

Table 3: Evaluation results on the test set for our clas-
sification reformulation of the problem. Our official
submission for the shared task is shown in italic.

5.3 Role-Level Analysis

Next, we studied the impact of using attention and
data augmentation on the individual entity roles:
hero, villain, victim, and other.

Table 4 shows the impact of using attention on
(a) entity + image (left side), and (b) entity + [image
+ text] (right side) combinations. We can observe a
sizable gain for the hero (+0.09), the villain (+0.06),
and the victim (+0.07) roles in the former case (a).
However, for case (b), there is an improvement for
the victim role only; yet, this improvement is quite
sizable: +0.16.

Table 5 shows the impact of data augmenta-
tion using WordNet or BERT on the individual
roles. We can observe sizable performance gains
of +0.11 for the hero role, and +0.04 for the villain
role, when using WordNet-based data augmenta-
tion. Similarly, BERT-based data augmentation
yields +0.12 for the hero role, and +0.02 for the
villain role. However, the impact of either aug-
mentation on the victim and on the other role is
negligible.
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E+I, w/o Att. E+I, w/ Att. E+[I+T], w/o Att. E+[I+T], w/ Att.

Role P R F1 P R F1 P R F1 P R F1

Hero 0.06 0.02 0.03 0.09 0.15 0.12 0.22 0.12 0.15 0.09 0.21 0.12
Villain 0.35 0.44 0.39 0.40 0.51 0.45 0.39 0.54 0.45 0.39 0.54 0.45
Victim 0.30 0.25 0.28 0.33 0.39 0.35 0.23 0.18 0.20 0.31 0.45 0.36
Other 0.86 0.84 0.85 0.88 0.81 0.84 0.87 0.84 0.85 0.89 0.77 0.82

Table 4: Role-level results on the test set with (w/) or without (w/o) attention between the context (text, image) and
the entity. (E: Entity, I: Image, Att.: Attention, T: Text)

No Aug. Aug. WordNet Aug. BERT

Role P R F1 P R F1 P R F1

Hero 0.21 0.12 0.15 0.33 0.21 0.26 0.30 0.25 0.27
Villain 0.36 0.49 0.42 0.41 0.52 0.46 0.39 0.51 0.44
Victim 0.31 0.27 0.29 0.30 0.27 0.29 0.29 0.27 0.28
Other 0.87 0.83 0.85 0.87 0.84 0.86 0.87 0.83 0.85

Table 5: Role-level results on the test set for the entity + text combination with and without augmentation.

5.4 Official Submission
For our official submission for the task, we used
the image modality system from line 1 in Table 3,
which was quite weak, with a macro-F1 score of
0.23. Our subsequent experiments and analysis
pointed to several promising directions: (i) combin-
ing the textual and the image modalities, (ii) using
attention, (iii) performing data augmentation. As a
result, we managed to improve our results to 0.46.
Yet, this is still far behind the F1-score of the win-
ning system: 0.5867.

6 Conclusion and Future Work

We addressed the problem of understanding the
role of the entities in harmful memes, as part of the
CONSTRAINT-2022 shared task. We presented
a comparative analysis of the importance of dif-
ferent modalities: the text and the image. We fur-
ther experimented with two task reformulations
—sequence labeling and classification—, and we
found the latter to work better. Overall, we ob-
tained improvements when using BLOCK fusion,
attention between the image and the text represen-
tations, and data augmentation.

In future work, we plan to combine the sequence
and the classification formulations in a joint multi-
modal setting. We further want to experiment with
multi-task learning using other meme analysis tasks
and datasets. Last but not least, we plan to develop
better data augmentation techniques to improve the
performance on the low-frequency roles.
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