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Introduction

After the tenth edition of WASSA in 2019, which came only seven months after WASSA 2018, it was
decided to take a one-year break from organising the workshop to give the community some time to
breathe. . . Little did we know what COVID-19 had in mind. 2020 has been a year full of sentiment
and emotion, to say the least. The pandemic has dominated the news headlines all around the world
and evoked a variety of emotions amongst the general public. Understanding these emotions not only
provides insights into the way the public responds to the COVID-19 pandemic in itself and to the media
coverage of the disease, but might help to encourage health promotion measures.

Research in automatic subjectivity and sentiment analysis remains a popular research task in the field of
computational linguistics with a great application potential. Over the years the problem of dealing with
affect in text has evolved, making it a very challenging research area with many research questions that
still need to be answered and often requiring interdisciplinary approaches.

The aim of the Eleventh Workshop on Computational Approaches to Subjectivity, Sentiment and Social
Media Analysis (WASSA 2021) was to continue the line of the previous editions and bring together
researchers working on Subjectivity, Sentiment Analysis, Emotion Detection and Classification and their
applications to other NLP or real-world tasks (e.g. public health messaging, fake news, media impact
analysis) and researchers working on interdisciplinary aspects of affect computation from text. We also
welcomed submissions that specifically tackled sentiment or emotion detection and classification in the
context of the COVID-19 pandemic.

Though the timing was rather tight, we decided to also organise a shared task on Predicting Empathy
and Emotion in Reaction to News Stories (https://competitions.codalab.org/competitions/28713). This
task aimed at developing models which can predict empathy (Track I) and emotion (Track II) based on
essays written in reaction to news articles which reported on harm caused to a person, a group, or other
situations. Five teams participated in the shared task, with three teams submitting predictions for both
tracks. For track I, empathy prediction, four teams submitted a system and the best result obtained was
an average Pearson correlation of 0.545. For track II, emotion label prediction, four teams submitted a
system and the best result was a macro F-1 of 55.3%.

For the main workshop, we accepted 15 papers as long and another 9 as short papers, leading to a
total of 24/32 accepted papers (acceptance rate of 75%). For the shared task we received 6 system
description paper submissions, out of which we accepted 5. Thus, in total 29 papers will be presented at
the workshop, together with the additional contribution from our invited speaker Lyle Ungar, professor
of Computer and Information Science at the University of Pennsylvania.

Accepted papers deal with topics including implicit and explicit sentiment analysis, emotion detection
or classification and the detection of hate speech, stance or sarcasm. A large number of papers deal
with languages other than English, including multilingual approaches but also work conducted on
Italian, Dutch, code-mixed Hindi-English and even less-resourced languages such as Sindhi, Marathi and
Arabizi. The dominance of COVID-19 in the headlines did not translate to a high number of COVID-
related papers, but we gladly included one paper scrutinising resistance to COVID-19 directives.

This year we also asked the reviewers for recommendations for a best paper award and are thrilled to
announce that the paper “Lightweight Models for Multimodal Sequential Data” by Soumya Sourav and
Jessica Ouyang wins this year’s award.
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Keynote talk: Using language to study emotional contagion
Lyle Ungar

Computer and Information Science, University of Pennsylvania

Abstract
The words people use not only reveal their happiness, anger, depression, and empathy toward others;
they also influence the people they communicate with, changing their moods and language. Language
thus drives emotional contagion and allows us to measure it. We present case studies in which people
experience different amounts of emotional contagion based on two factors: 1) Their empathy style: The
words people use on Facebook, when correlated with their scores on empathy-measuring questionnaires,
reveal empathy-driven emotional contagion. 2) Their level of depression: SMS messages from cell
phones show that although depressed people use more sad, negative, and angry language, the texts they
receive only show more anger than texts to non-depressed people, suggesting that anger may be more
contagious than sadness.
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