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Introduction

SpLU-RoboNLP 2021 is a combined workshop on spatial language understanding (SpLU) and grounded
communication for robotics (RoboNLP) that aims to realize the long-term goal of natural conversation
with machines in our homes, workplaces, hospitals, and warehouses by highlighting developments in
linking language to perception and actions in the physical world. It also highlights the importance of
spatial semantics when it comes to communicating about the physical world and grounding language in
perception. The combined workshop aims to bring together members of NLP, robotics, vision and related
communities in order to initiate discussions across fields dealing with spatial language understanding and
grounding language to perception and actions in the real world. The main goal of this joint workshop is
to bring in the perspectives of researchers working on physical robot systems and with human users, and
align spatial language understanding representation and learning approaches, datasets, and benchmarks
with the goals and constraints encountered in HRI and robotics. Such constraints include high costs of
real-robot experiments, human-in-the-loop training and evaluation settings, scarcity of embodied data,
as well as non-verbal communication.

Recent years have seen an increase in the availability of simulators in which virtual agents can take
actions and obtain realistic visual observations, which has led to the creating of benchmarks for grounded
language understanding in such environments. These benchmarks allow more direct comparisons of
different techniques on certain tasks and have led to a significant increase in interest in some tasks such
as vision and language navigation. However, many challenges still remain. Most systems using such
benchmarks do not actually perform interactive training - obtaining live feedback from the environment
on taking novel actions. Such training becomes more expensive as the simulator starts to support more
actions. Different simulators and benchmarks vary in the extent to which they model realistic tasks or
realistic capabilities of physical robots. Many of the modeling techniques used on such benchmarks may
require too much compute to be used on physical robots.

Following the exciting recent progress in a number of visual language grounding tasks and vision and
language navigation, the creation of more interactive embodied agents that can reason about spatial
knowledge, common sense knowledge and information provided in instructions, generalize to data
beyond what is seen during training, identify gaps in their knowledge or understanding, and engage
in natural language interactions with users to fill in these gaps and explain their behavior are interesting
research directions.

We have accepted 6 archival submissions and the workshop included an additional 4 non archival
submissions.
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